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Résumé : Cette thèse est consacrée à l’étude du
mélange fondamental dit à quatre ondes dans un
régime non-linéaire induit par l’instabilité de modu-
lation , où l’interaction est limitée à seulement trois
ondes. En développant un nouveau type de dis-
positif expérimental basé sur l’itération des condi-
tions initiales dans un court segment de fibre, je con-
firme les caractéristiques théoriques de la dynamique
: évolution suivant des orbites fermées interprétées
comme la récurrence de Fermi-Pasta-Ulam-Tsingou,
existence de deux types de solutions divisées par une
séparatrice et apparition de points stationnaires. Afin
d’interpoler les résultats et de mettre en lumière le
modèle physique qui gouverne l’expérience, j’utilise
des méthodes d’intelligence artificielle. Enfin, je mets
en place une méthode pour induire une transition con-
trôlée d’un état arbitraire à un autre. Par un brusque

changement de puissance, nous sommes capable de re-
lier deux états qui n’appartiennent pas à la même or-
bite.
Une autre partie de la thèse s’est intéressée à l’étude
des guides d’ondes couplés. Tout d’abord, j’étudie
comment l’inclusion de l’effet de champ local et du
fond effectif permet d’améliorer les méthodes pertur-
batives pour l’estimation des paramètres des guides
d’ondes couplés. Puis, inspirés par des analogies
entre l’optique guidée et la mécanique quantique,
je développe une technique de contrôle non adia-
batique, où la transition lumineuse est déclenchée
par l’excitation des supermodes. Je recherche les
principes sous-jacents de la transition et les appliquons
à l’optimisation d’une puce photonique dense, où
de multiples transitions lumineuses asymétriques sont
réalisées.

Title : Experimental characterization of fundamental four-wave mixing: discovering the idealized non-
linear dynamics
Key words : Nonlinear fiber optics, modulation instability, Fermi-Pasta-Ulam-Tsingou recurrence, four-wave
mixing, coupled optical waveguides, non-adiabaticity

Abstract : This thesis is devoted to the investigation of
a fundamental four-wave mixing in a nonlinear regime
induced by the modulation instability , where the inter-
action is limited to only three waves. By developing a
new type of experimental setup based on iteration of
initial conditions in a short segment of fiber, I con-
firm theoretical features of the dynamics : evolution
following closed orbits interpreted as the Fermi-Pasta-
Ulam-Tsingou recurrence, existence of two types of
solutions divided by a separatrix and appearance of
stationary points. In order to interpolate the results
and to reveal a model that drives the experiment, I
use artificial intelligence methods. Finally, I study a
method to induce a controlled transition from one ar-
bitrary state to another. By an abrupt change of power,

I am able to connect two states that do not belong to
the same orbit.
Another part of the thesis is dedicated to study of cou-
pled waveguides. First, I investigate how inclusion of
the local field effect and the effective background al-
lows to improve the perturbative methods for estima-
tion of the coupled waveguides parameters. Then, in-
spired by analogies between guided optics and quan-
tum mechanics, I develop a non-adiabatic control tech-
nique, where light transition is triggered by excitation
of the supermodes. I investigate the underlying prin-
ciples of the transition, and apply them to optimiza-
tion of a densely packed photonic chip, where multiple
asymmetric light transitions are fulfilled.
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Introduction

Wave evolution in a dispersive medium that experiences intensity-dependent nonlinear phase shift is described
by the nonlinear Schrödinger equation (NLSE) which is one of the seminal equations in science. It is applied to
many different domains including plasma physics, hydrodynamics, Bose-Einstein condensates, and propagation
in optical fibers [1–3]. The study of the NLSE have yielded major advances in our understanding of the
symmetry-breaking processes [4], modulation instability (MI) [3] and the Fermi-Pasta-Ulam-Tsingou (FPUT)
recurrence [5] which is one of the most important discoveries of the last century. Here the authors studying
an energy transfer between the modes of a nonlinearly coupled oscillators chain have revealed that this system
experiences a reversible behavior : it progressed until the thermalization stage and then the system follows the
reversed dynamics until, after some time, it returns to its initial condition. This unexpected phenomenon has
created a great interest in other fields of nonlinear optics.

The MI process is an effect resulting from the Kerr nonlinearity of the fiber in conjunction with anomalous
chromatic dispersion. It is manifested in a form of amplification of spectral sidebands that eventually leads
to breakup of the wave to a train of pulses [6]. This process is a key of the rogue wave formation [7] and
the supercontinuum generation [8]. The stage of amplification is followed by decay which leads the system
into its initial condition. Such a dynamics can be characterized by breather dynamics [9]. For the case of a
seeded MI, the dynamics reveals the spectral broadening into a triangular shape frequency comb in the spectral
domain [10]. This process can be described in terms of the nonlinear four-wave mixing (FWM).

To characterize the FWM process, one considers two pump waves and two sidebands with upshifted and
downshifted frequencies which are separated by a fixed frequency, so and the evolution is described as an
exchange of spectral amplitudes and phases between these lines. The FWM evolution allows to generate many
spectral lines starting from just four, and it also has a recurrent nature : the spectrum growth is followed by a
saturation phase, then the energy flows back to the pump.

The breakthrough in understanding the FWM process has happened in 1991 with works of Stefano Trillo
and Stefan Wabnitz [11, 12], where the evolution of amplitudes and phases between three spectral lines (FWM
in its degenerate case) was described in terms of exact differential equations. This truncated three-wave model
have revealed the recursive dynamics of the FWM, as well as existence of different types of energy conversion
depending on phase behavior. The evolution of spectral amplitudes and phases was described in terms of
reduced variables, which has allowed to display the process on a phase-space diagram - a plot typical for
nonlinear oscillators (for instance, a nonlinear pendulum). The degenerate case was later expanded to four
different spectral lines [13], where similar features were revealed.

This discovery has advanced the understanding of fundamental nonlinear processes. However, experimen-
tal demonstration of this process in fiber optics has its challenges. Unlike the hydrodynamics, where direct
observation of the FPUT recurrence in water waves is possible [14], its demonstration in fiber optics requires
to solve problems of distributed measurements.



One approach may consist in using the cut-back approach [10,15,16], where the measurements are made in
pieces of fiber of different lengths and are concatenated after each other reconstructing the distributed spectral
evolution. This method, however, lacks in flexibility and convenience. The state of the art of experimental
demonstration of the FPUT dynamics and recurrence was developed in works of A. Mussot [4, 17–19]. Here
the authors developed an original non-invasive experimental setup which is based on the optical time domain
reflectometer and a multiheterodyne detection, with the help of which they record the distributed measurements
of phases and amplitudes of evolving spectral lines. The effects of losses are mitigated with an active Raman
amplification.

The demonstrated results have revealed the cascaded FWM process where generation of residual sidebands
is unlimited, an experimental study of the ideal FWM process, however, was never made. In the full NLSE
propagation, as soon as the sidebands’ amplitudes grow, they start to act as pumps themselves, so the process is
cascaded, and more spectral lines are generated. Here with this thesis, we seek to reveal the idealized dynamics
where only interaction between three spectral lines is considered. The goal of the work is to make a link between
the theory and the light propagation in an optical fiber. We discuss limits and residual effects that prevent the
differential equations to work in the real system, and demonstrate an experimental approach removing these
limitations. Then we study features of the experimental technique in details, and reveal interesting nonlinear
effects linked to asymmetric spectral lines propagation and Hamiltonian conservation. The thesis is composed
of five chapters that are dedicated to the experimental demonstration of the ideal FWM.

The Chapter 1 describes basics of light propagation in optical fibers : the propagation equation is derived
from Maxwell’s equations, and then the effects of dispersion and nonlinearity are discussed. The ideal FWM
model is derived for the degenerate case, and effects limiting its experimental demonstration are described.

The Chapter 2 provides a detailed description of the experimental setup. Its idea is based on iterative
propagation of the frequency components. The setup was built from scratch with a help of a knowledge obtained
during my Master internship on shaping of optical waveforms [20,21]. Here we discuss the concept, calibration,
stability and estimation of impact of the unwanted effects in the experimental setup. We estimate as well the
level of errors and discuss their potential sources.

The Chapter 3 is dedicated to experimental demonstration of the ideal FWM dynamics. We provide a full
investigation of the phase-space map for different values of gain, that reveals typical FWM features such as the
existence of two types of solutions divided by a separatrix, and the FPUT recurrence profiles [22]. Then we
investigate different aspects of the dynamics such as propagation of an asymmetric spectrum and conservation
of a Hamiltonian. The results of the experimental approach, different from the ideal FWM, are analyzed and
explained.

The Chapter 4 discusses implementation of advanced numerical tools such as neural networks (NN) and
data-driven approaches to complete or analyze the experimental results. Here we provide an approach to ef-
ficient training of a NN on a limited set of experimental data impaired by inaccuracies [23]. Then we use a
sparse identification of nonlinear dynamics (SINDy) [24] to retrieve a set of differential equations that governs
the experimental dynamics.

As a continuation of the subject related to use of advanced numerical tools and artificial intelligence meth-
ods, we explore the Dynamic Mode Decomposition (DyMD) technique which aims in extraction of modes and
their evolution from a dataset. As it is detailed in the Appendix C, we applied it to the Dispersive Fourier
Transform dataset (DFT) which has recorded the soliton molecule (SM) evolution in a laser cavity [25]. With
the DyMD, we reveal multiple vibrational modes and observe their interplay in a three-soliton molecule.

In the Chapter 5 we present a method of dynamics control : with an abrupt change of the input power we



are able to transform the incoming state to the desired one in a controlled and optimal manner [26].
We believe that the developed work will serve to design and development of high-speed optical networks.

Indeed, the FWM process strongly depends on a phase-matching between the pump and the signal. This feature
allows to build wavelength conversion devices where, for instance, the waveguide dispersion is engineered to
optimize the phase-matching [27] or to make a mode selection based on the guiding media properties [28].
Since the gain in the system depends so strongly on the phase, it was possible to develop the phase-sensitive
amplifiers [29,30]. Also study of nonlinear processes where the interaction is brought by variation of parameters
has lead to development of parametric amplification [31,32] which can be done in phase-sensitive or insensitive
manner [33, 34]. However, from the fundamental point of view, the FWM process is not trivial, and there is
a room for discussions and investigations of the underlying principles of the FWM in order to improve the
existing techniques or to develop the new ones especially in the non-degenerate case.

Another part of my work is dedicated to development of new techniques of light coupling in integrated
photonics devices. In order to not disrupt an integrity of the thesis, this study is put to Appendices A and B.

When two waveguides are coupled, light can flow between them which is the basis in design of optical
couplers. To estimate the coupling strength, one derives the coupling constant from the Maxwell’s equations
using the perturbative theory [35]. However, this approach fails to reproduce the coupling constant precisely,
leading to poor approximation of the parameter variation with inter-waveguide spacing and the wavelength
dependence. In Appendix A we demonstrate that inclusion of the local field effect (LFE) and the effective
background in case of an inhomogeneous cladding allows to retrieve an acceptable level of accuracy. In this
theoretical and numerical work, we first remind the basis of the perturbative method, then apply it onto two
waveguides configurations based on SiN and SiO2 rib waveguides, and demonstrate the improvement of the
previous theoretical models.

Analogies between quantum and guided optics [36] have stimulated a growing interest in theoretical and
experimental implementation of quantum strategies to control light flow in an array of coupled waveguides.
However, the focus has been made on adiabatic coupling [37, 38] which provides robust and broadband light
transition but limited to symmetric waveguides and is not adapted to densely packed arrays of waveguides.
Therefore, in Appendix B, we investigate non-adiabatic transitions in coupled waveguides, where we discover
that a small periodic modulation that fulfills frequency-matching condition allows to couple the supermodes
(eigensolutions of the system representing the reciprocal space). We demonstrate that the non-adiabatic strategy
can be successfully applied in design of complex densely packed photonics chips that fulfill multiple non-
symmetric transitions [39]. Discussions regarding optimal shape maximizing the supermodes coupling lead to
fundamental links with light propagation in periodic medium.

Parts of the thesis have been supported by the French Agence Nationale de la Recherche (ANR) project
OPTIMAL and by the CNRS-funded project Fourier (Chapter 4 and Appendix C). The Appendices A and B
have been supported by the ANR NAC-NIP.
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Chapter 1

Light Propagation in Fibers

In this Chapter, we review light propagation equations in guided media. Starting from Maxwell’s equations,
we develop a pulse-propagation equation where the effects of dispersion and nonlinearity manifest themselves.
Then we formulate the four-wave mixing (FWM) equations where the interaction is limited to three waves
(in the degenerate case) and introduce a concept of a phase-space plane. In the end, we discuss the potential
obstacles to experimental demonstration of the ideal FWM dynamics.

1.1 Pulse-propagation equation

Optical fields propagation, as any other electromagnetic phenomena in a dispersive nonlinear media, is gov-
erned by Maxwell’s equations [40]:

5 ·D = ρ 5×E = −∂B
∂t

5 ·B = 0 5×H = J + ∂D

∂t
,

(1.1)

with E and H being electric and magnetic field, respectively, and D and B - electric displacement field and
total magnetic field. In optical fibers, due to absence of free charges, the current density J and the charge
density ρ are set to zero [41].

TheD andB are related to the electric and magnetic field through :

D = ε0E + P

B = µ0H +M .
(1.2)

Here the vacuum permittivity is denoted as ε0 and the vacuum permeability is µ0, and the relation for the speed
of light µ0ε0 = 1/c2 holds. The magnetic polarization M equals to zero for a non-magnetic medium such as
optical fiber. The induced polarization is denoted as P .

To obtain a wave equation that describes light propagation in optical fiber, one takes a curl of 5×E and
uses the equation for5×H as well as the definition ofD, which results in:

5×5×E = − 1
c2
∂2E

∂t2
− µ0

∂2P L

∂t2
− µ0

∂2PNL

∂t2
. (1.3)
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The estimation of the induced electric polarization P requires, in general, a quantum-mechanical approach.
However, if the considered wavelength range (0.5 − 2µm for optical fibers) is far from medium resonances,
the two quantities can be linked by a phenomenological relation P = ε0

∑N
i=1 χ

(i)Ei [42], where χ(i) is an
optical susceptibility of i-th order. The linear susceptibility χ(1) contributes the most to P . The nonlinear
change in the refractive index is around 10−6, so the nonlinear part of the induced polarization is treated as
a perturbative term. As for the second-order effect χ(2), that corresponds to the processes of second-order or
sum-frequency generation, it arises from media with no inversion symmetry at a molecular level. In SiO2

glass, the lattice has no determined macroscopic orientation (there is no long range correlation), hence it is a
symmetric structure. Thus, a fiber made of silica glasses experiences no second-order nonlinear effects. As a
result, the first nonlinear effect of importance comes from the third-order χ(3) process. Now we can separate
linear and nonlinear contributions to the induced polarization:

P = ε0
∫ t
−∞ χ

(1)(t− t′)E(r, t′)dt′+

ε0
∫ t
−∞ dt1

∫ t
−∞ dt2

∫ t
−∞ dt3 × χ(3)(t− t1, t− t2, t− t3)

...E(r, t1)E(r, t2)E(r, t3)
= P L + PNL.

(1.4)

If the nonlinear response is assumed to be instantaneous, the time dependence of χ(3) is given by the product
of three Dirac’s delta functions δ(t− t1), therefore the expression can be simplified:

PNL = ε0χ
(3)...E(r, t)E(r, t)E(r, t) (1.5)

Here, χ(3) is the third-order susceptibility tensor (rank 2). Note that, unlike in birefringent materials, in isotropic
ones, the tensor has an inversion symmetry, so it is represented as a diagonal matrix. Therefore, the induced
polarization will be proportional to the electric field that creates it. To solve Eq. 1.3 it is necessary to make
several simplifying assumptions.

First, we consider that the field polarization is maintained along the fiber length, which is true if bending
or defects are avoided (otherwise, a polarization-maintaining fiber can be used). However, the used scalar
approach gives a good approximation in practice. Also, since the silica glass is an isotropic material, the χ(1)

and χ(3) can be simplified to a single component if the field is polarized along the same direction x̂ : χ(1)
xx and

χ
(3)
xxxx.

Second, we assume the field to be quasi-monochromatic, hence the spectrum of width ∆ω is centered
around ω0, while ∆ω/ω � 1. Since ω0 ∼ 1015 s−1, this assumption is valid for pulses as short as 0.1 ps.

Following the slowly varying envelope assumption, the rapidly varying part of the field can be separated:

E(r, t) = 1
2 x̂ [E(r, t) exp(−iω0t) + c.c.] , (1.6)

where x̂ is the polarization unit vector, E(r, t) is a slowly varying function of time. Using the same notations
the induced polarization components can be rewritten as :

P L(r, t) = 1
2 x̂ [PL(r, t) exp(−iω0t) + c.c.] (1.7)

PNL(r, t) = 1
2 x̂ [PNL(r, t) exp(−iω0t) + c.c.] (1.8)

In this case the linear polarization is transformed by substituting Eq. 1.7 to the first part of Eq. 1.4:

PL(r, t) = ε0
∫∞
−∞ χ

(1)
xx (t− t′)E(r, t′) exp(−iω0(t− t′))dt′

= ε0
2π
∫∞
−∞ χ

(1)
xx (ω)Ẽ(r, ω − ω0) exp(−i(ω − ω0)t)dω

(1.9)
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Eq. 1.8 can be expanded by substituting Eq. 1.6 in the Eq. 1.5 one obtains a term oscillating at ω0 and
another term at 3ω0. The latter can be omitted since the third-harmonic generation requires a phase matching
and is usually neglected in optical fibers. Taking into account Eq. 1.8, the nonlinear response is approximated
as :

PNL(r, t) = ε0
3
4χ

(3)
xxxx |E(r, t)|2E(r, t) = ε0εNLE(r, t) (1.10)

For further development we will translate this equation to the frequency domain by making a Fourier
transform E(r, t)→ Ẽ(r, ω), χ(i)(t)→ χ̃(i)(ω):

F .T .
(
∂2E(r, t)

∂t2

)
= −ω2Ẽ(r, ω)

F .T .
(
∂2P L(r, t)

∂t2

)
= −ε0ω2χ̃(1)(ω)Ẽ(r, ω)

F .T .
(
∂2PNL(r, t)

∂t2

)
= −ε0ω2εNLẼ(r, ω).

(1.11)

Here we use the following definitions : Ẽ(r, ω) = F .T .(E(r, t)) =
∫+∞
−∞ E(r, t) exp(iωt)dt for the

direct Fourier transform, and E(r, t) = F .T .−1(Ẽ(r, ω)) = 1
2π
∫+∞
−∞ Ẽ(r, ω) exp(−iωt)dω for the inverse

one.
Substituting the Eq. 1.11 in Eq. 1.3 and using equality5×5×E = 5(5 ·E)−52E = −52 E one

obtains :

52Ẽ + ε(ω)ω
2

c2 Ẽ = 0, (1.12)

where ε(ω) = 1 + χ̃(1)(ω) + εNL is the dielectric constant including linear and nonlinear response. Note
that ε(ω) may change along the spatial coordinate giving ε(r, ω), however, here we assume a homogeneous
structure.

Neglecting for a moment εNL, with which we will deal later, the Eq. 1.12 becomes a usual wave equation-
like (d’Alembert equation) in the frequency domain, which can be solved by separation of variables. Here we
assume that the fiber is invariant along the z− direction, so the general solutions of the linear problem Eq. 1.12
can be expressed as :

Ẽ(r, ω − ω0) = F (x, y)Ã(z, ω − ω0) exp(iβ0z), (1.13)

where we assume that the spatial mode F (x, y) with an eigenvalue k does not vary much with ω and follows a
slowly varying function Ã(z, ω − ω0) [43]. Here a wave number β0 will be defined later.

Substituting Eq. 1.13 to Eq. 1.12 and separating transverse F (x, y) and longitudinal Ã(z, ω − ω0) parts:

∂2F (x, y)
∂x2 + ∂2F (x, y)

∂y2 +
[
ε(ω)ω

2

c2 − β̃
2
]
F (x, y) = 0, (1.14)

2iβ̃ ∂Ã(z, ω − ω0)
∂z

+
(
β̃2 − β2

0

)
Ã(z, ω − ω0) = 0. (1.15)

Under assumption of linear response so that εNL = 0, the solutions of Eq. 1.14 correspond to eigenmodes
supported by the fiber with F (x, y) being a spatial distribution that satisfies given geometry and boundary
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conditions, and k defining the eigenvalue. This is similar to the Helmholtz equation. Depending on fiber
core size and the core-cladding difference, the fiber can support several modes and operate in a multimode
regime [44]. For each mode there exists a cut-off frequency and with careful selection of parameters a fiber can
operate in a single-mode regime, where only fundamental mode is supported. The shape of the fundamental
mode can be approximately described by a Gaussian distribution of the form : F (x, y) ≈ exp(−(x2+y2)/w2)
with w being a width parameter obtained from a curve fitting.

Note that here we have used a simplified approach that fits well the context of optical fibers, however, in
waveguides in general, the considered simplifications in the Eq. 1.11 and, hence, in the Eq. 1.12 can result in
missing some important nonlinear effects, for instance, the slow light effect [41]. In this case, it is better to use
a generalized Poynting vector [40,43,45] in derivation of pulse propagation equation. Then instead of Eq. 1.14
and Eq. 1.15 one obtains:

∂Ã(z, ω − ω0)
∂z

∫
ẑ [FE × F ∗H + F ∗E × FH ] dxdy = iω

∫
FE exp(−iβ0z)PNL(r, ω)dxdy (1.16)

with FE , FH being modes of the electric and the magnetic fields, respectively. Nevertheless, with the simplifi-
cations valid for optical fibers, the results of two approaches are identical.

If εNL is included, the refractive index n and the absorption coefficient α become intensity dependent,
however, in silica the nonlinear contribution to α is small and usually ignored. In the first-order perturbation
theory the dielectric constant becomes :

ε(ω) = (n+ ∆n)2 ≈ n2 + 2n∆n, (1.17)

with a small perturbation ∆n denoted as:

∆n = n̄2 |E|2 + iαc

2ω . (1.18)

where we assume an equivalence between the power and the field intensity. Here we see an appearance of the
linear losses term α that was neglected before.

This perturbation is small enough so that it does not modify solutions F (x, y) of Eq. 1.14, however the
eigenvalue becomes β̃ = β(ω) + ∆β(ω). Then Eq.1.15 can be modified using (β(ω) + ∆β(ω))2 − β2

0 =
2β0(β(ω) + ∆β(ω)− β0) :

∂Ã(z, ω − ω0)
∂z

= i (β(ω) + ∆β(ω)− β0) Ã(z, ω − ω0). (1.19)

The exact form of β(ω) is rarely known, so one can expand both β(ω) and ∆β(ω) in a Taylor series around the
carrier frequency ω0 [45]:

β(ω) = β0 + (ω − ω0)β1 + 1
2(ω − ω0)2β2 + 1

6(ω − ω0)3β3 + · · · (1.20)

∆β(ω) = ∆β0 + (ω − ω0)∆β1 + 1
2(ω − ω0)2∆β2 + 1

6(ω − ω0)3∆β3 + · · · . (1.21)

In principle, the cubic and the higher-order terms in Eq. 1.20 can be neglected under the quasi-monochromatic
assumption used in this thesis, however for specific values of ω0 it may be necessary to include β3 term [44].
Under the same assumptions value of ∆β(ω) can be approximated as the first order term ∆β(ω) ≈ ∆β0.
Substituting Eq. 1.20 and Eq. 1.21 to Eq. 1.19 and making the Fourier transform, one receives an expression
for A(z, t) :

∂A(z, t)
∂z

+ β1
∂A(z, t)
∂t

+ iβ2
2
∂2A(z, t)
∂t2

− i∆β0A(z, t) = 0. (1.22)
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Here ∆β0 is defined as:

∆β0 = ω2n(ω)
c2β(ω)

∫ ∫∞
−∞∆n |F (x, y)|2 dxdy∫ ∫∞
−∞ |F (x, y)|2 dxdy

(1.23)

= iα

2 + |A(z, t)|2 ω0n̄2
c

∫ ∫∞
−∞ |F (x, y)|4 dxdy∫ ∫∞
−∞ |F (x, y)|2 dxdy

= iα

2 + |A(z, t)|2 γ,

where an approximation β(ω) ≈ n(ω)ω/c and Eq. 1.18 are used to simplify the expression. Substituting Eq.
1.24 to Eq. 1.22 one obtains:

∂A(z, t)
∂z

+ β1
∂A(z, t)
∂t

+ iβ2
2
∂2A(z, t)
∂t2

+ α

2A(z, t)− iγ |A(z, t)|2A(z, t) = 0. (1.24)

Equation 1.24 describes pulse propagation in single-mode optical fibers. It is referred to as the nonlinear
Schrödinger (NLS or NLSE) equation (when the losses are neglected). This equation includes effects of losses
where α is a measure of total power loss from all sources. The attenuation is expressed in m−1 or in dB/km
and depends on the wavelength of light. Typical losses of silica fiber are about 0.2 dB/km near 1.55µm and it
can be neglected for short propagation lengths. Chromatic dispersion effects are included through β1 and β2.
Here the pulse envelope moves at the group velocity vg = 1/β1 and, in the moving frame t′ = t − z/vg, β1

can be omitted from Eq. 1.24. The β2 coefficient includes effects of the group velocity dispersion (GVD), this
parameter can be positive or negative for the given wavelength and linked to normal or anomalous dispersion
regimes, respectively. The nonlinear effect of the self-phase modulation (SPM) are governed by the γ parameter.
The effects of GVD and SPM are discussed in more details further.

1.2 Effects of dispersion and nonlinearity

Now consider propagation of a pulse in the framework of the NLSE. Depending on the initial pulse width and
the peak power either dispersive or nonlinear effect may dominate the light propagation in fiber. So depending
on the interplay between β2 and γ, one or another phenomenon would develop over the distance. To characterize
the propagation regime one may define dispersion and nonlinear lengths, which are defined as, respectively:

LD = T 2
0
|β2|

, LNL = 1
γP0

, (1.25)

where T0 is the input pulse width and P0 is the peak power of the input pulse.

In the moving frame and neglecting the losses the Eq. 1.24 becomes the NLSE:

i
∂A(z, t)
∂z

− β2
2
∂2A(z, t)
∂t2

+ γ |A(z, t)|2A(z, t) = 0. (1.26)

Here we assume that the pulse duration is of picosecond order, and that there is no other sources of scatter-
ing. This equation is the framework that will be used in the rest of this thesis.

In the following section the effect of GVD and SPM will be described.
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1.2.1. Group-velocity dispersion

Consider a case where nonlinear effect is weak (which is true for at a typical dispersion-dominating case
z � LNL), so the propagation is considered purely linear and γ can be neglected. In this case the NLS
equation becomes:

i
∂A(z, t)
∂z

− β2
2
∂2A(z, t)
∂t2

= 0. (1.27)

This equation is equivalent to the paraxial approximation of the Helmholtz equation that governs light diffrac-
tion of a continuous wave when only a transverse direction is taken into account. If β2 is replaced by−λ/(2π),
one can observe similar diffraction of light on temporal gratings which is evolving in the longitudinal direction.
The observed effects have close analogy with diffraction-induced spatial effects [46–48].

The Eq. 1.27 can be solved in the frequency domain by making F .T .(A(z, t)) :

i
∂Ã(z, ω)

∂z
+ 1

2β2ω
2Ã(z, ω) = 0. (1.28)

The solution of Eq. 1.28 is :

Ã(z, ω) = Ã(0, ω) exp
(
i

2β2ω
2z

)
, (1.29)

where Ã(0, ω) is the Fourier transform of the input pulse A(0, t). From here we see that each spectral line is
dephased from another by the GVD effect, and the phase depends linearly on the propagation distance. The
spectral amplitude, however, is not affected, nevertheless the pulse shape in temporal domain will be modified
:

Ã(z, t) = 1
2π

∫ ∞
−∞

Ã(0, ω) exp
(
i

2β2ω
2z − iωt

)
dω. (1.30)

The spectral phase change caused by the GVD can be seen as an occurring difference in speed of spectral
components as they travel along the fiber. In normal dispersion fiber (β2 > 0) the red components travel faster,
while it is the opposite in the anomalous-dispersion regime (β2 < 0). Any time delay in arrival of spectral
components leads to pulse broadening.

1.2.2. Self-phase modulation

The refractive index of optical fiber becomes intensity dependent which leads to occurrence of the self-phase
modulation - an effect that leads to energy exchange between spectral lines provoking a spectral broadening.

Assuming a lossless fiber with α = 0 and highly nonlinear medium so that LD � L > LNL, Eq. 1.26
becomes:

i
∂A(z, t)
∂z

+ γ |A(z, t)|2A(z, t) = 0. (1.31)

Let’s look separately at change of amplitude and phase occurring during propagation by assuming A(z, t) =
|A(z, t)| exp(iφNL). Since :

∂|A(z,t)|2
∂z = ∂A(z,t)

∂z A∗(z, t) +A(z, t)∂A
∗(z,t)
∂z

= iγ |A(z, t)|2A(z, t)A∗(z, t)− iA(z, t)γ |A(z, t)|2A∗(z, t) = 0,
(1.32)
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the amplitude change is invariant along the fiber length. For the phase we obtain :

∂ |A(z, t)| exp(iφNL)
∂z

= ∂ |A(z, t)|
∂z

exp(iφNL) + |A(z, t)| ∂ exp(iφNL)
∂z

, (1.33)

hence, the nonlinear phase evolves as:
∂φNL
∂z

= γ |A(z, t)|2 . (1.34)

Then the effect of the SPM at distance z is equal to φNL(z, t) = γ |A(0, t)|2 z, and the evolution of the field
reads:

A(z, t) = A(0, t) exp(iγ |A(0, t)|2 z), (1.35)

from which we can conclude that the phase-shift becomes intensity dependent and increases with distance,
while the pulse shape remains unaffected. The spectral changes induced by SPM can be seen from temporal
variation of the phase:

δω(t) = −∂φNL(z, t)
∂t

= −γz∂ |A(z, t)|2

∂t
. (1.36)

The time dependence of δω implies a frequency chirping, which magnitude increases with propagation length.
Hence, for a given frequency component there are contributions from different times and depending on the
exact frequency, these contributions may add up constructively or not [49]. If the initial pulse is not chirped,
these SPM generated components make the spectrum broader.

1.2.3. Modulation instability

An interplay between dispersive and nonlinear effects results in a phenomena referred to as a modulation
instability (MI). This effect manifests into breaking of a continuous wave (CW) into a train of ultrashort pulses
under propagation in an anomalous dispersion media. This effect was observed and studied in other domains
such as fluid dynamics, nonlinear optics and plasma physics [1–3].

To demonstrate the effect, we consider propagation of a CW inside of a fiber in the NLSE framework (Eq.
1.26). Under assumption that A(z, t) remains time independent during propagation one obtains a steady-state
solution A(z, t) =

√
P0 exp(iφNL(z, t)) which means that the light shall propagate unchanged only acquiring

a power-dependent phase. However, this solution does not imply stability in presence of a small perturbation.
To check that we consider an ersatz A(z, t) = (

√
P0 + a(z, t)) exp(iφNL(z, t)) to Eq. 1.26:

i
∂a(z, t)
∂z

− β2
2
∂2a(z, t)
∂t2

+ γP0 (a(z, t) + a∗(z, t)) = 0. (1.37)

This equation can be solved in the frequency domain, however, due to presence of a∗(z, t) term, the Fourier
components at ω and −ω are coupled, therefore the solution takes form:

a(z, t) = a1 exp[i(kz − ωt)] + a2 exp[−i(k∗z − ωt)], (1.38)

with k and ω being the wave number and the frequency of the perturbation. Substituting Eq. 1.38 to Eq. 1.37
one obtains a set of two homogeneous equations that has a nontrivial solution when the determinant of:∣∣∣∣∣∣∣

−k + ω2 β2
2 + γP0 γP0

γP0 k + ω2 β2
2 + γP0

∣∣∣∣∣∣∣ (1.39)
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is equal to zero. In result k and ω must satisfy the following relation:

k2 = ω2β2
2

4

(
ω2 + 4γP0

β2

)
, (1.40)

here, because of the moving framework concept adopted earlier, the frequencies ω and the wave number k
should be understood as ω0 ± ω and β0 ± k. The dispersion relation Eq. 1.40 shows that if the dispersion is
normal (β2 > 0), then the wave number is real for any frequency, so the state is stable against perturbations.
However, in case of anomalous dispersion (β2 < 0), k becomes imaginary for |ω| < 4γP0

β2
so the perturbation

grows exponentially as it seen from Eq. 1.38, hence the CW solution is unstable for β2 < 0. This phenomenon
is called a modulation instability because the CW is spontaneously modified which leads to transformation of
the CW to a train of short pulses.

FIGURE 1.1: (a) Gain profiles obtained from Eq. 1.41 for an optical fiber with β2 = −21.4 ps2

km−1, γ = 1.2 W−1 km−1 (parameters taken from [10]). Blue, red and green lines correspond
to input powers of 0.28, 0.46 and 0.63 W, respectively, with dashed lines marking the maximum
gain frequency. Output spectra of a CW seeded with 1% noise (b1) or seed at the maximum gain
point of 36 GHz (b2) that propagated over 8 km in the given fiber with input power of P0 = 0.46
W. Here (b1) and (b2) reveal spontaneous and induced modulation instability (and its cascading),

respectively.

The gain spectrum is defined by g(ω) = 2=(k):

g(ω) = |ωβ2|
(4γP0
|β2|

− ω2
)1/2

, (1.41)

here we denote ω2
c = 4γP0/β2. The gain is symmetric with respect to carrier frequency (hence ω0) and

the maximum appears at ωmax = ±ωc/
√

2 with a value of 2γP0. Depending on the input power and fiber
parameters, the gain curves have different area and position of the maximum, the shape, though, stays the
same. A few examples of gain profiles are depicted in Figure 1.1 (a).

Due to the presence of noise, the MI occurs even when the pump propagates by itself, which will be
amplified with frequency peaks located at ±ωmax. This effect is referred to as spontaneous MI [7, 50], and is
depicted in Figure 1.1 (b1) where we observe an emergence of amplified sidebands as a result of propagation
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of a 1% random noise in a fiber defined as random seeding in the temporal domain. We obtain this result from
numerical simulations using a standard split-step Fourier algorithm (note that it is a result of a single run of the
simulation without the averaging over several runs). The shape of the spectrum resembles the gain curves, and
a position of the maximum coincides with ωmax.

If along with a pump wave one launches a probe which frequency located within the MI gain area, the
amplitude of the wave is getting amplified with propagation. This phenomenon is called an induced MI [6]
and is depicted in Figure 1.1 (b2), where a pump and a 1% seed located at ωmax is sent along. Due to MI the
spectrum broadens with propagation resulting in a broad comb at ωmax. This rather simple process becomes
less straightforward when the MI enters its nonlinear stage. In this case, when the second harmonic of initial
modulation frequency falls into the MI gain, the breather structure is decomposed and split into two subpulses
[51]. Then the process is generalized to an excitation of multiple instability modes that undergo a complex
evolution.

MI can occur also if pump waves have different polarization states which can be applied to a case of
birefringent fiber (even for the normally dispersive ones). In this case one writes coupled NLSE for each
polarization state and derives linear equations in a presence of a small perturbation [52]. From these equations
the presence of MI gain is evident, and exponential growth of polarized sidebands was observed [53–55]. In
the present thesis both pump and the sidebands are considered polarized on a single axis, therefore effects of
the polarization MI are neglected.

In the next part the modulation instability will be interpreted in terms of a four-wave mixing (FWM) process
that is phase-matched by the SPM [3, 56].

1.3 Degenerate four-wave mixing (FWM)

The four-wave mixing (FWM) describes a process of interaction between waves at four different frequencies
which are mixed by an action of the χ(3) coefficient in the Kerr medium as light propagates in an optical
fiber. The FWM has a myriad of practical applications in fibers including frequency-conversion devices and
amplifiers [31, 32].

The FWM process requires two pumps with distinct frequencies, however the special case with a single
pump beam can be considered as well [57]. In this case the process is degenerate and sometimes called three-
wave mixing since only three frequencies are involved. Note that this process should not be confused with the
second order nonlinearity, since silica glass doesn’t have χ(2). During the degenerate FWM two waves with
upshifted and downshifted frequencies are generated due to nonlinear interaction.

To derive the FWM equations, we first consider propagation of three optical waves, that are assumed to be
collinearly polarized and monochromatic, at frequencies ω0, ω0−ωm and ω0 +ωm, with respective propagation
constants k0 = k(ω0), k−1 = k(ω0−ωm), k1 = k(ω0 +ωm), and with complex electric field envelope denoted
Ψ0, Ψ−1 and Ψ1, respectively [11]. The total field in this case reads as :

A(z, t) = Ψ0(z) exp(ik0z) + Ψ−1(z) exp(ik−1z − iωmt) + Ψ1(z) exp(ik1z + iωmt). (1.42)

The propagating waves are interacting through the Kerr nonlinearity of the fiber. A frequency separation be-
tween the waves is considered small (around dozens GHz), so the Raman effect does not impact the propaga-
tion [58], also the process is considered as nearly phase-matched, and the generation of higher order harmonics
is neglected.
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Substituting Eq. 1.42 in the Eq. 1.26 and separating terms at ω0, ω0 − ωm and ω0 + ωm, one receives a set
of coupled equations, that are fundamental in many works [11, 59, 60]:

−idΨ0
dz = γ

(
|Ψ0|2 + 2 |Ψ−1|2 + 2 |Ψ1|2

)
Ψ0 + 2γΨ−1Ψ1Ψ∗0 exp(i∆kz)

−idΨ−1
dz −

1
2ω

2
mβ2Ψ−1 = γ

(
|Ψ−1|2 + 2 |Ψ1|2 + 2 |Ψ0|2

)
Ψ−1 + γΨ∗1Ψ2

0 exp(−i∆kz)

−idΨ1
dz −

1
2ω

2
mβ2Ψ1 = γ

(
|Ψ1|2 + 2 |Ψ−1|2 + 2 |Ψ0|2

)
Ψ1 + γΨ∗−1Ψ2

0 exp(−i∆kz)

(1.43)

where ∆k = k1 + k−1 − 2k0 is the propagation constant mismatch.

This system should be solved numerically, if one wants to obtain the evolution equations for three waves.
An approximate solution can be obtained when specific assumptions are made, for instance, if the pump wave
is strong enough, so it can be considered as undepleted.

1.3.1. Undepleted pump approximation

In the undepleted pump approximation, the pump is assumed to be much more intense than any other waves
participating in the interaction, so the FWM is considered undepleted [44]. In this case, |Ψ0| � |Ψ−1|, |Ψ1| so
the Eqs. 1.43 are modified as :

−idΨ0
dz = γ |Ψ0|2 Ψ0

−idΨ−1
dz = 2γ |Ψ0|2 Ψ−1 + γΨ∗1Ψ2

0 exp(−i∆kz)

−idΨ1
dz = 2γ |Ψ0|2 Ψ1 + γΨ∗−1Ψ2

0 exp(−i∆kz)

(1.44)

The first equation can be readily solved :

−idΨ0
dz

= Ψ0(0) exp(iγ |Ψ0|2 z), (1.45)

where Ψ0(0) = Ψ0(z = 0) is initial pump power. We see that the pump experiences only phase changes due to
the SPM during the propagation.

Denote P0 = |Ψ0|2, and substitute Eq. 1.45 in Eqs. 1.44 with making a conjugate of the last equation :
−idΨ−1

dz = 2γP0Ψ−1 + γΨ∗1Ψ2
0(0) exp(−i∆kz + i2γP0z)

i
dΨ∗1
dz = 2γP0Ψ∗1 + γΨ−1Ψ2

0(0) exp(i∆kz − i2γP0z).
(1.46)

Denote Bj = Ψj exp(−i2γP0z) with j = ±1 and transform the equations to :
−idB−1

dz = γB∗1Ψ2
0(0) exp(−i∆kz + i2γP0z)

i
dB∗1
dz = γB−1Ψ∗20 (0) exp(i∆kz − i2γP0z).

(1.47)

After differentiating these equations for the second time and making simplifications, one receives :
d2B−1
dz2 + i(∆k + 2γP0)dB−1

dz − γP
2
0B−1 = 0

d2B∗1
dz2 − i(∆k + 2γP0)dB

∗
1

dz − γP
2
0B1 = 0.

(1.48)
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General solutions of these equation are :

B−1 =
(
a−1 exp(

√
γP 2

0 − (∆κ/2)2z) + b−1 exp(−
√
γP 2

0 − (∆κ/2)2z)
)

exp(−i∆κ/2z), (1.49)

B1 =
(
a1 exp(

√
γP 2

0 − (∆κ/2)2z) + b1 exp(−
√
γP 2

0 − (∆κ/2)2z)
)

exp(i∆κ/2z), (1.50)

where ∆κ = (∆k + 2γP0) denotes an effective phase mismatch, aj , bj with j = ±1 are determined based

on boundary conditions. Here value of
√
γP 2

0 − (∆κ/2)2 denotes the parametric gain, which has a similar
shape as the MI gain when plotted with respect to the mismatch ∆κ. The results of these equations are fully
consistent with the MI approach derived in the Section 1.2.3., which shows that the linear stage of the MI and
the FWM in the undepleted regime are identical.

The derived equations give an approximate solution to the FWM problem, however, the undepleted pump
approximation is a very strong assumption and holds only in very special situations in practice. Therefore, we
develop another set of governing equations that would work in any configuration.

1.3.2. General governing equations

We continue from the Eqs. 1.43. Next step is to separate the phase and the amplitude of each spectral component
: Ψi = ψi exp iφi, where ψi = |Ψi| and φi = angle(Ψi). After separating real and imaginary parts of Eq. 1.43
one receives: 

dφ0
dz = γ

(
ψ2

0 + 2ψ2
−1 + 2ψ2

1
)

+ γψ−1ψ1 cosφ
dφ−1
dz −

1
2ω

2
mβ2 = γ

(
ψ2
−1 + 2ψ2

1 + 2ψ2
0
)

+ γψ−1
−1ψ1ψ

2
0 cosφ

dφ1
dz −

1
2ω

2
mβ2 = γ

(
ψ2

1 + 2ψ2
−1 + 2ψ2

0
)

+ γψ−1
1 ψ−1ψ

2
0 cosφ

ψ0
dψ0
dz = −2γψ−1ψ1ψ

2
0 sinφ

dψ−1
dz = γψ1ψ

2
0 sinφ

dψ1
dz = γψ−1ψ

2
0 sinφ

(1.51)

Here φ(z) = ∆kz + φ−1 + φ1 − 2φ0 represents a phase mismatch between the pump and the sidebands.
Under assumption that the energy exchange is restricted solely to the three waves interaction with no losses,
the total power P0 = |ψ0|2 + |ψ−1|2 + |ψ1|2 is conserved, hence, we can normalize the amplitudes denoting
η = ψ2

0/P0, ψ−1,1 = ψ−1,1/
√
P0. In this case equations Eqs. 1.51 become:

dη
dz = −4γP0ψ−1ψ1η sinφ,
dψ−1
dz = γP0ψ1η sinφ,

dψ1
dz = γP0ψ−1η sinφ,

dφ
dz = ω2

mβ2 + γP0
(
−ψ2

1 − ψ2
−1 + 2η

)
+ γP0

[
η
(
ψ−1
ψ1

+ ψ1
ψ−1

)
− 4ψ−1ψ1

]
cosφ. (1.52)

To achieve a phase-matching one has to fulfill :

∆kM + ∆kW + ∆kNL = 0, (1.53)

where the three terms represent the mismatch induced by material, waveguide dispersion and nonlinear contri-
bution, respectively. General technique of phase-matching include working near the zero-dispersion point for
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small frequency detuning at low power [61] In our case, the linear mismatch, that includes ∆kM + ∆kW is
defined as

∆kM + ∆kW = ω2
mβ2. (1.54)

The nonlinear contribution :

∆kNL = γP0
(
|ψ1|2 − |ψ−1|2 + 2η

)
(1.55)

can be approximated as ≈ 2γP0 if one considers propagation of a strong pump and small sidebands.
Therefore, to achieve a phase-matching one can work in anomalous dispersion regime, so that the linear

contribution is compensated by the nonlinear one: ∆kM+∆kW = −∆kNL. By substituting Eqs. 1.55 and 1.54
to 1.53, one obtains ωm =

√
(2γP0
|β2| ). The given detuning corresponds to a positive frequency ωmax at which the

maximum modulation instability gain is achieved, which is consistent with interpretation of induced MI through
a FWM process [12]. To introduce a mismatch that characterizes the process we denote κ = sgn(β2) |β2|ω2

m
γP0

.
Note that, under specific conditions, the phase-matching can be achieved in the normal dispersion regime which
results in manifestation of the modulation instability and the FWM [62, 63].

1.3.3. The system invariants and Hamiltonian approach

A pioneering interpretation of the FWM was proposed in 1991 by S. Trillo, S. Wabnitz and G. Cappellini
[11,12], where the Hamitonian formulation and the phase-space plane were used to characterize the dynamics.
Below we give an overview of the system’s interpretation.

In addition to the total power, the considered system is characterized by another two invariants. From the
second and third equations of Eqs. 1.52 one obtains the first invariant:

ρ = |ψ−1|2 − |ψ1|2. (1.56)

This parameter characterizes an asymmetry between two sidebands, and is conserved during propagation if
the interaction is limited to three spectral lines only.

The last invariant is obtained from the first and the fourth equations of 1.52 using Eq. 1.56 :

H(η, φ) = 2η
[
(1− η)2 − ρ2

]1/2
cosφ− (κ− 1)η − 3

2η
2. (1.57)

This one dimensional conservative Hamiltonian represents the conservation of the time-averaged energy of the
field. This formulation allows to reduce the set of equations to :

1
γP0

dη
dz = dH(η,φ)

dφ = −2η
[
(1− η)2 − ρ2

]1/2
sinφ

1
γP0

dφ
dz = −dH(η,φ)

dη = (κ− 1) + 3η − 2 1+2η2−3η−ρ2

[(1−η)2−ρ2]1/2 cosφ.
(1.58)

To analyze dynamics of FWM first, consider a case when the sidebands are equal, hence ρ = 0. In this case the
Eq. 1.58 are modified:

1
γP0

dη
dz = dH(η,φ)

dφ = −2η (1− η) sinφ
1
γP0

dφ
dz = −dH(η,φ)

dη = (κ− 1) + 3η − 2 (1− 2η) cosφ.
(1.59)

This system will be a great help throughout the manuscript and will constitute a major of the work.
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1.3.4. The eigensolutions and phase-space portraits

The dynamical exchange of amplitude and phase between the three lines can be analyzed with the help of
phase-space portrait where we adopt polar coordinates X = η cosφ, Y = η sinφ to display evolution of η, φ
with distance. Depending on value of κ the portraits would experience different patterns and eigensolutions
described above may become unstable. Further we characterize the features and types of observed dynamics
with the help of the phase-space plane.

The eigensolutions of this system represent the input conditions η0, φ0 that propagate unchanged along the
fiber, i.e. stationary solutions. Starting from dH(η,φ)

dφ = 0 and using dH(η,φ)
dη = 0, one obtains the following

eigensolutions.

• η0 = 0 with φ0 = cos−1 [(κ− 1)/2] which corresponds to interaction of two waves in the absence of
pump. This solution is stable for the values of κ /∈ [−1 : 3]. Formally, even if the phase relation is not
fulfilled, no power exchange occurs among the waves, so the solution still holds and we remain on that
fixed point.

• η0 = 1 with φ0 = cos−1 [−(κ+ 2)/2] displays propagation of the central line (pump) in the absence of
sidebands.

• φfp = 0 or π with ηfp = (3− κ)/7 or ηfp = 1 + κ, for the values of κ that satisfy 0 < η < 1.

For large absolute values of κ only solutions η0 = 0 or 1 are stable, however, as soon as κ is within [−4, 3]
these solutions loose their stability giving priority to ηfp and φfp. When value of κ corresponds to existence
of unstable solutions the phase-space portrait consists of two regions of periodic orbits divided by the unstable
solution at η0 = 1. This solution is referred to as a homoclinic or a separatrix trajectory. In Figure 1.2 (b)
one observes a phase-space portrait at κ = −2 (the value that corresponds to maximum MI gain) obtained by
plotting dynamics with different input conditions on one graph. The dashed black line marks position of the
separatrix. Panels (a) and (c) of Figure 1.2 depict other phase portraits when eigensolutions η0 = {0, 1} are
stable, so the separatrix position is not defined.

In case of intermediate values of κ ∈ [−4, 3] the fixed point ηfp emerges. Panels (a1) and (a2) in Figure 1.3
display propagation and the distinctive shape of the fixed point (red solid line). In the focusing NLSE exists a
class of stationary solutions known as dnoidal (dn-) and cnoidal (cn-) waves [15], where dn-wave corresponds
to a solution with a carrier frequency included, hence, resembling the degenerate FWM. For comparison this
shape is plotted in gray solid line in Figure 1.3 (a2), from which we can conclude that the fixed point is a unique
solution that is not included into other class of stationary solutions. Panel (b) in Figure 1.3 displays change in
characteristic shapes on two sides of the separatrix. With variation of κ one observes growth of left or right
parts, shifts of positions of the separatrix and the fixed point [12].

Depending on the initial phase, the dynamics belongs to either the left or right sides. These trajectories
may have different shapes and speed of rotation. An example of the dynamics with input η = 0.90 or 0.30 for
the phases φ0 = 0 or π, respectively, is depicted in panels (b) of Figure 1.4. The temporal intensity experiences
a recurrence pattern known as FPUT recurrence [16] - a fundamental phenomenon observed in many domains
including hydrodynamics, plasma physics [64–66]. For the right-side trajectories, the recurrence pattern has
a regular periodicity period and is symmetric, while for the left ones the period is doubled revealing a broken
symmetry [67]. These features can be explained by the phase behavior that is behind the two regimes : close
trajectories on the right side have the phase which is bounded, hence, oscillating around an average value. On
the contrary, on the left side the phase growth with propagation experiencing unbounded nature (Figure 1.4 (c)).
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FIGURE 1.2: (a-c) Phase-space portraits displaying evolution of relative amplitude η and phase φ
of three spectral lines over a distance of 25 km in a fiber with γ = 1.7 W−1km−1, β2 = −8 ps2m−1

and input wave of average powers P0 = 67, 150, 75 mW (18.22, 21.7, 18.75 dBm) corresponding
to κ = −4.5,−2, 4, respectively. Case (c) corresponds to normal dispersion of β2 = 8 ps2m−1.
Dashed line marks the separatrix position. In panel (b) trajectories on the left correspond to the

input phase of π, while the right ones to 0. Input values of η are denoted on the panel (b).

FIGURE 1.3: (a1) Evolution of temporal intensity of a fixed point input condition for κ = −2.
(a2) Comparison of the intensity profile of the fixed point (red solid line) with the dn-periodic
wave (Eq. (3) in [15]) with k = 0.78 (gray solid line). Here Tm = 2π/ωm is the modulation
period. (b) Phase-space portraits for η0 = 0.98, φ0 = 0 and η0 = 0.90, φ0 = π in blue and
green solid lines, respectively, for varying value of κ. Red markers denote position of a fixed point

according to (3− κ)/7. Black dashed lines mark position of the separatrix for each value of κ.

Impact of the phase dynamics on the recurrence periodicity can be readily seen if the intensity profile is
represented as an interference of three spectral lines:

I(t, z) = |ψ−1(z) exp(−iωt+ iφ−1(z)) + ψ0(z) exp(iφ0(z)) + ψ1(z) exp(−iωt+ iφ1(z))|2

= 1 + (1− η(z)) cos(2ωt) + 4
√

η(z)(1−η(z))
2 cos(ωt) cos φ(z)

2 . (1.60)
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FIGURE 1.4: Evolution of temporal intensity of the spectra depicted in panels (a) with input
parameters η0 = 0.90, φ0 = 0 and η0 = 0.30, φ0 = π, respectively, is displayed in (b1) and (b2).
Solid lines in panels (c1), (c2) display evolution of phase for the given input conditions. Dashed
red and gray lines mark values of phase that correspond, respectively, to maximum and minimum

of intensity at t = 0.

In this case intensity in the center of the time axis t = 0 can be described as:

I(t = 0, z) = 2− η(z) + 4

√
η(z)(1− η(z))

2 cos φ(z)
2 . (1.61)

Hence, the maximum of intensity is observed at positions where φ(z) = 4π(n − 1) , while the minimum at
φ(z) = 2π(2n − 1) where n = 1, 2, . . . N is an integer number. Marking these positions with red and gray
dashed lines, respectively, in Figure 1.4 (c), one observes that for trajectories on the right the phase oscillates
around zero, which corresponds to the maximums appearing. In case of the unbounded phase evolution, the
maximum and minimum at central position are alternated and we observe period doubling and shift of period-
icity.

To display the phase features typical for the left and right sides on the phase-space portraits more straight-
forwardly, there exist other possibilities in axis definitions. Other approaches seen in the literature include
the use of X = φ, Y = η axis directly (hence, the genuine phase portrait representation) [68, 69] or adopt
X = (1− η) cos(φ/2), Y = (1− η) sin(φ/2) [4, 70]. In these cases the unbounded phase feature is presented
in form of continuous trajectories or larger orbits outside the separatrix as it is presented in Figure 1.5 (a) and
(b), respectively. Another possible notations include movement of trajectories using analogies with a Poincare
sphere [71].

Here the focus is on the degenerate FWM, however similar equations and features of the dynamics can be
drawn in the dual pump case [13].

1.4 Conclusion

We have provided a development of the light propagation starting from Maxwell’s equations. After specifying
the effects of dispersion and nonlinearity on light propagating in a fiber, we provide an insight into the MI
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FIGURE 1.5: Other notations used to describe the FWM phase diagram. (a) Phase-space portrait
in X = φ, Y = η, (b) in X = (1− η) cos(φ/2), Y = (1− η) sin(φ/2) coordinates.

phenomenon. Then we give a reminder on the FWM equations for the degenerate case in optical fiber. The
FWM dynamics results in recurrence patterns that, following the formalism developed by S. Trillo, S. Wabnitz
and G. Cappellini in 1991 [11, 12], can be displayed on the phase-space plane in terms of closed orbits. The
orbits shape depends on a value of the mismatch parameter κ that includes properties of the system (nonlinear-
ity, dispersion, input average power) and light (frequency, initial relative amplitude and phases). There exist
two types of trajectories : one with bounded and another with unbounded phases which is reflected in different
types of recurrence. Further we seek for an experimental technique that would allow to demonstrate the ideal
FWM experimentally.
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Experimental setup

This chapter is dedicated to a detailed description of the idea, practical implementation and accuracy estimation
of the developed experimental setup. First we give the description of the state of the art in the experimental
demonstration of the FWM. Then we discuss obstacles and limitations to demonstrate experimentally the ideal
FWM. In order to counteract these effects, we proposed the setup based on iterative propagation. We explain
how it is used to reconstruct the ideal FWM orbits. The errors, stability and level of residual sidelobes are
characterized, as well as other detrimental experimental effects.

2.1 State of the art of wave mixing in the NLSE framework

As it was shown in the previous chapter, the FWM occurs between the spectral lines when the phase-matching is
fulfilled. We have shown the general set of differential equations that describes fundamental interaction between
three waves. However, in practice, when light propagates in a fiber according to the NLSE, the dynamics
becomes more complex and nontrivial. As soon as energy exchange happens between the three waves and the
sidelobes amplitudes start to grow, more spectral lines start to generate from the latter which leads to growth of
spectral harmonics. This process can be described as a cascaded FWM, and it was demonstrated numerically
and experimentally [51, 72, 73]. In this case, the interaction between the waves becomes of more complex
nature, and the description in terms of differential equations may become lengthy and complicated [74]. So the
wave evolution can be easier retrieved from direct numerical simulation of the NLSE propagation. However,
the features of the FWM, such as two types of dynamics and the FPUT recurrence, are preserved [75].

In this section we review the existing approaches to demonstrate the FWM experimentally in fiber optics.
We describe different techniques and recall the scientific results.

Experimental demonstration of the FWM process is a challenging task. Note that due to analogy with
other domains, demonstration of the recurrence and other features is also feasible. For instance, in case of
hydrodynamics, the distributed measurements are readily available which makes the FPUT recurrence observed
easier, however, it can be impaired by effects of damping or forcing [14, 69, 76]. In fiber optics, first, the
evolution is impaired by loss of the fiber. In this case, the total power drops and the recurrence is broken which
leads to the trajectories falling to the phase-shifted type of dynamics [70]. To avoid this effect, either a short
piece of fiber can be used, or the fiber loss is compensated by a counter-propagating Raman pump [4,17–19,70].
This scheme consists in pumping the fiber with a Raman laser source in the backward direction, so the Raman
gain is distributed along the fiber length [77], and it minimizes the relative intensity noise transfer from the
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FIGURE 2.1: Observed recurrences and their phase-plane projections. Spectra at the input of the
SMF28 (a) and the fiber output recorded with an optical spectrum analyser by slightly decreasing
the sideband amplitude to shift the maximal compression point at the fiber output (b). Evolution
along the fiber length of the pump power (dashed lines) and the first sideband pair power (dotted
lines) in (c,f), and the relative phase ∆φ = φ/2 (d,g). (e,h) Projections of the evolutions in the
3WM phase plane (the insets show the corresponding evolutions obtained numerically from the
NLSE). Numerical simulations are depicted in black lines and experiments in solid rainbow lines.
(c-e) and (f-h) differ only in the initial relative phase of the modulation, ∆φ = 0 and ∆φ = π/2,

respectively. Source : Mussot et al. Nature Photonics, 12, 2018 [70].

pump to signal. With such a technique, the recurrence can be kept stable.

Another effect that impairs the FPUT recurrence is the noise. Due to spontaneous MI the quantum noise
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background is amplified after a few recurrence cycles that leads the field to break-up into an irregular structure
with high intensity peaks at different points of space and time [78, 79]. This leads to irreversible evolution and
breaking of the FPUT recurrence patterns.

Therefore, both effects of loss and noise unavoidably affect light propagation in fiber, however, they can be
mitigated depending on the selected experimental technique.

Experimental approaches to demonstrate the reversibility of the MI and the FPUT recurrence in fiber optics
can be split into two groups: a cutback method, where the results of propagation in different fiber lengths
are concatenated to construct the complete evolution, and distributed measurements, where the dynamics is
recorded as light propagates in a fiber.

The cutback (or cutting-back) method consists in measuring the output signal resulting from propagation
in fiber segments of different lengths. If the input signal for each segment is the same, we can observe how
it evolves with gradually growing propagation length. Usually the evolution is observed in terms of the spec-
tral amplitudes that can be measured with a commercially available spectrum analyzer. As such, the FPUT
recurrence was experimentally demonstrated in optical fibers in [80], where the stage of spectral broadening
measured each 250 m was followed by compression. This method allows to investigate dynamics of different
types of waves by just changing the input conditions, for instance, in [15] the authors observe evolving spectra
of cnoidal (cn-) and dnoidal (dn-) waves. Since evolution of residual lines is unlimited in this approach, it
is also possible to investigate higher-order MI [10] or multi-wave mixing in the nonlinear stage of MI [81].
Another way to observe the evolving dynamics is to vary the input power with the fixed fiber length, hence, the
normalized distance γP0L is changed [82], which is similar to some extend to the previously described process.
Overall the cutback approach is quite simple and reliable, however, the preparation and the measurements are
time-consuming, and usually the phase evolution is not accessible.

Performing distributed measurements of phase and amplitude on a picosecond timescale is another chal-
lenge. One way is the Rayleigh scattering, where the scattered light envelope is proportional to the power
evolution along the fiber. Therefore, in order to record the FPUT recurrence, one can measure the Rayleigh
signals of various sidebands, and then reconstruct the spectral evolution along the propagation distance [80].

Another non-destructive approach relies on recirculating fiber loop with periodic amplification [83]. Here,
with synchronized acousto-optical modulators, the input long pulses are recirculated inside of a 75 km fiber in
a controlled manner : the number of spans can be manipulated from 0 to 120, allowing to simulate an effective
propagation over 9000 km. Both real and imaginary parts of the waveforms are recorded with an intradyne
coherent receiver, so the FPUT dynamics was demonstrated both in spectral phases and amplitudes.

A breakthrough in the experimental FPUT investigation was made in 2018 in the group of A. Mussot,
where a setup based on a vector heterodyne time-domain reflectometer was developed [70]. Starting from the
CW laser, a pump and a pair of sidebands propagate in the SMF fiber of 7.7 km, where the MI dynamics
manifests itself. Then the backscattered signal is recirculated and analyzed via heterodyning (beating with the
local oscillator), and the amplitudes and phases of each spectral line are extracted through filtering. With the
help of this technique the FPUT recurrence has been demonstrated : in Figure 2.1 one observes how pump and
sidebands grow and decay over multiple cycles with phase-space portraits following the recurrence orbits. Here,
since the fiber length is rather long, the loss impact is counterbalanced by the Raman amplification described
earlier.

The following works have demonstrated longitudinal profiles and orbits that correspond to two different
types of dynamics : with normal and period-shifted symmetry (Figures 2.2 and 2.3, respectively) [17], that are
sometimes referred to as the A and B-types of periodic solutions of the NLSE [19,84]. The retrieved dynamics
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FIGURE 2.2: Longitudinal evolution of (a) the pump (blue line) and signal/idler (red line) powers
and (b) their relative phase for ∆φ = φ/2 = −π/2; (c) Phase-plane representation. Here η is the
signal power normalized to the total power (therefore 1 − η in the adopted notations). Solid and
dashed lines stand for experimental results and numerical simulations from NLSE, respectively.

Source : Vanderhaegen et al. Opt.Express, 28, 2020 [18].

FIGURE 2.3: Same as Figure 2.2 with ∆φ = φ/2 = 0. Source :Vanderhaegen et al. Opt.Express,
28, 2020 [18].

follows well the predicted periodic orbits and the phase features are reproduced.

In order to retrieve more recurrence cycles, the study was repeated in an ultra-loss fiber [18]. Here not only
the measurements agree perfectly with numerical simulations, but the study also demonstrates two different
types of dynamics over multiple cycles.

Another set of studies were made to characterize the FPUT dynamics in terms of its stability and impact
of other effects. For instance, a separatrix crossing is demonstrated in [4], where the impact of relative phase
and amplitudes of the sidelobes on the latter was investigated. In [85], the authors introduce a weak damping
in the governing equation, and then confirm that the FPUT recurrence becomes unstable which is pronounced
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as separatrix crossing and broken symmetry. A multiple values of critical linear attenuation are obtained with
experimental confirmation. Finally, an interplay between the seeded and the induced MI and the consequent
impact on the FPU recurrence was discussed in [79]. Here the authors report a thermalization of the FPUT
process, where a transition to an irreversible state was observed.

Overall the state of the art experimental demonstration of the FWM process and the FPUT recurrence
consists in observation of spectral and temporal changes as a seeded pump propagates in an optical fiber.
However, in this case, the model governing the system is out of the scope of the fundamental FWM process due
to generation of additional sidebands. Another restriction impacting the results demonstrated previously is the
limited number of initial conditions, hence, the phase portrait is not complete. Therefore, the motivation of the
thesis is to lift-off the restrictions and investigate experimentally the complete phase portrait of the fundamental
FWM process.

2.2 Ideal FWM

The ideal FWM model described in Chapter 1.3 implies several strict limitations such as interaction of three
spectral lines only, collinear polarization of lines, the omission of third-order dispersion and higher order non-
linear effects. This makes the model relatively simple and well-formulated mathematically, however, its ex-
perimental demonstration can be problematic since one has to diminish impact of any other, and sometimes
unavoidable, effects. This brings the question whether the ideal FWM is a pure theoretical model or it can be
reproduced in practice. This section aims to discuss potential effects and experimentally induced discrepancies
that could limit experimental demonstration of the ideal FWM.

2.2.1. Main obstacles to experimental demonstration

Fiber losses

The main limitation in experimental demonstration of the FPUT recurrence is the impact of fiber losses. With
linear attenuation, the average power drops, so the trajectories deviate from the initial κ parameter, and dy-
namics starts to follow a different trajectory shifting from the initial one with propagation distance. As it was
demonstrated in [85], the damping can result in the separatrix crossing and the symmetry breaking. Similar
effects were observed in hydrodynamics [68,86] where the damped water-waves deviate from ideal orbits. The
strategies to counterbalance this effect may include using a low-loss fiber [18] or to implement active Raman
amplification [70, 87].

Cascaded FWM

As it is discussed in the previous chapter, as soon as the sidebands grow, the cascaded FWM process is triggered,
which results in growth of extra lines outside the ideal FWM approximation. In real fiber it’s very hard to limit
interaction to only three spectral lines, which becomes a fundamental restriction in practical application of the
theory. However, if we imagine a system with distributed spectral filters, that cut out the residual harmonics,
along the propagation length, the full NLSE dynamics can be approximated by interaction of just three waves.
As an example consider a propagation of the input waves shaped according to η = 0.90, φ = 0 in a fiber with
β2 = −8 ps2/km, γ = 1.7 /W/km over 50 km at P0 = 22.6 dBm, in a system where each 0.5, 1, 2.5 or 5 km the
residual lines are filtered out, and the signal is reamplified (Figure 2.4). From panel (a) one can conclude that at
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short segment length the trajectory resembles the ideal FWM portrait, and degrades as the length grows. This
behavior is directly linked with growth of residual sidelobes that is unlimited within a single segment : panel
(b) depicts spectral amplitudes after three rounds of propagation. Therefore, the ideal FWM demonstration is
possible if the growth of cascaded FWM is limited.

FIGURE 2.4: (a) Trajectories retrieved from the NLSE propagation where the residual harmonics
outside the FWM are filtered out each 0.5, 1, 2.5, 5 km (green, red, blue, dark green lines, respec-
tively). (b) Spectrum resulting after three rounds of propagation in the given artificial system for

each segment length.

2.2.2. Second-order effects

Raman effect

In any medium spontaneous Raman scattering can transfer a fraction of energy from one field to another, where
the frequency of the latter is downshifted by an amount determined by the vibrational modes of the medium.
This phenomenon is referred to as Raman effect and can be interpreted as conversion of a photon by a molecule
as it makes transition to a vibrational excited state. In order to include this high-order nonlinear effect one
modifies Eq. 1.26 to obtain a generalized NLSE [88] :

∂A(z, t)
∂z

− iβ2
2
∂2A(z, t)
∂t2

+ iγ

(
1 + iτshock

∂

∂t

)(
A(z, t)

∫ +∞

−∞
R(t′)

∣∣A(z, t− t′)
∣∣2 dt′) = 0, (2.1)

where τshock = λ/(2πc) describes the dispersion of the nonlinearity, and the nonlinear response

R(t) = (1− fR)δ(t) + fRhR(t), (2.2)

includes both instantaneous and delayed Raman contributions. fR = 0.18 is the fractional contribution of the
Raman response for a fused silica [89]. Here hR(t) is a Raman response function exhibiting complex dynamics
due to amorphous nature of glass. If we assume that a single vibrational frequency is included in the process,
the response function can be approximated as:

hR(t) =
(
τ−2

1 + τ−2
2

)
τ1 exp(−t/τ2) sin(tτ1), (2.3)
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where τ1 and τ2 are fitting parameters for the experimentally measured Raman-gain spectrum, which are equal
to τ1 = 12.2 fs and τ2 = 32 fs [90].

Main effects of Raman scattering contain an emergence of a broad band gain with a peak value around 13.2
THz, so an indication of the Raman effect presence is an emergence of a downshifted signal [91]. This effect
affects the propagation of ultrashort pulses considerable, however, for long pulses > 5 ps it can be neglected.
There is an another secondary effect when the intrapulse Raman scattering leads to a continuous frequency
shift, which, however, mainly impairs pulses with width below the ps range. If the Raman effect is combined
with parametric gain, and the phase matching is achieved, the gain profile changes significantly [92].

The spontaneous Raman scattering (Raman effect) is typical for low-intensity light, however, at higher
intensity this effect leads to a stimulated Raman scattering [93] that enhances the process due to mixing of
incoming wave with the scattered signal. Stimulated Raman scattering has rather a high threshold to manifest
(in comparison with stimulated Brillouin scattering), which can be around ≈ 1 W.

Stimulated Brillouin scattering

Stimulated Brillouin scattering is another nonlinear process occurring in optical fiber that can be summed
up in an interaction between the initial light wave and a thermally excited acoustic wave. It originates from
electrostriction - a phenomena when the medium’s density is varied in a presence of light, hence, modifying
a refractive index of the medium. Therefore, when light propagates in a fiber, it creates a moving density that
acts as a grating, resulting in pump scattering through Bragg diffraction in the backward direction [94]. This
phenomena exhibits a threshold-like behavior, hence it manifests only when pump power exceeds a certain
level [95]. The Brillouin threshold depends on the fiber characteristics and length : the longer the fiber, the
lower is the threshold [96]. Unwanted effects of the Brillouin scattering are depletion of energy and a risk of
damaging the equipment with the back-scattered light. That said, note that, there are applications of this effect
in lasers [97], amplifiers [98] ans sensors [99].

Third-order dispersion

The dispersion induced pulse broadening was discussed in section 1.2.1. with a focus on the second-order
dispersion β2. Although its contribution dominates in many cases, the third-order dispersion effects may come
into play, especially in a case of working near the zero-dispersion wavelength [100]. The β3 shall be included in
propagation of ultra-short pulses, it would result in temporal pulse broadening with oscillatory structures, called
dispersive waves, appearing near the leading (β3 < 0) and the trailing (β3 > 0) edges of the pulse [101]. The
third-order dispersion can be also a source of instabilities and symmetry-breaking of the modulation instability
spectrum [102, 103].

2.2.3. Proposed experimental architecture : overview of the system

The main goal of the developed setup and idea is to be able to demonstrate the fundamental FWM process
(Section 1.3) that includes interaction of only three spectral lines (in the degenerate pump case). The setup
should be flexible and robust enough to demonstrate several recurrence cycles for any initial point on the phase
portrait (Figure 1.2).

The key idea of the setup is based on iterative propagation of light with a continuous update of input
conditions. The setup concept is depicted in Figure 2.5: the input spectrum, which is tailored to match required
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relative amplitude and phase φ0, η0, propagates in a piece of fiber. If the segment is sufficiently short, the
lateral sidebands located at ±2fm (and further) will not be developed, hence light evolution stays within the
fundamental FWM model. After measuring output values φ1, η1, the input three lines are updated accordingly,
and the process is repeated in a loop N−times until the trajectory is completed. This way with a continuous
update of input conditions, the dynamics can be reconstructed over required propagation distance.

FIGURE 2.5: The setup concept is based on iterated initial conditions : input spectra shaped
according to ηi, φi propagates in a short segment of fiber, the output ηi+1, φi+1 are measured, and
the input spectra is updated. With subsequent update of initial conditions and light evolution in

fiber, complete recurrence profile is reconstructed (left).

Difference between the ideal FWM, segmented approach and full NLSE propagation (hence, cascaded
FWM) can be drawn from Figure 2.6. Here initial condition η0 = 0.90, φ0 = 0 at κ = −2 (P0 = 150 mW
= 21.76 dBm) has propagated in a 50 km anomalous dispersion fiber (β2 = −8 ps2km−1, γ = 1.7 W−1km−1)
following three different models. On the phase-space portraits (panel (a1)) one observes that full NLSE model
does not follow the ideal FWM dynamics due to development of additional sidebands : energy of the pump
is depleted stronger and relative amplitudes of spectral lines at ±2 − 3fm are stronger than in case of ideal
FWM and segmented approaches (panels (a2) and (a3)). The NLSE trajectory crosses the separatrix of the
ideal model. Note that the separatrix of the NLSE itself is different and is formally linked to the Akhmediev
breather (AB).

If power is increased (while keeping fiber characteristics the same), the process becomes more nonlinear
and the normalized mismatch parameter increases κ = −1.2 (P0 = 150 mW = 24 dBm) - panels (b). The
segmented approach now deviates a bit stronger from the ideal FWM, which results from the fact that even at
short segment length some energy flows to the sidebands, hence the deviations are accumulated faster (compare
cyan and red lines amplitudes in panels (a3) and (b3)). Nevertheless, the segmented approach dynamics still
follows closely the ideal FWM, and several recurrence cycles can be reproduced.

To implement the described concept which is based on iteration of initial conditions, an experimental setup
depicted in Figure 2.7 is realized. It is based on commercially-available telecommunications components. We
work at telecom wavelength 1550 nm in order to benefit from high level devices. The setup is fully fibered to
achieve a better stability.

The setup can be divided into several stages with the following functionality :

• comb generation - a CW laser operating at 1550 nm is sent through a phase modulator that imprints a
sinusoidal phase profile converting the monochromatic spectrum into a set of equally spaced spectral
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FIGURE 2.6: Comparison between the models for κ = −2 and κ = −1.2, and η0 = 0.90, φ0 = 0
is shown in panels (a) and (b), respectively. Phase-space portraits are depicted in panels 1 for :
green - full NLSE propagation, blue - segmented approach (500 m fiber), red - ideal FWM model,
dashed black line marks the separatrix. Panels 2 and 3 show evolution of spectral sidebands located

at ±0− 3fm for the NLSE and segmented (ideal FWM), respectively.

lines with frequency of the radio-frequency (RF) clock (40 GHz);

• spectral shaping - the resulting spectrum is tailored by a programmable spectral filter (Finisar Wave-
Shaper 4000) to match the required ηi, φi and then amplified by the erbium-doped fiber amplifier (EDFA)
to reach P0, the polarization controller is required to adjust the input polarization state since it is not
maintained before;

• nonlinear propagation - the shaped spectrum then propagates in a 500 m segment of fiber with β2 = −8
ps2km−1, γ = 1.7 W−1km−1;

• phase and amplitude detection - the resulting relative amplitude is measured with an optical spectrum
analyzer (OSA), the relative phase is retrieved from the temporal delay between central and lateral side-
bands as measured with the high-speed sampling oscilloscope;

• control - the WaveShaper 4000, OSA and the sampling oscilloscope are linked under a home-made
Matlab script, so the process of continous update and measurement is automatized.

With the given setup, light dynamics can be reproduced over 100 iterations resulting in 50 km total propagation
length, which corresponds to several recurrence cycles. The details about each stage and error margins of each
stage of the experiment are provided later in this manuscript.
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FIGURE 2.7: Experimental setup. CW laser - continuous wave laser; RF clock - radio-frequency
clock; RF amp. - radio-frequency amplifier; PC - polarization controller; EDFA - erbium-doped

fiber amplifier; att. - tunable attenuator; OBPF - optical band-pass filter; PD - photodiode.

2.3 Details of the experimental setup

2.3.1. Comb generation

Consider a CW laser (Yenista Optics ECL 1560/P6 external cavity laser with a range of 1520-1600 nm) with
an arbitrary carrier angular frequency ω0 and amplitude a0 which is modulated by a temporal sinusoidal phase
: Ψ(t) = a0 exp(iω0t) exp(iAm cos(ωmt)), where Am and ωm are modulation amplitude and frequency,
respectively. As the result of this temporal phase modulation, the spectrum of a CW is transformed into a
series of discrete spectral lines evenly spaced by ωm with amplitudes of each nth component given by J2

n(Am)
where Jn(x) is the Bessel function of the first kind of order n [20, 104]. Due to shaping constraints that will
be described below, we work at modulation frequency of 40 GHz. In Figure 2.8 (a) a typical experimental
spectrum resulting after a phase modulation with Am = 1.05 rad at 40 GHz is compared with a theoretical
spectrum (red dots).

In order to generate the spectrum that would correspond to a range of relative amplitudes η from 0 to 1, one
is interested in generation of input spectra with equalized spectral lines that corresponds ideally to Am = 1.45
rad. However, the phase modulators (PM), in general, are limited in performance when it comes to modulations
at high frequencies such as 40 GHz, and the price of such components growth significantly. We are using the
EOspace PM that supports frequencies from 20 to 40 GHz. At the same time, the power provided by the RF
signal generator is limited, so in order to generate a broad spectrum with nearly equalized amplitudes, we use
a RF amplifier to provide enough power to the PM. This typically enables us to reach Am = 1.05 rad.

This first part of the setup is polarization maintaining, which allows to avoid extra phase deviations between
the lines that input the shaping part. In case if polarization is not maintained, the spectral lines may exchange
some energy, so the comb becomes less stable.

The obtained spectrum has an intrinsic π/2 phase shift between successive frequency components that
appears due to Jacobi-Anger expansion [20, 21, 105]. In order to control the phase difference between the lines
correctly, this phase shift shall be taken into account at the stage of spectral shaping.

After the spectrum is generated, only three lines are kept and shaped according to the relative amplitude
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and phase. Panels (c1) and (c2) of Figure 2.8 display three harmonics with compensated π/2 phase in spectral
and temporal domains, respectively.

FIGURE 2.8: (a) Spectrum resulting after the sinusoidal PM experimentally (blue solid line) and
theoretically (red dots) at 40 GHz and Am = 1.05 rad. PM-spectrum at 30 GHz (b1) and 40 GHz
(b2) combined with ASE and shaped with a step-like phase profile of a depth π/2 (dashed orange
line). (c) Three spectral lines with compensated phase profile in spectral (c1) and temporal (c2)

domains.

2.3.2. Spectral shaping

To shape the input spectrum to match required η, φ the WaveShaper 4000 (Finisar) was used [106]. It is based
on a diffraction grating combined with a liquid-crystal-on-silicon optical processor and polarization optics, that
controls the phase of light at each pixel to obtain an electrically programmable grating. Such technology allows
to control amplitude and phase of each spectral line, and to imprint complex attenuation and phase profiles.

Phase shaping seems quite straightforward at first glance, however, there are several tricks that one should
keep in mind in order to achieve very precise amplitude and phase sculpturing.

One issue that may emerge during masks implementation is the phase-intensity coupling which appears
when a discrete spectral phase shift creates a notch filter at the transition point due to destructive interference
of phase shifted spectral lines [107]. To avoid impact of notch filters on spectral amplitudes one has to select
the modulation frequency so the spectral lines are separated enough. To do so, the modulated CW at different
frequencies was combined with amplified spontaneous emission (ASE) and then a π/2 step-like phase profile
was imprinted on the sidebands. In Figure 2.8 (b) one observes an emergence of the notch filters in between har-
monics. In case of 30 GHz modulation (b1) the pedestals around harmonics are smoothed, and the amplitudes
are more affected than in case of 40 GHz modulation (b2), where the lines are better separated. It motivates us
to continue working at 40 GHz modulation.

We use a step-like phase profile imprinting phase values in radians for each spectral line (similar to the
orange line in Figure 2.8 (b)). What is important in the definition of φ is the relative phase, therefore, after π/2
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correction, all lines are in phase, and then we assume that φ−1 = φ1 = 0, hence φ = −2φ0 (φi being phases of
each spectral line). In this case the required φ value can be imprinted just by phase shaping of the central line.

In order to shape the spectral amplitudes we design attenuation masks that are step-like profiles for each
harmonic with values corresponding to the desired η. Since the spectral lines have equal spectral amplitudes
after the phase modulation stage, we measure the initial relative amplitude ∆B = (|ψ−1|2 + |ψ1|2)/2|ψ0|2,
where |ψi|2 are the amplitudes just after the comb generation stage. This initial power distribution must be
taken into account when computing the attenuation masks.

To equalize the lines one must first attenuate the central line |ψ0|2 by ∆B, in this case the η and ρ definitions
introduced in Section 1.3 become :

η = ∆B|ψ0|2
∆B|ψ0|2+|ψ−1|2+|ψ1|2

|ψ−1|2 − |ψ1|2 = ρ
(
∆B|ψ0|2 + |ψ−1|2 + |ψ1|2

)
.

(2.4)

Then we must find the attenuation Bi imprinted on each spectral line i = 0,±1 to shape them according
to η and ρ. In order to preserve the total power at best, we minimize the imprinted attenuation by maximizing
the B0|ψ0|2 + B−1|ψ−1|2 + B1|ψ1|2 sum. In order to achieve that, the Eqs. 2.4 are solved for cases when
one of the three lines is the maximum and it’s spectral intensity is not attenuated. All the resulting cases are
summarized below:

• if 2η > ∆B (1− η + |ρ|), then B0 = 0 , B−1 = ∆B 1−η+ρ
2η , B1 = ∆B 1−η−ρ

2η , which is referred to a
case where the central line is higher than the sidelobes, and η > 0.33;

• if 2η ≤ ∆B (1− η + |ρ|) and ρ > 0, then B−1 = 0 , B0 = 2η
∆B(1−η+ρ) , B1 = 1−η−ρ

1−η+ρ , which
corresponds to cases with η ≤ 0.33 and the −fm (left) line being higher than the right one;

• if 2η ≤ ∆B (1− η + |ρ|) and ρ ≤ 0, then B1 = 0 , B0 = 2η
∆B(1−η+ρ) , B−1 = 1−η−ρ

1−η+ρ , which is similar
to the situation above but the +fm (right) line is higher than the left one.

The resulting values B−1, B0, B1 are translated to attenuation in dB by 10 log10(Bi) and then imprinted on the
respective harmonics. For example, if the input spectra is the one displayed in Figure 2.8 (a), then ∆B = 0.37,
and if one wants to obtain η = 0.90 with ρ = 0, then the attenuation mask shall imprint B0 = 0 dB on the
central line and B±1 = 16.87 dB on the sidelobes.

To verify that the WaveShaper is able to imprint correctly values of η we first check the output spectra
directly with no fiber included by imprinting random values of η with φ = 0. In contrast with monotonous
variation of η, this procedure allows to conclude on reproducibility of the results. From Figure 2.9 (a1) we
see that the shaped spectra corresponds to the imprinted η, however the errors are quite systematic and not
negligible with values from -5 to 15 %. Stronger deviations are present for η = [0 : 0.20] ∪ [0.40 : 1] (Figure
2.9 (a2)). It can be explained by the fact that at these values the relative amplitude on either central line
(η = [0 : 0.20]) or the sidebands ( η = [0.40 : 1]) reaches the accuracy limits of the device : ±1.0 dB from 0
to 10 dB, ±10 % from 10 to 30 dB [106]. Here, since the measurement on the OSA was tested in the averaging
regime, and the result was reproduced, we assign the deviations mainly to the WaveShaper.

Figure 2.9 (b1,b2) displays an error on η : δη(dB) = 10 log10

(
ηin

1−ηin
· 1−ηout

ηout

)
, which results from atten-

uation of the sidelobes (hence, ψ0 = 1) and the central line (hence, ψ±1 = 1), respectively, depending on the
imprinted attenuation value. We see that indeed below 10 dB attenuation the deviation is less than 1 dB, and it
growth for values higher than 10 dB. Since the errors seem to be reproduced and not fully random, we make a
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FIGURE 2.9: (a1) Imprinted values of η vs the output ones (directly after the WaveShaper)
and (a2) the relative error (blue dots - experimental values, red line - ideal prediction). Error
on the attenuation vs the command values AWS for (b1) sidelobed and (b2) central line. Stars -

experimental values, green dashed line - interpolated polynomial used as a calibration curve.

fit of the deviation and use it as a calibration to correct the imprinted attenuation to match η more precisely at
the shaping stage. Nevertheless, the thickness of the calibration curve allows to put a global offset if the errors
accumulate too fast.

The imprinting of phase, however, does not require additional calibrations, as we have checked in the phase
measurements described later.

2.3.3. Nonlinear propagation : fiber selection and space of explored
parameters

Before going inside of a fiber, the spectrum has to be amplified in order to reach a controlled average power. We
use the CEFA-C-PB-HP EDFA (Keopsys by Lumibird) that can operate with a weak signal down to -20 dBm
(thanks to a pre-amplification stage) and amplify the signal up to 20-33 dBm (with a saturated output power up
to 42 dBm).

Next, we have to select a fiber with appropriate characteristics. As it was demonstrated in Section 1.2.3. the
MI gain depends on fiber’s non-linearity, dispersion (sign and absolute value) and input average power. In the
experiment we would like to rely on commercially available fibers with anomalous dispersion. The following
fibers were tested :

• single mode fiber - SMF : β2 = −20 ps2/km, γ = 1.1 /W/km, L = 300 m;

• highly-nonlinear fiber - HNLF manufactured by OFS: β2 = −0.88 ps2/km, γ = 10 /W/km, L = 720 m;

• TeraLight - TL manufactured by Alcatel: β2 = −8 ps2/km, γ = 1.7 /W/km, L = 300 m and 500 m.
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The fiber parameters are not the only criteria to select the fiber. One important other criteria is the maximum
power that can be launched into the fiber. This parameter can be either limited by the high power erbium doped
fiber amplifier that is used before the fiber or by higher-order nonlinear effects such as Brillouin or Raman
scattering that may deplete the pump.

The Raman scattering, manifesting itself in emergence of gain with a peak around 13.2 THz, was not
observed in the experimental measurements. And the Brillouin scattering, emerging at a lower threshold and
resulting in the pump scattering backwards, was kept to a minima by estimation of the maximum input power
level at which the back-scattered power starts to be pronounced. This point can be estimated from measuring
the output power with gradually increasing input power. The results are presented in Figure 2.10 (b): when the
output power starts to deviate from the input one (connection and propagation losses are taken into account)
the maximally available power is defined. The resulting maximum powers are 630 mW (28 dBm), 63 mW (18
dBm), 630 mW (28 dBm) and 398 mW (26 dBm) for the SMF, HNLF, TL of 300 m and 500 m, respectively.

Another approach in minimization of the Brillouin scattering impact is to put an additional phase modula-
tion, that would redistribute the energy of each spectral line to small sidelobes. This method, however, would
increase the difficulty of our detection setup, therefore we have not used it.

For the power sets determined from Figure 2.10 (b), the gain curves Eq. 1.41 are computed. Like this,
we can check the gain range that is available for measurements at 40 GHz. Figure 2.10 (a) displays these gain
regions for the considered fibers. In principle, in all the cases we can observe the FWM process at selected
frequency for the range of power that is available. However, if we check the normalized mismatch parameter κ
computed at each average power (Figure 2.11) we would see that the widest range corresponds to the TL fiber
(blue area and lines in Figure 2.11). Note that it’s always possible to reach more linear regimes with κ << 0
by decreasing the amplifier power or putting an attenuator. For HNLF (green) only a short range of strong
nonlinear evolution is covered (here come the limits of the amplifier itself), while for the SMF (blue) a wider
range of more linear propagation is obtained. In principle, one may replace a fiber if a certain range of κ is of
interest. For the TL and HNLF we observe also that the next harmonic at 80 GHz lies within the MI range for
higher powers. That will lead to amplification of the lateral sidebands that we would like to avoid in order to
be within the ideal FWM model.

Additional drawback of the SMF fiber is that the supported powers are quite high, so the risk of damaging
several components, for which the use of such powers is not validated, is more crucial than the range of available
measurement points.

In order to reconstruct the phase-space portraits we shall propagate the light in a piece of fiber with contin-
uous update of initial conditions. Depending on fiber parameters and length, the "step size" between the two
consecutive η, φ on the phase plane will be different (for example, green dots in Figure 2.5). One must balance
out dispersion and nonlinearity, so the changes on one parameter are not overpowering the evolution of the
other. As an example, let’s compare numerical simulations of the experimental process where three segments
of fibers are tested : SMF 300 m, HNLF 720 m and TL 300 m. From the theory we know that depending on
position on the phase space plane, the trajectories, hence, the relative changes of η, φ are different. If in Eq.
1.59 we take an infinitely-small dz = ∆z, we obtain ∆φ = f(∆z, φ, η),∆η = f(∆z, φ, η) where ∆φ,∆η are
the resulting small changes. Therefore, the "step size" described before may have different lengths. To have
a global picture we sample initial conditions over the whole available space at equal distances and propagate
each input point once. Hence, the full mapping is reconstructed and we can conclude on the potential effects of
the fiber.

The mapping results at same κ = −2 for different fibers are presented in Figure 2.12. From here we can
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FIGURE 2.10: (a) Output versus input average power for selected fibers (losses are taken into
account), black dashed line marks ideal case with no Brillouin back-scattering present. (b) Gain
curves covering available power regions, black dashed line marks position of the operating fre-

quency 40 GHz.

FIGURE 2.11: (a) Values of the normalized mismatch κ that are available for SMF, HNLF, TL
fibers (red, green, blue lines, respectively). (b) Same as (a) but κ versus ηe - the eigen solutions of

the three-wave system.

conclude that the "step size" of the SMF is too large due to high value of the dispersion coefficient. For the
HNLF the situation is the opposite - the relative changes in both phase and amplitude are too small, therefore
experimentally the errors may impact strongly the measurements (for instance, the WaveShaper accuracy dis-
cussed in the previous section), and the two subsequent points may appear indistinguishable. The TL 300 m
fiber seems to be a good alternative : the "step size" is pronounced enough but not to high, so the shape of the
trajectory can be reconstructed. Two pieces of the TL fiber were tested experimentally : 300 m and 500 m.
An advantage of a shorter segment of fiber is that we can go deeper to the nonlinear regime since the Brillouin
backscattering threshold is higher, however small step evolution, hence measurements of small changes, are
more impaired by measurement noise and artifacts. The results of the mapping are presented in Figure 2.13
: colored solid lines with markers display the experimental measurements, while the dashed gray lines denote
the numerical NLSE solving over the given segment of fiber (a) 300 m and (b) 500 m. The colors of the ex-
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FIGURE 2.12: Numerical simulations of the experimental approach for regularly mapped values
of η = [0.2 : 0.05 : 0.90] , φ = [0 : 0.33 : 2π] at κ = −2 for (a) SMF 300 m (b) HNLF 720 m (c)

TL 300 m.

perimental results depict deviation from the numerical results : Err =
√

(xnum − xexp)2 + (ynum − yexp)2,
with x, y being coordinates of the output points on the phase-space plane for the numerics and the experiment.
Errors range for the TL 300 m fiber covers the range of (6 · 10−4 − 0.072) with the mean of 0.016, while for
the TL 500 m these values are (3 · 10−4− 0.025) and 0.008, respectively. Higher experimental errors in the TL
300 m fiber can be ascribed to the PMD effect (since the error on the phase is more pronounced), while for both
measurements the shaping and the measurements accuracy is assumed to be the same. Even though the 300 m
segment could be a nice candidate for the measurements, with such an error level propagation in a loop would
accumulate the deviations too fast, therefore the TL 500 m is selected for the measurements.

FIGURE 2.13: Phase-space map combining experimental measurements (solid line with a
marker) and numerical predictions (dashed gray line) for the TL fiber of length (a) 300 m (b)

500 m. Red colorscale characterizes an error with respect to the numerical results.

For the selected TL 500 piece of fiber, the available power region is P = 126− 316 mW (21− 24.5 dBm)
with κ from -2.51 to -1.0 (here we took the safest power margin).
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2.3.4. Phase and amplitude measurement

The final stage of the setup before the next iteration is measurement of spectral phase and amplitude at the output
of the fiber segment. We use the 50:50 splitter to redirect the power to the phase and amplitude measurements
parts as depicted in Figure 2.7.

Measurement of the spectral lines power is quite straightforward : we use the OSA (Yokogawa AQ6370
[108]) to record the output spectra, then find the peaks amplitudes and convert in to the normalized spectral
amplitude η. We keep the resolution of the OSA quite small 0.02 nm, and record just 2001 points over 2 nm
space with a center at 1550 nm in order to speed up the process. Since the resolution is limited, an accuracy
of the measurements can be impacted by deviations related to pixels presence. To counterbalance this effect
we’ve tested four different strategies in measurement the peak spectral amplitude :

• fit peaks with Matlab function ’findpeaks’ on the log scaled signal;

• find maximum positions of each peak by simply taking max(Spectrum);

• fit three points around the maximum value by a parabola and then interpolate a value of the maximum;

• integrate the power within each peak : instead of relative amplitudes we look at the total power contained
in each line by taking a sum of 8 points around the maximum value.

To compare these four methods we measure the resulting η after the WaveShaper output while keeping previ-
ously developed calibration to zero in order to avoid any ambiguity. The results are presented in Figure 2.14.
All methods provide an accurate estimation of η. The resulting RMS errors are 8·10−3, 7.4·10−3, 9.5·10−3,
12.6·10−3 for the fit peaks, find maximum, parabola fit and the integration methods, respectively. The find
maximum approach is the simplest and the most reliable in practice, therefore we implement this one.

FIGURE 2.14: Measurements of normalized amplitude by different methods.

To measure the phase we split the output spectra into two parts : left - ΨL = Ψ−1 + Ψ0 and right -
ΨR = Ψ1 + Ψ0 (red and blue lines in panels (b2) and (b1) of Figure 2.15), which translates into the following
equations :

ΨL = ψ0 + ψ−1 exp (−iωmt+ iφ/2 + iφx) (2.5)

ΨR = ψ0 + ψ1 exp (iωmt+ iφ/2 + iφy) , (2.6)

here we assume that the phases of the sidelobes are equal φ−1 = φ1 and take into account only a relative phase
between the respective spectral lines φ/2 = φ−1 − φ0 = φ1 − φ0. The phases φx and φy denote the global
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phase offsets of each line linked to : different propagation paths, PMD-induced phase offsets for x- and y-axis,
photodiode’s trigger times.

Experimentally in order to implement efficient filters we use WaveShaper 2000s (COHERENT, Finisar)
which allows to shape the x- and y- polarization directions of the input separately. For the signal to be pro-
nounced in both directions we use the PC to adjust the input polarization to π/2. Then we shape the spectral
lines to keep ΨL and ΨR on the x- and y-axis, respectively. The filter outputs then go through the PD and the
temporal intensity profiles are measured by a high-speed sampling oscilloscope (panels (c1) and (c2) in Figure
2.15) :

|ΨL|2 = ψ2
0 + ψ2

−1 + 2ψ0ψ−1 cos (ωmt− φ/2− φx) (2.7)

|ΨR|2 = ψ2
0 + ψ2

1 + 2ψ0ψ1 cos (ωmt+ φ/2 + φy) . (2.8)

The oscilloscope must have the bandwidth of at least 40 GHz. In our setup, we use 86100D Infiniium DCA-
X Wide-Bandwidth oscilloscope with > 100 GHz bandwidth [109]. For a trigger, we use a 86107A Precision
Timebase Reference Module that is synchronized on our 40 GHz RF clock.

From these equations we see that the phase between two lines can be extracted by making a fit by a
cos(ωmt+ φout) from where the measured phases are:

φL = −φ/2− φx (2.9)

φR = φ/2 + φy, (2.10)

For instance, the experimental profiles presented in Figure 2.15 correspond to φL = 1.54 rad and φR = 1.71
rad. Therefore the output relative phase can be derived as:

φ = (φR − φL)− (φy − φx) = (φR − φL)− φcal, (2.11)

here we see that a single unknown is left, which characterizes the offsets related to detrimental effects described
before, as well as potential different lengths of fibers or electrical cables used in the detection stage. So it is
not induced by the FWM process. It was checked indeed that experimentally φy 6= φx and there is no simple
way to correct it unless a prior calibration of the phase is made. Note that, if one measures first the φL and then
φR with the use of a same filter, PD and connecting fibers, then φy = φx, and the output relative phase can be
measured directly. However this approach implies inconveniences in a need to physically reconnect the fiber
outputs for each iteration, therefore the phase calibration is justified.

The phase calibration can be done with a few different techniques which rely on comparison of fiber outputs
with predicted numerical results (NLSE propagation over a fiber segment). In principle, the phase offset is the
same for all points on the phase plane. However, knowing that, depending on a position in the phase plane,
the amount of changes is different, hence some points may be more prone to experimental errors, therefore
a selection of the calibration points is important. First, we’ve tested a calibration over selected small region
with 12 points (Figure 2.16 (a)) - this approach would allow to precisely average the phase over a region
where the changes are relatively pronounced, however outside the region the phase may be poorly adjusted.
Second approach relies on selection of random points on the phase plane (Figure 2.16 (b), 20 points) - with this
technique the phase is better averaged over the whole space, but may not fit for the loop we’re interested in. In
the third approach we select random point near the value of the input η (Figure 2.16 (c), 10 points) - in this case
the phase is well calibrated for a single loop, but it may not be optimized for a complete mapping.
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FIGURE 2.15: An example of the output spectra (a) for η = 0.60 and the correspondent ΨR (b1)
and ΨL (b2). The temporal sinusoidal profiles corresponding to both filters are depicted in panels

(c). Black dashed lines mark the fitted profiles with adjusted phase offsets.

FIGURE 2.16: Points for phase calibration (a) pre-selected set, (b) random points distributed
over the phase-space, (c) around η0 = 0.85.

For all presented approaches the output phase is compared with numerical simulations for each point and
then averaged over the measured values. Overall, these methods give comparable phase corrections and are
robust, however, they rely heavily on numerical simulations and the calibration takes a lot of time due to
the time required to change the input properties, measure the output and communicate between the different
devices. So the alternative approach was taken : we know that the fixed point exists in our idealized FWM
propagation, then if we measure the phase value at the fixed point, it would give the phase calibration offset
directly, since ∆φ = 0 and φfp = 0. This approach is quick and reliable the same way as the other methods.
Experimental results in further chapters are obtained using this calibration method.

After both η and φ are measured, a home-made Matlab script gathers the data and updates the input, and
the process is repeated until a complete loop is measured. A complete measurement of one point takes around
5 seconds (hence, 12 points in a minute). Here the main limitation is the OSO, which communicates with a
computer through the Ethernet cable, so sending the traces point by point takes the most of time. Measurement
of 100 points (hence, 50 km of effective propagation) takes about 6-7 minutes in total. The next subsection
describes stability, robustness and residual effects that are present in the setup.
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2.4 Setup stability and limits

As all experimental setups, our setup has unavoidable errors, noise or deviations. This section discusses the
impact of different effects on the setup and gives an assessment of a stability.

2.4.1. Power calibration

First thing that was checked in the setup is a power level inside a fiber. A product γP0 determines the nonlinear-
ity level of the dynamics. Due to presence of several connectors and a tunable attenuator before the fiber, one
may expect a certain level of losses. Moreover, the fiber’s nonlinear parameter is only known approximately
(since the exact design of fiber not being disclosed by the manufacturer), therefore, a product γP would be not
exactly defined. The value to be corrected : either P0 or γ, can be selected arbitrary. In our case we select to
calibrate the average input power P0. For that an experimental map of one-segment propagation is measured
and then compared to numerical simulations at different values of input power. The measurement were done
at 23 and 24.5 dBm values of power that were set on the amplifier (Figure 2.17 (a) and (b), respectively). As
long as P0 is unknown, the phase calibration cannot be performed, and numerically obtained values were taken
instead. After comparison with numerics we observe clear decays of the RMS error at values corresponding to
the real power, so the average attenuation level of -1.9 dB was determined. This value is comparable with -1.63
dB attenuation found with direct measurements of the fiber output.

FIGURE 2.17: Phase-space maps recorded for (a) 23 dBm (b) 24.5 dBm input power (a value
set on the amplifier). (c) RMS errors when the results are compared with numerical predictions

indicate losses of 1.9 dB (red dashed lines mark the minimum error points).

2.4.2. Measurement errors and stability

Setup warm-up

The warm-up is typical for an experimental setup : the equipment may require some time running before the
stabilization. In our case the WaveShapers and the amplifier must be on for at least 40 minutes before taking the
measurements (not running actively, but at least with power supply on). This required time is consistent with
technical documentation of the WaveShaper. However, another issue is that even if this requirement is fulfilled,
the phase calibration fluctuates strongly around 1 hour after the laser is on. Figure 2.18 displays a phase-space
map with 600 points selected on circles with η = [0.20 : 0.05 : 0.90], which was taken right after beginning
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of the measurements. In panel (a) the phase offset was calibrated with random points selected on the phase
space which gives strong deviations on big area of the map. Then the phase offset of each circle was calibrated,
panel (b) shows the resulting phase calibrations for each η. The phase offsets are varying by 0.15−0.33 radians
around an average value, and the fluctuations are not pronounced that much after the warm-up time is over. This
behavior and need for the warm-up is reproduced from day to day, however, clear reasons are not identified.

FIGURE 2.18: Experimental results during the warm-up period. (a) A phase space with 600
equally distributed points measured experimentally with a phase offset calibrated with random
points. (b) Phase calibration that corresponds to each circle of η = [0.20 : 0.05 : 0.90] (blue dots)
and the average value (red dashed line). (c) The same experimental map but with phases corrected

at each circle.

Measurement errors and stability

To estimate the setup stability, once the setup is conveniently warmed, a fixed point ηfp = 0.599, φfp = 0 at
κ = −1.20 was measured over 5 minutes sequentially and 50 minutes with an interval of 1 minute. Here we
record values of the output relative amplitude η and phase φ, and the amplitude difference between the ±fm
spectral lines ρ (defined according to Eq. 1.56). The results are presented in Figure 2.19.

Fluctuations of η and ρ over time have random nature with errors not exceeding δη = ±0.15 dB at imprinted
attenuation of 4.28 dB. The errors are within the range of the WaveShaper accuracy limits discussed in Section
2.3.2.

The phase, however, degrades more considerably with time: over 5 minutes the deviation reaches -0.03
radians, while at longer time it can climb up to -0.11 radians. The fluctuations seem random at short timescale,
however, the phase clearly gradually degrades to a defined value over longer time. This behavior can be ex-
plained by change of polarization state of the waves propagating in the TL fiber that is not polarization main-
taining due to temperature drifts or the polarization-mode dispersion (PMD).

Polarization-mode dispersion

In Section 1.1 an important assumption regarding field polarization was made : for single-mode fibers the
polarization state is maintained along the propagation. However, a single-mode fiber can support two degen-
erate modes polarized in two orthogonal directions [110]. If the fiber is perfect, these two states never mix,
however in real fibers random variations of core shape or anisotropic stress cause mixing between the modes
polarized in x- and y-directions. Mathematically it means that the mode-propagation constant becomes slightly
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FIGURE 2.19: Values of the relative amplitude η and phase φ, and the asymmetry parameter
ρ (panels 1, 2 and 3, respectively) measured over : (a) 5 minutes with 6 seconds interval (b) 50

minutes with 1 minute interval.

different for the two modes (let denote each as βx,y, respectively), that can be characterized by a parameter
Bm = |βx − βy| /k0. In a standard fiber Bm is not a constant but changes randomly along the fiber length,
so the group velocities of each polarized component would change randomly as well, so the pulse becomes
broader. This effect is referred as polarization-mode dispersion (PMD) [44]. Since the changes induced by the
PMD are random, the birefringence correlation length (at which the polarization state is maintained) is low, the
dispersion effects may statistically cancel each other [111]. Nevertheless, the PMD impacts the FWM process
by modifying the gain [112], and for proper investigation it shall be included into propagation equations.

Impact of the polarization on the phase calibration was measured with injecting the amplified spontaneous
emission signal (ASE) to the fiber and changing the polarization state by adjusting the PM of either the input
to the fiber (Figure 2.20 (a)) or the output (Figure 2.20 (b)) and measuring the output spectrum. In the result
we observe dips at spectral amplitudes where two waves with different polarization and, hence, phase are
recombined. If one of the PC’s state is changed the oscillations are shifted, but the periodicity remains the
same (≈369 GHz for both panels (a) and (b) in Figure 2.20). Therefore, with time the phase calibration could
degrade and it’s required to recalibrate the system. However, within one measurement of 50 points (25 km of
propagation), which takes around 5-7 minutes, the phase remains stable.

2.4.3. Level of residual sidelobes

As it was discussed in Section 2.2, one of the main limits in the observation of ideal FWM is the growth of
residual sidebands due to cascaded FWM process. The developed setup targets explicitly this problem which is
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FIGURE 2.20: ASE output spectra at arbitrary configuration of PC at (a) input of the fiber (b)
output of the fiber. Shifted oscillations confirm the phase dependence on the polarization state.

the main source of discrepancies and ’spiraling’ of trajectories due to dissipation of energy as reflected in Figure
2.6. The level of sidelobes depending on a position on the map for two different levels of powers is displayed in
Figure 2.21. In fact, it is the same dataset as for the Figure 2.17, where a normalized spectral intensity at±2fm
: If (±2fm)/

∑1
j=−1 If (jfm), is depicted in color at positions of the output η, φ. Comparing the panels (a)

and (b) one may conclude that for higher powers the extra sidelobes are more pronounced, because the process
becomes more nonlinear, and the cascaded FWM is triggered even at small propagation lengths. The level of
sidelobes is distributed similarly at both graphs : values of η where the spectral lines at ±fm are comparable
or stronger than the middle one (hence, η < 0.40), hence they act as pumps themselves amplifying the extra
spectral lines.

Numerically obtained levels of the sidebands differ from the experimental ones by 1.2 · 10−3 − 2.2 · 10−3.
Experimentally the level of the sidelobes can be affected by additional effects such as : the amplifier’s power
output fluctuations, small Raman amplification, a general inaccuracy of measurements. They may explain the
difference with numerical simulations.

FIGURE 2.21: Phase-space maps recorded at (a) 21.1 dBm and (b) 22.6 dBm where only
the output points are displayed. Color indicated normalized level of residual sidelobes :

If (±2fm)/
∑1
j=−1 If (jfm).
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2.4.4. Raman effect, losses, third-order dispersion

The last type of effects that could impact the experiment and induce discrepancies when comparing to the ideal
FWM model are the higher-order nonlinear effects that include Raman effect, third-order dispersion β3 = 0.12
ps3/km and propagation losses α = 0.2 dB/km.

First, in Figure 2.22 we compare two numerical simulations of the phase-space map with the mentioned
effects turned on and off, computed at two different powers. The colorbar displays an RMS error, defined
as
√

(η1 cos(φ1)− η2 cos(φ2))2 + (η1 sin(φ1)− η2 sin(φ2))2 with 1 and 2 being solutions with and without
extra effects included. The error can go up to 0.02 on a very limited area on the right side of the map, while for
majority of points the errors are negligible.

FIGURE 2.22: Phase-space maps recorded at (a) 21.1 dBm and (b) 22.6 dBm where only the out-
put points are displayed. Color indicated RMS error comparing to numerical simulations without

Raman amplification, β3 = 0.12 ps3/km and propagation losses α = 0.2 dB/km.

For a more rigorous comparison we measure experimental sets consisting of 300 randomly selected points
measured at different powers P0 = 21.8 : 0.5 : 24.3 dBm , hence, 1800 points in total. These experimental re-
sults are compared with the ideal FWM theory. The same comparison is then done with numerical simulations
where the Raman effect, β3 and losses are "ON" and "OFF". From resulting RMS errors we draw statistics on
each approach (Figure 2.23). We see that nominal NLSE with no losses has the least error, and the generalized
NLSE creates a certain deviation. The experimental measurement has the highest errors. However, we cannot
distinguish the measurement or shaping errors discussed above and the impact of higher order effects. Nev-
ertheless, note that the selected power limits are below the stimulated Brillouin scattering (that was confirmed
experimentally), and then well below the threshold for the stimulated Raman scattering. Moreover, the spec-
tral measurements showed no indication of a downshifted spectral peak appearing. Therefore, judging from
numerical simulations, we can conclude that the impact of Raman effect, third-order dispersion and losses is
negligible.

The dispersion length for the second order dispersion is around 77 km, while for the third-order one, it is
130 208 km, which is well above the segment length. Therefore, the impact of β3 can be neglected. The effect
of β2 is dominant on the system : compare |β2/β3| = 6.7 · 1013, which is another advantage to take a fiber with
a dispersion coefficient that is quite high (in comparison to a zero-order dispersion fiber, where β3 may become
dominant).
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FIGURE 2.23: RMS error when comparing 1800 points at different powers (P0 = 21.8 : 0.5 :
24.3 dBm) computed via ideal FWM model and : experimental results (blue), numerical general-
ized NLSE simulation with Raman effect, losses and β3 (orange) and NLSE simulation (yellow).

2.5 Conclusion

We describe the experimental setup dedicated to demonstration of the ideal FWM dynamics. With the concept
of iterative propagation in a short segment of fiber we can keep the residual effects to a minimum, while
retaining the interaction between just three waves. The selected fiber is TL with β2 = −8 ps2/km, γ =
1.7 /W/km and length of 500 m. Level of extra harmonics is limited to 14 · 10−3 relative amplitudes at highest
input power. Main source of errors are identified as inaccuracies in shaping of the input signal : the WaveShaper
has accuracy limits±1.0 dB which impacts fine tuning of the input conditions. Performed calibrations of power,
imprinted attenuation and phase measurements are described and characterized in details.

In the next Chapter, we demonstrate how this newly developed experimental technique can be used to
characterize the FWM dynamics in its ideal approximation. We explore the phase-space maps and demonstrate
the fundamental features of the process, and discuss new characteristics of the interaction.
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Chapter 3

Experimental demonstration of idealized
FWM

The fundamental FWM interaction described by the truncated three-wave model [11,12] has never been demon-
strated experimentally before. With a technique described in the previous Chapter, we are able to keep the sys-
tem close to the three-waves model which results in idealized dynamics. Firstly, we target to demonstrate the
typical FWM recurrent orbits which reproduce the FPUT recurrence. Since the setup allows to tune the initial
conditions, we want to reconstruct a complete phase-space plane experimentally, where both types of dynamics
are displayed, and the separatrix position is predicted. Second goal is to study the system behavior under gain
variation: the orbits’ shape and position of stationary solutions vary under the change of input average power.
Thirdly, we aim to characterize differences between the ideal and the idealized dynamics by discussing the
Hamiltonian conservation and the asymmetric spectra propagation in the experimental conditions.

3.1 Phase-space maps and recurrence dynamics

We first study the dynamics of the system at maximum gain which corresponds to κ = −2, i.e. for P0 = 21.5
dBm. That corresponds to the case where the lateral sideband is located at the maximum of the gain profile
and is the case that has been the most widely studied in the literature. The experimental phase space portraits
obtained for different initial values η0 and φ0 are shown in Figure 3.1 with the orbits shown as circles connected
by dotted lines. For each value of η0, we examined the dynamics at two values of initial phase: φ0 = 0 and
φ0 = π which yielded trajectories on right and left sides of the separatrix, respectively. The dynamics is
measured over 50 km (100 iterations) and the results yield immediate insight into the phase space topology.
The experimental orbits are seen to be in very good agreement with the predictions from the ideal system which
are shown as thick solid lines. Indeed, many fundamental features of the ideal FWM dynamics can be seen
from these results. Specifically, we clearly confirm the importance of the separatrix dividing the phase-space
plane into two well-defined regions, with the measurements for η = 0.95 in particular providing a very clear
indication of its location. We also see that the different experimental trajectories are nearly closed orbits and do
not intersect. The discrepancies between experiment and prediction here are attributed to the accumulation of
small errors in the phase/intensity measurements and residual depolarization effects not included in our scalar
model.

Significantly, with complete experimental knowledge of the spectral phase and intensity of the three in-
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FIGURE 3.1: (a) Phase-space map recorded experimentally (dashed lines with markers) is com-
pared to ideal FWM (solid lines) for η0 = 0.95, 0.85, 0.65 (red, blue and green, respectively) at
φ0 = 0 or π (left and right sides with respect to the separatrix denoted in dashed black line). The
power level is P0 = 21.5 dBm (κ = −2). Panels (b) display the temporal intensity profiles recon-
structed from experimental measurements for η0 = 0.95 and φ0 = π (panel 1), φ0 = 0 (panel 2).

The respective results of the ideal FWM are depicted in panels (c).

teracting frequency components of the evolving field, it is straightforward to fully reconstruct the evolving
intensity profiles in the temporal domain using a simple inverse Fourier transform operation. Over a propaga-
tion distance of 50 km, Figure 3.1 (b) shows these results for initial values of η0 = 0.95 and phase φ0 = π, 0
(panels 1 and 2, respectively). These results show the expected recurrence dynamics, and for the case of
φ0 = π, also highlight the evolution phase shift of half temporal period, leading, as expected by theory to a
period doubling [113]. A comparison with theoretical predictions displayed in the respective panels (c) reveals
that the experimental evolution is "faster" than the desired one, however, it can be explained by experimental
inaccuracies.

FIGURE 3.2: Same as in Figure 3.1 but for P0 = 23.7 dBm (κ = −1.28).
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Tuning the input power, we can also explore the modulationally unstable dynamics for higher values of
gain. Phase space portraits obtained for P0 = 23.7 dBm leading to κ = −1.28 are plotted in Figure 3.2. Once
again, the experimental results are in good agreement with the theoretical predictions. And when comparing
with Figure 3.1, we note how the dynamics at higher gain are associated with the change of the shape of the
trajectories and the displacement of the separatrix. The discrepancies from ideal FWM propagation are more
pronounced both in the phase-space map and in the longitudinal propagation. As it was discussed in Chapter
2.4.3. and demonstrated in Figure 2.6, the deviation from the ideal FWM is increased with the growth of power
due to generation of residual sidebands located at ±2fm. In Figure 3.3 we compare the normalized spectral
amplitudes < If (±2fm) > /

∑1
j=−1 If (jfm) that are emerging when propagating η0 = 0.95, φ0 = 0, π at

21.5 and 23.7 dBm. We see that the sidebands are higher in the latter case, and even though in both cases they
rest well below 3% the accumulated changes cause faster spiraling and deviation from the model.

FIGURE 3.3: Normalized intensity of spectral lines located at ±2fmod for experimental curves
at η0 = 0.95, φ0 = 0 (blue) and φ0 = π (red) for (a) P0 = 21.5 dBm (κ = −2), (b) P0 = 23.7

dBm (κ = −1.28).

To test the limits of how many recurrence cycles can be observed with the developed setup, we propagate
the spectral lines over 100 km (200 iterations). The results are displayed in Figure 3.4. The phase-space
portrait reveals a strong spiraling towards the fixed point, nevertheless, the temporal intensity profile shows
many recurrence patterns that are resembling the ideal FWM predictions. The bounded phase behavior and
normal recurrence periodicity is also maintained even during such a long propagation distance.

3.2 Gain dependence

An exhaustive study of the influence of the average power for a fixed value of η0 = 0.65, 0.90 with phase offsets
φ = 0, π is shown in Figure 3.5. Average powers between 19.7 and 23.7 dBm were tested, which corresponds
to κ range between −3.22 and −1.28.

The measurements of the instability process achieved at η = 0.90 (panels 2) confirm that with increasing
powers the separatrix progressively shifts: the intersection point between the separatrix and the horizontal axis
continuously decreases. Consequently, the phase space available for the evolution of initial conditions φ0 = 0
(right side) gets larger, whereas initial conditions φ0 = π (left side) evolve in more restricted areas. This shift
of the separatrix with power helps to qualitatively understand the reported influence of the losses or gain on the
FPUT recurrence [14, 113]. Indeed, for a lossy system, the dynamics gradually shifts towards lower powers
with a simultaneous shift of the separatrix to the right side, therefore the FPUT recurrence started with φ0 = 0
crosses the "moving" separatrix and becomes broken. Consequently, phase shifts of half temporal period appear.
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FIGURE 3.4: (a) Phase-space map displaying 100 km propagation (200 segments) for experi-
mental input of η0 = 0.90, φ0 = 0 at P0 = 22.7 dBm (κ = −1.61), and the corresponding

temporal intensity profiles (b1) reconstructed from the experiment, (b2) ideal FWM.

In presence of gain instead of losses, the separatrix would move to the other direction, the in-phase recurrence
cycles would be preserved.

Further measurements at η = 0.65 (panels 1) are also of interest, especially for φ0 = 0. Indeed, we note
that for the lowest powers (19.7 and 20.2 dBm), the initial condition η = 0.65 and φ0 = 0 corresponds to
solutions located on the left side from the separatrix. For these powers, the trajectory obtained for φ0 = π is
therefore enclosed within the trajectory at φ0 = 0. When increasing the power, this initial condition evolves on
a opposite sides of the phase plane. For powers between 20.7 and 22.7 dBm, the orbits get smaller and smaller
up to the stage where they reach a fixed point for 22.7 dBm. When further increasing the average power, the
orbit becomes increasingly open.

3.3 Observation of a fixed point

Another property of the ideal FWM is the existence of the fixed point. Within the given experimental limits,
only the fixed point located at ηfp = (3 − κ)/7, φfp = 0 is reachable in our configuration. We investigate
the fixed points positions and behavior depending on value of normalized mismatch κ. Figure 3.6 (a) displays
results of the measurements which start at position of the fixed point for the given power and propagate for 25
km (50 iterations). The drift observed in wave dynamics of the phase-space plane characterizes an importance
of errors accumulations, especially at low powers (below 22 dBm), which was noted during experimental
measurements in general, and can be explained by excessive linear effects (hence, the phase deviations) over
the nonlinear ones. Nevertheless, taking into account experimental errors and its accumulation, the results show
that the wave propagates within a very limited area of the phase plane.

The longitudinal evolution of the temporal intensity reconstructed from the spectral measurements at P0 =
22.7 dBm is plotted in Figure 3.6 (b1). We clearly see in this case that the temporal profile is invariant with
propagation. Panel (b2) explicitly compares these results (red solid line) with temporal measurements made
with a picosecond-resolution optical sampling oscilloscope that were made at the input (blue dotted line) and
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FIGURE 3.5: Phase-space portraits with η0 = 0.65 and 0.90 (panels 1 and 2) at varying power
(P0 = 19.7 : 0.5 : 23.7 dBm or κ = −3.22 : −1.28) obtained experimentally (panels a) and from
the ideal FWM model (panels b). Red and blue denote orbits with φ0 = 0 and π, respectively. The

black dashed line marks position of the separatrix at the given average power.

at the output (green dashed line) of the fiber. The agreement between these experimental is visually indistin-
guishable.

The experimental results of the of the fixed point propagation at different powers are compared to the
theoretical formula : ηfp = (3−κ)/7. To estimate the experimental errors, an average deviation of η along the
propagation was defined. The results are presented in 3.6 (c). The agreement between the theory (black dashed
line) and the experiment (red) is excellent.

3.4 Asymmetric spectrum propagation

Propagation of an asymmetric spectral profile where the sidebands’ amplitudes are not equal can be important
in the context of amplification systems [30, 33, 34] or as an evaluation of system’s stability. The asymmetry
is usually induced from the third-order dispersion which results in appearance of instabilities and symmetry-
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FIGURE 3.6: (a) Propagation of ηfp over 25 km is recorded for different values of power. (b1)
Longitudinal propagation of the temporal intensity profile at η = 0.65, φfp = 0 and P0 = 22.7
dBm reconstructed from the experimental results. (b2) The shape of the reconstructed temporal
profile (red solid line) is compared to direct measurements with a picosecond-resolution optical
sampling oscilloscope at the input (blue dotted line) and at the output (green dashed line) of the
fiber. (c) Experimentally measured position of the fixed points (red) is compared to theoretical

predictions (dashed black line).

breaking of the generated spectrum [102]. Here we discuss how the asymmetric propagation is different in the
ideal FWM case, the full NLSE propagation and the developed closely idealized FWM process. The numerical
simulations are confirmed with experimental results.

3.4.1. Comparison between the models

Ideal four-wave mixing

In the ideal FWM case, the asymmetry between the sidebands at ±fm is defined as ρ = |ψ−1|2 − |ψ1|2 (Eq.
1.56). As explained in section 1.1.3 of chapter 1.3, it is defined as one of the invariants, namely the asymmetry,
is preserved with distance, while the dynamics still follows similar closed orbits [11]. Figure 3.7 (a) depicts
the trajectories where ρ = 0.20 is present or not (solid and dashed lines, respectively). The shape of orbits
differs, however, the main recurrence features are preserved (Figure 3.7 (c)). The spectral amplitudes depicted
in Figure 3.7 (b) reveal that the spectrum can evolve significantly even in presence of the asymmetry between
the lateral sidebands.

Since the spectral amplitudes of three lines are normalized, the values of η are limited to 1 − |ρ|. The
eigensolution at η0 = 1 no longer exists, since it does not fulfill η0 = 1 − |ρ| with |ρ| 6= 0, however the one
with η0 = 0 is still valid. Other fixed points where dφ/dz = 0 are present, their exact positions can be found
in [11].
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FIGURE 3.7: (a) Phase-space portraits for initial values of η0 = 0.75 and φ = 0, π (red and
magenta lines, respectively) at κ = −1.2. Dashed and solid lines denote cases with ρ = 0 and
ρ = 0.20, respectively. (b) Evolution of η (red solid and dashed lines), lateral sidelobes I−1 and
I1 (top and bottom blue solid lines, respectively) and α (black line) with distance. (c) Temporal
profiles for η0 = 0.75, φ0 = 0, ρ = 0.20 and η0 = 0.75, φ0 = π, ρ = 0.20 are presented in panels

1 and 2.

Full NLSE - cascaded FWM

In case of the full NLSE evolution, where the lateral sidebands are not limited in growth, and the cascaded
FWM is triggered, the evolution looks completely different. Such configuration is of experimental relevancy:
for instance, it has been used in the framework of the wavelength conversion or single-sided process. At short
propagation length, the asymmetry is conserved [114], however at longer propagation length, the asymmetry
parameter ρ is no longer a constant: energy from the spectral lines located at ±fm flows to the lateral ones,
where the strongest sideband amplifies the residual ones more. One can observe a created asymmetry between
the spectral lines around 4 km propagation length in Figure 3.8 (b1) as well as in panel (a2) depicting the
longitudinal evolution of the ρ parameter. Then at some point the energy between ±fm lines is equalized, and
the process is reversed : now the line that had less energy is amplified more strongly. It can be seen in Figure
3.8 (b1) from 4 to 7 km or in Figure 3.9 (a2) (blue dashed and solid line are reversed). The extra sidebands’s
amplitudes, for instance the ones at ±2fm are depicted in green in Figure 3.9 (a2), follow the growth or decay
of the neighboring lines.

The phase difference between the spectral lines becomes asymmetric as well. The exact phase difference
evolution is depicted in Figure 3.9 (a1). With distance the difference between φ−1 and φ1 is growing following
a complex pattern. If one takes a direct Fourier transform of the full spectrum, a temporal profile reveals a shift
of the pulses (Figure 3.8 (c1)) that can be approximated with a linear trend (dashed line). The pulse train is now
traveling with a certain group velocity (note that the NLSE simulations were done in the moving frame), that is
not there when no asymmetry is present (Figure 3.8 (c2)).

The corresponding asymmetry ρ oscillates from positive to negative values. It is hard to identify the exact
parameter that forces the asymmetry to be reversed. From the correlation coefficient (Figure 3.9 (c)) one can
conclude that the growth of spectral lines on the side which was amplified at first (If (−fm) in our case) has the
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FIGURE 3.8: (a1) Phase-space portrait with full NLSE propagation (cascaded FWM) at η0 =
0.75, φ0 = 0 and ρ = 0.20 (red solid line) or ρ = 0 (red dashed line). (a2) Evolution of the
asymmetry parameter. The corresponding spectral amplitudes and temporal profiles longitudinal
evolution is displayed in (b) and (c) with panels 1 and 2 dedicated to ρ = 0.20 and ρ = 0,

respectively.

FIGURE 3.9: Longitudinal evolution of (a1) relative phases ∆φL = φ−1− φ0, ∆φR = φ1− φ0,
φ = φ1 +φ−1−2φ0 and (a2) spectral amplitudes for full NLSE propagation with η0 = 0.75, φ0 =
0 and ρ = 0.20. (b) Evolution of the asymmetry parameter ρ. (c) Correlation coefficient when

comparing ρ with listed values.

highest correlation with the asymmetry parameter fluctuations. Note that if the initial conditions are reversed,
hence If (+fm) > If (−fm) and ρ < 0, then the correlation with If (+fm) is the highest. This behavior is
confirmed on both sides of the separatrix.
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Idealized FWM

Unlike the full NLSE evolution, the segmented approach with a 500 m segment presented experimentally
assumes that the residual spectral components are cut after each propagation round. At the same time, even
though the normal propagation shows the results close to the ideal FWM model, in case of asymmetric spectral
amplitudes the behavior becomes different.

FIGURE 3.10: (a1) Phase-space portrait with segmented propagation (idealized FWM) at η0 =
0.75, φ0 = 0 and ρ = 0.20 (red solid line) or ρ = 0 (red dashed line). (a2) Evolution of the
asymmetry parameter ρ. The corresponding spectral amplitudes and temporal profiles longitudinal
evolution is displayed in (b) and (c) with panels 1 and 2 dedicated to ρ = 0.20 and ρ = 0,

respectively.

First, the asymmetry between the lines is neither preserved nor reversed by analogy with the ideal FWM
and the full NLSE, respectively. The difference in spectral amplitudes at ±fm reduces with distance since
the highest harmonic is reducing and the lowest is getting amplified (Figure 3.10 (b) and Figure 3.11 (a2)).
In the end, the asymmetric propagation reaches the case of ideal FWM with ρ = 0 (Figure 3.11 (b)). This
behavior could be explained by impact of the residual sidelobes generation: as within the segment the light
goes through short NLSE evolution, the residual sidelobes are generated impacting the higher and the lower
amplitude spectral lines differently. However, the correlation coefficient at If (−2fm) (equal to 0.053) does not
reveal the link between the two parameters.

The highest correlation coefficient (equal to 0.923) corresponds to phase difference between the higher
line and the central line ∆φL (for ρ < 0 it would be ∆φR) which means that the dephasing between the
asymmetric spectral lines can be atributed to decreasing ρ. Similarly to the full NLSE propagation temporal
profiles resulting from the segmented approach are shifted (Figure 3.10 (c1)), and difference φ−1 − φ1 is
growing with distance.

The main feature of the segmented approach is the periodic cutting the residual sidelobes and the subsequent
recycling of three lines with reamplification of the signal. In general, this effects can be compared to dissipation
and amplification in the NLSE propagation that were discussed in [68,69,86] in a context of wave propagation
in hydrodynamics, where even a weak dissipation can impact the FPUT recurrence [14]. The authors investigate
the effects of forcing and viscous damping on water waves that are described by the higher-order NLSE - the



68 Chapter 3. Experimental demonstration of idealized FWM

FIGURE 3.11: Longitudinal evolution of (a1) relative phases ∆φL = φ−1−φ0, ∆φR = φ1−φ0,
φ = φ1 + φ−1 − 2φ0 and (a2) spectral amplitudes for the segmented propagation with η0 =
0.75, φ0 = 0 and ρ = 0.20. (b) Evolution of the asymmetry parameter ρ. (c) Correlation coeffi-

cient when comparing ρ with listed values.

Dysthe equation. Changes in wave dynamics caused by damping or forcing are projected on the phase-space
plane, and the authors observe an attraction to the phase-shifted solutions (left side of the separatrix) in case
of damping, and an attraction towards non-shifted solutions (right side) in case of wind forcing [68, 69]. Also,
the asymmetry of the ±fm lines is amplified in case of forcing and diminished in case of damping which also
reflects in shifts of temporal profiles. These effects are qualitatively similar to spiraling and amplitude changes
observed numerically and experimentally in the segmented approach. Of course, a continuous linear damping or
forcing is far from being equivalent to changes induced in the idealized FWM, however, a qualitative behavior
can be discussed, it is interesting to compare these two systems. In [69] a new set of three-waves equations are

FIGURE 3.12: Phase-space maps for η0 = 0.75, φ0 = 0/π, ρ = 0.15 with forcing δ0 =
0.009, δ1 = 0.009 (a1) and damping δ0 = −0.009, δ1 = −0.009 (b1). The corresponding varia-

tion of the asymmetry parameter ρ.

derived where the effects of forcing and damping are included. The δ0 and δ1 correspond to zero and first order
terms, respectively, denoting forcing if δ > 0 and damping if δ < 0. Neglecting higher-order nonlinear terms
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we write three-waves equations as (compare to Eq. 1.43):

dΨ0
γP0dz

= i
(
|Ψ0|2 + 2 |Ψ−1|2 + 2 |Ψ1|2

)
Ψ0 + 2iΨ−1Ψ1Ψ∗0 + +δ0Ψ0

dΨ−1
γP0dz

− i1
2κΨ−1 = i

(
|Ψ−1|2 + 2 |Ψ1|2 + 2 |Ψ0|2

)
Ψ−1 + iΨ∗1Ψ2

0 + δ0Ψ−1 +
√
|κ|δ1Ψ−1,

dΨ1
γP0dz

− i1
2κΨ1 = i

(
|Ψ1|2 + 2 |Ψ−1|2 + 2 |Ψ0|2

)
Ψ1 + iΨ∗−1Ψ2

0 + δ0Ψ1 −
√
|κ|δ1Ψ1. (3.1)

Previously the damping and forcing was discussed in a context of separatrix crossing for solutions that start
near η 6= 1 and φ = 0, however in our case the dynamics is reconstructed over the whole phase-space plane,
so it is important to know what the impact and the consequences forcing and damping on these solutions is.
We simulate propagation of wave with η0 = 0.75 and asymmetry parameter ρ = 0.15 in cases when forcing
of δ0 = 0.009, δ1 = 0.009 (panels (a)) and damping δ0 = −0.009, δ1 = −0.009 (panels (b) in Figure 3.12)
dominate the system. Here the choice of values and combination of signs of the parameters is arbitrary, and
they are selected to highlight qualitative behavior for two distinct regimes. In case of the waves amplified due
to forcing, we observe spiraling outside of the initial point that has a high rate on the left side, while in the
damped system with energy dissipation the solution spirals down. It agrees with predictions in [68] where the
forced system had a tendency to move towards the solutions with non-shifted phase, and the reverse.

The asymmetry ρ between the sidebands is neither conserved as in case of ideal FWM nor oscillates as in
the full NLSE propagation : it changes gradually depending on sign of initial unbalance and applied forces.
The forcing amplifies the absolute value of ρ < 0, while the damping amplifies ρ > 0. So the decrease in ρ in
case of the segmented approach can be attributed to periodic effects of energy dissipation and reamplification
(hence, forcing), where energy dissipation dominates the system and should be understood as an energy flow
outside of the three-waves system.

3.4.2. Experimental demonstration

To demonstrate the presented features experimentally we first must address two issues : the phase measurements
and the working points.

As it is seen in Figure 3.11 (a1) the relative phase between the lateral harmonics and the central one differs
for two sides ±fm. In the experimental setup, we are able to calibrate the phase offset directly related to the
relative phase φ, so the individual offsets for left and right harmonics cannot be defined. Therefore, the recycling
of initial conditions is made by imprinting φ/2 on ±fm lines. In Figure 3.13 (a) the phase at each i−cycle is
updated by φi/2 (unlike in Figure 3.11, where the recycled phases are defined from absolute phases of each
spectral line), and, for comparison, the ∆φL and ∆φR are measured from the electric field. The relative phase
difference between left and right sides, so pronounced before, is reduced, and shift of temporal profile becomes
almost negligible (one can see the pattern asymmetry in between the two peaks). However, the values of η and
φ are reconstructed correctly since only the relative dephasing between three lines defines the dynamics.

Experimentally we reconstruct the temporal profiles from measurements of η and φ, therefore, we assume
∆φL = ∆φR = φ/2 as presented in Figure 3.13 (b1). Hence, the shift of the temporal intensity profile cannot
be reconstructed from experimental measurements. Nevertheless, the dynamic still demonstrates the recurrence
profile (Figure 3.13 (b2)).

Knowing the relative errors of the setup, measurement of slowly decaying asymmetry factor can become
challenging : if the change from one iteration to another is less then 1% of the relative spectral amplitude,
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FIGURE 3.13: (a1) Evolution of relative phases ∆φL (blue solid line) and ∆φR (blue dashed
line) extracted from the electric field directly when the phase recycling assumes equal phase dif-
ference on the sidelobes φ/2. The relative phase φ is denoted in red solid line. (b1) The corre-
sponding temporal intensity profile. (b1) Relative phases assuming that ∆φL = ∆φR = φ/2, and
the resulting temporal intensity evolution (b2). The latter case is equivalent to the one used in the

experimental measurements.

then the measurement errors may mask the effect. Keeping in mind that generation of higher-order harmonics
"helps" the asymmetry to decay faster, the 24 dBm working power was selected (κ = −1.2).

The experimental measurements were taken at η = 0.75 on both sides of the separatrix φ = 0, π for
ρ = ±0.15. All experimental results show good agreement with numerical simulations of segmented approach,
and the phase-space portraits agree well with the ideal FWM model, though the spiraling is present (panels (a)
in Figures 3.14-3.17).

The decay rate of ρ is stronger for the orbits with bounded phases (right side of the separatrix). The
asymmetry is decreasing with propagation length that is visible in spectral measurements and agrees with
behavior present in numerical simulations (compare panels (b) and (c) in Figures 3.14-3.15).

For the other type of solutions with unbounded phase (left side) the ρ parameter experiences oscillations and
decays slower in general. Since the relative change in ρ from one iteration to another is small, the experiment
does not follow numerical predictions so precisely (compare panels (b) and (c) in Figures 3.16-3.17). Moreover,
the spiraling of trajectories becomes more pronounced, and the asymmetry is slightly reversed in Figure 3.17. It
can be explained by accumulation of experimental errors and stronger spiraling effects that are pronounced on
the left side at high power. To characterize the strength of the spiraling we introduce colored markers in panels
(b1) and (c1) of Figures 3.14-3.17 denoting value of Hamiltonian (Eq. 1.57) at this point. In ideal FWM it is
seen as one of the invariants, however in the experimental system it’s value changes due to cutting of residual
sidelobes and reamplification at each iteration. One can see that Hamiltonian variation is more pronounced on
the left side for the experimental measurements that can cause deviations of ρ.

3.5 Hamiltonian conservation

The numerical and experimental results provided in Section 3.4 have risen a question of invariants conservation
that is fulfilled in the ideal FWM but not in case of the segmented approach. Another conserved quantity that
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FIGURE 3.14: (a) Experimental phase-space portrait (red dashed line with markers) for η =
0.75, φ = 0, α = 0.15 is compared with ideal FWM. The corresponding evolution of ρ (pan-
els 1) and spectral harmonics (panels 2) for numerical simulations of segmented approach and

experiment. Colored markers represent the value of the Hamiltonian (Eq. 1.57).

FIGURE 3.15: Same as Figure 3.14 but α = −0.15.

FIGURE 3.16: Same as Figure 3.14 but φ = π, α = 0.15.

FIGURE 3.17: Same as Figure 3.14 but φ = π, α = −0.15.

ensures a conservation of energy is the Hamiltonian provided by Eq. 1.57. It has been already observed that
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the spiraling of trajectories is caused not by the experimental inaccuracies, but it is a fundamental property of
the system. Therefore, a question is related to the limits of the segmented approach where the Hamiltonian is
nearly conserved. And whether the spiraling leads to instabilities or chaotic behavior for a very long propagation
distances (well above the studied 50 km) similar to system where the signal is amplified periodically [115,116].

To estimate variation of the Hamiltonian in the segmented system and determine whether spiraling has any
point of attraction, we simulate propagation over long distance of initial conditions equally sampled all over the
phase-space map. Two system’s states were considered : κ = −2 and κ = −0.8 with propagation distances of
2000 km and 1000 km, respectively. With such a long propagation we make sure that the spiraling has enough
distance to converge to a given point. Each set of κ and initial conditions was tested for different segment
lengths : 250, 500, 750 , 1000 and 2000 m. This allows to estimate how the full NLSE development over the
given segment length would impact the dynamics.

3.5.1. Low power, κ = −2

FIGURE 3.18: κ = −2. (a) Hamiltonian distribution of a phase-space map with examples of two
trajectories : η0 = 0.99, φ0 = 0 (red line) and η0 = 0.67, φ0 = π (blue line). The segment length
is 500 m, no asymmetry is imprinted. Positions of attraction points derived for each segment
length are compared to the fixed points of the system : (b) on the phase-space plane and (c) on the
Hamiltonian curve taken as a cross-section of (a) at η sinφ = 0. The red, green, blue, magenta

and cyan markers correspond to the segment lengths of 250, 500, 750, 1000, 2000 m.

The Hamiltonian profile on the phase-space plane coordinates is depicted in Figure 3.18) (a). It has two
extreme points located at ηfp = 0.71, φfp = 0 and η0 = 0 which correspond to eigensolutions of the system
(noted as well in 3.18) (c) by black dots). In the ideal FWM, the trajectories move on orbits following a constant
Hamiltonian. That creates "energy levels" that can characterize each close orbit. In the segmented case, the
trajectories move on the phase-space plane with continuous energy transfer (namely, either dissipation or gain
depending on the location) occurring after each segment length and resulting in spiraling on the Hamiltonian
surface. From the ensemble of statistical data we can conclude that trajectories whose initial conditions belong
to the right side of the separatrix are attracted towards the fixed point ηfp = 0.71, φfp = 0, while the ones on
the left are attracted to η0 = 0. Examples of the trajectories is depicted in red (η0 = 0.99, φ0 = 0) and blue (
η0 = 0.67, φ0 = π), respectively, in Figure 3.18) (a) for the fiber segment of 500 m.

The segment length defines how long the initial conditions propagate according to the full NLSE before the
residual sidelobes are cut, and the system is reamplified (without corrections of the energy flow outside of three
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FIGURE 3.19: Ranges of attraction to fixed points on the left and the right sides of the separatrix
(panels 1 and 2, respectively). Segment length is increasing from panels (a) to (e) from 250 m to 2
km (the colorcode for each marker is denoted in Figure 3.18). Here we consider 80 starting points

evenly distributed on the phase-space map, where each propagates over 1000 km.

waves). Such a system is similar to a concept of reamplified fiber links, where a wave propagates with linear
losses that are compensated by periodically spaced amplifiers [117]. This creates sidebands instabilities along
with narrow parametric gain peaks located outside the MI band [115]. In the ideal three-waves interaction,
stable fixed point attractors exist, where a balance between the parametric gain and the losses is achieved [116].
The field evolution in this case represents a spiraling trajectory towards such a focus point. If this balance
is not achieved, for instance, because of the limited bandwidth amplification, the nonlinear propagation is
destabilized, and the chaotic behavior is observed [116].

In case of the segmented approach, the spiraling to the focus points located near the fixed point solution
(but not exactly) is observed after 2000 km for all segment lengths. Figure 3.18 (b) and (c) displays positions
of the attractors on the phase-space map for each segment length. The focus points were defined from statistics
gathered for all trajectories sampled on the phase-space plane. The radius of curvature and its corresponding
center were defined for the last 200 points of the trajectory. Gathering statistics on the center position for all
points, we define the attractor point more precisely, that allows to reach a better convergence.

In general, the longer the segment is, the farther the attractors are located from the fixed points defined from
the ideal model (inset in panel (c) of Figure 3.18). It can be explained by longer NLSE propagation and, hence,
stronger deviation from the model until the spectrum is recycled.

Since there exist two attraction points, it is interesting to know what is their range of attraction : an area on
the phase-space map where statistically the trajectories tend to fall to the focus point. To define the attraction
region, we split the phase-space map into a grid, and then analyze each of 80 simulated trajectories point by
point. Each segmented output of the trajectory is affiliated to a cell on the phase-space map grid. Then, after
defining to which attractor the trajectory falls, this cell is getting an increment each time new segment is passing
through. After treating all trajectories, we obtain a density of points, which characterizes how being at a certain
position on the phase-space map, impacts the attraction to one or another focus point. This way we can build a
statistical map and define attraction regions.
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The results are presented in Figure 3.19. There are two well-defined regions of attraction: the points with
η < 0.85 on the left side of the separatrix spiral down to η0 = 0 (panels 1), while the rest tends to be attracted
by the fixed point ηe (panels 2). The ranges of attraction are strongly related to position of the separatrix, the
trajectories passing near have a tendency to be unstable and cross it making a transition to another type of
solutions. Here, for the small signal amplification (stating, with η 6= 1), the trajectories always converge to the
right attractor. So the points with high η one the left side may fall into the opposite attractor.

As the segment length increases, the system deviates stronger from the ideal case, soH(η, φ) decays faster,
and the separatrix border becomes "blurry" as after a few segments of NLSE propagation one may end up
on the opposite side of the separatrix. That’s why the attraction regions are more confined in case of longer
propagation lengths (for instance, 1 or 2 km). Another point is that the spiraling with longer segments is more
abrupt, so there is not enough statistics to cover the whole grid evenly. Interestingly, at 2 km segment length
there exist trajectories that pass near the attraction point on the right side but still don’t fall into it (Figure 3.19
(e1)) ending up on the left side.

3.5.2. High power, κ = −0.80
Knowing that not only the segment length but also the average input power impacts the dynamics, the same
analysis was repeated for another case of κ = −0.80.

For −1 < κ < 0, there actually exist two fixed points satisfying ηfp = (3 − κ)/7, φ = 0 and ηfp =
1 + κ, φ = π. At κ = −0.80 the Hamiltonian profile (Figure 3.20 (a)) is steeper with two extreme points
located at ηfp = 0.54, φ = 0 and ηfp = 0.20, φ = π. Similar to the previous case, it was expected that the
trajectories would fall into these two points, however, they all tend to spiral down to the fixed point located
on the left side of the separatrix. On examples displayed in Figure 3.20 (a) (red η0 = 0.99, φ0 = 0 and blue
η0 = 0.67, φ0 = π trajectories at segment length 500 m), the trajectory starting on the right side crosses the
separatrix after a few propagation cycles. It happens because the system becomes so highly-nonlinear that
the idealized FWM conditions are no longer fulfilled, and dynamics has a strong impact of the full NLSE
propagation over even small segment length.

FIGURE 3.20: Same as Figure 3.18 but for κ = −0.8.

The statistical treatment reveals only one attraction point for each segment length that is located on the left
side of the separatix (Figure 3.20 (b) and (c)). The attraction regions displayed in Figure 3.21 show that even
at low segment length of 250 m the trajectories passing near the fixed point on the right side of the separatrix
never fall into it. Even when the initial conditions are set in a vicinity of the fixed point on the right side, and
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the small segment length is used (the values of 20 m and 50 m have been tested), the trajectories converge to the
left side. Opposite to the "low power" in section 3.5.1, the trajectories only converge to the attractor on the left
side of the separatrix. In fact, the trajectories that start on the right side tend to spiral outwards so they end up
falling to the left attractor, and the segment length defines speed and steepness of trajectory movement. Such a
behavior at higher nonlinearity can be explained by stronger impact of full NLSE propagation and; hence, the
effects of periodic damping and forcing in the system discussed in the previous section.

FIGURE 3.21: Same as Figure 3.19 but for κ = −0.8.

3.6 Conclusion

In the result of experimental demonstration of a fundamental FWM, we show that the recurrences and orbit
dynamics can be retrieved with the results close to ideal theoretical modes. The trajectories are recurrent, and
typical features of the phase-space plane such as two types of dynamics, separatrix and existence of a stationary
wave are reproduces. The dependence of orbits shapes on the gain value is reproduced and consistent with
theory.

Propagation of asymmetric initial conditions in the experimental setup reveals differences between different
models. Unlike the ideal FWM where the asymmetry is conserved, and the full NLSE propagation where the
asymmetry is recursive, the experiment shows different behavior : the difference in amplitudes is reduced with
propagation until it reaches zero, and then the asymmetry is not growing. This behavior can be explained by
a mixture of different propagation types, where light evolves according to the NLSE in the fiber segment, and
then the residual harmonics are brutally cut and no longer participate in the process. In a sense, it can be
compared to effects of damping or forcing where the asymmetry is not conserved.

Finally, we discuss a Hamiltonian conservation which is a fundamental property in the FWM. We numer-
ically demonstrate that, in the segmented approach, the trajectories converge to states close to the fixed points
of the ideal FWM. The exact positions depend on the fiber segment length and the input power. This behavior
demonstrates additional effects of energy dissipation in the developed approach that should be interpreted as
cutting out some parts of the signal that participated in dynamics without any compensation.
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Chapter 4

Advanced numerical tools

Recent years have seen the rapid growth and development of machine learning : a set of statistical techniques
and numerical algorithms for performing tasks without explicitly programmed instructions. It has found the use
in computer vision, speech recognition, natural language processing, robot control, and other applications [118].
In science the interest of machine learning lies in analyzing the data to mimic the behavior of complex systems,
however the machine learning extracts the knowledge out of data, and the resulting models can be opaque for
understanding or missing prediction of new phenomena [119].

The use of machine learning application to the field of the ultrafast optics is quite new, and it has emerged
less than a decade ago [120,121]. It can be used to predict the ultrafast dynamics [122,123] or light evolution in
the NLSE [124], to optimize the lasers or control coherent structures parameters [120], and in many other fields
including both fundamental and technical applications [120, 125]. In the context of a modulationally-unstable
process in fiber, a neural network was used to correlate spectrum with time-domain intensity peaks resulting
from propagation of a noise-like pulse laser [126] or a CW impaired by a random noise [127]. Overall the
machine learning copes well with complex systems controlled or impacted by many parameters.

The previous chapter has demonstrated that there are limitations on the ideal FWM demonstration, and
that the segmented approach can be placed in between the full NLSE propagation and the FWM. Derivation of
an analytical model that would describe the idealized FWM is challenging, however the artificial intelligence
methods can be applied to either distinguish the nonlinear dynamics itself from the experimental errors or
to formulate the model that drives the experimental system. This chapter is dedicated to implementation of
artificial intelligence methods to experimental data obtained from the idealized FWM demonstration.

4.1 Neural network : black-box dynamics

Machine learning includes different types of algorithms, one of which is neural network (NN). It is a powerful
tool that can perform characterization, dynamics reconstruction, prediction or analysis. It relies on training the
nonlinear structure underlying the NN against a big dataset. Depending on the problem, different NN config-
uration and strategies of training can be used. Here we focus on application of the NN tools in reconstruction
of the experimental dynamics described in the previous chapter. The next section will provide the basics of the
NNs operation.
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4.1.1. Fundamentals of neural networks

A concept of an artificial NN was first proposed by McCulloch and Pitts [128] and then reinvented and popular-
ized by Hopfield [129] in 1982 along with invention of the back-propagation algorithm. The main idea behind
the artificial NNs is to mimic a brain function by creating artificial neurons that are linked to each other. In
biology, a neuron is a special cell that processes information (Figure 4.1 (a)). It is composed of a body and
two types of branches : the axon and the dendrites, which act as transmitters and receivers, respectively, of
impulses [130]. At the terminals of these branches are the synapses, whose role is to release certain chemicals
when an impulse is passing through. The amount of these chemicals determines the neuron’s ability to emit
electrical signals and depends on the synapses’ types. The neurons are interconnected forming a complex and
dense network. When a brain participates in an activity, the effectiveness of the synapses is adjusted during the
learning process, as the signals are passing through the network.

FIGURE 4.1: A sketch of (a) a biological neuron and (b) its artificial interpretation.

The artificial neuron, inspired by a biological one, can be represented as a function:

y = f(x) = f

(
n∑
i=1

wixi + h

)
, (4.1)

where wi are the weights representing the synapse functionality, h is the bias, and f(x) is a nonlinear activation
function. The weights and the biases of each neuron composing the NN are free parameters to be chosen to
approximate the relationships between the input X = [x1...xn] and the output y in a dataset to be fitted. The
gathered inputs from all the connected neurons then pass through a nonlinear function, that is known as the
activation function. It allows to adjust the response of the neuron depending on the input and to switch it on or
off.

The individual neurons are then composed to a structure with a certain connection pattern - the architecture.
All NN can be divided into two main groups : feed-forward networks, where graphs have no recirculating loops,
and recurrent networks in which neurons have feedback connections [130] (panels (a1) and (a2), respectively,
in Figure 4.2). The NN architecture and size are quite flexible and shall be adjusted to the problem to be
solved. For example, if one needs to simulate an input to output mapping of a single pass (for instance, a pulse
propagation through a nonlinear system), a multi-layered feed-forward NN is the best candidate. If the output
is expected to depend on both current and past data, the recurrent network are more suitable solutions [120].

The most common family of the NNs is a multi-layered feed-forward NNs, where the neurons are grouped
into layers with unidirectional connections between them (Figure 4.2 (b)) [131]. The intermediate layers are
called hidden layers, since the information between the inputs and the outputs is buried inside the NN. The total
number of layers describe the NN’s depth and, hence, there is an interest in the deep learning - construction of
many-layer NNs which outperform simple shallow structures.
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FIGURE 4.2: Sketches of (a1) a feed-forward and (a2) a recurrent NN. (b) A scheme of a multi-
layer feed-forward NN.

Consider a feed-forward NN composed of three hidden layers as displayed in Figure 4.2 (b). Here to each
neuron composing the layers is associated an activation function f (j)

i where i is a neuron’s index and j is a layer
number. An activation function can be any continuous but nonlinear function defined on a compact subset,
for instance, bounded functions such as hyperbolic tangent or sigmoid, or rectifier-based functions (ReLU-
family functions), or even trainable (adjustable or parameterized) functions [132]. Figure 4.1 (b) displays
some frequently used activation functions. In a nutshell, a NN can be understood as the cascade of stages,
each consisting of nonlinear operations, followed by a linear mixing. In case of recurring NN, the direct time
feedback creates a nonlinearity in its own, so that each linear activation function may be used.

Taking into account the connections between the neurons in the NN displayed in Figure 4.2 (b) and neurons’
structure, the output can be written as [133]:

Y = f(X) = f (4)
(
H(4) +W (4)f (3)

(
H(3) +W (3)f (2)

(
H(2) +W (2)f (1)

(
H(1) +W (1)X

))))
, (4.2)

where H(j) = [h(j)
1 ...h

(j)
n ], W (j) = [w(j)

1 ...w
(j)
n ] are biases and weights assigned to each neuron in a hidden

layer j.
Now, as an architecture of the NN is defined, one has to train it by adjusting the weights and the biases to

produce the desired output. The learning methods can be split into several categories. A supervised learning
assumes a direct comparison between the NN’s output and the desired data, where during the training the
NN tries to predict the output by minimizing an error between the two. An unsupervised learning uses only the
inputs to extract hidden patterns or common characteristics, which is suitable for big data analysis or clustering.
Finally, a reinforcement learning is used to explore available parameter space to tailor the behavior of the system
relying only of an evaluative feedback, referred to as the reward [125].

In ultrafast photonics, and in science, in general, the feed-forward NN has found strong applications since
they are able to reconstruct or predict the nonlinear dynamics. However, to open a full potential of the NNs one
requires quite often a large set of data, which can be problematic and/or time consuming in case of experimental
or numerical data generation. If one knows approximately or assumes some properties of the system, it is
possible to include physical constraints to the model for better accuracy, improved generalization and faster
training [134]. For instance, one can imply boundary conditions in predicting pulse propagation in the NLSE
system [135, 136]. However, putting constrains means that one assumes physical properties, which may not be
present in reality but forced during the training. Therefore, such methods can be applied only for well-known
systems.

After the training is finished, in order to characterize the accuracy one may use a root-mean-square error
(RMSE) in case of the supervised learning. However, a low value of errors does not always mean good pre-
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diction ability : the NN can fit the training data "too well" and miss a general behavior of the system. In this
case, one has to discuss an overfitting and an underfitting. Overfitting happens when the selected model is too
complex for the problem, so that the NN reproduced not only the features of the dynamics but also random
deviations including noise. It also happens when the dataset to train is too small, which can be often the case
in experimental physics. It results in poor generalization - the model fails to predict the outputs for new inputs.
In case of underfitting, the selected model is too simple to capture important features of the dynamics, which
gives poor training results in general. To evaluate the NN’s performance correctly, a generalization error is
computed. Some amount of input data that do not participate in training are used to compute the generalization
error once the training is finished. This gives an idea whether the NN did manage to capture the dynamics and
filter out the noise.

Overall, a NN is a good tool to perform complex tasks of dynamics characterization and prediction. How-
ever, the network’s type and architecture should be specialized to the task taking into account the amount and
availability of input data, noise level and assumptions regarding the underlying model. Next chapter describes
selection and training process of the idealized FWM system.

4.1.2. Phase-space dynamics reconstruction by a neural network

A NN may seem an easy tool allowing to perform almost any kind of task. However, if one wants to achieve a
fine result, an adaptation of a NN to the specified task is required. We want to train a NN on the experimental
data in order to estimate and reduce the experimental errors, to reconstruct a full phase-space on area not avail-
able (or too impaired by noise) experimentally and to have an available on-demand tool to get the experimental
results for extra tests. Even though a model that governs ideal FWM is known, we would like to avoid im-
plementation of strict constrains with physics-informed NNs keeping in mind that there still exist fundamental
differences between the experimental approach and the FWM. Instead we would like to use a feed-forward NN
as it is well-suited for one-direction propagation of a nonlinear system.

FIGURE 4.3: (a) Training data (outputs) : randomly sampled 300 points at discrete powers
P0 = [21.2 : 0.5 : 23.7] dBm - 1800 points in total. (b) Architecture of used feed-forward NN.
(c) Errors distribution comparing the NN with experimental data ∆X = XNN

out − XEXP
out (∆Y ,

respectively).

The main limitation in a wide use of NN is the amount of data required for good training. Since we want to
use a NN as a universal interpolator over the whole phase-space, we have decided to train it on non-connected
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segments randomly sampled over the (η cosφ; η sinφ) plane instead of using the closed loop approached de-
ployed in the previous Chapter. Since the trajectories’ overall dynamics and shape depend strongly on the
relative amplitude and phase (hence, on a position of the phase-space plane), the points should cover evenly
the whole space. Also, due to the fixed segment length, a relative change in parameters would result in longer
or shorter segments depending on a position on the phase-place plane (for instance, compare the outer and the
inner segments in Figure 2.13 (b)). We have tested an approach with predefined values of η, φ sampled evenly
over the space as well as randomly selected η, φ andX,Y coordinates. The optimal sampling strategy, covering
the phase-space plane evenly, was to use a normal distribution of η with a peak value around 0.95 (in order to
balance out the dense middle and the sparse outer parts of the space), and a uniform distribution of φ.

In this case, after the training we can reconstruct any orbit by iterating the outputs of the NN after each
segments, hence mimicking the experiment. For the training data, we have measured 6 sets of 300 random
points each for the input average power P0 = [21.2 : 0.5 : 23.7] dBm, so 1800 points in total. The points at
each selected power were measured over a single non-interrupted run, hence, their number was limited to the
stability of the calibrated phase, which was discussed in more details in Section 2.4.2., and is equal to about an
hour. With time of each measurement taken into account, we can record up to 300 points without the need to
recalibrate the phase offset. Figure 4.3 (a) displays the input points covering the whole phase-space plane.

The choice of the NN architecture remains largely empirical even if some guidelines can be found in the
literature [137]. Since the dataset we have is quite limited, to avoid the overfitting, we select a rather sim-
ple structure of the NN : three layers with 4 neurons each (Figure 4.3 (b)). As inputs we use the coordinates
(Xin, Yin) = (ηin cosφin, ηin sinφin) and the average power in dBm. The NN is trained to predict the prop-
agation results (Xout, Yout) = (ηout cosφout, ηout sinφout) over a single segment for the given power. From
the recorded data it is impossible to determine the nature of the trajectories for longer propagation distances
or to draw conclusions on the existence of closed orbits. Therefore, ideally the NN shall be able to draw the
nonlinear dynamics behind the disconnected segments.

FIGURE 4.4: (a) Phase-space portrait reconstructed by the NN trained on the experimental data
for η0 = 0.98, φ0 = 0, π (dark green), η0 = 0.80, φ0 = π (light green), η0 = 0.60, φ0 = π (red),
η0 = 0.90, φ0 = 0 (blue), η0 = 0.70, φ0 = 0 (orange) over 50 iterations (25 km). Reconstructed
temporal profiles for η0 = 0 and (b1) φ0 = π and (b2) φ0 = 0. (c) Trajectories with η0 = 0.90 and
φ0 = 0, π (red and blue lines, respectively) generated at different power levels over 50 iterations

(25 km).
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The training relies on the Matlab Deep Learning toolbox (version 14.4) where we have used the Levenberg-
Marquardt regularization back-propagation algorithm [138]. Note that, a conversion to other languages can be
straightforward. Using 70% of our experimental data for training, the network converged in a few hundreds
of epochs achieving a mean-square error (MSE) of 2.5 · 10−4. This value of error ensures that the NN can
reproduce the results without any overfitting. We also benchmark our NN by comparing its predictions with
the results of direct numerical simulations of ideal FWM over a single fiber segment. In this case, an MSE of
2 ·10−4 is achieved for a sampling of 10 000 randomly generated inputs. This level of error remains reasonable
but suggests that residual deviations exist between the experiments and the ideal model.

A graphical way to confirm the NN accuracy is to reconstruct the complete trajectory in the phase-portrait
plane. This can be easily achieved by concatenating the results obtained: the prediction of the NN obtained
after 500 m propagation is used as input for the next step. The results are presented in Figure 4.4 (a) for
different values of η0, φ0 at a maximum gain power 21.7 dBm where the NN predicts propagation over 50
iterations (25 km) [23]. These results yield immediate insight into the phase-space topology. The orbits are
in qualitative agreement with the predictions from the ideal system, assessing both the robustness of the NN
and the quality of the experimental data. The fundamental features of the ideal FWM dynamics are retrieved
from these results. The trajectories are nearly closed orbits and do not intersect. The spiraling effect can be
attributed to a mix between the finite size of the NN we choose, the measurement errors and deviations from the
ideal framework. The NN captures correctly the phase features typical for left and right sides of the separatrix,
namely, the decreasing phase translated to period-shifted recurrence (Figure 4.4 (b1)) and the bounded phase
with the respective normal recurrence pattern in the temporal domain (Figure 4.4 (b2)).

As the NN is trained with data including various input average powers, it can also be used to explore
unstable dynamics for other values of gain. Phase-space portraits predicted by the NN for a fixed initial value
of η0 = 0.90 and phase offsets φ0 = 0, π for average values between 21.5 and 24 dBm are depicted in Figure
4.4 (c). Once again, the NN-based trajectories are in agreement with the theoretical predictions. We note how
the dynamics at higher gain are associated with the change of the shape of the trajectories and the displacement
of the separatrix. With increasing powers the separatrix progressively shifts: the intersection point between
the separatrix and the horizontal axis continuously decreases. Consequently, the phase-space available for the
evolution of initial conditions φ0 = 0 becomes larger, whereas orbits at φ0 = π evolve in more restricted areas.

Here we demonstrated that a NN can be used to predict nonlinear dynamics of the FWM relying on the
experimental measurements. One of the strongest limitations in the NN’s training is the data availability and
the level of experimental inaccuracies. To counterbalance these detrimental factors we then apply a different
strategy described further.

4.1.3. Application of dithering technique

As it was discussed before, the main limitation we have faced in training of the NN is lack of experimental data.
It is true that in general NN requires big datasets and complex architecture to produce a reliable result. In our
case, training of a many-layers NN would quickly face an overfitting. In computer science it is quite a common
problem, which is solved by a regularization - set of techniques that target to improve a generalization [139].
One of these methods is dithering which consists in adding an artificial noise over the training data. In this case
the added noise acts as smoothing for the data masking their intrinsic noise, hence preventing the possibility
for overfitting. This technique is widely used in image and sound processing to randomize a quantization error,
including applications in image and speech recognition [140,141]. In [141] the authors reuse same images with
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different random noise, which allows to generalize the training and make the NN performance more robust.
Use of dithering in the case of experimental FWM can be completely justified : imagine a perfect FWM

orbit that is approximated by segments. In previous chapters it was shown that even small deviations from
the ideal FWM would result in strong accumulated effects and drift from the model (Chapter 3.5). In case
of experimental demonstration the system is impaired, on top of that, by experimental inaccuracies and noise.
Then by adding a bigger noise on both input and output we could smooth each segment, as depicted in sketch
in Figure 4.5 (a), that would allow better reconstruction of the recurrence dynamics (red line).

FIGURE 4.5: (a) A sketch depicting the segmented system impaired by noise (blue) which able
to reproduce the FWM dynamics (red and black lines) is the noise constraint (gray) is relaxed. (b)

Dataset splitting.

To apply the dithering, we have used the following strategy: the initial dataset was repeated 5 times with
random 2% added noise to both input and output. Usually the data for training and validation are selected by
the toolbox automatically, however in our implementation it may cause poor generalization : let consider, that
the same point with just different level of noise was selected for both training and validation, in this case, since
it’s the same initial data, the NN may target a very precise fitting, causing poor generalization of the nonlinear
dynamics. To avoid that, we split the initial dataset to three parts : 70 % training, 15 % validation and 15 % test
data, and then we multiply and add noise to these sets. An example of such a set is depicted in Figure 4.5 (b).

FIGURE 4.6: Statistics of errors when comparing results of NNs to the (a) training, (b) validation
and (c) test data. Three different networks are tested : previously trained with no dithering (red),
NN with added noise of 2% and 3 layers [4, 4, 4]-neurons (green), and 5 layers [4, 10, 10, 10, 4]-

neurons (blue).

Firstly, the structure of the NN was kept the same as in the previous example : 3 layers with 4 neurons on
each level. The training gives good results and provides some slight improvement, however, does not greatly



84 Chapter 4. Advanced numerical tools

σ Skewness Extreme events
Train Valid Test Train Valid Test Train Valid Test

NN-previous 0.016 0.018 0.018 0.023 0.016 0.102 0.018 0.011 0.022
NN-Dith-3 0.017 0.018 0.018 -0.205 -0.096 0.142 0.017 0.015 0.019
NN-Dith-5 0.010 0.014 0.014 -0.025 0.129 -0.197 0.028 0.022 0.019

TABLE 4.1: Main statistical characteristics of distributions presented in Figure 4.6

surpass the previous case. To give a figure of merit, we compare the NN’s predictions with the experimental
results plotting error distributions for x-coordinate (the y-coordinate comparison gives similar results). The
red and the green distributions in Figure 4.6 denote, respectively, the previous NN and the NN with same
architecture but with dithering applied. The main characteristics of these distributions : the standard deviation
σ, the skewness 1

n

∑n
i=1(X − X̄)3/( 1

n−1
∑n
i=1(X − X̄)2)3/2, and the probability of extreme events, denoted

as the proportion of high errors occurring outside the main Gaussian peak defined as 3 · σ [142], are displayed
in Table 4.1. Both previous and the three-layered NN with dithering give about the same σ and probability of
extreme events. However, the skewness of the latter is more pronounced and not systematic depending on the
used datasets.

Since we have increased (artificially) the initial dataset, now other more complex architectures of NN can
be tested. So secondly, we test the NN composed of 5 layers with [4, 10, 10, 10, 4] neurons on each, respectively
(note that, this example was not optimized but rather selected arbitrary). Note that the training of such NNs
simply fails when no dithering is applied. In this case we observe improvement of the result without overfitting
: the error distribution for both training and test sets are less spread than in previous cases which shrinks the σ
by 30 % in average. The output, however, becomes more skewed as in the previous case, and the probability of
extreme events increases too. Note that here we compare the NN results with experimental data, which are, by
default, impaired by noise and deviate from the ideal model. So the increased skewness and events outside of a
Gaussian, may not indicate poor NN estimation but to give a hint regarding experimental errors and offsets or
to provide a better generalization of a nonlinear model behind. The dynamics reconstructed by the NNs with
dithering captures correctly the FWM features as well as deviations from the ideal model depending on the
input power. The dynamics on the right side of the separatrix is reproduced less accurately, while the left side
fits almost perfectly, which would explain a trade-off between small σ and failing of other characteristics.

We demonstrate that the dithering technique can be applied to the NN training. Using repeated datasets
with different levels on noise it is possible to train a more complex NN without an overfitting. This study can
be used to boost the performance of NNs based on limited set of training data.

4.2 Data-driven approach : sparse identification of nonlin-
ear dynamics (SINDy)

The downside of the NNs’ use is the fact that it works as a black box : the nonlinear dynamics is not re-
constructed in a readable way, proposing instead a complex landscape of connected neurons. This limits an
understanding and interpretation of the obtained results. And since the network is trained to reproduce well the
desired data, it cannot be used to demonstrate a new phenomena. Therefore we consider other machine learning
methods that would help to open a discussion what is a model behind the experimental demonstration of the
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idealized FWM.

One particular approach of data-driven methods targets to determine the smallest number of terms from
a large library of potential candidate functions that can accurately describe a system by a set of coupled dif-
ferential equations [143, 144]. The method, introduced and popularized by S.L. Brunton and J.N. Kutz [145]
who has implemented it on several nonlinear systems, is based on an observation that even highly-complex
systems are often governed by interaction of smaller physical processes. This allows to use a sparse regression
to determine a model that consists of the smallest number of terms without an overfitting. This technique is
referred to as sparse identification of nonlinear dynamics (SINDy). Its successful application in chaotic system,
in hydrodynamics and plasma physics [145–147], as well as in soliton dynamics reconstruction in the context
of supercontinuum generation and higher order NLSE [148], opens up possibilities to use this technique in
other complex nonlinear systems. In Besançon, Andrei Ermolaev has focused using SINDy starting from a set
of ideal FWM trajectories generated by numerical simulations, potentially impaired by noise [24].

Our starting point is different : in this study we target to discover differential equations governing the
experimental system. We assume that the dynamics would have the terms of the ideal FWM system and extra
components that would describe deviations from the ideal model.

4.2.1. Fundamentals of SINDy

First, we give the basics of SINDy technique [145]. Consider a general dynamical system :

d

dt
x(t) = f(x(t)), (4.3)

where x(t) = [x1(t), x2(t), ...xn(t)] denotes a state of a system at time t, and the function f(x(t)) represents
the dynamic constraints that define equations of the system. The key idea here, is that the f consists of only
a few terms, which makes it sparse in the space of all possible functions. A progress in sparse regression now
makes it possible to find the nonzero terms without the need of a brute-force search.

To find the function f from data, we gather the temporal evolution of x(t) and its derivative d
dtx(t) (or

we approximate it numerically from x(t)). The data sampled at different times t1, t2, · · · , tm are arranged into
matrices :

X =


x(t1)
x(t2)

...
x(tm)

 =


x1(t1) x2(t1) · · · xn(t1)
x1(t2) x2(t2) · · · xn(t2)

...
...

. . .
...

x1(tm) x2(tm) · · · xn(tm)

 , (4.4)

d

dt
X =


d
dtx(t1)
d
dtx(t2)

...
d
dtx(tm)

 =


d
dtx1(t1) d

dtx2(t1) · · · d
dtxn(t1)

d
dtx1(t2) d

dtx2(t2) · · · d
dtxn(t2)

...
...

. . .
...

d
dtx1(tm) d

dtx2(tm) · · · d
dtxn(tm)

 . (4.5)

Then we construct a library of candidate functions Θ(X) which may consist of constant, polynomials, and
trigonometric terms:

Θ(X) =

 | | | | |
1 X Xp2 · · · sin(X) cos(X) · · ·
| | | | |

 , (4.6)
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whereXpi denotes different polynomials of the i-order, for instance, for the 2-order it reads: x2
1(t), x1(t)x2(t),

· · · , x2
2(t), · · · , x2

n(t). Each column of Θ(X) represents a candidate function for the Eq. 4.3. Now one may
find the sparse vector of coefficients Ξ = [ξ1, ...ξn] that define which nonlinear functions are active:

d

dt
X = Θ(X)Ξ. (4.7)

Now each column of Eq. 4.7 requires an optimization to find the sparse vector of coefficients ξi. The least
absolute shrinkage and selection operator (LASSO) [149] is a regression adding an absolute value as a penalty
(l1-regression) that promotes sparsity. An alternative algorithm can be the least-angle regression (LARS) [150]
that is also suitable for high-dimensional data.

Once the coefficients are found, the governing equations can be reconstructed as:

d

dt
xi = f i(x) = Θ(x)ξi. (4.8)

Note that now, knowing the differential equations, the reconstruction is made from an arbitrary input x (not

FIGURE 4.7: Schematic of the SINDy algorithm. The data and its derivatives are collected from
the system composing the input d

dtX , then the library of candidate functions Θ(X) is generated.
The sparse coefficients Ξ allow to identify the system’s decomposition.

limited to the generated matrix Θ(X)). The idea of the algorithm is illustrated in Figure 4.7, where an arbitrary
set of differential equations ẋ, ẏ, ż can be reconstructed from Θ(x) and ξ1:3.

A result of the SINDy method depends, of course, on the choice of data, its quality and, of course, on the
selected functions basis. The approximated knowledge of physics behind the system (for instance, a presence
of ψ|ψ|2 terms in the NLSE or η cos(φ) in the ideal FWM dynamics) may provide a reasonable choice of the
candidate functions and the variables.

4.2.2. Methodology and reconstruction of ideal dynamics

The ultimate goal of the SINDy implementation is a reconstruction of differential equations that govern the
experimental segmented dynamics. However, to test the method first, we apply it on the ideal FWM. Following
guidelines in [145], we developed the home-made scripts in Matlab.

The FWM can be described by evolution of fields given by Eq. 1.43 or in terms of reduced coordinates
η, φ (Eq. 1.59). The choice is arbitrary, however, in case of electric fields Ψi, it is useful to separate real and
imaginary parts and then reconstruct a set of 6 differential equations [24]. For the current discussion we select
to reconstruct the Eq. 1.59 with η, φ, assuming symmetric sidebands (ρ = 0).
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For training we select evolution of η, φ with distance z over 50 km at different initial conditions : η =
[0.50 : 0.05 : 0.95] for φ = 0, π - 18 trajectories. Note that here we do not include a dependence of dynamics
on the nonlinear mismatch parameter κ and target reconstruction of equations only at κ = −2. It is possible to
include κ is form of a control parameter taking advantage from similarities of SINDy with a dynamical mode
decomposition [151]. However, it would produce different sets of equations depending on value of κ, and since
it is a constant in the Eq. 1.59, it may be difficult to extract it if the derivatives are normalized.

The derivatives dη(z)/dz, dφ(z)/dz are computed numerically from η(z) and φ(z). Quite often, if the
input data are noisy, it is difficult to estimate the derivatives numerically, since noise creates large differentiation
error. If the data are impaired by noise, one may use smoothing functions, such as approximation by a high
order polynomial with a shifting window [152]. Note that the input data are noiseless, so the derivatives can be
computed directly.

FIGURE 4.8: (a) Cross-correlation Θ(X)′Θ(X) of initial candidate functions (panel 1) and
only orthonormalized vectors (panel 2). (b) The derivatives dη(z)/dz, dφ(z)/dz (panels 1 and
2, respectively) computed directly from the ideal FWM (black dashed line) and from the SINDy

model trained on it (blue and red solid lines). (c) Same but for integrated variables η(z), φ(z).

Another potential issue in the SINDy implementation, is that for the best fitting, the input variables should
be normalized. In case if the inputs are given in real physical values, the optimization of sparse coefficients
may fail because of numerical inaccuracies. For instance, consider an evolution of pulse width of an order
of picosecond with distance, then the second-order polynomial would have an order of magnitude 10−24 that
hits a numerical "zero", hence a coefficient in front of it would be poorly optimized. To avoid this issue
we normalize both the input variables η(z), φ(z) and its derivatives, and the candidate nonlinear functions :
x̄ = (x− < x >)/σ(x) with x being a selected variable and σ - the standard deviation. This is extremely
common in machine learning and the same processing is also implicitly realized during the training of the NN
by Matlab toolboxes. In case of normalized variables, the differential equations will have different coefficients
in front of the candidate functions, so during the dynamics reconstructions the variables must be translated back
to the real units.

For the candidate nonlinear functions we select polynomial combinations of η(z), cos(φ(z)), sin(φ(z)) up
to the 3rd order as presented in the first column of Table 4.2. Since the candidate functions contain a lot of
trigonometrical functions, one may be expressed as a linear combination of others, hence, the sparse vector
may contain equivalent candidate functions so the optimization is not efficient. To avoid this issue we check
the cross-correlation matrix Θ(X)′Θ(X) and keep the vectors that are non-orthogonal to each other. First, we
compute the cross-correlation of initial library (all entries of column 1 in Table 4.2), that results in a colormap
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Θ Ξ
dη(z)/dz ERR dφ(z)/dz ERR

1
sin(φ) -2.80·10−5 3
cos(φ) -1.229 10−4

η 0.517 10−4

η sin(φ) -2.901 10−4

η cos(φ) 1.704 10−4

η2 sin(φ) 2.085 10−4

η2 cos(φ) 1.67·10−5 3
sin2(φ) 2.85·10−6 3
sin(φ) cos(φ)
cos2(φ)
η2 2.24·10−4 0.415 6.78·10−6 3
sin3(φ) -1.11·10−5 3
cos(φ) sin2(φ) 4.31·10−6 3
cos2(φ) sin(φ)
cos3(φ)
η sin2(φ)
η cos(φ) sin(φ)
η cos2(φ)
η3

TABLE 4.2: Library of candidate functions and SINDy results for the ideal FWM. Here the
colored cells in the Θ column represent the orthonormalized basis. Red cells denote the terms
present in the ideal FWM model. The ERR is defined as a maximal increment that can be imprinted
on the coefficient without increasing the MSE. Hence, the higher it is, the less reliable is the
coefficient, and it can be omitted. Non-colored cells in the dη(z)/dz and dφ(z)/dz columns are

the filtered out coefficients based on errors estimation.

depicted in Figure 4.8 (a1), from here we see that many vectors can be expressed as linear combination of
others. Then we use the Gram-Schmidt process to find a basis of candidate functions orthogonal to each
other [153]. Starting from set of vectors v1:N , we first set u1 = v1 and then for each k = 1 : N we define
uk = vk −

∑k−1
j=1

<vk,uj>
<uj ,uj>

uj . The obtained u1:N/||u1:N || is the required set of orthonormalized vectors. The
result of cross-correlation of newly built vectors are presented in Figure 4.8 (a2). From here we keep only
vectors whose norm is greater than 0.01. This procedure filters out 5 entries, so the resulting basis is marked by
blue and red in Table 4.2. However, knowing that the system should include components of Eq. 1.59, we keep
them in any case (red cells in Table 4.2).

The library functions list is now in a proper format, so then we use the LASSO algorithm (from the Statis-
tics and Machine Learning Matlab Toolbox version 12.2) in order to find the sparse coefficients. Unlike the
ridge regression, where the non-zero coefficients are penalized based on the l2-norm, the LASSO penalizes
the l1-norm with regularization parameter λL that defines strength of the penalty. In the Matlab toolbox it
is possible to combine both squared coefficients and absolute values penalty with αL parameter: 1−αL

2 l2 and
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αLl1, respectively. If αL = 0, the regression is done by ridge optimization, and if αL = 1 it’s purely LASSO
algorithm. For our implementation we select αL = 0.10, λL = 0.10, so the system has quite relaxed constraints
in terms of zeroing the matrix.

The optimized coefficients for nonlinear terms for the ideal FWM system are presented in Table 4.2 (for
the normalized variables, hence the exact values do not match). In the same table we present the error that is
defined as a maximum amount of relative changes that can be imprinted on each coefficient without increasing
the initial MSE. We increment each Ξ by ν = (1/210 : 4) and stop when error exceeds the initial one. With
this procedure we can sort out the coefficients that have no characteristic impact on the dynamics. For instance,
if a parameter can be increased by a factor 3 without increase of the MSE, it means that we can remove this
parameter from the equations. In the end, we can filter out small coefficients that were not zeroed by the
regression algorithm. For example, the coefficient in front of sin3(φ) equals to −1.11 · 10−5 with an error of
3, which means that we can increase this coefficient by 3 times without any impact on the system. Hence, the
coefficients with a 100% error and larger are not essential to the dynamics (non-colored cells in Table 4.2).

Overall, the SINDy is able to find back the ideal FWM equations that results in perfect fitting of dη(z)/dz,
dφ(z)/dz example of which is presented in Figure 4.8 (b) and (c). Note that the η(z), φ(z) are reconstructed
by numerical integration of the differential equations that results in small accumulated deviations in the end of
the dynamics. The SINDy has found an extra term η2 with a small coefficient and 40% relative error, so it can
be excluded from the dynamics.

Here we have trained the SINDy on the ideal data without noise, but the system impaired by 2.5 − 7.5%
noise can be also reconstructed by the method as it was shown by Andrei Ermolaev with independently carried
numerical simulations [24].

4.2.3. Reconstruction of experimental dynamics

Now we want to retrieve a nonlinear model from the experimental results with the SINDy method. For input
dataset we select experimental orbits for the same inputs as for the ideal FWM : η = [0.50 : 0.05 : 0.95] for
φ = 0, π - 18 trajectories over 50 km. The data treatment and the procedure is kept the same as described in
the previous section.

The resulting coefficients are presented in Table 4.3 (column L+R). The final model contains ideal FWM
term (red cells) and extra functions (non-colored cells), here we have already filtered out the entries with high
errors. The additional terms have smaller coefficients than the ideal FWM, which indicates that the experiment
indeed follows the FWM dynamics with deviations that can be attributed to fundamental differences between
the segmented, ideal and the full NLSE approaches.

The reconstructed curves are presented in Figure 4.9 where they are compared to the training data, and
tested with arbitrary inputs on the phase-space map. The derivatives are well-fitted by the model, and the re-
construction of η(z), φ(z) fits well for the first period and then the numerical errors impact the reconstruction.
The main difficulty here is that the derivatives are computed with dz = 500 m which is poor and not smooth
approximation for the dη(z)/dz, dφ(z)/dz, so the dynamics reconstruction can be impaired by it. Neverthe-
less, the equations reproduce well the experimental behavior : two distinct families of solutions with spiraling
down orbits. All trajectories have the same speed of spiraling, so we observe how they spiral down with the
consequent merging of the curves, which does not happen experimentally and numerically in the segmented
approach. So the different rate of dissipation is, apparently, difficult to catch, or we need to include other terms
in the library of candidate functions to reconstruct it correctly.
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Θ Ξ
L+R L R

dη(z)/dz dφ(z)/dz dη(z)/dz dφ(z)/dz dη(z)/dz dφ(z)/dz
1
sin(φ) 0.032 -0.774
cos(φ) 0.118 -1.156 0.020 -0.903 -0.091
η -0.107 0.546 -0.100 0.952 -0.060 0.568
η sin(φ) -2.798 -2.563 -2.399
η cos(φ) 1.327 0.092 0 0.174
η2 sin(φ) 2.001 1.730 2.216
η2 cos(φ) -0.080 0.155 0.907 0.339
sin2(φ) -0.055
sin(φ) cos(φ) -0.020 0.062
η2 0.048 0.139
sin3(φ) 0.029
cos(φ) sin2(φ)
η sin2(φ) 0.038
η cos(φ) sin(φ) 0.025

TABLE 4.3: SINDy experimental results. Here L and R denote the cases where the system was
trained only on the left-side (non-bounded phase) or the right-side (bounded phase) trajectories.
The L+R denotes that both types of solutions were used for the training. The red-colored cells
mark the terms present in the ideal FWM model. Note that the coefficients were already filtered

based on the error.
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FIGURE 4.9: SINDy trained on the experimental data. (a) Derivatives dη(z)/dz, dφ(z)/dz
computed from the experimental (black dashed line) and the SINDy model (red and blue solid
lines) and (b) the integrated variables η(z), φ(z), respectively. (c) Phase-space maps reconstructed
from SINDy for η0 = 0.95, φ0 = 0, π (red), η0 = 0.80, φ0 = π and η0 = 0.75, φ0 = 0 (blue),

η0 = 0.50, φ0 = π and η0 = 0.60, φ0 = 0 (green), η0 = 0.30, φ0 = π (dark green).

FIGURE 4.10: Phase-space map for initial values as in Figure 4.9 (c) reconstructed from SINDy
trained only on the left part (a) and on the right part (b) of the experimental data.

Since SINDy does not require as large dataset as for the NNs training, we can try to extract the dynamics
from the curves located just on the left or right side of the separatrix. For the training we use the same experi-
mental data : η = [0.50 : 0.05 : 0.95], φ = 0 for the right (R), and η = [0.50 : 0.05 : 0.95], φ = π for the left
(L) side. The results of the SINDy reconstruction are presented in Table 4.3. Similarly to the previous training,
the ideal FWM dynamics terms are included to both models, however, some terms are reduced, for instance in
L and R the η cos(φ) terms is almost excluded. The training on the left side includes more components with
low amplitudes that may indicate poor reconstruction. While for the right side training, number of terms is
more limited.

In terms of the phase-space reconstruction, both types of models are able to reconstruct the existence of
two types of solutions and position of the separatrix even if the training was done on a single side. However,
training on the left side is less successful : while features of the unbounded phase are reconstructed, the right
side training fails and exhibits a qualitatively different dynamics, pronounced phase growth and consequent
spiraling outwards (note that the solution at η0 = 0.95, φ0 = 0). Training on the right side reproduces the
complete dynamics better, even different rate of spiraling for the orbits is reconstructed. The only failure is
reconstruction of the inner orbits on the left side : the shape is too rounded and η goes to negative values near
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the (0, 0) point. This may indicate that the dynamics on the right side encompasses the left one, while the left
side dynamics is only a restricted subspace of the whole dynamics.

Overall, the SINDy approach shows promising results when applied to experimental data of an unknown
system. The noise is not detrimental to the analysis. With correct data treatment and training procedures the
dynamics can be extracted even from limited dataset. In the context of the segmented approach, it is interesting
to see that the dynamics of a complete system can be retrieved just from one type of the solutions. The presented
results prove that the underlying dynamics of the segmented approach indeed the ideal FWM which is impaired
by small additional terms, which can be attributed to dissipation and deviations from the model.

4.3 Conclusion

We demonstrate two applications of the advanced numerical methods to the experimental FWM reconstruction.
With training of a NN we are able to reproduce the experimental dynamics with its unique features. We also
show that application of dithering techniques can reduce noise in the system and improve the training. So this
method can be applied to NN trained on limited set of noisy data which is a general case for experimental
datasets.

Application of SINDy method allows to retrieve a model behind the experimental data, which represent an
interplay between the full NLSE dynamics and the ideal FWM. The final equation includes terms responsible
for the FWM and extra components with low amplitudes that are responsible for extra effects such as spiraling
and deviations from the model. This study confirms that the base of the experimental dynamics is the ideal
FWM, and demonstrates that the method can be still applied to limited set of noisy experimental data.



Chapter 5

Control of trajectories

The dynamics of FWM follows unique orbits both in the segmented and in the ideal cases, where the inter-
action is restricted to three waves. These orbits do not intersect or flow one into another. Hence, naturally
it is impossible to link two states unless they belong to the same orbit. We seek to remove this fundamental
limitation by introducing a method to control the trajectories by modifying properties of the guiding media.
In the Chapter 3 we have shown that the asymmetry parameter ρ (introduced in Section 3.4) can change the
trajectory’s appearance. However, the induced changes are not so significant, so within the present chapter
we consider only symmetric conditions. In principle, the shape and the path of each orbit are strictly defined
by κ = sgn(β2) |β2|ω2

m
γP0

(with sgn(x) = x/|x|) that includes fiber and wave parameters (β2 - second-order
dispersion coefficient, γ - nonlinear coefficient, ωm - modulation frequency) and the input average power P0.
In principle, the trajectory shape can be changed with variation of one of these values. Therefore, we adapt
the system’s parameters to meet the required transition. We introduce a simple and general approach based on
a discrete change in one of the system properties, namely the average power. Abruptly changing the propaga-
tion conditions allows us to switch from one orbit to another, and thus to connect any two points of the phase
portrait.

5.1 Wave dynamics in varying conditions

Modifications of a nonlinear wave under varying conditions (periodic or not) has been a subject of many works,
especially in a context of control of dynamics of coherent structures [154]. Propagation of a soliton in a
medium with varying parameters has resulted in new phenomena. For instance, an observation of a cascade of
phase-matched resonant radiations has been observed during soliton propagation in a fiber with longitudinally
varying dispersion [155]. Also in fibers, in [156], the use of longitudinally tailored dispersion allowed to freeze
the Akhmediev breather (AB) at a point of maximal compression. The experimental demonstration based on
cut-back measurements has proven feasibility of the method, and the evolution in the dispersion varying fiber
clearly differs from a uniform fiber case.

The nonuniformity of the medium has also been used as an advantage in development of autoresonant wave
mixing schemes. In [157], the idea is based on resonant interaction between two pump waves and a weak signal
propagating in a weakly nonuniform fiber which results in a complete pump depletion. After the stage of initial
phase-locking, the signal enters a stage of autoresonant interaction, where variation of a propagation constant
is balanced by the nonlinearity, and small oscillating modulations of power help to make the resonance stable.
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A unique feature of this process is that the exact shape of the fiber’s nonuniformity (tapering, in this case) is not
important as long as it is sufficiently adiabatic. This leads to development of adiabatic frequency conversion
schemes [158, 159] inspired by adiabatic control developed in quantum physics (the adiabatic processes are
described in more details on the example of coupled waveguides in Appendix B.2).

Therefore, the variation or nonuniform changes in the system’s parameters can be used as control tools
to obtain a desired dynamics. However, some methods may require optimization or transition near certain
conditions. As an example, in [160], a soliton conservation can be maintained when two different pieces of
fibers are concatenated and their parameters meet optimal conditions.

In [161], the authors have shown that the AB solutions are robust by themselves, so they cannot be destroyed
by perturbations of the shape, however, to transform them, the NLSE governing equation should be modified.
The simplest modification of the NLSE is to include linear gain or losses, which makes an impact on the FWM
dynamics.

Both in optics [85] and in hydrodynamics [14] it has been demonstrated that a weak linear damping alters
the FPUT recurrence. Conversion from one type of dynamics is prevented by the Hamiltonian conservation,
but in presence of losses, the recurrences can undergo changes from one type to another. And, eventually, the
system can experience a loss-induced separatrix crossing when level of loss becomes significant. Indeed, in
presence of losses, the average power experiences fluctuations which modify the shapes of the orbits and shift
position of the separatrix, so it becomes "blurry". The trajectories are not closed orbits anymore, so the losses
can break the FPUT recurrence cycles.

Overall, dissipation should not be considered as a detrimental effect that has to be systematically counter-
acted : if properly tailored, a longitudinal loss or gain profile may open additional possibilities as it leads to a
continuous change of the κ, which can be seen as a control parameter. Nevertheless, more advanced optimiza-
tion tools that go well beyond the scope of this present research are required to make out the optimum strategy
on a case-by-case basis.

If one, however, wants to "freeze" or transform a coherent structure to stable periodic pulse trains, simple
gain or losses are not enough for these transformations - they cause falling from the separatrix either to nor-
mal or phase-shifted recurrences. However, if higher order dissipation and the gain terms are included into
the NLSE, transforming it into the Ginzburg-Landau equation, the AB converges into two distinct stationary
solutions [161], hence it is possible to transform a breather into a stable solution. However, this transformation
requires rather long propagation distance (it is, in fact, more a statistical property of the system), therefore,
another methods to control the dynamics are required.

To control the system, one can combine the discussed strategies. In [76], the authors consider propagation
of a water-wave over a bottom with a gradually varying depth. The selected model describes the dynamics
as an interaction between three waves (similar to ideal FWM in the degenerate case). The depth variation is
selected based on the theory of autoresonance [157], which results in linear variation of the bottom’s depth. The
dynamics is composed of the following transitions : first, system evolves linearly, then it crosses the separatrix
and phase-locks in a close proximity of an equilibrium, which is a stable solution of the three-wave mixing. In
the end, it allows to transform the initial state into a stationary wave.

Another strategy relies on abrupt perturbation of the system. In [162], the authors propagate the AB solution
and then perturb the system by an abrupt change of the water depth, hence, changing the dispersion and the
nonlinearity of the system. It results in modification of the phase-space portrait, so the AB orbit changes
accordingly. Consequently, the trajectory falls into the center of the orbit to the stationary wave described
by a dnoidal solution, therefore, the FPUT recurrence becomes blocked. This process reflects a controlled
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transformation of a breather solution into a stable periodic train of pulses.
Similar strategy was applied to stabilize a breather [163] : the breathing state is frozen by destroying

its recurrent characteristic when a suitable dispersive medium is applied. The medium change can be done
by longitudinal adjustment of fiber characteristic, tapering or replacement of a fiber. Here the stabilization
is proposed by cascading two pieces of fiber with different dispersion and nonlinearity which disrupts the
recurrence at a selected point, therefore, freezing the AB envelope.

5.2 Trajectory control by an abrupt change

In our case, we target to control transitions between two different states that do not belong to the same orbit.
Unlike in [14, 85], the losses and gain in our system cannot be evaluated thoroughly and used as a control
method to reach the desired task. So we address to works [160,162,163] where an abrupt change in the system
parameters allowed to convert the dynamics. We consider κ as a control parameter of our system, hence, by
changing nonlinearity, dispersion or the input average power, we could reshape the phase-space plane and force
the state to propagate in a different environment, that, eventually, changes the dynamics, similar to cases of the
AB freezing in [162, 163].

FIGURE 5.1: (a) Set of reachable points on the phase-space plane from ηin = 0.90, φin = 0.
Color defines value of κ required to reach a given point on the map. (b) Same as (a) but with
limited κ = [−2.50 : −0.90] for input points ηin = 0.90, φin = 0 and ηin = 0.80, φin = π

(panels 1 and 2, respectively).

The states through which the orbits go are determined by the value of κ and the input coordinates on the
phase-space diagram. If there exists no limitation in possible values of κ, any two points on the phase-space
plane can be connected. For instance, panel (a) in Figure 5.1 depicts states that belong to the same orbit as
ηin = 0.90, φin = 0 (red diamond) and the corresponding values of κ required to draw the orbit. The depicted
points belong to the same trajectory, hence they share the same values of κ and H . It is therefore possible to
derive a value of κ that would connect two arbitrary states η1, φ1 and η2, φ2. Assuming a conservation of the
Hamiltonian (eq. 1.57) we obtain:

κ =2 [1− (η1 + η2)] cos
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(5.1)

Except for the case η1 = η2, where no solution exists except for the trivial case where φ1 = ±φ2, we see that
two arbitrary points can indeed be connected. If we replace η2, φ2 by sampled grid over the whole phase-space,
we obtain a graph depicted in Figure 5.1 (a) giving a set of reachable points.
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FIGURE 5.2: (a) Set of reachable phase-space map points for ηin = 0.90, φin = π (red diamond)
and ηout = 0.90, φout = 0 (blue diamond) with implemented experimental limits κ = [−1.90 :
−1.20]. (b) Set of points that connect ηin, φin and ηout, φout with the respective propagation
distance. (c) The optimal connection trajectory with Pin = 22.07 dBm and Pout = 23.98 dBm.

However, one has to take into account several strong restrictions regarding the accessible values of κ : the
dispersion regime limits, for a given fiber, κ to positive or negative values, while the ratio β2/γ is not fully
flexible either, and moreover the total power P0 has to be limited so as to remain in the framework of the ideal
FWM. Therefore the approach based on Eq. 5.1 only cannot in practice be applied in a straightforward manner.
Consequently, when κmin < κ < κmax, a different strategy has to be developed. For example, if we want to
connect two points located on different sides of the separatrix : ηin = 0.90, φin = 0 and ηin = 0.80, φin = π,
when the limits on κ are implemented (for instance, κ = [−2.50 : −0.90]), we cannot find a direct solution,
since the values do not belong to the same orbit. Instead we obtain a set of reachable state for each point (Figure
5.1 (b) and (c)), hence we can imagine a transition from one state to another though an intermediate point. In
order to switch from one κ to another we rely on a change of the average power P0.

As the power can be selected on a continuous range, the number of possible switching points can be high.
In order to find more systematically all the switching points (ηS , φS) that are available for κmin < κ < κmax,
we scan the full space to obtain a set of reachable points for both input ηin, φin and output ηout, φout. And the
we cross-check points on the phase-space map that are available to both sets, and they form possible switching
points (ηtmp, φtmp). Figure 5.2 (a) shows these two sets of reachable points and the crossing between them.
Here we use the experimental limits κ = [−1.90 : −1.20] corresponding to power variation from 22 to 24 dBm
for a fiber having the same parameters as the fiber in the previously detailed experiments.

Then the question is, how to select an optimal switching point out of (ηtmp, φtmp). Here, we define this
optimal path as the solution leading to the shortest propagation distance, but other criteria can be chosen. To
answer this, we performed numerical simulations of the system to evaluate the physical distance of propagation
to link ηin, φin to ηout, φout with a single power change in between. The ensemble of switching points and
the corresponding propagation distances are presented in Figure 5.2 (b). The optimal solution corresponds to
ηS = 0.36, φS = 0.71 with switching from κin = −1.87 (Pin = 22.07 dBm) to κout = −1.20 (Pout = 23.98
dBm) giving the shortest distance of 12.7 km. The resulting trajectory is plotted in Figure 5.2 (c) in red (when
the power is Pin) and in blue (when the power is Pout). The location ηS , φS at which the power switching
occurs is highlighted on the phase plane by a black dot.

Therefore, with this technique it is possible to control the trajectory dynamics by connecting two arbitrary
states with a single abrupt change in the input average power.
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5.3 Experimental control of dynamics

We implement the developed method to control the dynamics experimentally in the segmented approach exten-
sively described before. The setup is identical to the one described in Chapter 2. Note that given the discreteness
of the propagation distances under investigation (the distances being multiples of the 500 m length of the fiber
segment), we cannot carry out the change in power at the exact distance predicted by the numerical analysis.
We therefore monitor when ηi+1, φi+1 approaches ηS , φS by checking the distance Di+1 (when plotted on the
phase plane) between the state i+ 1 and the switching point. When we operate in the vicinity of the switching
coordinates and when Di+1 > Di , we update the state back to ηi, φi and carry out the power change. By doing
so we take into account possible deviations from the theoretical model, and we approach the switching position
at the nearest.

FIGURE 5.3: (a) Set of connection points and the corresponding propagation lengths for ηin =
0.90, φin = 0 (red diamond) ηout = 0.80, φout = 0 (blue diamond) and ηin = 0.90, φin = π

(red diamond) and ηout = 0.80, φout = π (blue diamond) (panels 1 and 2, respectively), where
the switching point is depicted in black dot. (b) Experimental transitions between the given points
(solid lines) and the ideal FWM points (dashed lines). Color depicts the input average powers for

each part of the trajectory.

Let us first discuss the case where the input and output states lie on the same side of the separatrix. We
have considered here two examples summarized in Figure 5.3, with panels (1) and (2) corresponding to cases
where the two states lie on the right and left sides of the separatrix, respectively. The input and output states
have been chosen with the same phase (φ = 0 or π), but similar results could be obtained with different values.
The target is to connect ηin = 0.90, φin = 0 with ηout = 0.80, φout = 0 (case 1), and ηin = 0.90, φin = π with
ηout = 0.80, φout = π (case 2). Panels (a) are obtained from numerical simulations and show the area where
the power switch should be achieved when the average power available ranges between 22 and 24 dBm. Note
that the higher the range of power available is, the broader this area is. The optimal combination is marked with
a black circle and corresponds to a power change from Pin = 22.7 dBm to Pout = 23.8 dBm (case 1) and from
Pin = 23.5 dBm to Pout = 22.9 dBm (case 2). Whereas in the case 1, one has to increase the power in order to
reach a point in an inner orbit, this is the contrary in the second case. The corresponding switching propagation
distance predicted by numerical simulations occurs at 6.5 km and 11.5 km, for cases 1 and 2, respectively [26].

The resulting trajectories mapped on the phase-space portraits are reported in panels (b) where color notes
the corresponding total power. Given the granularity of the distances involved in the experiment as well as some
sources of errors in the measurements of the wave parameters, some deviations would appear with respect to the
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FIGURE 5.4: (a) Set of connection points and the corresponding propagation lengths for ηin =
0.90, φin = π (red diamond) and ηout = 0.90, φout = 0 (blue diamond). (b) Experimental
transition between the given points (solid lines) and the ideal FWM points (dashed lines). Color

depicts the input average powers for each part of the trajectory.

ideal orbits. However, those discrepancies remain very slight so that, for these two cases, we can convincingly
validate the numerical predictions and conclude on the efficient control of the trajectory.

In a second set of experiments, we investigate the connection between two states that are located on different
sides of the separatrix, ηin = 0.90, φin = π and ηout = 0.90, φout = 0. Following an analysis similar to the
one reported in the previous section, we found numerically the optimum switching point. The experimental
validation is summarized in Figure 5.4 and further validates our approach to this challenging target. Once
again, a single change of average power by less than 2dB imprinted at a distance of 6.5 km was required to
efficiently reach the output. The slight mismatch between the experimental output state and the target is mainly
due to the finite length of 500 m of the fiber segment (as the power involved here is quite significant, the
discreteness of the states that are accessed becomes more visible).

We have demonstrated here that the four-wave mixing interaction in optical fiber can be efficiently manip-
ulated by using a control parameter such as the total power. A single local and abrupt change of the average
power after a well-chosen propagation distance enables one to manipulate the trajectories and to jump from
one orbit to another. This allows us to connect two states even if they lie on different sides of the separatrix.
A simple and general methodology to select the suitable switching states has been presented, and experiments
taking advantage of iterated programmed initial conditions confirm this approach. Three examples have been
discussed, but we have also successfully tested many other combinations of input and output states.

Although we have focused our investigation here on the use of a single change of power in a focusing
nonlinearity where the input and output average powers are the degree of freedom, this work can be further
extended in many directions. First, one may choose to fix the input and output powers. In that case, if the
input and output orbits do not cross, a third power level will have to be involved as an intermediate stage.
Another strategy can be to generate an optimal power variation using path-finding algorithms on a 3D-plane
that includes both state positions and power.

5.4 Conclusion

In this Chapter we considered a method to connect two arbitrary states that do not belong to the same trajectory.
We abruptly change the control parameter κ by changing the input average power. This allows to reshape the
orbits of the phase-space plane, so the dynamic continues to follow transformed path, hence, reaching the target
point. The position of the power switch one the longitudinal coordinate is optimally chosen based on theoretical



Conclusion 99

predictions originating from the ideal FWM theory. Here the criteria of the optimal solution is the length of the
total transition. Numerical predictions are confirmed with experimental demonstrations. We observe controlled
crossing of the separatrix and transitions from one orbit to another on the same par of the phase-space plane.
We believe that our study can help in understanding processes of phase matching and the consequent state
transitions relevant for parametric or phase-sensitive amplification [31, 32].



100 Chapter 5. Control of trajectories



Conclusions and Perspectives

Optical systems are well-known to be flexible testbeds to study diverse nonlinear phenomena. With a novel
experimental technique relying on iterative propagation in a small segment of fiber we mitigate the effects
of losses and growth of high-order sidebands, that enables us to demonstrate a fundamental FWM process
experimentally. This study bridges a gap between the purely theoretical discussions and the experimental
demonstrations of the cascaded FWM, that allows to fully examine fundamental properties of the idealized
FWM.

In order to become closer experimentally to the ideal FWM, and avoid detrimental effects such as Raman
and Brillouin scattering, generation of higher order sidebands, we constructed a new type of the setup. It is
based on idea of the iterative propagation of three waves in a small segment of fiber : if the fiber is sufficiently
short, higher order sidebands generation is kept to a minimum. Hence, when we measure the output properties
of the wave, we can virtually reinject them in the fiber by tuning the input conditions accordingly. As such, we
increase the virtual propagation length up to dozens of kilometers. In the end, we are limited by errors of the
measurements and shaping that are gradually accumulated and does not allow to reach an infinite propagation
length. The setup is built out of telecommunication components, which makes it easily reproducible and a good
test platform.

In this thesis we demonstrate experimentally nonlinear dynamics of the FWM that results in periodic orbits
on the phase-space plane manifesting the FPUT recurrence. We observe an existence of two types of solutions :
with bounded and unbounded phases, that results in normal and period-shifted recurrence during the longitudi-
nal propagation of the temporal intensity. The two families of solutions with different properties are divided by
the separatrix whose position is accurately predicted by the experimental curves. We demonstrate an emergence
of stationary wave solutions at different values of gain. Input conditions of the stationary waves - fixed point -
depend on a value of normalized mismatch parameter κ, which we control by varying the input average power.
This dependence is reproduced experimentally and follows well the theoretical predictions. Also with changing
κ, we investigate how shape of orbits varies at different input power levels, and confirm growth and squeezing
of trajectories depending on their position with respect to the separatrix. The discrepancies between the exper-
imental demonstration and the ideal model can be assigned to generation of small residual sidebands and error
accumulations that is manifested in a form of spiraling of the orbits. That said, considering the overall very
good agreement between the model and our experimental investigations, it proves formally that the ideal FWM
model is not a pure theoretical/mathematical model that describes the actual dynamics of the FWM process (as
long as the cascading does not appear).

The study of asymmetrical spectrum propagation and the Hamiltonian conservation brings up a discussion
about fundamental differences between the experimental approach and the ideal FWM. In the asymmetric
spectrum propagation we observe a behavior that is different from both the full NLSE model and the ideal FWM
: the asymmetry decreases with propagation distance until the spectrum becomes symmetric. This feature is
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similar to systems with dissipation and forcing, however, in our case it is hard to assign it unambiguously since
the segmented approach is a mixture between the NLSE propagation and the ideal FWM. The Hamiltonian,
defined in the framework of the ideal FWM, is not exactly conserved in the experimental dynamics. The
spiraling leads, over very large propagation distances, to attraction to the areas near the eigensolutions of the
ideal FWM system. Exact attraction regions and points depend strongly on the segment length and the input
power, that can be explained by increasing impact of the NLSE dynamics and generation of the higher-order
sidebands during propagation in a segment of fiber. Finally, we interpret deviations from the ideal model as
energy transformations inside of the system, which results from brutal cuts of small high-order harmonics
generated in the NLSE propagation in a short segment of fiber after each iteration.

With the use of advanced numerical tools we are able to complete the analysis. The NN trained on the
experimental data helps to reconstruct the FWM dynamics observed experimentally. Use of dithering technique
helps to improve the training, which opens up a valuable discussion for the community on how to train a NN
on limited and noisy dataset. The SINDy approach allows to retrieve a set of differential equations that govern
the experimental dynamics. They include the terms of the ideal FWM system, and extra entries with smaller
coefficients, which confirms that the experimental system follows the fundamental FWM dynamics with small
deviations. The differential equations reproduce the spiraling orbits on both sides of the separatrix, however,
the different speed of rotation is poorly fitted. Nevertheless, data-driven approaches show promising results in
experimental analysis.

The revised methods of dynamics reconstruction in Chapter 4, represent general tools to analyze and re-
construct the nonlinear dynamics. The SINDy method can be a powerful tool to be applied in experimental
systems where the model is not known in advance. We have tested this approach to reconstruct the movement
of a soliton-molecule (SM) in a fiber-laser cavity recorded with the Dispersive Fourier Transform (DFT) tech-
nique [164]. In the results, we not only reconstruct an equation with just seven parameters, but also evaluate
noise impact by constructing a Langevin’s model where noise distribution is extracted from the experimental
data. Therefore, we infer how the SM would respond to external perturbations, how stable the limit attractor is.

The observed FWM orbits are uniquely defined on the phase-space plane depending on the fiber and the sig-
nal characteristics (value of the second order dispersion, nonlinearity, input power and modulation frequency),
therefore they do not intersect, so no transition between the states is possible. We have removed this funda-
mental restriction by using the input average power as a control parameter. Using an abrupt power change at an
optimal point found theoretically, we are able to connect two arbitrary states on the phase-space map. Exper-
imental results agree well with theoretical predictions even taking into account the accumulated inaccuracies.
These results contribute to methods of control of nonlinear dynamics investigated recently.

The developed experimental technique can be adapted to many tasks. The setup is constructed out of
readily available telecommunication components, that makes it a universal testbed which can be reproduced in
any optical lab. The calibration of the setup and its accuracy allows detailed demonstration of the FWM process
covering the whole phase-space plane. Here we’ve focused on the degenerate FWM case [11], however, the
setup can be adapted to the non-degenerate FWM [13] operating with 4 spectral components. Here, only the
phase calibration and measurement should be reworked : to avoid polarization dependent phase, we could use
a single channel connected to the sampling oscilloscope, and change the filter position selecting each pair of
frequencies. This would allow to compare all phases and deduce the φ phase mismatch correctly.

Another application of the developed setup can be a test of different fibers and their FWM dynamics. For
instance, normal dispersion fibers [13, 165], fourth-order dispersion [166] or dispersion oscillating profiles
weather structured [167, 168] or dispersion-managed [169].
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Since we have a recurrence step that appears at a fixed periodicity, we can also test a system with random
kicks [170] which could be induced or imprinted in the end of each propagation by a WaveShaper, noise or
power fluctuations. This feature can also help the extend the study to chaotic systems. The NLSE which is
subject to perturbations, can make a transition to chaotic regimes [171, 172]. Here, we can induce such pertur-
bations experimentally, and, since the process is automatized, we can gather statistics on the wave behavior and
conclude on the chaotic regimes.

In the context of dynamics control, we can imagine more complex profiles or strategies such as resonant
interactions [157] or adiabatic transitions [76]. The parametric nonlinear FWM [173] can be experimentally
investigated as well which help a discussion about frequency conversion schemes and phase-sensitive amplifiers
[31, 32].

Another powerful method of data-driven dynamics reconstruction is Dynamic mode decomposition (DyMD)
[174, 175]. The principle of the technique consists in decomposing the signal into a set of orthogonal modes
and coefficients that reflect modes evolution in time. We have applied this technique to study behavior of SM in
the fiber-laser cavity in a similar system described above which is detailed in the Appendix C [25]. This method
has allowed to greatly compress and denoise the raw data, and demonstrated that the oscillatory pattern of the
SMs results from the interplay of individual modes. The technique complements the general analysis of the
SMs behavior in the cavity, and can be a universal tool for characterization of dynamics in other experiments.
At the current stage of its development, this technique still appears less suitable for FWM than the NN or the
SINDy approach.

The FWM can be regarded as the nonlinear diffraction of a signal and an idler by a temporal grating. We
have seen in Chapter 5 that this process can be controlled to some extend by a change of the propagation
conditions. Still it may not be possible to control directly the shape of the temporal grating. If we now
consider the analogy that exist between the temporal propagation of light and its spatial propagation in an
array of waveguides, we can imagine that modulating spatially the conditions of propagation in a multimode
system could become a good analogy to the FWM process. In particular, nanophotonics would allow nowadays
the possibility to tune exactly the conditions of propagation of light in a way that is not possible with fibers.
Therefore, I have also worked during my PhD on the development of tools so that the experiments carried here
in the temporal domain can be translated in the spatial one.

Considering the less degree of maturity of these new developments, and that they would require an expertise
very different from the one involved in the study of the FWM, I decided not to submit these results to the
evaluation of the jury, but still to present them in the Appendix.

In the Appendix A we discussed a way to improve the perturbative methods for computation of coupling
and propagation constants in a system of coupled waveguides. Inclusion of the local field effect (LFE) and the
effective background allows to retrieve and acceptable accuracy. The LFE results from a divergence of a Green
function in a source region, and a concept of the effective background allows to take into account impact of the
substrate’s geometry and configuration of the system. We show that with rather simple implementation of these
two effects we improve performance of perturbative methods.

The Appendix B is devoted to design of light transitions in a system of coupled waveguides. We show
that the light transfer can be controlled with a non-adiabatic method which controls an interaction between the
supermodes. We investigate, first, a case of perturbative modulation of the waveguides’ parameters and show
that when the propagation constant matching condition is fulfilled, the transition can be achieved. Then we
obtain an expression to model an optimal shape - the variation of parameters that allows to couple the super-
modes outside of the perturbative regime. The non-adiabatic theory is well adapted for coupling of asymmetric
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waveguides in a controlled manner with low cross-talk, which opens up a new approach in design of densely
packed photonic switches.

Once developed theoretically, we seek to test the non-adiabatic transition in practice. The SiN waveguides
should provide a sufficient level of coupling, since the light is less confined in the core. In principle, the
perturbations, implemented in our case as a change of the waveguides width and the inter-waveguide spacing,
can be induced by different methods. For instance, the use of phase-changing materials [176, 177] can provide
a variation of a refractive index in presence of heat, which, combined with non-adiabatic periodic pattern, can
be a method to design an active photonic switch.

A topological photonics has emerged in the last few years. Topology is a property of a photonic material
(or a periodic structure such as photonic crystal, or array of waveguides [178, 179]) that is characterized by a
quantized behavior of the function on its entire dispersion band [180]. The band should necessarily have a gap,
so the topological transition is observed when a (topological) phase accumulated during propagation closes this
gap. In photonics it results in unexpected properties, such as transmission with no back-reflection allowing
to construct perfect insulators. We believe that the properties of non-adiabatic system can be extended to
topological transitions : by tuning a frequency of the perturbation we can create and destroy topological states
in array of coupled waveuigdes. We’ve seen as well that the anti-symmetric operator ∂V †(x)

∂x V (x) contains
the off-diagonal terms responsible for coupling of the supermodes, and the diagonal terms contain the Berry
phase [181] which reflect topological properties of the system. Therefore, by introducing a transition operator
σ, that is now diagonal and imaginary, we could create topological properties in two coupled waveguides.
Also, the non-adiabatic transitions allow to construct non-symmetric systems (for instance, the designs of chip
in Figures B.5, B.6) which, therefore, can be described by imaginary Bloch modes. Since Bloch bands are
characterized by a set of topological invariants, it can be an evidence of topological behavior. Therefore, we
believe that theory of non-adiabatic transitions can be characterized or extended to the field of topological
systems.

Another perspective application can be inclusion of nonlinearity to the non-adiabatic light switch. Indeed,
nonlinear directional couplers are important in design of power-sensitive switches: for low power input light
oscillates between the waveguides, while for higher power it stays confined in one [182]. Also, if one waveguide
experiences losses and the other - equal amount of gain, it is possible to realize a parity-time(PT )-symmetric
system [183, 184], which results in a non-symmetrical dynamics [185] or even chaotic regimes [186]. The
non-adiabatic transition can already construct non-symmetric systems, and the asymmetric coupling is non-
Hermitian by construction which is a requirement to observe the , so the impact of nonlinearity and/or losses
can result in new phenomena.

A similarity between quantum physics and guided optics has been developed in the context of optical fibers
too. The adiabatic frequency conversion and autoresonances were demonstrated in [158, 159], which shows
that similar Hamiltonian formalism shown in Appendix B can be developed in fibers. The main difference is in
the nonlinear term - the processes considered in Appendix B are purely linear, while the adiabatic processes in
fibers include nonlinearity. Nevertheless, an interesting discussion can brought by connecting the two subjects.
The definition of supermodes and controlled transition between them can be a promising subject for : (a)
fundamental discussions and establishment of links with quantum processes, (b) development of new type of
frequency conversion devices.
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AB Akhmediev Breather
ASE Amplified Spontaneous Emission
CMT Coupled-mode theory
GVD Group-velocity dispersion
CW Continuous wave
DFT Dispersive Fourier Transform
DyMD Dynamic Mode Decomposition
EDFA Erbium-doped fiber amplifier
FWM Four-wave mixing
FPU Fermi-Pasta-Ulam (recurrence)
F .T . Fourier transform
GF Green Function
HNLF Higly-nonlinear fiber
LASSO Least absolute shrinkage and selection operator
LARS Least-angle regression
LFE Local-field effect
MI Modulation instability
MSE Mean-square error
NLS (NLSE) Nonlinear Schrödinger equation
NN Neural network
OBPF Optical band-pass filter
OSA Optical spectrum analyzer
PD Photodiode
PM Phase modulator
PMD Polarization-mode dispersion
QNM Quasi-normal Modes
RF radiofrequency
RMSE Root mean-square error
SINDy Sparse identification of nonlinear dynamics
SM Soliton molecule
SMF Single-mode fiber
SPM Self-phase modulation
TL TeraLight
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Appendix A

Local Field and Effective background
effects in coupled integrated photonic
waveguides systems

Two waveguides placed near each other become coupled, hence light can flow from one to another. Optical
couplers are essential building block in design of photonic integrated chips, understanding of which is important
in control of complex systems such as : nonlinear waveguide arrays [187–190], realization of optical analogue
to quantum effects [36, 191–193], topological systems [194–196] and the dispersion engineering [197, 198].

The estimation of the coupling strength is a critical feature in photonics. A modern approach is to de-
scribe the waveguides array in terms of its supermodes that are shaped according to the inter-modes coupling
constants. The coupling constant between the two waveguides is derived from the perturbative theory applied
to Maxwell’s equations. However, these formula fail to provide reliable results as soon as the index contrast
between the waveguide’s core and its cladding become large. In this chapter we demonstrate that the inclusion
of the local field effect (LFE) allows to retrieve a good accuracy. Moreover, in case of structured inhomoge-
neous cladding, an effective background index should be also taken into account so the LFE correction remains
accurate [199].

A.1 Perturbative method in guided optics

A.1.1. Hamiltonian formulation of problems in perturbative photonics

First, let us rewrite the Maxwell’s equations introduced in Eq. 1.1 in a form adapted directly for a dielectric:

5 · ε0εE = 0 5×E = −µ0
∂H

∂t

5 · µ0H = 0 5×H = εε0
∂E

∂t

(A.1)

We first deduce from the translation invariance along the waveguide direction x that the optical mode can be
decomposed as: [

E(x, y, z, t)
H(x, y, z, t)

]
=
[
E(y, z)
H(y, z)

]
eiβx−iωt (A.2)
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Moreover, the longitudinal components of the field {Ex, Hx} can be expressed from its transverse compo-
nents {E⊥,H⊥}, so that the Maxwell’s equations A.1 can be expressed using only the latter. After some
math, and following the guidelines in [200], we can define a generalized propagation equation where |ψ〉 =
[E⊥(y, z);H⊥(y, z)]

∂

∂x
B̂ |ψ〉 = ı

ω

c
Â |ψ〉 (A.3)

The corresponding eigenvalue problem with value β0 and eigenvector |ψ0〉 = [E⊥0(y, z);H⊥0(y, z)] is then:

β0B̂ |ψ0〉 = ω

c
Â |ψ0〉 (A.4)

The hermitian operators Â and B̂ are

B̂ =


0 −~x×

~x× 0



Â =


√

ε0
µ0

[
ε− c2

ω2 5t ×
{
~x ·
[

1
µ~x · (5t×)

]}]
0

0
√

µ0
ε0

[
µ− c2

ω2 5t ×
{
~x ·
[

1
ε~x · (5t×)

]}]


(A.5)

Knowing an eigensolution |ψ0〉, the corresponding propagation constant β0 is simply the Rayleigh quotient:

β0 = ω

c

〈ψ0| Â |ψ0〉
〈ψ0| B̂ |ψ0〉

(A.6)

These equations are the starting point to construct a perturbative theory [35, 200, 201]. We now consider
a system of coupled waveguides, where the second one is considered as a perturbation which modifies the
field of the first (and vice versa), resulting in new optical modes

∣∣∣ψ(t)
〉

. Using the Hamiltonian formulation

developed previously we separate the parts corresponding to the isolated single waveguides equations Â0 and
its corrections ∆Â:

βB̂
∣∣∣ψ(t)

〉
= ω

c

(
Â0 + ∆Â

) ∣∣∣ψ(t)
〉

(A.7)

By projecting Eq. A.7 on the eigenmodes of the isolated basis, the equation can be further simplified, namely
by exploiting the hermitian property of Â and B̂. In this case the eigenvalue propagation equation becomes:(

β − β(i)
0

) 〈
ψ

(i)
0

∣∣∣ B̂ ∣∣∣ψ(t)
〉

= ω

c

〈
ψ

(i)
0

∣∣∣∆Â(i)
∣∣∣ψ(t)

〉
(A.8)

The index i = {1, 2} indicates whether the first or second isolated waveguide is considered. Following
the conventional coupled-mode theory (CMT) [202, 203] the eigenmode supported by the waveguides array
(with the respective propagation constant β) is then approximated as a combination of the isolated waveguides’
modes, hence: ∣∣∣Ψ(t)

〉
=
(
a1
∣∣∣ψ(1)

〉
+ a2

∣∣∣ψ(2)
〉)
eiβx (A.9)

After substituting
∣∣∣Ψ(t)

〉
to Eq. A.8 and rearranging the terms we obtain the two-unknown set of equations:

B−1
[
β − β(1)

0 0
0 β − β(2)

0

]
B

[
a1
a2

]
= ω

c
B−1∆A

[
a1
a2

]
(A.10)
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where ∆A,B are matrices with elements expressed as:

Bij =
∫∫

S
x · (E(i)∗ ×H(j) −H(i)∗ ×E(j)) (A.11)

∆Aij =
√
ε0
µ0

∫∫
S

[
E(i)∗
x E(j)

x

εi∆εi
εt

+D(i)∗
y D(j)

y

∆εi
εiε j

+ E(i)∗
z E(j)

z ∆εi
]

(A.12)

Here E(y, z)(i) is the eigen-field of the ith waveguide, and εi its dielectric constant. Correspondingly ∆εi is a
perturbation introduced to the ith waveguide by the other one; εt = εi + ∆εi is then the total dielectric portrait
of the system, varying in the transverse (y, z) plane. If we assume β(1)

0 = β0 + ∆β
2 and β(2)

0 = β0 − ∆β
2 , then

Eq. A.10 turns into:

(β − β0)
[
a1
a2

]
= B−1

(
∆β
2

[
−1 0
0 1

]
B + ω

c
∆A

)[
a1
a2

]
(A.13)

For identical waveguides ∆β = 0, Eq. A.13 can be further simplified as:

(β − β0)
[
a1
a2

]
= ω

c
B−1∆A

[
a1
a2

]
(A.14)

The {i, j} off-diagonal elements of B−1∆A correspond to the coupling κij between the ith and the jth waveg-
uides. The case of different waveguides, namely how the mismatch between the waveguides impacts their
effective coupling [204], will be discussed in another work. Note that the propagation equation is constructed
such that the flux of the Poynting vector (hence 〈Ψ| B̂ |Ψ〉) is preserved throughout propagation. If applied to
the case of moderate modifications of an isolated waveguide, Eq. A.8 produces a good quantitative estimate. It
can cope in particular with moving boundaries and polarization issues in high index problems [35, 200]. More
details regarding the underlying mathematics and the corresponding electromagnetic Hamiltonian formulation
of such theory can be found in [35].

The coupling between two adjacent waveguides is ascribed to the evanescent tail of the optical mode which
extends far away from the core region of the waveguide and interacts with the neighboring waveguides. For
negligibly overlapping waveguides modes (Bij = δij) [205], and neglecting both the longitudinal component
of the Electric field (Ex = 0) and the polarization effects caused by the dielectric interface, Eq. A.14 admits a
simple analytical form, that is [206]:

κij = ωε0
∫∫
S ∆εiE(i)∗ ·E(j)∫∫

S x · (E
(i)∗ ×H(j) −H(i)∗ ×E(j))

(A.15)

Eq. A.15 is identical to the formulation derived in seminal works [205–207]. The relative impacts of the
polarization of the electromagnetic field - including the impact of the longitudinal Ex component - [35], or the
non-orthogonality of the isolated waveguide basis [205, 207] (hence Bij 6= 0 for i 6= j) result in about minor
changes. The data in Figure A.2 (c,d) labeled as "Previous works" can be separated to three methods: data
obtained from a simplified approach Eq. A.15 [203,205]; perturbative method Eq. A.10 with longitudinal field
included [207]; perturbative method with Ex and Ey → Dy

ε (black line, yellow diamonds and blue circles
in Figure A.1, respectively) [35]. The presented methods result in approximately the same results; and they
deviate substantially from the results of direct simulations.

Therefore for sake of clarity, only one of these curves will be for the figures, and simply labeled as "previous
works". As seen in Figure A.2, Eq. A.15, or any other similar derivations, actually fails to provide an accurate
estimate of the coupling constant (for the high index contrast systems).
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FIGURE A.1: (a) Coupling constant κ for two silicon waveguides separated by G1 = 220 nm,
as a function of the wavelength. Red line: numerical simulation. Black line: simplified analytical,
from Eq. A.15. Yellow diamonds: coupling constant resulting from the perturbative method (Eq.
A.10) with longitudinal fieldEx included. Blue circles: same as previous but continuity of y-field
is preserved. Cyan circles: theory including the Local Field Effect (LFE). Red squares: theory

including the LFE complemented by the concept of the effective background (εbg)

FIGURE A.2: (a) Dielectric map of the silicon ridge waveguide considered in this work. (W1 =
803 nm , h1 = 220 nm). (b) Dielectric map of the silicon-nitride rib-waveguide (W2 = 715 nm ,
h2 = 455 nm , h3 = 260 nm). (c) Coupling constant κ for two silicon waveguides separated by
G1 = 330 nm, as a function of the wavelength. Squares: previous works. Red circles: Numerical
simulation. Green stars: theory including the Local Field Effect (LFE). Cyan diamonds: Theory
including the LFE complemented by the concept of the effective background (εbg). (d) Same as

(c), but for the SiN rib waveguides, considering an inter-waveguide spacing of G2 = 260 nm.

A.1.2. Waveguides configuration

Here we consider two configurations that would help to access the accuracy of the perturbative theory and the
applied concepts.

First we consider a silicon on insulator design composed of two 220 nm high and 803 nm wide waveguides
(Figure A.2-(a)). This geometry can be considered as a standard in current integrated photonics industry. It
exhibits one of the largest confinement and index contrast between the core of the waveguide and its cladding.
As such, nearly all the light remains confined within the core of the waveguide, and the evanescent tail decays
very sharply.
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The second system under investigation is composed of two silicon-nitride (SiN ) rib waveguides that are
partially etched, leaving out a 260 nm silicon-nitride membrane on insulator (Figure A.2-(b)). The index
contrast provided by SiN (n = 1.6 up to 2.2) is quite similar to what is found for emerging material like
TiO2 (n = 2.5) and Ta2O5. To provide indicative numbers, the contrast between the core of the waveguide
and its silica substrate is about ∆ε = 2.4, hence nearly 50% smaller than the contrast with the air cladding
∆ε = 3.5. Moreover, the presence of a high-index thin SiN layer on top of the silica substrate helps extending
the evanescent tail of the optical mode farther away from the waveguide. Therefore, despite the index contrast
being formally large ∆ε > 1, the optical mode is actually weakly confined in the core of the waveguide, like
this is the case for low contrast systems. Furthermore, we can also expect that the properties of this system also
depend strongly on the exact structure of the air-SiN-Silica stack. This study is thus the occasion to explore
the fundamental differences between fully etched and rib-waveguides. These systems would constitute a good
benchmark to test the robustness and accuracy of perturbative theory in photonics.

The results of Eq. A.14 and Eq. A.15 are compared against direct simulation of the coupled waveguide
system. The electromagnetic field distribution of the isolated waveguides is obtained by simulation using the
same plane wave expansion simulation method, namely the MIT Photonics Band package (MPB) [208].

For Si waveguides we have used the following parameters : Global scaling factor of a = 440 nm, Pix-
elsize 11 nm/pixel, Meshsize 12, Resolution 40, Tolerance 10−9, Range of eigenvalues k = [0.57 : 1.1334]
(normalized in 2π/a unit), Simulation geometry width = 24, height = 12 (in a-units).

For SiN waveguides we have used the following parameters : Global scaling factor of a = 650 nm,
Pixelsize 65 nm/pixel, Meshsize 12, Resolution 40, Tolerance 10−9, Range of eigenvalues k = [0.5871 :
0.8890] (normalized in 2π/a unit), Simulation geometry width = 18, height = 10 (in a-units).

Waveguides’ widths and separations are chosen to match precisely the discretisation grid, as to minimize
smoothing errors. Since the chromatic dispersion in waveguides for nanophotonics is mostly dominated by the
geometry, we assume a dispersionless material.

A.2 Local field effect

In general, the corrective models of the first order consider small modifications to the initial problem. The per-
turbative and standard modes expansion models assume that the system can be described in terms of solutions
of the unmodified one. However, these few modes are usually not enough to enforce the divergence free of the
electric field in presence of large index contrast perturbation. To solve this issue one may, for instance, com-
plete the mode basis by a few "unphysical" modes that are pure mathematical non-divergence-free solutions
of the Helmholtz equation [209, 210] or by the Quasi-Normal-Modes (QNMs) [211, 212]. However, the main
disadvantage of these strategies is that it is required to know the properties of the system after the modifications,
hence the final properties cannot be inferred a proiri. The solution in our case is to modify the nominal optical
modes so that the mode expansion becomes more accurate, while number of included modes os minimal. This
is done by inclusion of the LFE complemented by the effective background theory.

We ascribe the difference between the Eq. A.11 and the numerical results (Figure A.2 (c,d)) to the fact
that the first order perturbative theory assumes no modification in nominal field shape, hence the mode basis
is unchanged even though a dielectric perturbation has been introduced to the system. This assumption fails
explicitly in large contrast systems (∆ε), where the resulting dipole ∆εE(i) created by the perturbation becomes
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larger than the nominal electric field itself. Under the influence of this perturbation the electric field becomes :

E = E0 +
∫∫
r 6=r′

(←→
G 0(r, r′)k2

0∆ε(r′)E(r′)dr′
)
− L∆ε

εbg
E, (A.16)

where E0 denotes the initial field before the perturbation is introduced, and
←→
G 0 is the Green function (GF)

of the unperturbed system. Here the convolution term (the second term in Eq. A.16) is the contributions of
the Green function which reflects : the change in electromagnetic fields even outside of the perturbed region;
includes effects of multiple scattering impacted by presence of dielectric surfaces.

The optical field propagates in a waveguide in the x direction with neff which is greater than a dielectric
permittivity of the cladding, hence the GF is evanescent function that is tightly localized. Consider the GF’s de-
cay rate as α = 2π/λ

√
n2
eff − ε, which gives α = 9.7 µm−1 and α = 6.2 µm−1 for Si and SiN waveguides,

respectively. When comparing α−1 (= 100 nm and = 160 nm for Si and SiN , respectively) to the waveguides
width (803 and 715 nm) and the inter-waveguides separations (ranging from 100 to 1200 nm), we can conclude
that the multiple scattering will be of second-order, and the changes in the electric field can be approximated
by ∆E = E −E0 (at least not in the vicinity of the dielectric perturbation).

The third term of Eq. A.16 reflects the impact of the LFE, which origin lies in divergence of GF in the
source region : the derivation and the integration operators cannot be interchanged [213]. When the dielectric
background is different from vacuum, the defect polarization δε(r) should be corrected by a dyadic factor
L∆εE(r)/εbg [213–215]. Here the εbg is the background permittivity at the source point. TheL-factor depends
on shape of the principal volume, in general - geometry of the problem. For a square grid considered here
L = 1/3.

In the absence of multiple scattering the LFE term dominates the system, so the modified electric field can
be expressed as [216]:

E = E0

1 + L∆ε
εbg

(A.17)

The reduced polarizability can be interpreted in terms of the LFE as the feedback action of a single and isolated
dipole on itself. The screening effect of Eq. A.17 would apply to estimate the defect polarization induced by a
dielectric perturbation which is then not simply ∆εE0 anymore.

The result of inclusion of the LFE in the Eq. A.2 is shown in green-stars line in Figure A.2 (c,d). The
developed Eqs A.10-A.14 rely on reducing the dimensionality of the problem by selecting a basis test functions〈
ψ

(i)
0

∣∣∣, which reduces the accuracy. If now we modify the test functions by injecting Eq. A.17 to Eq. A.9,
we can improve the accuracy. For the Si waveguide, the result is notably improved (Figure A.2 (c)), while for
SiN/SiO2 the comparison is less striking. It can be explained by difference in index contrast : the Si has the
highest index contrast so the perturbative theory fails. On the other side, the field shape for Si is simpler, and
there is no long-distance contribution from the GF as in case of weaker confined SiN .

Another discrepancy can be attributed to a fact that we assume that each waveguide supports only one
mode. The higher order modes with different polarizaton actually exist in waveguides, however, for a fairer
comparison and clearer physics-oriented discussion, we select to consider only one mode which may impact
the accuracy.
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A.3 Effective background

The remaining error can be attributed to an inadequate choice of the background dielectric : it is equal to εair
which may lead to an over-estimation of the LFE impact. The seminal theory of the LFE has considered only
the case of a homogeneous background, so in a case when the perturbation occurs at a dielectric interface, the
background permittivity is uncertain. In our case, even though the second waveguide occupies the space filled
with air, the dielectric substrate is located a few hundreds nanometers away, which can have an impact on the
radiation properties in the source region.

In order to get a better understanding of the impact of the substrate geometry and the dielectric value
we directly estimate the resulting perturbed field. The dielectric permittivity εbg stated in the LFE effect is
intrinsically linked to the Green function, so one needs to estimate how the GF is modified by a dielectric
inhomogeneity. When the problem stated in Eq. A.16 is solved numerically over a finite grid in the limit of
small volume around the source region, the solution provides a correct response for both LFE and other GF
induced scattering included. Hence, we cannot distinguish the two terms in the solution. Therefore, we solve
the GF response to the dielectric perturbation ∆ε assuming an {x, y} invariant medium with an air-dielectric
interface along the z-direction (more precisely, air-Silica interface for Siwaveguides and air-SiN -Silica for the
considered SiN structure). Considering in Eq. A.2 that the electromagnetic field propagates along x-direction
with phasor β = ω

c neff , the equation to solve is :

5×5×
←→
G 0 + 2ıω

c
neff~x× (5×←→G 0) +

(
ω

c

)2
n2
eff~x · (~x.

←→
G 0) + (A.18)(

ω

c

)2
(ε(y, z)− n2

eff )←→G 0 =
←→
δ (y − y0, z − z0).

The Eq. A.19 is solved using the Fourier modal expansion (with a grid size of 10 nm), assuming a purely y-
polarized electric field. The results are displayed in Figure A.3. In contrast to the first order perturbation theory
which assumes no modifications in the electric field (Figure A.3 (c1-2,f1-2)), the new displacement field is now
divergence-free (cyan line in Figure A.3 (h1-2)). A strong modification of the dielectric is compensated by a
corresponding decrease in the electric field to minimize a discontinuity of the displacement field, the residual
discontinuity on edges is compensated by a gradient. The generalized LFE reduces the value of the electric
field, however, cannot take into account these gradients, hence the effective background shall act as a crude
approximation of the exact field. The accuracy of the LFE can be linked to the evanescent nature of the field
outside of the waveguide’s core. In the case of SiN waveguides, where the dielectric pattern is more complex,
and the confinement is not so strong, the assumption of purely y-polarized field works a bit worse, which leaves
small discontinuity in the displacement field. Nevertheless, the concept of effective background still allows to
compensate the field difference in presence of a complex pattern.

As comparison, we also show in Figure A.4 the case of a waveguide embedded in a homogeneous back-
ground. This confirms the excitation of the LFE in any case, and demonstrates that the effective background is
now matching the value of the cladding, as predicted by the nominal theory of LFE.

Of course, to avoid complex calculations, the εbg can be chosen as a fitting parameter that matches the best
result of Eq. A.16. However, the concept of the effective background is deeply rooted to the properties of the
optical mode.

The value of the effective background is well approximated as an average permittivity felt by the optical
mode away from the weveguide’s core : εbg =

∫
ε(r)|E|2/

∫
|E|2. It can be linked to a fact that the coupling

constant evolves similarly as the evanescent tail of the mode outside of the waveguide. Then, if the mode
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FIGURE A.3: Cases of silicon and silicon nitride waveguides are displayed in panels 1 and 2,
respectively. (a-c) y-component of the Electric Field resulting from the perturbation of an initial
homogeneous E = 1y field by a dielectric perturbation ∆ε which corresponds to the presence of
the second waveguides. (a) is the solution of Eq. A.16 restricted to the y-component of the field.
(b) the result of the LFE assuming an effective background εbg = 1.7 for Si and εbg = 2.7 for
SiN . (c) Initial Coupled mode formulation where no changes of the Electric field are assumed
(i.e. 0th order theory). Black-dashed lines indicate the position of the dielectric perturbation. (d-f)
y-component of the displacement field. (g-h) Variation of the electric Field (resp. Displacement
Field) along y, for an altitude of 110 nm for Si and 230 nm for SiN (Half the waveguide’s
height). Dark blue: zeroth order theory (no changes in the nominal electric field). Red: LFE

theory assuming an effective background. Light Blue: Solution of Eq. A.19.

propagates with effective index neff , the coupling constant decays with a rate α = k0
√
n2

eff − εbg, where
k0 is the vacuum wave-vector. Therefore, with the knowledge of one coupling constant, the values for other
separations can be extrapolated.

The use of the nominal vacuum permittivity εbg = 1 results in large overestimation of the decay rate. For
the SiN (blue squares in Figure A.5 (b)), it can be explained from the fact that the mode decays both in the
cladding and in the substrate, so the actual decay rate is a mixture between the two. If the effective background
is computed correctly εbg = 2.7 (cyan diamonds in Figure A.5 (b)), the decay factor matches the numerical
simulation. For the Si waveguides, the effective index is way larger than the background permittivity, hence,
the slope is not so affected.

To summarize, we can conclude that the effective background is intrinsically included in the LFE and in the
natural decay of the optical mode away from the waveguide. The εbg is, in this case, uniquely defined and is a
fundamental property of the optical mode. To avoid complex estimations of the Green function presented in this
chapter, one can rely on the decay of the optical mode. The discussed effects allow to estimate the coupling at
different distances with better accuracy, especially for large gaps, where numerical simulations do not provide
accurate estimations.
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FIGURE A.4: Case of silicon nitride waveguides in air cladding, hence εbg = 1. (a-c) y-
component of the Electric Field resulting from the perturbation of an initial homogeneous Ey = 1
field by a dielectric perturbation ∆ε which correspond to the presence of the second waveguides.
(a) is the solution of Eq. A.16 restricted to the y-component of the field. (b) the result of the
Local Field Effect assuming an effective background εbg = εair = 1.00. (c) Initial Coupled mode
formulation where no changes of the Electric field are assumed (i.e. 0th order theory). Black-
dashed lines indicate the position of the dielectric perturbation and the limit with the air cladding.
(d-f) y-component of the displacement field. (g-h) Variation of the electric Field (resp. Displace-
ment Field) along y, for an altitude of 230 nm (Half the waveguide’s height). Dark blue: zeroth
order theory (no changes in the nominal electric field). Red: LFE theory assuming an effective

background. Light Blue: Solution of Eq. A.19.

A.4 Conclusion

We demonstrate that compared to previous models, the LFE allows to improve the estimation of the coupling
constant by nearly an order of magnitude. The remaining discrepancies can be linked to presence of higher
order modes in the system, which we neglect for simpler discussion. In fact, higher order modes and modes
of different polarization can be coupled in a presence of the second waveguide. This effect is stronger if the
modes have the similar propagation constants, for instance, in large waveguides. In principle, our approach is
general and the other modes can be included in Eq. A.9-A.10.

The LFE is always present, its magnitude may vary depending on exact geometry, the index contrast and
the initial permittivity at position of the perturbation. The LFE is not symmetric if one adds a dielectric on
a low index background or subtracts a dielectric on a high index material. And modification of a core of the
waveguide would have a reduced LFE contribution compared to modification of a cladding.

Overall, we demonstrate how the interplay between the cladding and the substrate impacts the optical mode.
Even though the coupling constants can be easily accessed with modern computing capability, the discussion
around the physics and precise description of the system is valuable.
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FIGURE A.5: (a-b) Evolution of the coupling constant κ as function of the inter-waveguide
spacing (Gap). The results obtained from perturbation theories for a Gap of 300 nm are assumed
to vary with a decay rate α = k0

√
n2

eff − εbg. Red circles: results from direct simulations. Blue
squares: previous perturbative theory where εbg is assumed to be equal to the cladding permittivity,
namely εbg = εair = 1. Cyan diamonds: New formulation considering an effective background.

(a) Case of silicon waveguides, εbg = 1.7. (b) Case of silicon nitride waveguides, εbg = 2.7



Appendix B

Non-adiabatic light control

The ever-increasing use of integrated photonics for application and fundamental research is motivating a search
for fundamentally new design strategies, so that optical phenomena can be controlled -or observed- more easily.
The intensive use of computer optimization in photonics does not provide much insight into new principles and
properties of light manipulation, hence it is limited in adaptability and scalability of the solutions. Here we
propose a framework that relies on fundamental properties of coupled waveguides systems, so that interpretable
and optimal solution for manipulating the light can be obtained. Analogies between quantum physics and
optics have given rise to many useful applications and strategies in both domains. In this work, we demonstrate
a photonic transition in a system of coupled waveguides which is analogous to excitation of energy states in
atoms. We demonstrate that arrays of integrated coupled waveguides can be operated in the non-adiabatic
regime, which also gives a way to control these systems in the reciprocal space. With an optimal shape that is
obtained from direct solving of a set of equations, we can achieve efficient non-adiabatic light coupling; and
consequently the adiabatic evolution restriction that was imposed thus far on the design of integrated photonic
systems does not hold anymore.

On a more general, or more exactly mathematical view, this Appendix is devoted to the control (and the
transfer of energy) between asymmetric optical modes. Besides, the spatial control provides, here in micropho-
tonics, more degrees of freedom when it comes to varying the propagation parameters compared to what is
possible to do either in fiber, or in the time domain.

B.1 Propagation equation in coupled waveguides

B.1.1. Propagation equations in direct and reciprocal spaces

Now we are interested in how light propagates in a system of coupled waveguides. For a general discussion we
consider two waveguides with varying parameters in the longitudinal direction x (for instance, width, height,
interwaveguide spacing, refractive index, etc.). We consider an instantaneous snapshot mode |ψx0(x, y, z)〉 at
position x0 which is adapted to the given parameters according to equation :

B̂
∂

∂x
|ψx0(x, y, z)〉 = i

ω

c
Â(x0) |ψx0(x, y, z)〉 . (B.1)

Note that for eigen-solution of Eq. B.1 with associated βk eigenvalue, the x dependence of |ψk(x, y, z)〉 is
simply |ψk(y, z)〉 exp(iβk(x0)x). Eq. B.1 has several solutions that form a complete basis so that the total field
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at position x can be expressed as a linear combination of the modes with varying coefficients a(x). Hence, the
anzats (Eq. A.9) is modified as:

|Ψ〉 =
2∑

k=1
ak(x) |ψk,x0=x(x, y, z)〉 . (B.2)

For simplicity, we will hereafter omit the x = x0 index. k represent the different solutions of Eq. B.1. For sake
of simplicity, we will consider 2 mono-mode waveguides, hence there exist only two supermodes (eigen-modes)
k = {1, 2}. After substituting Eq. B.2 to the general propagation equation A.3 one receives:

B̂

( 2∑
k=1

∂ak(x)
∂x

|ψk〉+
2∑

k=1
ak(x)∂ |ψk〉

∂x

)
= i

ω

c
Â

2∑
k=1

ak(x) |ψk〉 . (B.3)

The Eq. B.3 is projected on 〈ψk|. Similar to derivation in the previous chapter, the resulting equation can be
represented in a matrix form with each element defined by (here we sum over j) :

〈ψk| B̂
∂aj(x)
∂x

|ψj〉+ 〈ψk| B̂aj(x)∂ |ψj〉
∂x

= i
ω

c
〈ψk| Âaj(x) |ψj〉 . (B.4)

We separate the varying coefficients from the modes

∂aj(x)
∂x

=

−〈ψk| B̂
∣∣∣ ∂∂xψj〉

〈ψk| B̂ |ψj〉
+ i

ω

c

〈ψk| Â |ψj〉
〈ψk| B̂ |ψj〉

 aj(x). (B.5)

if we normalize |ψk〉 such that 〈ψk| B̂ |ψk〉 = 1, we have the equality〈
∂

∂x
ψk

∣∣∣∣ B̂ |ψk〉+ 〈ψk| B̂
∣∣∣∣ ∂∂xψk

〉
= 0 (B.6)

that leads to :

∂aj(x)
∂x

=


〈
∂
∂xψk

∣∣∣ B̂ |ψj〉
〈ψk| B̂ |ψj〉

+ i
ω

c

〈ψk| Â |ψj〉
〈ψk| B̂ |ψj〉

 aj(x). (B.7)

Now we construct a system of coupled equations. We denote (a1(x), a2(x)) as Ψ̃. The combination of the
first terms of Eq. B.7 can be denoted in compact form as ∂V †(x)

∂x V (x) that represents normalized eigen modes.
From Eq. A.6, the second term can be replaced by ω

c 〈ψk| Â |ψj〉 = δkjβk0 〈ψk| B̂ |ψj〉 which results in a
diagonal matrix containing eigenvalues βk(x).

∂Ψ̃(x)
∂x

=
[
∂V †(x)
∂x

V (x) + i

(
β1(x) 0

0 β2(x)

)]
Ψ̃(x). (B.8)

The Eq. B.8 is the propagation equation in the reciprocal space : it operates with the eigen-modes of the
system. This presentation of arrays of coupled waveguides differs from what is usually found in textbooks.
Indeed, coupled waveguides are often presented as the result of coupled equations involving the individual
waveguides.

Similar equation can be derived for the direct space, which operates in terms of field distribution in each
waveguide. If we assume that the super-modes Ψ̃ can be expressed as linear combinations of the individual
waveguides, hence Ψ = V Ψ̃ where Ψ is light in each waveguide, then using ∂Ψ̃

∂x = ∂V †

∂x Ψ + V † ∂Ψ
∂x the Eq.

B.8 is transformed

∂V †(x)
∂x

Ψ(x) + V †(x)∂Ψ(x)
∂x

= ∂V †(x)
∂x

V (x)V †(x)Ψ(x) + iβ0(x)V †(x)Ψ(x), (B.9)
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∂Ψ(x)
∂x

= iV (x)β0V
†(x)Ψ(x). (B.10)

Here we can use the diagonalization of the matrix M(x) = V (x)β0(x)V †(x). Then the propagation
equation for the direct (namely, per waveguide) space is :

∂Ψ(x)
∂x

= iM(x)Ψ(x) = i

[
k1(x) κ12(x)
κ21(x) k2(x)

]
Ψ(x). (B.11)

Both equations for direct Ψ(x) and reciprocal Ψ̃(x) variables can be of course extended to N waveguides
:

∂Ψ(x)
∂x

= i


k1(x) κ12(x) . . .

κ21(x) k2(x) . . .
. . . . . . . . .

Ψ(x) = iV (x)


β1(x) 0 . . .

0 β2(x) . . .
. . . . . . . . .

V †(x)Ψ(x), (B.12)

∂Ψ̃(x)
∂x

=

∂V †(x)
∂x

V (x) + i


β1(x) 0 . . .

0 β2(x) . . .
. . . . . . . . .


 Ψ̃(z). (B.13)

To find how the light propagates between the waveguides we solve the propagation equations: first we
compute eigen modes and eigen values of the M(x) matrix. Then we select the initial energy distribution
either in the direct or the reciprocal space (hence, we excite either the waveguide or the supermode). To
compute propagation, we project the direct basis on the supermode basis V (x) and compute propagation of the
supermode, and then reproject on the direct basis by V †(x).

FIGURE B.1: (a) Propagation constants of modes of the individual symmetric waveguides
(black) and the supermodes of the coupled waveguides (red). (b) Shape of the odd and even
supermodes (panels 1 and 2, respectively). (c) Propagation of light in coupled waveguides in the
direct (panel 1) and the reciprocal (panel 2) spaces. For all examples we consider two coupled Si
waveguides (the dimensions are presented in Figure A.2 (a)) at inter waveguide spacing of 110 nm

and 1550 nm wavelength.

When two waveguides are coupled, the excited supermodes have propagation constants β different from the
ones of individual waveguides. On a diagram in Figure B.1 (a), this is reflected as a splitting of the propagation
constants, where the difference between the levels shows the coupling strength. Consider an example of two
coupled waveguides made of Siwith width and height of 803 and 220 nm, respectively, put on a SiO2 substrate
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(Figure A.2 (a)). At the inter waveguide spacing of 110 nm and the wavelength of 1550 nm, the coupling
constants are κ12 = κ21 = 1.004 · 10−2 µm−1, and the respective propagation constants of the supermodes are
10.819 and 10.799 µm−1. When comparing to β0 = 10.8075 µm−1 of individual waveguides (black line in
Figure B.1 (a)) we observe a typical level splitting (red lines in Figure B.1 (a)).

If the coupled waveguides are symmetric (identical), the two excited supermodes are odd and even com-
binations of the individual electric fields of each waveguides. The Figure B.1 (b) shows an example of these
modes approximating that individual modes contain only Ey field (the main direction of polarization in our
configuration). The strength of both lobes in the field distribution is the same, so if we allow the light propagate
in this configuration we observe the light beating in the direct space (Figure B.1 (c1)) that results from inter-
ference between the dephased supermodes. The periodicity of the transition 2π/κ12 corresponds in our case
to 312.9 µm. Since both supermodes are excited equally, and the system parameters are kept constant, no dif-
ference in energy distribution between each SM is observed (Figure B.1 (c2)). This configuration of an optical
coupler is the simplest and the most robust to change of the wavelength or fabrication roughness. However, it
offers little control and the length of transition may be nonoptimal.

B.1.2. Asymmetric waveguides : non-Hermitian systems

In codirectional couplers, the modes carry electromagnetic power in the same direction, so the power carried
by modes Ψ1(x) and Ψ2(x) (in the 2-waveguides configuration) should be conserved along the longitudinal
direction. This condition is fulfilled if κ12(x) = κ∗21(x) [217], which is true only for identical waveguides with
∆β(x) = β1(x)− β2(x) = 0. However, light propagation in asymmetric waveguides is not only an interesting
fundamental problem but also a subject that can bring up new strategies and phenomena, for instance, adiabatic
elimination [38, 218, 219], switching based on refractive index engineering [220].

The conventional CMT implicitly assumes orthogonality of the optical modes, which is not supported in
case of the asymmetric waveguides : the modes are nonorthogonal, which results in violation of the power
conservation law. To enforce the correct power flow, Hardy and Streifer [203] propose to modify the mode
formulations to counterbalance their nonorthogonality and to better evaluate propagation and coupling con-
stants where κ12(x) 6= κ21(x). In such a situation, the propagation matrix M(x) (Eq. B.11) is not Hermitian
anymore. However, this approach does not enforce the power conservation low in a self-consistent manner.
Another approach consists in using a modified CMT [207, 221] where perturbation-correction terms are in-
troduced to the propagation matrix elements. However, the supermodes of this theory are still not perfectly
orthogonal to each other, which leads to inaccuracies in the power conservation [207]. Finally, Haus et al. [205]
have proposed a method for orthogonalization of the modes, giving a general (non unique) way to obtain a Her-
mitian propagation matrix with reworked modes definitions. Here we follow guidelines in [205] and propose a
detailed approach in orthogonalization of the asymmetric system and compare it with other approximations.

The issue related to the conservation of power is deeply rooted in the seminal description of the array as
the result of couplings between the waveguides. In fact, the framework used in Eq. B.11 corresponds to the
evolution in terms of optical modes (associated to the isolated waveguides), and not in terms of energy per
waveguide. Furthermore, the coupling between optical modes originates from their overlap. This means that
the optical mode associated to a waveguide has actual part of its energy propagating inside the neighboring
ones (due to overlaps over them). Missing this key point would correspond to the use of wrong projection basis
(like a misoriented polarizer when trying to separate two orthogonal polarizations) : modulation occurs then as
a result of the interference between the asymmetric (i.e. different) optical modes. The solution to this problem
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consist then in redefining the correct propagation basis.
Consider a system of coupled Si waveguides on a SiO2 substrate with widths of 759 and 649 nm spaced by

110 nm. For simplicity, consider an instantaneous distance x0 so that there is no dependence on position. The
propagation constants at 1550 nm wavelength of individual waveguides are equal to 10.725 and 10.436 µm−1.
The waveguides are strongly asymmetric, so to confirm the discussed features we first compute the propagation
constants of the supermodes.

In the conventional CMT, if the asymmetry is not taken into account, the eigenvalues of the asymmetric
coupled waveguides is computed as:

k1,2 = eig

(
ω

c
B−1A

)
± ∆β

2 (B.14)

where ∆β = β1 − β2 is a difference of propagation constants, and matrices B−1 and A are defined according
derivations in Chapter A.1. The Eq. B.14 gives the result depicted in cyan squares in Figure B.2 (a). The
approach fails to reproduce the numerical results, the resulting propagation constants are symmetric which is
not true in the numerics.

Another approach is to use Eq. A.13, where the difference in two waveguides is taken into account correctly
:

k1,2 = eig

(
B−1 ∆β

2

[
−1 0
0 1

]
B + ω

c
B−1∆A

)
= eig(H). (B.15)

This equation provides good estimation of propagation constants that fits well the numerical results (yellow
diamonds in Figure B.2 (a)). However, the H matrix is non-Hermitian, that would violate the power conserva-
tion law.

To "hermitize" H , first let search for the matrix C such as C = C† and HC = CH†. Using the eigende-
compostion ofH = V λV −1 and the previous expression, we search forC such as : V λV −1C = C(V −1)†λV †.
Here, λ ∈ <, which is similar to the case considered for the PT − symmetric system. Then the value of C
that fulfills this expression is C = V V † which is Hermitian. Now we use the Cholesky decomposition to
transform C into a product of lower and upper triangular matrices W † and W , respectively. For this, we apply
the following strategy:

C = V V † = V UU−1V † = W †W (B.16)

W † = V U[
A 0
B C

]
=

[
V11 V12
V21 V22

] [
cos Θ − sin Θ
sin Θ cos Θ

]
Θ = tan−1(V12/V11)

U can be any unitary transformation (i.e. rotation by an angle Θ), therefore, according to [205] the orthonor-
malized version of H reads :

HH = (W †)−1HW †. (B.17)

Note that this procedure is very general and works for any nonsymmetric system. The eigenvalues of the mod-
ified version of the matrix and the initial H are equal, while the eigenvectors are non invariant. That confirms
the correct formulation of the problem : we modify the basis of the system now using the new orthogonal
supermodes, while the propagation constants are conserved.
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To define the new shape of the supermodes (instantaneous), we follow:

∂Ψ
∂x

= iHΨ (B.18)

∂Ψ
∂x

= iW †(W †)−1HW †(W †)−1Ψ

∂(W †)−1Ψ
∂x

= iHH(W †)−1Ψ

∂(W †)−1Ψ
∂x

= iVHλHV
†
H(W †)−1Ψ

∂V †H(W †)−1Ψ
∂x

= iλHV
†
H(W †)−1Ψ

∂ ˜̃Ψ
∂x

= iλH
˜̃Ψ,

hence, the ˜̃Ψ = V †H(W †)−1Ψ define the supermodes of the orthonormalized system.
The resulting shape the field in the SM representation is depicted in Figure B.2 (b) for non-hermitian matrix

H (Ψ̃ = V −1Ψ) and (c) for hermitian matrix HH ( ˜̃Ψ = V †H(W †)−1Ψ) which are compared to (d) results of
direct numerical simulations. We see that the modified supermodes reproduce the shape better, however, the
details of the second waveguide impact do not fit precisely. It may be explained by the fact that the selected
basis is incomplete : since we take into account only the first fundamental mode of each waveguide, some
inaccuracies can be present.

FIGURE B.2: (a) Propagation constants of the supermodes computed from Eq. B.17 (yel-
low diamonds), Eq. B.15 (cyan squares) compared to numerical simulations (red circles). Su-
permodes according to (b) the non-hermitian basis Ψ̃ = V −1Ψ, (c) the orthonormalized basis

˜̃Ψ = V †H(W †)−1Ψ, (d) numerical simulations.

If now one includes a dependence of the parameters on the longitudinal direction : HH(x), VH(x) and
W (x), then the propagation equations read :

∂Ψ(x)
∂x

= iW †(x)HH(x)(W †(x))−1Ψ(x) (B.19)

for the direct space and

∂ ˜̃Ψ(x)
∂x

=
(
∂VH(x)†(W †(x))−1

∂x
W †(x)(V †H(x))−1 + iλH(x)

)
˜̃Ψ(x) (B.20)
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for the reciprocal space. These equations, respectively, reproduce Eq. B.11 and B.13, so the general propagation
equations hold for the orthonormalized modes.

If the actual propagation can always be described by a Hermitian (symmetric) operator (once the correct
basis has been defined), one must pay attention that the corresponding modes can the exhibit a strong asym-
metry as seen in Figure B.1. The eventual non-Hermitian character of the system would then be moved to the
conditions of excitation : is it possible to address one of these supermodes using a continuous (and adiabatic)
transformation from a pure symmetric case? Without answering completely this question, we will present next
a general procedure about how the flow of light can be controlled in a non-continuous, non-adiabatic manner.

B.2 Strategies for light coupling

Light flow between the waveguides can be achieved if the waveguides are simply put in proximity of each other.
However, this method does not allow a control of the coupling distance, interacting modes, robustness to the
wavelength variation and etc. If we want to achieve a customized power distribution between the waveguides,
we can dephase the two modes by introducing a difference of optical paths [222]. This strategy is robust, but the
design can be long and poorly selective. To design a complex photonic chip that would generate tailored outputs
depending on the inputs, one may combine building blocks of coupled waveguides, however, the system is not
protected from a cross-talk (interaction between unwanted waveguides) and the final design may seem bulky.
Moreover, this method doesn’t work well in asymmetric waveguides. Therefore, there is a need in development
of new methods of selective light control flowing in array of waveguides.

B.2.1. Quantum-inspired adiabatic methods

Quantum control methods for driving a system from an initial to a target state is a base for existing applications
of quantum physics. The strategies to transfer a population from one state to another or to excite a molecule
are in the heart of the quantum control [223,224]. There exist techniques to find an optimal external field shape
that allows robust and efficient state transfer. Usually, these techniques are of adiabatic nature : the changes
acting on a system are slow enough, so it has time to adapt and the system ends in the directly corresponding
eigenstate of the final Hamiltonian. In the adiabatic regime, there is no transitions between the system’s states,
so the supermodes coupling ∂V †(x)

∂x V (x) term is either null or compensated [225].
Analogies between quantum and guided optics have inspired many theoretical and practical investiga-

tions [36] including a concept of adiabatic light transition. The Hamiltonian formulation allows to apply the
same techniques as in quantum control. In the result, the tailored variations of coupling and propagation con-
stants allow a broadband and robust light transition [37, 226]. This method can operate in several waveguides
configuration and the shape can be scaled up or down depending on the waveguides’ parameters. However,
since adiabaticity implies slow variation of parameters, the final design may end up lengthy. More gener-
ally, the requirement for adiabaticity limits the types of structures that can be implemented, and restricts the
vision/understanding we may have about coupled waveguides.

That said, the analogy with quantum systems already resulted in successful strategies. A typical example
inspired from quantum mechanics is the adiabatic elimination. In the conventional scheme we consider a system
of three waveguides where the middle one is different from the outer ones (different width, refractive index,
etc.), which allows to view the waveguides as a three-level quantum system where one level corresponding
to the middle waveguide is separated from the others [38] as it is depicted in example in Figure B.3 (b). In
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this case, light flows between two outer waveguides without accumulation in the middle one which serves as
an intermediate ’weakly populated’ level (Figure B.3 (c,d)). This concept corresponds to ’light tunneling’ in
optical waveguides. Note the absence of energy maximum in the middle waveguide.

FIGURE B.3: (a) Three-coupled waveguides where the middle one has a different width. (b) The
corresponding scheme of ’energy levels’, where the middle waveguide has a different propagation

constant. (c,d) Light transition that corresponds to adiabatic elimination (normalized, a.u.).

The adiabatic elimination concept can be extended to several waveguides [227] or it can be combined with
changes in waveguide separation which allows to achieve a custom energy distribution between the outputs
[218, 219]. It has shorter length and dimensions that the adiabatic methods, robust to wavelength variations,
and the structures have good tolerance to fabrication imperfections. However, the possibilities to design a
complex photonic chip with this concept are limited.

From the photonics point of view, the adiabatic elimination can be understood as modification of the effec-
tive coupling constant, so the system can be transformed to a two-mode coupler with the respective effective
coupling between them [38]. Similar idea was implemented in [228,229] where a subwavelength Si strips were
placed in between waveguides in an asymmetric manner to reduce a cross-talk by modification of coupling
constants. This results in a more compact structure with well-isolated light propagation. If instead of modifica-
tions of the coupling constants, waveguides with periodically varying width (in the paraxial direction, while the
longitudinal width of each waveguide is constant) can be combined, resulting in various effects of self-splitting,
self-induced Talbot effect and effective negative coupling [230, 231].

Overall, adiabatic light control provides robust and scalable techniques, however, the design of a big pho-
tonic chip with complex transitions ends up bulky and long, different waveguides cannot be coupled, and the
transitions are symmetric.

B.2.2. Non-adiabatic transition of light

The drawbacks of the adiabatic methods stimulate a research for new design strategies able to cope with asym-
metric waveguides in densely packed arrays.

Systems composed of different waveguides can indeed take advantage of the unique properties created by
the asymmetry. For instance, in [232] the authors develop two grating assisted waveguides with asymmetric
inputs and symmetric outputs, which allowed to obtain a coupler with asymmetric transitions. Waveguides of
different width have been used also to selectively couple the TM modes : in a three-waveguides configuration
presented in [233] the middle waveguide is wider and supports a TM1 mode, that allows to make a transition
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TM0 → TM1 → TM0 between the waveguides. Such strategies can be useful in design of mode multi-
plexers and demultiplexers [234] or polarization splitters and rotators [28]. In [220, 235] the poor coupling of
asymmetric waveguides is used as a switch : with thermo-optic phase shift materials it is possible to control the
difference in propagation constants of the coupled waveguide. As a result, the coupling between the waveguides
of identical geometry can switched ’on’ and ’off’ on demand. However, similarly to adiabatic transitions in the
systems of asymmetric waveguides just mentioned, there is no energy conversion between the supermodes.

In order to trigger the transition of light between two modes, their inherent phase mismatch must be com-
pensated. This can be done through modulation of the propagation parameters [236]. In guided optics, the
concept was proposed in [237] where a high energy pump power was producing a spatial modulation of the
refractive index in an optical fiber. If the periodicity of the created grating matches a difference in propagation
constants of two modes, the transition between the modes is observed. In waveguides, a light transition was
demonstrated in two-waveguides system which was modulated with a sinus-shape perturbation of the refractive
index [238]. This approach has demonstrated a good selectivity : if the modulation frequency slightly differs
from the difference of propagation constants, the transition efficiency sharply drops.

These first proposals assumed very simple systems (2 modes); and the control was also defined by simple
physic oriented reasoning, without relying on any consistent theory. The fact that the proposed modulation did
indeed result in the desired effect was considered as enough justification. This approach would unfortunately
not allow the control of more complex system, and cannot provide any indication regarding the optimality of the
solution. In particular, on top of the frequency of modulation, the excitation must also break a given symmetry
(selection rules) in order to couple two modes that have by definition different geometry/symmetry.

Indeed, in principle, the perturbations can be induced not only by the refractive index change but also by
variation of other parameters. Correspondingly, we see in Eq. B.13 that the non-trivial evolution of the light is
constructed by the ∂V †(x)

∂x V (x) operators. This operator can have any form, the only requirement being that it
must be antisymmetric. In that, the diagonal components correspond to the Berry phase - a parameter reflecting
topological properties of the system [181]. Meanwhile the off-diagonal terms correspond to a transfer of energy
between supermodes, namely the photonic bands supported by the photonic system. By essence, these terms
control the non-adiabatic evolution of the photonic system.

In the following chapter we describe a principle of non-adiabatic transition and demonstrate its light routing
properties.

B.3 Non-adiabatic control

B.3.1. Sinusoidal modulation

We focus on the non-adiabatic light control, hence where a transition is produced due to excitation of the
supermodes. As it was demonstrated in Figure B.1 (a), coupling of waveguides creates a splitting between
propagation constants of two supermodes. Hence, following [237,238] a perturbation with periodicity matching
this difference between levels would bring two modes in interaction and would make a transition between
the supermodes. In case of two identical waveguides as in Figure B.1, the energy splitting is small, so the
oscillations shall be rapid, and in the end, an interference between the odd and the even mode would mask the
non-adiabatic transition. Therefore, we consider a system of different waveguides.

We assume a system of three coupled partially etched SiN waveguides (Figure A.2 (b)) of different widths
which are placed at 150 nm inter-waveguide spacing each as depicted in Figure B.4 (a). Even though the
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FIGURE B.4: (a) Dielectric structure of SiN waveguides coupled non-adiabatically. (b) Energy
transitions in the reciprocal space and in the direct space (panels 1 and 2, respectively) which

corresponds to initial excitation of the first supermode.

coupling constant is equal to 0.0073 µm−1 (that would correspond to a transition length of 860 µm), the
differences in propagation constants of ∆k12 = 0.088,∆k13 = 0.14 µm−1 (with respect to the 1st waveguide)
make the waveguides isolated. In order to couple the supermodes, one must apply a perturbation that matches
the difference in propagation constants of the modes. In our case, we select to change geometrical parameters
of the waveguides, namely the width of the waveguides, hence we modify the β(x) along the propagation
direction, which would result in perturbation of the effective index (colorscale in Figure B.4 (a)). It is also
possible to vary the inter-waveguide spacing, however, taking into account the fabrication restrictions related
to a minimal gap that can be opened (150 nm), we decide to not overstep this limit. Therefore, we apply a
modulation on the propagation constants (hence, waveguides width) that reads as αβ sin ∆βijx with αβ being
the modulation amplitude and ∆βij the difference in propagation constant between the supermodes i and j. In
order to be in the perturbative regime, the αβ should be small. In the given configuration, we wand to couple
supermodes 1 and 2 applying the perturbation of the strength of αβ = 0.01 µm−1 in the middle of the system
over a length of 1000 µm. The periodicity of the modulation is 2π/∆β12 71.33 µm.

Note that although we formally drive the light in the non-adiabatic regime, this does not require abrupt
changes; and light can make an even smoother transition over a rather long length (6= 500 µm here). The key
point is that by applying the right periodicity, it is possible to accumulate coherently infinitely small transitions
that would results into a macroscopic change of the light distribution.

The results of the propagation in the reciprocal and direct spaces are depicted in Figure B.4 (b) (panels 1
and 2, respectively). We start with excitation of the first supermode. Since the waveguides are well-isolated at
first, the supermode representation correspond directly to excitation of each waveguide in the direct space as
it was shown in Figure B.2 (d). Light transition appears only at the perturbation position, while the cross-talk
is kept to minimum, and the third waveguide stays isolated. So we can conclude that the main effect causing
energy flow is indeed the non-adiabatic transition.

B.3.2. Photonic chip design and optimization

The non-adiabatic coupling allows to design a transition with good selectivity and isolation of transitions,
hence, it is beneficial to use in design of complex densely packed photonics chips with minimized cross-
talk [239, 240]. In these systems light must be routed efficiently through multiple input and output ports, using
a minimal footprint on the chip. Since there are many degrees of freedom that should be optimized in order to
design a photonic integrated circuit, a computer optimization can be applied. All optimization strategies can be
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classified into two approaches.
The first one operates with a small set of building blocks each performing a specific function, where an

assembly of these individual blocks gives a global design [241]. A major advantage of this technique is that
each design can then be easily reemployed and adapted to other problems. However, the final design may
end up bulky. And since the initial set of the building blocks is limited, the optimality of the final solution is
compromised.

The second technique, on the other hand, benefits from extensive use of techniques developed in computer
optimization. The inverse design can cope with an extremely large number of degrees of freedom to be opti-
mized [242,243], which results in the design with the smallest footprints and the best performances [244]. The
inverse design combined with machine learning techniques allow to boost the efficiency even further [245,246].
However, the drawback of this approach lies in a fact that it is very hard to interpret the geometrical features of
the design. Therefore, it is impossible to adapt the existing design to any other even slightly different problem.

So here we propose a combination of these two approaches : with the help of the non-adiabatic transition
we can reduce a number of degrees of freedom describing the system, so we can use the computer optimization
strategies to find the best design. The advantage of the non-adiabatic approach is that the transition appears in
the reciprocal space, so we transform the parameter’s space in which the system is optimized. As a result, we
simplify the problem by reducing a number of degrees of freedom without simplifying the final solution. With a
few parameters, we’re still able to form complex shapes and variations of parameters. Note that, later in Section
B.4, we provide details on how to obtain an exact optimal shape that allows to perfectly couple the supermodes
in the reciprocal space. This leads to non-trivial solutions; and furthermore the perturbations can be combined
to give rise to new functionalities. And since we understand the physics underlying the transitions, the system
can be easily analyzed and adapted to different situation.

To demonstrate how non-adiabatic transition can be used in design of a complex photonic chip, we target
the optimization of a 5-waveguide system where we want to meet the transitions depicted in Figure B.5 (a) [39].
We impose no restrictions on the width of the waveguides, only the inter-waveguide spacing must not be less
than 150 nm. And we limit the number of perturbations to 5 and the total length of the device to 1500 µm.

First we present a general strategy to design a photonic meeting the aforementioned objectives. In order
to minimize the cross-talk, we use waveguides with different propagation constants, hence, widths. The su-
permodes propagation constants can be assigned as in ’energy ladder’ (Figure B.5 (b2)). As the width of each
waveguide proportionally increases, the propagation constants differ by a constant value of ∆λ. Note that,
the design and optimization are done on the effective propagation parameters, we design and optimize first the
propagation matrix, and the physical structure of the waveguides’ array (Figure B.5 (b1)) is then reconstructed
using a semi-empirical formula developed in the lab.

The connecting individual transitions are placed strategically, so light flows sequentially between the
waveguides meeting all the required objectives. However, even though the width of the device does not ex-
ceed 6 µm, the structure seems bulky, and the transitions require the full length of the device. So there is a
room for optimization of the design.

Next, we challenge this human-made design against the use of a genetic algorithm to generate a computer-
optimized solution. By describing the system in term of a maximum of 5-non-adiabatic transitions, we reduce
the number of degrees of freedom to be optimized to 34 : 5 initial propagation constants, 4 coupling constants,
5 perturbation each described by their starting position, their length, their amplitudes of modulation αβ and
ακ, and the indices of the two supermodes that they must couple. This massive decrease of the number of
parameters to be optimized is also called dimensionality reduction.
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FIGURE B.5: (a) The target transition to be fulfilled on a single photonics chip. (b) The resulting
design optimized by a human (panel1) and the corresponding scheme of ’energy levels’ of the
supported supermodes and light distribution in waveguides (panel 2). (c) Light transition in the

direct space.

FIGURE B.6: (a1) The GA optimized structure of the photonic chip and a scheme of ’energy
levels’. (a2) Light transitions in the direct space. (b) Transition 1 → 4 explained by combination

of the adiabatic elimination and the non-adiabatic transition.

The optimization was completed by a genetic algorithm in 5 hours on a regular laptop : Intel I5-7300HQ
2.50 GHz, population size - 300, number of epochs - 100. Score function was defined as a weighted sum of
different constraints related to each objectives of the design: correct routing of the light, low cross-talk, minimal
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size. The computer started from a random initial guess, so it is a true computer design. This differs greatly
from the strategies that most often consist in the computer optimization starting from an initial human-made
solution.

The result of the optimization is displayed in Figure B.6 (a1).

Reading the optimized gene, we can analyze the structure and interpret the strategy taken by the computer.
The supermodes’ ’energy levels’ differ from the ladder of consecutive transitions in the human-made design,
instead they form an alternate ladder. Such design allows to use each waveguide as an isolation shield and as a
transmission channel, simultaneously. This strategy opens up a possibility to design arrays of waveguides with
greater density.

The computer solution contains only 3 perturbations instead of allowed 5 : two of them are combined in
the middle of the structure between 500 and 1000 µm and are responsible for light routing, while the third one
dephases the light and eliminates the residual cross-talk. The combination of two perturbations enhances the
functionality and now the light transitions are made concomitantly on a 500 µm scale, which is three times
shorter than a solution offered by the hand-made design.

Looking in details into the transition region, we discover that the waveguide 2, which has a different width
from the two outer waveguides, prevents light leaks without self-elimination from the light routing (compare
transitions 1 → 4 and 2 → 2 in Figure B.6 (a2)). This transition can be interpreted as a combination of the
adiabatic elimination [38, 227] and the nonadiabatic transition. Unlike the general adiabatic elimination with
degenerate levels (Figure B.3) where transition is done between the degenerate levels, our system has a small
energy offset in between these levels (as depicted in example in Figure B.6 (b)). Therefore, when non-adiabatic
transition matches this energy gap, the light is routed without accumulation in the middle waveguide.

We demonstrated that non-adiabatic strategy can be used in design of a complex photonic chip. Operation
with asymmetric waveguides allows to develop densely packed arrays of the waveguides with little cross-talk.
Reduction of degrees of freedom used to describe the system allows an efficient computer optimization of the
whole design and not its individual blocks. The formulation of the problem in the reciprocal space allows
combination of functionalities and physics-based reading of the design.

B.4 Optimal shape

B.4.1. Derivation and assumptions

Even though the developed approach proved that exact matching of the periodicity the difference of propagation
constants allows the supermodes coupling, since we know which term in the propagation equation is responsible
for the state excitation, we derive a formalism under which it is possible to obtain an optimal shape. Here the
term "optimal" refers to a configuration that allows to couple two supermodes.

We start from the propagation equation in the reciprocal space Eq. B.9, where we denote the eigenvalues
as λ(x):

∂Ψ̃(x)
∂x

=
[
∂V †(x)
∂x

V (x) + iλ(x)
]

Ψ̃(x). (B.21)

We separate the phasor term in the supermodes by denoting Ψ̆(x) = e−i
∫ x

0 λ(x′)dx′Ψ̃(x), and after translation
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to this rotating basis we obtain:

∂Ψ̆(x)
∂x

= −ie−i
∫ x

0 λ(x′)dx′λ(x)ei
∫ x

0 λ(x′)dx′Ψ̆(x) + ie−i
∫ x

0 λ(x′)dx′λ(x)ei
∫ x

0 λ(x′)dx′Ψ̆(x) (B.22)

+ e−i
∫ x

0 λ(x′)dx′ ∂V
†(x)
∂x

V (x)ei
∫ x

0 λ(x′)dx′Ψ̆(x),

∂Ψ̆(x)
∂x

= e−i
∫ x

0 λ(x′)dx′ ∂V
†(x)
∂x

V (x)ei
∫ x

0 λ(x′)dx′Ψ̆(x), (B.23)

∂Ψ̆(x)
∂x

= σ(x)Ψ̆(x). (B.24)

Here we have removed the phasor terms iλ from the propagation equation, and only the supermodes coupling
term σ(x), which takes into account the phase changes between the supermodes, is left. In this formulation,
the ∂V †(x)

∂x V (x) term responsible for the supermodes coupling reads:

∂V †(x)
∂x

V (x) = ei
∫ x

0 λ(x′)dx′σ(x)e−i
∫ x

0 λ(x′)dx′ = α(x). (B.25)

If we start from a basis with orthogonal modes (hence, a hermitian system), then V †V = V V † = 1 and
∂V †(x)
∂x V (x) = −V †(x)∂V (x)

∂x = −
(
∂V †(x)
∂x V (x)

)†
or α†(x) = −α(x). This condition is fulfilled only when

the diagonal part ofα(x) is imaginary, and the off-diagonal terms are of opposite signs : αjj ∈ =, α∗ij = −αji.
Similarly, since α†(x) = −α(x) :

(
ei
∫ x

0 λ(x′)dx′σ(x)e−i
∫ x

0 λ(x′)dx′
)†

= −ei
∫ x

0 λ(x′)dx′σ(x)e−i
∫ x

0 λ(x′)dx′ , (B.26)

hence, the same conditions are true for the σ†(x) = −σ(x), so σjj ∈ =, σ∗ij = −σji.
To know, how the parameters should vary with propagation in order to obtain the optimal coupling, we

compute the derivative of the propagation matrix :

∂M(x)
∂x

= ∂V (x)
∂x

λ(x)V †(x) + V (x)∂λ(x)
∂x

V †(x) + V (x)λ(x)∂V
†(x)
∂x

, (B.27)

= (V (x)V †(x))∂V (x)
∂x

(V †(x)V (x))λ(x)V †(x) + V (x)∂λ(x)
∂x

V †(x) (B.28)

+ V (x)λ(x)(V †(x)V (x))∂V
†(x)
∂x

(V (x)V †(x)).

Using α(x) = ∂V †(x)
∂x V (x), −α(x) = V †(x)∂V (x)

∂x and the eigen decomposition of M(x), we transform this
equation to :

∂M(x)
∂x

= V (x)∂λ(x)
∂x

V †(x) +M(x)V (x)α(x)V †(x)− V (x)α(x)V †(x)M(x). (B.29)

Now we can solve this Eq. B.29 and obtain the optimal configuration of the system where the supermodes
transition is maximized. In order to define the supermodes transition, we must define the supermodes coupling
term α(x) which can be interpreted as a transition control parameter. We know that α†(x) = −α(x) and
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σ†(x) = −σ(x) must be fulfilled. So for a 2 by 2 system we have found the following Pauli matrices that
satisfy these conditions :

α(x) = (B.30)

ei
∫ x

0 λ(x′)dx′
[
iσ(0)

(
1 0
0 −1

)
+ iσ(1)

(
1 0
0 1

)
+ σ(2)

(
0 −1
1 0

)
+ σ(3)

(
0 i

i 0

)]
e−i
∫ x

0 λ(x′)dx′ .

Here we split the coupling matrices and the strength of interaction denoted as σ(i). Therefore, to obtain an
optimal shape of the propagation and coupling constants (combined in M(x)), we solve Eq. B.29 with Eq.
B.30. The diagonal operators with σ(0), σ(1) imply changes of only phase. These terms are the Berry phase
that characterize the topological nature of the evolution, but do not cause transition of light. The terms σ(2) and
σ(3), which maximize the supermodes coupling, are the terms responsible for transition. Interestingly, we see
that there exist potentially two means of equivalent efficiency in order to couple two supermodes.

B.4.2. Results and properties

As an example, we consider a two coupled waveguides system with initial propagation constants k01 = 10.8113
µm−1, k02 = 10.7287 µm−1 (∆k = 0.0826 µm−1) and a coupling constant κ12 = κ21 = 0.0754 µm−1. If
the parameters of the system are kept constant, light propagates uncoupled both in direct and reciprocal spaces
since two waveguides are asymmetric. To trigger the light transition, we now want to vary the parameters and
obtain β1,2(x), κ12,21(x) that allow to couple the supermodes.

We solve Eq. B.29 choosing the strength of modulation as multiple of the difference in supermodes propa-

gation constants, first, for the

(
0 −1
1 0

)
transition σ(2) = 0.2∆λ, second, for the

(
0 i

i 0

)
coupling type with

σ(3) = 0.2∆λ. Both cases are displayed in Figure B.7 (a) and (b), respectively.

FIGURE B.7: Optimal shape and light transitions for non-adiabatic coupling in a system with
β01 = 10.8113 µm−1, β02 = 10.7287 µm−1, κ12 = κ21 = 0.0754 µm−1 initial parameters. Pan-
els (a) and (b) correspond to σ(2) = 0.2∆λ and σ(3) = 0.2∆λ, respectively. Panels 1-2 display
the resulting parameters with solid and dashed lines denoting real and imaginary parts, respec-
tively; and panels 3-4 light transitions in the direct and reciprocal spaces (a.u., normalized). Black
dashed line marks period of modulation defined as π/σ (c) Periodicity of parameters modulation

depending on its strength σ(2).
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The resulting β(x) and κ(x) vary periodically with distance following a shape resembling -but no exactly
equal to- the sinusoidal modulation. Note that, modulations of σ(2) and σ(3) produce different solutions, but
the modulation period is the same, and the κ(x) contains an imaginary part while κ12 = κ21. Here we did
not implement any constraints on the parameters being real or fitting in into the fabrication constraints. The
imaginary coupling can be tailored in a system with losses and gain [247], however, in our applications it is
better to put constrains on the parameters.

The modulation period of coupling and propagation constants is the same, however, unlike the previous
case, it is not approximated by a difference in propagation constants of the supermodes. In fact, it holds a
more complex dynamics : in a small modulation, hence perturbation, regime, the conservation of wavevectors
is fulfilled, and the periodicity matches ∆λ (which is consistent with assumptions in [237, 238]). However, as
soon as the modulation strength grows, the periodicity increases too. This property is depicted in Figure B.7
(c). This nonlinear dependence of the modulation frequency with the modulation amplitude is clearly a non
trivial property that may only be accessed through the theory we just demonstrated.

For the waveguides modulated with the optimal pattern we observe an energy exchange and periodic exci-
tation of the supermodes, and the consequent light transition between the waveguides in the direct space (Figure
B.7 (a,b 3-4)). The beating periodicity is controlled by the modulation strength so that Lper = 2π/σ. That
allows to reach short propagation distances in an optimized manner.

FIGURE B.8: System parameters and the respective light propagation for the same coupled
waveguides as in Figure B.7 with (a) keeping only real part of solution displayed in panels (a) in
Figure B.7; (b) forcing real M(x) matrix when solving Eq. B.30; (c) compensating imaginary

part by σ(3).

Since imaginary coupling constant is not easy to obtain for simple coupled dielectric waveguides, we seek
for ways to obtain real solutions for the optimal shape. If we simply keep only the real part of the previous
parameters (Figure B.8 (a1-2)), then the light flow is not so efficient : in the reciprocal space, Figure B.8 (a4),
poor light transfer is achieved, so the state transition is not complete, which results in complex light patterns in
the direct space.

One strategy could be to enforce the M(x) being real while solving the Eq. B.30. To do so, we keep only
real part of the matrix at each step of the derivation. The resulting shapes are displayed in Figure B.8 (b1-2).
Now the parameters modulation differs more from a sinus shape, and its periodicity does not match the previous
results. However, supermodes coupling is achieved with a better efficiency (Figure B.8 (b3-4)). The period of
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the transition differs from the Lper = 2π/σ value too.

Since the modulation associated with σ(3) is imaginary, another strategy could be to use this matrix to
compensate for a growing imaginary part of the solution. In this case we expect to overlap two complex
modulations, and the resulting modulation could be of only real-values. To implement this in practice, we
adapt the σ(3) to the imaginary part of the off-diagonal terms of the propagation matrix. Since by construction,
the coefficient attributes to the imaginary part itself, we rescale it to match precisely the required compensation

: σ(3) = −σ(2)=(δM(2)
12 )

=(δM(3)
12 )

, here δM (i)
12 denote the Eq. B.29 with keeping only coupling terms associated to σ(i).

The resulting parameters are displayed in Figure B.8 (c1-2). The shape of the modulation forms indeed a
complex pattern. But that still remains within realistic bounds. Light coupling in both direct and reciprocal
spaces (B.8 (c3-4)) has good efficiency, the discontinuities in light propagation should be referred to numerical
inaccuracies from interpolation of the shapes (to speed up the calculation we interpolate the parameters over a
coarser grid).

Overall, the optimal shape for non-adiabatic transitions gives promising results to be applied in densely
packed array of waveguides. It offers shorter solutions with limited cross-talk, and the distance of coupling can
be tailored to ones needs.

B.4.3. Bloch modes

The waves traveling through a periodic structure can be described in terms of Bloch modes, defined as :
ΨB(x) = u(x)eikBx with u(x) being a periodic function that matches the periodicity of the structure, and
kB is the Bloch wave vector [248]. Then light behavior can be analyzed in the reciprocal space of Bloch
modes, so the patterns in the direct space can be seen as an interference between these modes which results
in light beating [249]. In a sense, it is similar to a simple beating in symmetric waveguides when even and
odd modes are excited in the reciprocal space (an example is displayed in Figure B.1 (c)). While here we are
looking at a "reciprocal space of a reciprocal space" where we find odd and even Bloch modes and observe
their interference resulting in transition between the supermodes.

FIGURE B.9: (a) One period of changes in coupling (panel 1) and propagation (panel 2) con-
stants. (b) Evolution of Bloch Modes (panel 2) and the respective transitions in the reciprocal

space (panel 1).

By definition, Bloch modes must be periodic, so that u(0) = u(Lper), therefore, they shall fulfill the
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following propagation equation :

ρout = [T ]ρin (B.31)(
ρ

(1)
1 ρ

(2)
1

ρ
(1)
2 ρ

(2)
2

)
= [T ]

(
1 0
0 1

)
.

Here ρin and ρout are the input and the respective outputs distribution between the supermodes (in ρ(i)
j , j are

the output supermode and i the excited supermode index), and [T ] represents an arbitrary change between the
supermodes energy distribution. In the Bloch modes basis, [T ] is diagonal with eigenvalues equals to kB . Then
if we use the diagonalization of ρout = [T ] = V bkBV

†
b, the definition of [T ] is satisfied.

Therefore, in our system, the Bloch modes are defined as eigenvectors of the output matrix. As an example,
consider the system described in the previous chapter with k1 = 10.8113 µm−1, k2 = 10.7287 µm−1 (∆k =
0.0826 µm−1) and κ12 = κ21 = 0.0754 µm−1. The optimal shape of parameters is obtained for a case of
σ(2) = 2−4∆λ, σ(3) = 0 with no constraints on the parameters being real applied (one period is displayed in
Figure B.9 (a)).

After calculation of Bloch modes according to the presented method, we find even and odd combinations of
the supermodes. After one Bloch mode is excited, it propagates unchanged as displayed in panel (b2) of Figure
B.9. In the supermode basis, in the meantime, we observe an interference between these modes dephased with
propagation distance (panel (b1) of Figure B.9). The light evolution is periodic and the final state is identical to
the input which confirms the properties of the Bloch modes.

FIGURE B.10: (a) Relative evolution of the Bloch mode splitting versus the frequency of mod-
ulation ω (log scale). Colors indicate different propagation regimes depending on modulation
frequency. Propagation of Bloch and supermodes for (b) the shorter period of 2.29 µm−1 and (c)
longer period of 585 µm−1, which corresponds to diabatic (fast) and adiabatic (slow) evolution,

respectively. For the non-adiabatic transition refer to Figure B.9.

As the supermode coupling must occur at a rate 2σ, then this number must correspond to the Bloch modes
frequency splitting at resonance. To verify this hypothesis, we rescale the periodicity of modulation (with keep-
ing the amplitude of modulation unchanged) and compute the Bloch modes for each case. Then we check the
difference between Bloch modes eigenvalues and compare it with 2σ(2). The results displayed in Figure B.10
(a) show that gap matching is fulfilled only at the nominal periodicity, so that the non-adiabatic supermodes
coupling is fulfilled (green region in Figure B.7 (a)). This feature reflects the efficiency of supermodes cou-
pling. The cases where the periodicity is not matched can be split into two types of dynamics : the longer
periodicity results in slow variation of parameters, hence, adiabatic dynamics (blue region in Figure B.7 (a));
while the shorter periodicity corresponds to diabatic transition (orange region in Figure B.7 (a)) where the pa-
rameters evolve fast and (relatively) high, and the system has no time to adapt. These two borderline cases are



Conclusion 135

displayed in Figure B.10 (b) and (c). In both cases, the Bloch modes do not combine the supermodes equally,
which results in isolated propagation of the supermodes with no interference. Hence, no coupling between the
supermodes is triggered, and the modulation then only acts as an effective medium.

Note that, here we select a low modulation amplitude σ(2) = 2−4∆λ, so that periodicity of light transition
and modulation nearly matches (check Figure B.7 (c)). In other cases, when the frequency of transition depends
nonlinearly on the modulation amplitude (discussed in the previous subsection), the dynamics is more complex
and even though the Bloch modes can be found, the gap splitting doesn’t match the modulation amplitude.

Here we demonstrate another interpretation of supermodes coupling and light propagation in the non-
adiabatic regime. We believe that this discussion can stimulate a better understanding of light coupling. The
formation of Bloch mode, and the subsequent apparition of photonic bandgap.

B.5 Conclusion

We demonstrate a new type of light control in a coupled waveguides system. Instead of relying on adiabatic
transition, we maximize the non-adiabatic coupling that exchanges the energy between the supermodes - eigen
solutions of the system. This method has an analogy with quantum mechanics : we fulfill a frequency matching
condition between two states and excite one, as it is done in excitation of atoms. Thus we control light flow
in the reciprocal space by bringing in interaction the supermodes, which results in light transition in the direct
space. This method allows to couple asymmetric waveguides by applying localized perturbations.

We show that in the simplest case we should apply a small sinusoidal modulation of the waveguides’
parameters with a frequency matching a difference in propagation constants of the supermodes. Following
this approach, we reduce a number of parameters used to describe the system, which allows then to efficiently
apply computer optimization strategies. The non-adiabatic coupling allows to combine several perturbations or
even different strategies (for instance, adiabatic elimination) to obtain new functionalities and enhance device
performance. The method allows to design complex photonic switches with low cross-talk and high efficiency.
Hence, we believe that it can be useful in systems of densely packed arrays of waveguides.

From direct theoretical guidelines we develop expression for the optimal coupling shape. Here the interac-
tion is guides by a more complex dynamics : the frequency of modulation depends on the modulation strength
and it matches the difference in propagation constants only in perturbative regime. The transitions can be
obtained at shorter propagation distances, which opens new possibilities in design.

Finally, we interpret a transition between the supermodes as a result of interference of the Bloch modes.
When a periodicity matches the difference between two Bloch modes, a beating in the reciprocal space is
observed. This bring up interesting discussions about interpretation of the modes interaction.
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Appendix C

Analysis of Dispersive Fourier
Transform dataset using Dynamic Mode
Decomposition

We demonstrate that the Dynamic Mode Decomposition (DyMD) technique can effectively reduce the amount
of noise in Dispersive Fourier Transform (DTF) dataset; and allow for finer quantitative analysis of the ex-
perimental data. We therefore show that the oscillation pattern of a soliton molecule actually results from the
interplay of several elementary vibration modes.

C.1 DFT technique for investigating the laser cavity prop-
erties

Since its first demonstration, the DFT has been a key experimental technique to investigate ultrafast fiber ring
laser cavities [250–254]. As a convenient way to observe the pulse evolution round-trip after round-trip, this
technique allows indeed a better comprehension of the nonlinear phenomena governing these systems. If the
main features of fiber ring laser cavities are now well understood, it appears that weaker effects are also of
importance because they can build-up to the point where their contribution to the dynamics becomes also
determinant [255, 256]. Correspondingly, DFT experiments would now require either very long record time -
so that the long-term dynamics caused by the weaker effects can fully develop; and more acute measurements
- so that minute phenomena can be observed [256]. Experimentally, the bottleneck would therefore come from
the oscilloscope which records the DFT trace. Indeed, the electronic noise and the discretization granularity
prevent recording the single shot spectra with utmost precision and the limited memory capacity hinders the
observation of long timescale dynamics.

Using the example of a three-soliton molecule, we demonstrate that the DyMD allows minimizing experi-
mental noise without compromising the quality of the information. We show in particular that this technique is
more efficient than any other curve smoothing techniques, for instance, the Savitzky-Golay filter [257]. Namely,
we fully characterize the oscillations of a 3-Soliton Molecule (SM) and demonstrate that it comprises two non-
linear oscillators of different timescales that are coupled to each other. On a more practical aspect, DyMD
permits lossless compression of the DFT dataset by at least a 90 % factor.

This demonstration is the occasion to show that DyMD provides a fine qualitative analysis of the dynamics
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FIGURE C.1: (a) Experimental setup; PBS: polarization beam splitter; HDF: 545 m of Highly
Dispersive Fiber; Pump: 980-nm laser diode; WDM: pump-signal multiplexer. (b) Single-shot
spectra. (c) DFT Spectra after 2-Mode reduction by Dynamic Mode Decomposition. (d) Fourier
Transform of (b) showing three characteristic inter-Soliton seperations of 4.1 ps 4.6 ps and 8.7 ps
(pink arrows). (e) Error of the DyMD in (b). -3 dB corresponds to 1 Bit of precision (hence -24 dB

is 8-Bit precision). Subpanels (b-e) are represented in logarithmic scale.

of SMs, which are bound states formed by dissipative solitons [258] traveling in close interaction around the
laser cavity [259,260]. The large variety of mechanisms responsible for their existence, for instance, gain recov-
ery dynamics, cross-phase modulation effect [261], laser noise [262, 263], emission of dispersive waves [264],
or acoustic phenomena [265], results in the SMs exhibiting numerous distinct vibration patterns. In detail, we
consider here a 5-m long fiber ring laser cavity comprising 3 meters of Erbium doped fiber and a polarizer
(see Figure C.1-(a)). Mode-locking is ensured by nonlinear polarization rotation followed by discrimination
through a polarization beam splitter, also acting as the output coupler. After dispersion of the laser output in
a -50 ps/nm Highly Dispersive Fiber (HDF), the DFT spectra are recorded by an 80 GS/s, 40 GHz electrical
bandwidth, 8-bit depth oscilloscope. The photodiode has a 25 GHz bandwidth, and acts as a low pass filter for
higher frequencies. This laser architecture can support the propagation of a 3-SM, characterized by the distinct
interferometric fringes seen on the DFT spectra (Figure C.1-(b)).

C.2 DMD analysis of the SM

As detailed later, this molecule can be described as two coupled oscillators. It exhibits in Figure C.2 a complex
oscillatory pattern with a principal periodicity of about 71 round-trips (RTs). Note that the SM under inves-
tigation here is not a soliton crystal because the solitons do not have the same optical phase: the leading and
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the trailing soliton are actually π-shifted, resulting in a more unstable interaction. Therefore, the separation
between the middle and the last soliton is slightly larger than the one between the leading and middle soliton.
Another consequence is that the soliton pairs have radically different properties and exhibit a very complex
dynamics [266]. If the vibrations associated to the two closest pairs of solitons can be easily retrieved from
the Fourier transform of the DFT spectra, the last oscillatory pattern created by the interaction of the two soli-
tons located at each bound of the molecule clearly suffers from strong measurement noise (Figure C.2-(c,f),
black dots) despite the noise level being already drastically reduced by the use of a Savitzky-Golay [257] filter
(hence a 4th order polynomial fit over a sliding window). This type of filtering does indeed reduce the amount
of noise, but it cannot suppress low frequency noise (aka. drift), and furthermore filters out any fast-varying
data. Consequently, this signal processing helps improving the precision of the measurement to some extent,
but it leaves some residual artifacts that will ultimately limit the former. In brief, the main limitation of such a
filtering originates from the fact that it is conducted independently on each single shot spectrum; and therefore
it does not benefit from the knowledge of the whole evolution of the single-shot spectra in order to identify
truly random features, namely noise. Therefore, we performed a DyMD [174, 267] on the DFT dataset (Figure
C.1-(b)) in order to improve the quality of the data. It consists in decomposing the instantaneous snapshot
spectra S(λ, n) at round-trip n as S(λ, n) =

∑
k <( Modek(λ)bk(n) ). The temporal dynamics of the laser

system is then encoded in the bk coefficients (Figure C.3-(c,d)), whereas the Modek contains the information
related to vibration modes (Figure C.3-(a-b)). This decomposition method uses the full DFT dataset, hence
it is more accurate than any local filtering and fitting technique. As the DyMD relies on a round-trip-shifted
covariance, we believe that it is very well suited for DFT data because the spectrum evolves non-chaotically
round-trip after round-trip. The result of the DyMD performed with respectively 1, 2, and 4 modes is shown in
Figure C.2.

FIGURE C.2: (a-b-c). Evolution of the inter-soliton separation for different soliton pairs: {1−2},
{2 − 3}, and {1 − 3}, respectively. (d-e-f): Same as above, but for the optical phase difference
between the solitons. The insets show the signal reconstruction over 400 round-trips. Black points
stand for data processed using a Stavitzky-Golay filter. Orange: 4-Mode DyMD. Yellow: 2-Mode

DyMD. Purple: 1-Mode DyMD.

First we see in Figure C.2 that the relative motion of the trailing and heading solitons is now retrieved
correctly, whereas it suffers from very strong noise as seen for the raw data. In details, we see first that the
vibration patterns reproduced by the 4-Mode decomposition (Figure C.2, orange lines) follow almost exactly
the original data. The 2-mode decomposition (yellow lines in Figure C.2) reconstructs the experimental data
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with an average error of 1 bit, and the maximal error never exceeds 2 bits. This validates the ability of the
DyMD to investigate more complex soliton molecules that would remain hidden in the electronic noise. Note
that center of the single-shot spectra is not known a priori, which results after Fourier Transform into a global
phase slope (The reader may refer to Ref. [256] regarding how the time-offset vs. frequency-shift entanglement
in the DFT can be further mitigated). As part of the DFT procedure, this phase slope must be corrected.
Noise has of course an impact and results in a systematic offset in the phase difference as seen in Figure C.2-
(d,f). A more quantitative comparisons between the original DFT data and the DyMD Figure C.1-(e) reveals a
difference of about -24dB. Such a level corresponds to a lossless reconstruction for a full-scale signal, digitized
on 8-bits. True lossless reconstruction is obtained for 8-mode decomposition (not shown here). As a side
remark, the memory requirement for such a decomposition (210 points per spectrum, 214 Round-Trips, 32 bits
resolution) would correspond to a compression of the experimental raw data by 93%. In contrast, the single-
mode decomposition clearly misses a few important features, like the fast over-modulation in Figure C.2-(d)
which is filtered out.

FIGURE C.3: (a-b) Representation of the 1st and 2nd modes of the 2-Mode DyMD (c-d) Evolu-
tion of the coefficients bk, k = {1, 2} used for the reconstruction. (e) Logarithmic Scale. Spectra
of evolving vibration mode’s amplitude bk. Dashed lines mark the fundamental harmonic’s ampli-

tude allowing a comparison of the fast oscillations strength.

The 2-mode DyMD appears here to be the best choice; and the corresponding modes are shown in Figure
C.3-(a,b). An important point is that this decomposition does not only reduce the amount of noise, it also allows
a finer interpretation of the SM vibration pattern. The bk coefficients (Figure C.3-(c,d)) are indeed completely
correlated to the molecule oscillations shown in Figure C.2. We see that the weak over-modulation of 5.24
RTs periodicity that is imprinted on the main oscillation originates almost exclusively from the second mode,
whose b2 coefficient exhibits clearly fast varying features. In contrast b1 evolves more slowly, following a
periodic pattern with high harmonic content. Detailed Fourier analysis in Figure C.3-(e) confirms this relative
distribution of fast and slow oscillations between the two modes. Statistically, independent oscillators are
described by different modes; this is then the case here. It is actually the reason behind the failure of the
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single-mode DyMD as it cannot reproduce concomitantly the dynamics of two independent modes.
Moreover, another advantage of the mode decomposition lies in the fact that knowing the modes’ shape

means that it is also possible visualize their associated molecule vibration pattern. They are depicted schemat-
ically in Figure C.4. This analysis contrasts with previous study were the vibration was only analyzed pair of
solitons by pair of solitons, but the global picture was missing [268]. We see here that the first and dominant
mode is actually anti-symmetric while the second mode is symmetric. The first vibration mode does not im-
pact much the relative distance between the leading and trailing solitons. This fact does not change even if
more modes are included in the DyMD. As a good approximation, the first mode involves the motion of the
middle pulse, along with the corresponding dephasing of the first dissipative soliton. In the second mode, the
middle pulse acts as an anchor, and the two other pulses move (and dephase) in an symmetric manner. We can
conclude that each of the two fundamental vibration patterns encompasses the whole molecule and cannot be
described as a combination of isolated soliton pairs movements. The two retrieved oscillators are independent
entities, however, they interplay with each other. Indeed both b1 and b2 include modulations at high and low
frequencies (Figure C.3-(e)), which is characteristic of an interaction between the two vibration modes. In
detail b2 encodes the fast oscillation of about 5 RTs periodicity, but exhibits at the same time a modulation at
the main fundamental oscillation period (71 RTs). In Figure C.3-(e) the tone of the fast oscillation (located at
about 0.2 RT−1) is modulated by the main slow oscillation, which creates two equally spaced sidebands. This
is the direct consequence of the slow oscillation modifying adiabatically the parameters of the fast oscillator.

We would like to stress that this phenomenon can only be clearly observed because the experimental noise
has been reduced so that the small fast over-modulation takes over. As a consequence, the spectral comb that
characterizes the modulation of one oscillator by another is only fully revealed by the DyMD approach. To
allow a global comparison, the spectra of τ2−3 provided by the different types of data processing are presented
in Figure C.5. The single mode DyMD misses the fundamental tone of the fast oscillation (peaks marked by
purple dashed lines), and it is indeed not able to reproduce the signal correctly. The 2-Mode DyMD exhibits up
to six harmonics, while only one is present in the raw data (first fundamental harmonics are denoted by dashed
light blue lines in Figure C.5).

FIGURE C.4: Schematic representation of the two vibration modes, indicating the relative dis-
placement of the dissipative solitons (arrows, with amplitude of the displacement), and the con-
comitant changes of optical phase. These representations are obtained by zeroing either the b1 or
b2 coefficients during the DyMD reconstruction. For clarity, the numbers have been rounded up.

The DyMD technique also permits in-depth understanding of the molecule vibration through analysis of
the bk coefficients. In literature, vibrations of SMs are usually classified depending on how the optical phase
between the solitons evolves [269], and a single oscillation pattern is usually assumed. Here the SM experiences
a periodic evolution (71 RTs), set by the largest and strongest oscillator (b1) that bounds the whole molecule.
Still there exists a minor part of this oscillation caused by another oscillator, characterized by the coefficient
b2. Consequently the SM is under the influence of at least two limit-cycles of radically different nature. The
fast oscillation is of much weaker amplitude and thus it is not strong enough to take over the dynamics. The
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co-existence of several limit cycle attractors, and their range of attraction, is a fundamental question for a better
understanding of the creation and the dissolution of SMs [270–273]. There exists mostly scarce information
regarding the stability of the molecules’ motion. Assessing the latter experimentally is usually tricky as it might
involve actually the destruction of the SM as soon as one tries to alter forcefully its properties. Here we see
that a finer analysis of the SM motion allows to get a better estimation of its stability by simply looking at its
weak fluctuations. It provides also clear indication regarding how the destabilization of the SM would occur.
Considering here that the optical phase relationship between the leading and trailing solitons is not favorable
for the SM’s stability, one hypothesis we could formulate is that a larger fast trembling could eventually result
into the SM achieving a more stable conformation (metastability). The SM can thus switch between limit cycle
attractors.

FIGURE C.5: Spectrum of the round-trip evolution of the inter-soliton separation τ2−3. Blue:
raw data. Red: Data processed by a 4th order Savitzky-Golay filter. Dark and Light Grey: Results
of 2- and single-Mode DyMD, respectively. Note the apparition of spurious harmonic tone (light
blue dashed lines that show correct number of present harmonics), along with the disappearance

of the fast oscillation’s tone around 0.2 RT−1 (purple dashed lines).

C.3 Conclusion

To conclude, we demonstrated that Dynamic Mode Decomposition is a suitable method for the analysis of DFT
data. By reducing the noise, it allows the observation of minute phenomena that would have otherwise remained
hidden. Moreover, the DyMD decomposition can be used to compress the data efficiently, without loss of
information. Depending on the denoising which is desired, the initial data set can be sequentially reconstructed
using a different number of modes. Regarding the quantitative analysis of the experimental data, the DyMD
reveals how a complex oscillation pattern of the SM is shared between its elementary constitutive components;
and separate the temporal evolution of the individual vibration modes from their spatial distribution. We are
then able to describe complex vibration patterns that involve more than two pulses, and this technique could be
extended to complex solitonic systems [274].

As a practical example, we investigated the dynamics of a 3-Soliton molecule in an ultrafast fiber ring laser
cavity. We showed that the solitons belonging to the same molecule may not experience the same vibration,
and that limit cycles of different kind could co-exist inside the same laser cavity. Considering the optical
phase difference of ∆φ between the leading and the trailing soliton is known to create repulsion, this poses the
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question regarding the meta-stability of some soliton molecules configurations. And it reinforces the interest in
experiments (and data analysis) of acute precision as most transition phenomena start from weak instabilities.

For this first proof-of-principle demonstration about the opportunities offered by the DyMD, we imple-
mented the DyMD on the raw DFT spectral data without performing any subsequent data treatment. The
technique also has the denoising and compression capability. Regarding the analysis of the dynamics, the
DyMD representation can be seen as a change of basis (or a projector, similar to a principal component analysis
- PCA). Consequently, some DyMD decompositions could be more straightforward to interpret, depending on
the system under study. For example, without changing the main conclusions, the DyMD could have been
performed on the Fourier transformed data (Figure C.1-(d)) instead of the raw DFT data, or even on the result-
ing SM motion (Figure C.2). We believe that this work paves the way for more detailed analysis of the SM
dynamics. In particular, we demonstrated that the oscillatory pattern of SMs results from the interplay of indi-
vidual vibration modes and we were able to extract the round-trip evolution of each mode. It is then possible to
investigate further how the modes interact by constructing a simpler nonlinear model that would reproduce the
interplay that is observed between the bk coefficients.
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sky, and Douglas C Allan. Experimental and theoretical confirmation of bloch-mode light propagation
in planar photonic crystal waveguides. Applied physics letters, 80(10):1689–1691, 2002.

[249] P. St. J. Russell. Optics of floquet-bloch waves in dielectric gratings. Applied Physics B, 39(4):231–246,
1986.

[250] Tomasz Jannson. Real-time fourier transformation in dispersive optical fibers. Optics Letters, 8(4):232,
April 1983.

[251] K. Goda and B. Jalali. Dispersive fourier transformation for fast continuous single shot measurements.
Nature Photonics, 7:102, January 2013.

[252] Ata Mahjoubfar, Dmitry V. Churkin, Stéphane Barland, Neil Broderick, Sergei K. Turitsyn, and Bahram
Jalali. Time stretch and its applications. Nature Photonics, 11(6):341–351, June 2017.

[253] Yunzheng Wang, Cong Wang, Feng Zhang, Jia Guo, Chunyang Ma, Weichun Huang, Yufeng Song,
Yanqi Ge, Jie Liu, and Han Zhang. Recent advances in real-time spectrum measurement of soliton
dynamics by dispersive fourier transformation. Reports on Progress in Physics, 83(11):116401, October
2020.

[254] Thomas Godin, Lynn Sader, Anahita Khodadad Kashi, Pierre-Henry Hanzard, Ammar Hideur, David J.
Moss, Roberto Morandotti, Goery Genty, John M. Dudley, Alessia Pasquazi, Michael Kues, and Ben-
jamin Wetzel. Recent advances on time-stretch dispersive fourier transform and its applications. Ad-
vances in Physics: X, 7(1), May 2022.

[255] Jae K. Jang, Miro Erkintalo, Stuart G. Murdoch, and Stéphane Coen. Ultraweak long-range interactions
of solitons observed over astronomical distances. Nature Photonics, 7(8):657–663, July 2013.

[256] Said Hamdi, Aurélien Coillet, Benoit Cluzel, Philippe Grelu, and Pierre Colman. Superlocaliza-
tion reveals long-range synchronization of vibrating soliton molecules. Physical Review Letters,
128(21):213902, May 2022.

[257] Abraham. Savitzky and M. J. E. Golay. Smoothing and differentiation of data by simplified least squares
procedures. Analytical Chemistry, 36(8):1627–1639, July 1964.

[258] Coraline Lapre, Cyril Billet, Fanchao Meng, Piotr Ryczkowski, Thibaut Sylvestre, Christophe Finot,
Göery Genty, and John M. Dudley. Real-time characterization of spectral instabilities in a mode-locked
fibre laser exhibiting soliton-similariton dynamics. Scientific Reports, 9(1), September 2019.

[259] M. Stratmann, T. Pagel, and F. Mitschke. Experimental observation of temporal soliton molecules. PRL,
95(14):143902, September 2005.



BIBLIOGRAPHY 163

[260] N. Akhmediev, A. Ankiewicz, and J. Soto-Crespo. Multisoliton solutions of the complex ginzburg-
landau equation. Physical Review Letters, 79(21):4047–4051, November 1997.

[261] Luca Nimmesgern, Cornelius Beckh, Hannes Kempf, Alfred Leitenstorfer, and Georg Herink. Soli-
ton molecules in femtosecond fiber lasers: universal binding mechanism and direct electronic control.
Optica, 8(10):1334, October 2021.

[262] Rafi Weill, Alexander Bekker, Vladimir Smulakovsky, Baruch Fischer, and Omri Gat. Noise-mediated
casimir-like pulse interaction mechanism in lasers. Optica, 3(2):189–192, Feb 2016.

[263] Mengjie Zhou, Jiangyong He, Caiyun Li, Yan-Ge Liu, Yang Yue, Ruijin He, Siyu Chen, Luhe Zhang,
Longfei Zhu, Kaiyan Zhu, Kun Chang, and Zhi Wang. Oscillatory self-organization dynamics between
soliton molecules induced by gain fluctuation. Optics Express, 29(11):16362, May 2021.

[264] J. M. Soto-Crespo, Nail Akhmediev, Ph. Grelu, and F. Belhache. Quantized separations of phase-locked
soliton pairs in fiber lasers. Opt. Lett., 28(19):1757–1759, Oct 2003.

[265] Yves Jaouën and Laurent du Mouza. Transverse brillouin effect produced by electrostriction in optical
fibers and its impact on soliton transmission systems. J. of Stat. Mech., 7(3):141–169, July 2001.

[266] J. Igbonacho, K. Nithyanandan, K. Krupa, P. Tchofo Dinda, P. Grelu, and A. B. Moubissi. Dynamics of
distorted and undistorted soliton molecules in a mode-locked fiber laser. Phys. Rev. A, 99:063824, Jun
2019.

[267] Peter J. Schmid. Application of the dynamic mode decomposition to experimental data. Experiments in
Fluids, 50(4):1123–1130, February 2011.

[268] G. Herink, F. Kurtz, B. Jalali, D. R. Solli, and C. Ropers. Real-time spectral interferometry probes the
internal dynamics of femtosecond soliton molecules. Science, 356(6333):50, April 2017.

[269] Katarzyna Krupa, K. Nithyanandan, Ugo Andral, Patrice Tchofo-Dinda, and Philippe Grelu. Real-time
observation of internal motion within ultrafast dissipative optical soliton molecules. Phys. Rev. Lett.,
118:243901, Jun 2017.

[270] Philippe Grelu and Nail Akhmediev. Dissipative solitons for mode-locked lasers. Nature Photonics,
6:84, February 2012.

[271] Thomas Schreiber, Bülend Ortaç, Jens Limpert, and Andreas Tünnermann. On the study of pulse evolu-
tion in ultra-short pulse mode-locked fiber lasers by numerical simulations. Opt. Express, 15(13):8252–
8262, June 2007.

[272] Aleksandr Zavyalov, Rumen Iliew, Oleg A Egorov, and Falk Lederer. Dissipative soliton molecules
with independently evolving or flipping phases in mode-locked fiber lasers. Physical Review A: Atomic,
Molecular and Optical Physics, 80, 2009.

[273] Aleksandr Zavyalov, Rumen Iliew, Oleg Egorov, and Falk Lederer. Discrete family of dissipative soliton
pairs in mode-locked fiber lasers. Phys. Rev. A, 79:053841, May 2009.



164 BIBLIOGRAPHY

[274] Xiuqi Wu, Junsong Peng, Sonia Boscolo, Ying Zhang, Christophe Finot, and Heping Zeng. Intelligent
breathing soliton generation in ultrafast fiber lasers. Laser and Photonics Reviews, 16(2):2100191,
December 2021.



List of publications

Publications in peer-reviewed journals

• Sheveleva A, Leonardo M, Finot C, Colman P Local-field and effective-background effects in coupled
integrated photonic waveguide systems, Phys. Rev. A 107, 063502 - 2023

• Sheveleva A, Hamdi S, Coillet A, Finot C, Colman P Analysis of the dispersive Fourier transform
dataset using dynamic mode decomposition: evidence of multiple vibrational modes and their interplay
in a three-soliton molecule, Optics Letters Vol. 48, Issue 11, pp. 3015-3018 - 2023

• Sheveleva A, Colman P, Dudley J M, Finot C Trajectory control in idealized four-wave mixing processes
in optical fiber, Optics Communications, 10.1016/j.optcom.2023.129472 - 2023

• Sheveleva A, Colman P, Dudley J M, Finot C Phase space topology of four wave mixing reconstructed
by a neural network, Optics Letters, 10.1364/OL.472039 - 2022

• Sheveleva A, Andral U, Kibler B, Colman P, Dudley J M, Finot C Ideal Four Wave Mixing Dynamics
in a Nonlinear Schrödinger Equation Fibre System, Optica, 10.1364/OPTICA.445172 - 2022

• Ermolaev A, Sheveleva A, Genty G, Finot C, Dudley J M, Data-driven model discovery of ideal four-
wave mixing in nonlinear fibre optics, Scientific Reports, 10.1038/s41598-022-16586-5 - 2022

• Sheveleva A, Finot C Ultrashort pulse generation from binary temporal phase modulation, Microwave
and Optical Technology Letters, 10.1002/mop.32807 - 2021

• Sheveleva A, Colman P, Finot C The temporal analogue of diffractive couplers, Results in Optics,
10.1016/j.rio.2021.100059 - 2021

• Sheveleva A, Andral U, Kibler B, Boscolo S, Finot C Temporal optical besselon waves for high-
repetition rate picosecond sources, J. Phys. Photonics 3 025001 - 2021

• Sheveleva A, Finot C, Nonlinear compression of Besselon waves for high repetition-rate subpicosecong
pulse trains, IEEE Photonics Technology Letters, 10.1109/LPT.2020.3037786 - 2020

• Sheveleva A, Finot C Temporal Fresnel diffraction induced by phase jumps in linear and nonlinear
optical fibres, Results in Physics, 10.1016/j.rinp.2020.103344 - 2020



166 List of publications

Publications in conference proceedings

• Sheveleva A, Finot C, Colman P, Dimensionality reduction for efficiency human and computer codesign
in integrated photonics, Integrated Photonics Platforms II, vol. 12148, p 1214808, International Society
for Optics and Photonics, SPIE, 10.1117/12.2620510 - 2022

Invited orals at international conferences

• Experimental investigation of phase-space portraits of ideal four-wave mixing, A Sheveleva1, A Ermo-
laev, P Colman, J M Dudley, C Finot ICTON - Bucharest, Romania (2023)

• Phase-space topology of fiber four-wave mixing, A Sheveleva, P Colman, J M Dudley, C Finot ICLO -
Saint-Petersburg, Russia (2022)

Orals at international conferences

• Control of light in the non-adiabatic regime in integrated optical waveguides, A Sheveleva, M Leonardo,
C Finot, P Colman ICTON - Bucharest, Romania (2023)

• Langevin’s model for soliton molecules in ultrafast fiber ring laser cavity: investigating the interplay
between noise and inertia, A Sheveleva, S Hamdi, A Coillet, C Finot, P Colman CLEO - San Jose,
California, USA (2023)

• Existence of nested oscillators in soliton molecules revealed by Mode Decomposition, A Sheveleva, S
Hamdi, A Coillet, C Finot, P Colman CLEO - San Jose, California, USA (2023)

• Reconstruction of idealized phase-space topology of four-wave mixing observed in nonlinear fiber, A
Sheveleva, U Andral, B Kibler, P Colman, J M Dudley, C Finot Advanced Photonics Congress - Maas-
tricht, Netherlands (2022)

• Langevin’s model for soliton molecules in ultrafast fiber ring laser cavity, A Sheveleva, S Hamdi, A
Coillet, C Finot, P Colman Advanced Photonics Congress - Maastricht, Netherlands (2022)

• Complete measurement of the phase-space topology of fiber four-wave mixing using iterated initial con-
ditions, A Sheveleva, U Andral, B Kibler, P Colman, J M Dudley, C Finot CLEO - San Jose, California,
USA (2022) - Online

• Recent advances in Dispersive Fourier Transform techniques , S Hamdi, A Sheveleva, A Coillet, P
Grelu, P Colman ICLO - Saint-Petersburg, Russia (2022) - Online

• Reduced set of descriptors for experimental analysis of nonlinear optics phenomena, A Sheveleva, C
Finot, P Colman ICLO - Saint-Petersburg, Russia (2022) - Online

• Machine learning for ultrafast nonlinear photonics, C Finot, A Sheveleva, J Peng, J M Dudley, S Boscolo
ICLO - Saint-Petersburg, Russia (2022) - Online

1The presenting author is marked in bold.



167

• Accurate fiber-optic emulator of fundamental four-wave mixing theory, A Sheveleva, U Andral, B Ki-
bler, P Colman, J M Dudley, C Finot SPIE Photonics Europe - Strasbourg, France (2022)

• Dimensionality reduction for efficiency human and computer codesign in integrated photonics, A Shevel-
eva, C Finot, P Colman SPIE Photonics Europe - Strasbourg, France (2022)

• Nonlinear temporal Fresnel diffraction induced by phase jumps in fiber optics, A Sheveleva, C Finot
EOS Annual Meeting (EOSAM 2020) (2022) - Online

• All-fibered high-quality 40-GHz to 200 GHz pulse sources based on nonlinear compression of besselons,
A Sheveleva, C Finot EOS Annual Meeting (EOSAM 2020) (2022) - Online

Orals at national conferences

• Reconstruction of phase-space topology in fiber four-wave mixing, A Sheveleva, P Colman, J M Dudley,
C Finot Journées du GDR ELIOS - Marseille, France (2022) (given in French)

• Data-driven Discovery of the Ideal Four Wave Mixing Modelin Nonlinear Fiber Optics, A Ermolaev,
A Sheveleva, L Salmela, G Genty, C Finot, J M Dudley Journées du GDR ELIOS - Marseille, France
(2022)

• Temporal analogue of the Fresnel diffraction by a phase plate in linear and nonlinear optical fibers, A
Sheveleva, C Finot Journées du GDR ELIOS - Marseille, France (2020) - Online

Posters at international conferences

• Temporal analogue of the Fresnel diffraction by a phase plate in linear and nonlinear optical fibers, A
Sheveleva, C Finot CLEO Europe - Munich, Germany (2021) - Online

• Design and control of NxN microphotonics switch array based on non-adiabatic theory, A Sheveleva, P
Colman CLEO Europe - Munich, Germany (2021) - Online

• All-fibered high-quality 28-GHz to 112 GHz pulse sources based on nonlinear compression of optical
temporal besselons, A Sheveleva, C Finot CLEO Europe - Munich, Germany (2021) - Online

• All-fibered high-quality low duty-cycle 40-GHz picosecond pulse source based on nonlinear compres-
sion of besselons, A Sheveleva, C Finot OSA Advanced Photonics Congress - Washington, DC United
States (2020) - Online

• Temporal Arago spot in nonlinear optical fibers, A Sheveleva, H Rigneault, C Finot OSA Advanced
Photonics Congress - Washington, DC United States (2020) - Online

Posters at national conferences

• Non-adiabatic control in NxN integrated photonic switch, A Sheveleva, C Finot, P Colman Optique -
Dijon, France (2021)



168 List of publications

• Source optique a très haut débit basée sur la compression non linéaire de besselons optiques, A Shevel-
eva, C Finot Optique - Dijon, France (2021)

• Génération de doublets d’impulsions picosecondes a très haut débit, A Sheveleva, C Finot Optique -
Dijon, France (2021)

• La tache d’Arago temporelle en optique fibrée non-linéaire, A Sheveleva, H Rigneault, C Finot Optique
- Dijon, France (2021)


	Contents
	Introduction
	Light Propagation in Fibers
	Pulse-propagation equation 
	Effects of dispersion and nonlinearity
	Group-velocity dispersion
	Self-phase modulation
	Modulation instability

	Degenerate four-wave mixing (FWM)
	Undepleted pump approximation
	General governing equations
	The system invariants and Hamiltonian approach
	The eigensolutions and phase-space portraits

	Conclusion

	Experimental setup
	State of the art of wave mixing in the NLSE framework
	Ideal FWM
	Main obstacles to experimental demonstration
	Second-order effects
	Proposed experimental architecture : overview of the system

	Details of the experimental setup
	Comb generation
	Spectral shaping
	Nonlinear propagation : fiber selection and space of explored parameters
	Phase and amplitude measurement

	Setup stability and limits
	Power calibration
	Measurement errors and stability
	Level of residual sidelobes
	Raman effect, losses, third-order dispersion

	Conclusion

	Experimental demonstration of idealized FWM
	Phase-space maps and recurrence dynamics
	Gain dependence
	Observation of a fixed point
	Asymmetric spectrum propagation
	Comparison between the models
	Experimental demonstration

	Hamiltonian conservation
	Low power, = -2
	High power, = -0.80

	Conclusion

	Advanced numerical tools
	Neural network : black-box dynamics
	Fundamentals of neural networks
	Phase-space dynamics reconstruction by a neural network
	Application of dithering technique

	Data-driven approach : sparse identification of nonlinear dynamics (SINDy)
	Fundamentals of SINDy
	Methodology and reconstruction of ideal dynamics
	Reconstruction of experimental dynamics

	Conclusion

	Control of trajectories
	Wave dynamics in varying conditions
	Trajectory control by an abrupt change
	Experimental control of dynamics
	Conclusion

	Conclusions and Perspectives
	Glossary
	Local Field and Effective background effects in coupled integrated photonic waveguides systems
	Perturbative method in guided optics
	Hamiltonian formulation of problems in perturbative photonics
	Waveguides configuration

	Local field effect
	Effective background
	Conclusion

	Non-adiabatic light control
	Propagation equation in coupled waveguides
	Propagation equations in direct and reciprocal spaces
	Asymmetric waveguides : non-Hermitian systems

	Strategies for light coupling
	Quantum-inspired adiabatic methods
	Non-adiabatic transition of light

	Non-adiabatic control
	Sinusoidal modulation
	Photonic chip design and optimization

	Optimal shape
	Derivation and assumptions
	Results and properties
	Bloch modes

	Conclusion

	Analysis of Dispersive Fourier Transform dataset using Dynamic Mode Decomposition
	DFT technique for investigating the laser cavity properties
	DMD analysis of the SM
	Conclusion

	Bibliography
	List of publications

