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ABSTRACT

B iological magnetoreception, a sensory modality most notably exhibited by
migratory birds, is one of the most intriguing yet still poorly understood
phenomena of the emerging field of quantum biology. Thought to arise from

the quantum spin dynamics of a photo-initiated radical pair or triad in the ocular
Cryptochrome protein, magnetoreception still has no definitive mechanism, identity
or number of reactant radicals.

Motivated by the recent formulation of a theoretically more sensitive mechanism,
implicating 3 radicals instead of the commonly postulated flavin/tryptophan pair, as
well as by experimental results suggesting the involvement of radical species formed
later in the flavin photocycle, we report in this thesis an investigation into the mag-
netosensitivity of a FADH•/O•−

2 /Y• triad, formed in the so-called “dark reoxidation”
of cryptochrome 4, within the context of the scavenging mechanism, whereby the
spin dynamics of a primary radical pair are affected by a third, “scavenger” radical.

Spin dynamics simulations were employed to identify, within an avian cryp-
tochrome protein structure (Columba livia cryptochrome 4, or clCry4), a tyrosine
residue, Y319, realistically able to function as a scavenger in a FADH•/O•−

2 /Y• radical
triad with fast-relaxing superoxide. In an effort to parametrise our spin dynamics
model, we computed hyperfine coupling (HFC) tensors for FADH• and FAD•− using
Density Functional Theory (DFT). Dynamical effects were incorporated using long
Molecular Dynamics (MD) simulations and a cluster model of the flavin chemical
environment. It was found that the flavin electronic structure was significantly
perturbed by structural fluctuations, and was well-insulated from electronic polari-
sation.

Superoxide electrostatic trapping at the protein surface was uncovered with the
use of MD simulations. 5 chemically relevant binding sites, able to be populated
either from the bulk or from a putative formation site inside the crypt, were identified.
Binding times, rotational correlation times, and spin relaxation times for a bound
O•−

2 were computed. It was found that 102 ns spin relaxation times were possible for
3 of these sites, possibly contributing non-averaged electron-electron dipolar (EED)
to the radical triad’s spin dynamics for a significant portion of its lifetime.

Using a spin dynamics simulation model thus parametrised, we verified the
ability of Y319 to elicit magnetosensitivity in a more realistic environment. Partic-
ularly promising is its ability to deliver significant MFEs across a broad ranges of
conditions, with or without superoxide relaxing; this robustness could play a role in
delivering a strong, consistent compass reading from an inhomogeneous ensemble of
cryptochrome proteins.
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GENERAL INTRODUCTION

This thesis addresses the mechanism underpinning the ability of cryptochrome to

function as magnetic field transducer in weak magnetic fields. Motivated by recent

suggestions of magnetosensitivity associated with the re-oxidation of cryptochrome

in a dark state reaction, an emphasis is put on the flavin semiquinone/superoxide

radical pair. I derive pertinent spin Hamiltonian parameters taking the environ-

ment and thermal fluctuation into account, discuss the magnetosensitivity of the

re-oxidation in radical pair and novel radical triad models, and investigate the

interaction of superoxide with cryptochrome. The main conclusion is that radical

triad models can in principle deliver a sensitivity enhancement beyond comparable

radical pairs, but the electron-electron dipolar interaction is detrimental and ap-

pears to not be well compensated assuming that the third radical in triad models

is a cryptochrome-bound tyrosine. Superoxide binding can reduce the rotational

correlation time sufficiently to permit a magnetic field sensitivity in weak magnetic

fields. My findings pave the way to a understanding of dark-state magnetosensitivity

in cryptochrome. However, additional studies of more complex model systems will

be required to understand if this processes could deliver the required sensitivity to

underpin the avian compass sense.

The remarkable ability of some birds to migrate over very long distances to

a specific location – consider the Pacific Golden Plover,4 that travels 2000

miles over the Pacific ocean to the Hawaiian Islands – is not yet a completely

understood phenomenon. It is believed that avian navigation actually relies on

distinct map and compass senses; the former consisting of a magnetic map,1,5 of

the ability to recognise landmarks,1 and to use the sun and stars for navigation;6,7

and the latter of a magnetic inclination compass.8 This summary focuses on the
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CHAPTER 1. GENERAL INTRODUCTION

mechanisms underpinning directional magnetosensitivity in migratory birds, and

therefore shall concern itself mainly with the magnetic compass sense.

The difficulty is to formulate a biologically credible mechanism, which accounts

for the high angular precision9 of the avian magnetic compass; for its sensitivity to

magnetic fields as weak as the Earth’s; and for its ability to function, for some species

such as night-migratory songbirds, even under dim light.10 It should also satisfy the

requirement of being only sensitive to the inclination of the Earth’s magnetic field,

and not to its polarity;8 and also that the magnetosensitive reaction step appears

to happen in the dark,11,12 but still relies on photo-initiation of some sort. Other

intriguing features of the avian compass include its considerable tunability,13 and its

sensitivity to weak radio-frequency (RF) fields.14,15 On a more technical note, this

reaction is thought to rely on the sustenance of quantum state superposition of two

electron spins for extended periods of time, which is difficult to achieve in a “warm,

wet and noisy” biological environment.1,16

Many years of study suggest that the sense relies on a flavoprotein called cryp-

tochrome,1,17,18 located in birds’ eyes.17 Variants of this protein can also be found in

a variety of non-migratory animals, and even in some plants.19–22 Bird cryptochromes

shall be preferably investigated throughout this project; unlike plant cryptochromes,

avian cryptochromes have been under evolutionary pressure to develop a perfor-

mant, directional magnetic compass. The difficulty however arises that the available

protein structures, resolved using X-ray Diffraction (XRD) on in vitro cryptochromes

without their native chemical environment, might differ conformationally from the

in vivo structure.23 This point also limits the possibility to investigate early-stage

signal transduction pathways, which is hypothesized to be initiated by a confor-

mational change in the C-Terminal Tail (CTT) of the cryptochrome. In any case,

the generation of a neural signal carrying directional information likely relies on

separate amplification pathways, whose investigation pertains to the domain of

biology rather than computational chemistry and physics. The multiscale nature of

the phenomenon requires a multidisciplinary approach to fully describe it. In this

thesis, we restrict our research to the microscopic scale, on a single protein.

In particular, two mechanisms have been proposed to give rise to magnetosen-

sitivity in the cryptochrome: the more dominant one, the Radical Pair Mechanism

(RPM), relies on the coherent spin dynamics of a pair of radicals being affected by

the orientation of the geomagnetic field. This dependence is then inherited by the

spin-selective reactivity of the radicals, making the final concentrations of reaction

products − the signaling state − also dependent on the orientation of the Earth’s

magnetic field. The spin-selective reaction is hypothesized to correspond to the re-

combination of the radicals’ unpaired electron via electron transfer, reforming a

diamagnetic pair. For the yield of spin-selective recombination reaction to be depen-

2



dent on the spin dynamics of the radical pair, recombination must compete with a

spin-independent reaction, yielding a distinct chemical or conformational product

identified with the signaling state.

In the RPM scheme, the most commonly considered radical pair is the FAD•−/W•+,

born of the photo-activated reduction of a Flavin Adenine Dinucleotide (FAD) by

a chain of tryptophan. The popularity of the FAD•−/W•+ radical pair is owed to

a number of mutation studies, performed on multiple (avian, insect and plant)

cryptochrome, which report a strong decline or even complete extinction of Magnetic

Field Effects (MFEs) after mutation of one or several tryptophan(s) in the chain.24

Due to the weakness of the Earth’s magnetic field, its ability to significantly impact

the spin dynamics of a radical pair system relies on the near-degeneracy of singlet

and triplet spin states, i.e. the fact that singlet and triplet spin configurations are

energetically very close, and are crucially of the same order of magnitude as the

strength of the Zeeman coupling, i.e. the interaction of a radical electron with the

geomagnetic field. Spin states’ energetic separation is mainly determined by the

radicals’ respective hyperfine structure (i.e. the magnetic interaction between an

unpaired electron and neighbouring N and H nuclei) and by their distance from

one another, which modulates the strength of EED coupling between them.1 This

delicate state is however extremely sensitive to electron-electron dipolar (EED)

coupling, an interaction modality between radical electron spins that can strongly

separate spin states, especially at short distances.25 Although often neglected in

earlier spin dynamics simulations, this interaction was found to significantly hamper

singlet/triplet interconversion in a realistic (i.e. with biologically consistent relative

orientation, separation distance and hyperfine structure) FAD•−/W•+ pair, thereby

strongly reducing predicted MFEs.

On the other hand, the massive decline in Magnetic Field Effects (MFEs) upon

inclusion of EED couplings into the simulation model can be mitigated with the

addition of a third radical. By breaking the symmetry of a 2-radical system, where

EED couplings are reciprocal and tend to settle the pair into a stabilised spin state,

the presence of a third radical can drive singlet/triplet interconversion, even in

the absence of hyperfine interactions.26 The inclusion of both EED and hyperfine

interactions, as is expected from a flavin-containing radical system, gives rise to

spin dynamics governed by a complex interplay of hyperfine and EED coupling,

which nonetheless proves powerfully magnetosensitive for certain geometries.27

Furthermore, beyond its electronic contribution, we have to consider the reactivity

of the third radical: much like the radicals in a radical pair recombine in a spin-

selective manner, “scavenging” by the third radical is achieved via spin-selective

electron transfer.
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CHAPTER 1. GENERAL INTRODUCTION

Figure 1.1: Photocycle of the cryptochrome undergoing a two-step photoreduction
and reoxidation.

As mentioned earlier, recent experimental results found that the magnetosensi-

tive step, while still requiring photo-initiation, is able to proceed in the dark, after

a delay past which any FAD•−/W•+ radical pairs are expected to have decayed or

recombined.11 This apparent incompatibility in lifetimes led to the formulation of an

alternative radical system, involving species downstream in the flavin photocycle.

Specifically, we focus throughout this thesis on the FADH•/O•−
2 /Y• radical triad,

arising from the (dark-state) reoxidation of a fully reduced flavin FADH− by triplet

molecular oxygen 3O2.28 The reoxidation step yields a correlated FADH•/O•−
2 radical

pair, while the radical electron of W•+ is transferred to a nearby tyrosine, yielding

a Y• radical able to act as a scavenger to the primary radical pair.29 The choice of

tyrosine as a reducing agent for W•+, leading to the formation of a long-lived Y•, was

informed by the detection of a radical tyrosine in pigeon cryptochrome, found to be

necessary to complete the photoreduction step.30

The flavin photocycle is presented in greater detail in Figure 2.1 (b), which is

reproduced here (Figure 1.1) for convenience. The redox-cycle involves two potentially

magnetosensitive radical pairs, FAD•−/Trp•+ in the first photo-reduction (labelled i)
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and the FADH•/O•−
2 radical pair resulting from the oxidation of the fully reduced

FADH− by oxygen (at step ii). The first photo-reduction occurs by absorption of UV

and blue light up to about 500 nm by the fully oxidised flavin (FAD),11 promoting FAD

to an excited state and triggering a cascading electron transfer down a chain of 4 (for

avian, e.g. pigeon, cryptochromes) tryptophan residues. The resulting FAD•−/Trp•+

radical pair, which is largely researched as a strong candidate for being the actual

magnetosensitive radical pair, is expected to have a lifetime between 1 and 10µs

in order to acquire appreciable magnetosensitivity.1 The present thesis is however

focused on the investigation of another model of magnetoreception, involving 3

radicals, and in particular with the possible involvement of a superoxide radical.

We also take as clues for the identity of the radicals involved the results presented

in Ref. 11, suggesting the sustenance of magnetosensation past 100 ms − although

the limitations of this study shall be discussed later. For this reason, we suggest

the transfer of the radical electron on the terminal tryptophan to a nearby tyrosine

YH, able to form extremely long-lived radicals.31–33 FAD•− gets protonated to its

semiquinone form FADH• in the process, although the identity of the donor remains

unclear; it is here assumed to be the protonated tyrosine YH, although it could also

be a protonated tryptophan residue. In a second time, FADH• gets converted to the

fully reduced FADH− by absorption of light in the UV to about 570 nm green. We

finally consider the interaction with a free-diffusing molecular oxygen O2 molecule,

coming into close contact with FADH− to reoxidate it to FADH•, thereby forming a

correlated FADH•/O•−
2 radical pair with a Y• radical in the vicinity. This radical triad,

labelled ii, is the main focus of the exploratory work reported in this thesis. The

practicalities of the reoxidation step, such as for instance the location and duration

of O2 immobilisation for completing the electron transfer, are examined in Ref. 2,

although on a different cryptochrome than the one considered here. While these

are important considerations, we focus throughout this thesis, and in particular

in Chapter 4, on events occurring after FADH− oxidation and O•−
2 formation; we

assume that the correlated FADH•/O•−
2 pair has been formed, and then assess the

potential for magnetosensitivity in such a system. Finally, electron recombination

with either O•−
2 or Y• (scavenging), coupled with a proton transfer to either of these

species, regenerates the fully oxidised flavin FAD with which the photocycle began.

This process is associated with the reformation of protonated tyrosine YH or with

the liberation of H2O2. A more complete description of the flavin photochemistry can

be found in Ref. 28.

In this thesis, the scavenging model of magnetoreception based on a scavenged

FADH•/O•−
2 /Y• radical triad is examined in more details. In particular, we aim to

identify a suitable Y• radical in the structure of an avian cryptochrome 4. We are

working with a model of a pigeon (Columba livia) cryptochrome 4, clCry4, resolved
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using XRD, apart from a reconstructed loop for which the structure is validated

in Ref. 34. The assessment of tyrosine radicals’ ability to function as a strongly

magnetosensitive scavenger is notably achieved by refining the current simulation

model, i.e. by parametrising the spin Hamiltonian and other simulation terms pre-

sented later in Chapter 1. Specifically, we focus on obtaining an accurate description

of the hyperfine structure of the flavin in both of its potentially magnetosensitive

states, FAD•− and FADH•. The particular symmetry of the flavin hyperfine structure

is what confers the magnetic compass directional sensitivity, and we investigate

here the impact of molecular motion and electronic polarisation on its nuclei-borne

hyperfine coupling tensors. Another avenue for achieving more realistic modeling of

the radical pair or triad is the discovery of O•−
2 binding locations and the computation

of spin relaxation rates. These quantities inform the strength and the lifetime of non-

averaged, coherent EED coupling with other radicals. These two effects, hyperfine

and electron-electron dipolar couplings, determine the baseline spin dynamics of the

pair or triad which the geomagnetic field can then perturb. Using a simulation thus

parametrised, we finally strengthen the results obtained in Chapter 2 and propose

a specific Y• to scavenge a FADH•/O•−
2 system, as well as O•−

2 binding sites and

coherence lifetimes. A more detailed breakdown of the works presented in this thesis

is provided below.

The benefits of elucidating the mechanism responsible for a biological magne-

tosensitivity of such precision are several: first, it would provide insight into the

potential effects of very weak electromagnetic fields on biological systems, which

applies to humans as well.35 Even if just for curiosity, as no obvious applications

for such a principle could realistically be developed in the near future, uncovering

one of nature’s most intriguing phenomenona is still a way to complete our general

understanding of the world. In the longer run, we can tentatively suggest some

practical applications for biological quantum magnetoreception, should it follow

the principles explored in this thesis: for instance, discovering Nature’s way of de-

laying the onset of decoherence could help design longer-lived qubits for quantum

computing and sensing.36 Lastly, understanding the mechanism could guide the

development of novel, robust and purely organic sensors; eventually, one could even

imagine developing a biologically integrated magnetic compass.

Chapter 1 is an exposition of the theoretical background for this thesis. In a

first time, the various mechanisms advanced to explain the phenomenon of magne-

toreception are explained, and the current state of knowledge on their respective

merits and limitations is detailed. A second part focuses on the various methods

employed throughout this thesis, offering both a theoretical introduction and some

practical details relating to their use. Additionally, some properties of interest which

are computed with each method are presented and detailed. In particular, the theory
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underpinning rotational correlation times and hyperfine couplings, both linked to

the parametrisation of the spin dynamics simulation method used in this thesis, are

presented in this chapter.

Chapter 2 reports the results of an investigation into the ability of a tyrosine

radical Y• to function as a scavenger in a realistic [FADH•-O•−
2 -Y•] radical triad,

using spin dynamics simulations parametrised with radicals positions and relative

orientations taken from a pigeon (Columba livia) cryptochrome protein structure,

clCry4. Importantly, O•−
2 spin relaxation and electron-electron dipolar (EED) coupling

between radicals were included in the simulations. A [FADH•-O•−
2 ] radical pair was

found not to function due to its fast spin relaxation. On the other hand, for a

[FADH•-O•−
2 -Y•] system, sizable MFEs exceeding those achieved by a [FAD•−-W•+]

RP could be achieved in the case of rather fast scavenging. Relative singlet yield

anisotropy ΓS values are reported for each of the 18 tyrosine present in clCry4, all

potentially able to function as a scavenger in the clCry4 protein. In all cases, a strong

quenching of MFEs by EED coupling was uncovered. The control of EED strength by

distance left most tyrosines with sufficient surviving MFEs realistically unable to

achieve sufficiently fast scavenging rate. Y319 was however identified as a promising

candidate, with the potential ability to realise its optimal scavenging rate. Further

mechanistic justifications were cited for this tyrosine. Finally, strong magnetic

sensitivity was reported for a [FADH•-O•−
2 -Asc•−] system. This research resulted in

a publication in the Journal of Chemical Physics (DOI: 10.1039/d1cp05804e).37

Chapter 3 presents a comprehensive computational study of the hyperfine cou-

pling (HFC) tensors describing the magnetic structure of the cryptochrome-bound

flavin in a partially XRD-resolved clCry4 structure. Two important dynamical effects,

the structural fluctuations due to thermal energy and the electronic polarisation by

its immediate chemical environment, are accounted for via the use of long (800 ns)

MD simulations. The respective impact of both these effects is decorrelated, and we

find that both FADH•and FAD•− are surprisingly well insulated from their environ-

ment, but are quite sensitive to geometrical distortions. Specific changes to large and

anisotropic tensors, with implications to the performance of a magnetic compass, are

outlined and linked to the effect of polarisation, or a particular geometrical feature.

The main contributions of this chapter are an updated set of average hyperfine

coupling tensors, taking into account the aforementioned dynamical effects; the

distribution of each tensor component, potentially useful to model the dynamics

of HFC tensors or inhomogeneous ensembles; and the delineation of a cluster of

polarising residues surrounding the flavin, for calculations of electronic structure

properties susceptible to polarisation. This work resulted in a publication in the

PCCP journal (DOI: 10.1063/5.0078115).38
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Chapter 4 concerns itself with an investigation of the ability of a clCry4 protein to

bind and immobilise, through nonbonded interactions, a O•−
2 radical. The aim of the

research reported therein is to estimate the magnetosensitivity of a FADH•/O•−
2 /Y•

radical triad inside the clCry4, parametrising spin dynamics simulations with radi-

cals locations (i.e. O•−
2 binding sites) for a correct estimation of the EED coupling,

and with radicals relaxation times (computed for O•−
2 from rotational correlation

times and g-tensor values) for a correct description of the spin dynamics via the

Lindbladian operator. Geometrical data from a number of Molecular Dynamics simu-

lations are reported, both for O•−
2 and for the biologically available Cl− ion. Due to

the latter ion’s negative charge, presupposing an affinity with similar partners as

O•−
2 , and its abundance in the intracellular medium, we considered the possibility of

Cl− and O•−
2 competing for the same binding sites. This case appears unlikely, with

Cl− exhibiting both rarer, shorter and less localised binding patterns compared to

O•−
2 . The binding capabilities of a proposed O•−

2 formation site were investigated,

for which remarkably long binding and spin relaxation times were computed. Its

accessibility in a clCry4 structure was however not guaranteed. We then investigated

another putative formation site, and monitored O•−
2 diffusion and trapping by the

protein; in particular, trapping by 5 binding sites of chemical significance. Binding

times of the order of 102 ns were routinely achieved within these sites. Rotational

correlation times τ2, proportional to spin relaxation times for O•−
2 , as long as 105

times its value in solution are reported; besides this extreme result, factors of 104

were routinely achieved by several of these sites. Spin relaxation times of up to

almost 1µs, but often of the order of 102 ns, were estimated for the binding events

achieving the largest τ2. Finally, the set of Y• radicals investigated in Chapter 2

were re-tested with an updated spin Hamiltonian and O•−
2 located in the binding

sites, in the limit of slow spin relaxation. Y319 was found to be quite insensitive to

O•−
2 status, whether tumbling in solution or bound with non-averaged, short-range

EED coupling.

Chapter 5 comes as a recap of the most salient conclusions from each chapter and

lists the future avenues of research that could build on that presented in this thesis.

1.1 Proposed mechanisms of magnetoreception

1.1.1 The magnetite hypothesis

One of the theories for rationalising avian magnetoreception involves magnetite

(Fe3O4) particles, endowed with permanent magnetic moments, whose reorienta-

tion, triggered by the application of an external magnetic field, could act upon

mechanosensors and/or open ion channels, thus generating an electrical signal de-
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pendent on the direction of a magnetic field. Although such particles might exist

in the upper beak of migratory birds,5,39 where they appear to feed into the bird’s

nervous system through the ophthalmic branch of the trigeminal nerve,1 experimen-

tal evidence disproves its involvement in the avian compass sense. Indeed, it has

been shown that anaesthetisation of the beak and severance of the aforementioned

nerve does not disorient birds, and that exposure to a strong electromagnetic pulse,

which re-magnetises an iron-based system, does not prevent birds from using their

magnetic sense.14,40 There is however some evidence suggesting its participation in

a magnetic map sense, which provides positional rather than directional information:

notably, ablating the V1 nerve prevents migratory reed warblers to compensate for

a 1000 km displacement.41 Still, this effect is outside the scope of the present sum-

mary, which focuses on the compass sense; therefore, the thesis of magnetite-based

magnetoreception in this context shall not be developed further.

1.1.2 The Radical Pair Mechanism

In 2000 Ritz et al. suggested, based on previous work by Schulten,42 that the primary

magnetic sensor is located in the eyes of birds,17 following an observation dating back

to 1993 by Wiltschko et al. that the process of magnetoreception is light-activated.43

This claim is substantiated by the observation that Cluster N, a forebrain locus

which is especially active when the bird is orienting using its compass44 – and which

forbids magnetic orienting when damaged45 –, is part of the visual system (linked to

the eyes through the thalamofugal pathway) and cannot function in the absence of

light.46

To this day, the most credible candidate for light-activated magnetoreception

is the cryptochrome1 class of flavoproteins, notably located in the retina of birds,

but also in plants, cockroaches, newts, and even humans. Cryptochromes belong to

the same family as photolyases, with which they share a homology region around

the flavin adenine dinucleotide (FAD cofactor), a riboflavin derivative capable of

absorbing blue light. Whether in plants, where it regulates growth, or in animals,

where it entrains the circadian rhythms, Cryptochrome activation is always medi-

ated by light irradiation in the FAD absorption window − in various redox states.

Most interestingly, even species which do not require a magnetic compass sense for

survival exhibit some magnetosensitivity: for instance, in Drosophila melanogaster
(a fruit fly), removal and overexpression of cryptochromes, respectively, suppressed

and increased magnetic field sensitivity of their circadian period by exposure to

blue light.22 Birds on the other hand, for whom successful wintering and homing

migrations – sometimes across oceans – are vital, require a precise navigation sense.
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Figure 1.2: Schematic representation of the RPM. Red arrows denote radical spin
states, with an upward arrow corresponding to spin-up and a downward arrow to
spin-down. The antiparallel configuration therefore symbolises a singlet configura-
tion of the radical pair, and the parallel a triplet.

Mechanism: The mechanism proposed for explaining magnetosensitivity in cryp-

tochromes is the radical pair mechanism (RPM), schematised in Figure 1.2. A radical

is a molecule with an unpaired electron, which by virtue of its uncompensated spin

angular momentum possesses a magnetic moment. The fully oxidised FAD, initially

a closed-shell molecule (even number of electrons, all paired) absorbs light at a wave-

length below 500 nm, which promotes a valence electron to a higher, virtual orbital.

The rapid timescale of the electronic motion prevents spin-flip from occurring, which

results in the excited FAD to remain in the initial spin state – i.e. singlet.18

An adjacent residue, here taken to be a tryptophan (Trp), subsequently donates

an electron to the FAD, thereby leaving one electron with uncompensated spin on

the FAD and one on the tryptophan, thereby forming a correlated radical pair.

Both radicals have different chemical environments, in particular with respect

to nearby 1H and 14N atoms, which have a non-zero nuclear angular momentum,

conferring them a magnetic dipole moment able to interact with that of the radical

electrons. The radicals spins precess in the local magnetic field resulting from the

coupled nuclei and the external magnetic field. The oscillation frequency is dictated

by the energy differences of the spin Hamiltonian, ωmn = ∆Emn
ℏ .

As a consequence, the overall spin state of the radical pair, of spin Ŝ = (ŜA ⊕ ŜB)

(where A, B refer to the radicals), interconverts coherently between a singlet (total

spin angular momentum S = 0) and 3 triplet (S = 1) states, as shown in Figure

1.3. Singlet and triplet states can be represented as particular spin configurations

of the radical pair, where the unpaired electrons on radical A and B can be in a

“spin-up” (represented ↑, with spin angular momentum SA = 0.5) or “spin-down” (↓,

10



1.1. PROPOSED MECHANISMS OF MAGNETORECEPTION

Figure 1.3: Variation of the singlet fraction of a simplified FAD•−/W•+ radical pair,
in which one electron couples to two nuclear spin of I = 1 by an anisotropic hyperfine
interaction resembling the dominant hyperfine interactions in FAD, while the other
does not. The x-axis is time t, expressed in µs, and the y-axis is the singlet fraction.
No external magnetic field is applied to the system. This figure was taken from Hore
and Mouritsen’s 2016 review.1

SA =−0.5) state. The spin state of the radical pair is determined by the total spin

angular momentum (quantum number l) and its z component m; and a singlet state

is defined as l = 0, while a triplet state has l = 1. With 2 unpaired electrons, the 4

states accessible to the radical pairs are:

|l = 0,m = 0〉 = (|↑↓〉− |↓↑〉)p
2

(1.1)

|l = 1,m = 0〉 = (|↑↓〉+ |↓↑〉)p
2

(1.2)

|1,1〉 = |↑↑〉 (1.3)

|1,−1〉 = |↓↓〉 (1.4)

where
p

2 is a normalisation factor for the mixed states involving a quantum super-

position.

Spin-state interconversion between the singlet and triplet states, illustrated

in Figure 1.3, arise as a consequence of interactions of the unpaired electron spin

with their magnetic environment or with the other radical electron. In the former

case, 2 main coupling modalities are considered: hyperfine coupling (presented in

further details in Section 1.2.2.3), i.e. the coupling of an unpaired electron’s magnetic

moment to neighbouring nuclei with non-zero nuclear magnetic moments (1H and
14N; 13C is neglected due to its very low abundance); and the Zeeman coupling, i.e. the

interaction between the magnetic moment of an unpaired electron with an applied

magnetic field, such as that of the Earth. In the latter case, inter-electron couplings

can take the form of electron-electron dipolar (EED) coupling and of the exchange

interaction. EED coupling corresponds to the interaction between the magnetic

moments of the unpaired electrons, dependent on their respective orientation and

on the distance separating them; while the exchange coupling has a more quantum

origin and arises from the Pauli exclusion principle, which forbids 2 electrons located

in the same orbital to have the same spin and therefore imposes an energy penalty

11
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on |↑↑〉 and |↓↓〉 configurations, again as a function of distance. The regularity, or

periodicity, of singlet-triplet interconversion can be perturbed by the modulation of

these interactions, e.g. via molecular motions that modulate the strength of hyperfine

and inter-electron couplings.

Recombination of both radical electrons to reform the initial, fully-oxidised FAD

is possible but conserves the spin angular momentum; as a consequence, only the

singlet state is able to regenerate FAD, as the exchange penalty for crossing spins

from a triplet state would be too high. The other, competing reaction, which proceeds

at a similar rate constant k f , is the formation of the signaling state. This reaction

involves no recombination of radicals, and can therefore occur indiscriminately from

the singlet or triplet pair. For this reason, k−1
f is often referred to as the lifetime of

the radical pair. This signalling state is a compound necessary to the generation and

transmission of magnetic information to the bird’s brain. Its yield increases with the

fraction of triplet-state RP, since radical recombination can only proceed from the

singlet population, as discussed above.

Simulating the operation of a RPM-based compass, using numerical abstractions

of the chemical species listed in Figure 1.2, requires providing values for the kb and

k f rate constants. While these values would ideally be tailored to the exact chemi-

cal system under consideration, estimating an electron transfer rate is extremely

tricky and standard values are often used. Results from spin dynamics simulations,

quantifying the degree of magnetosensitivity of a given arrangement of a given

set of radicals, will be reported at various points throughout the thesis; and the

rate constants used in the simulation will be provided should the reader wished to

reproduce the results.

k−1
f , the radical lifetime, is thought to lie between 1 and 10µs. Spin dynamics

simulations are usually run with these two values in order to obtain a best- and

worst-case estimate of the magnetosensitivity of a given system. The lower bound

of k−1
f = 1µs is based on the theoretical consideration that a radical pair needs to

survive for at least the length of one Larmor precession period, i.e. ≃ 700 ns, for a

radical electron to have its spin dynamics significantly affected by the geomagnetic

field.1 The higher-bound estimate of k−1
f = 1µs, on the other hand, corresponds to

the estimated lifetime of spin coherence for the flavin; beyond 10µs, spin relaxation

in the flavin is expected to massively decrease the magnetosensitivity of the radical

pair or triad.47 In some cases, particularly in Chapter 4, a lifetime of k−1
f = 3µs is

used, consistent with experimental findings on migratory songbirds.48

The back-electron transfer (BET), or electron recombination, is the spin-selective

step which can only proceed from a singlet configuration and which reforms the dia-

magnetic ground-state, with a fully oxidised flavin FADox and a neutral tryptophan

W. A common assumption for its rate is kb = k f .

12
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The Low-Field Effect: The low-field effect (LFE)49 is the increased population

of a triplet product in a coherently interconverting radical pair in the presence of

weak magnetic fields, compared to that in zero field; it is distinctively different from

the magnetic field effects that occur in "strong" applied magnetic fields (by which

is meant: much stronger than the split between hyperfine energy levels), which

split the triplet sublevels by the Zeeman interaction to the extent that the triplet

states become, in part, energetically inaccessible, thereby impeding the generation

of triplet products. Weak fields, on the other hand, split previously degenerate hy-

perfine states, providing new oscillation frequencies through which the triplet and

singlet state coherently interconvert.

ΦS = k
∫ ∞

0
〈P̂S〉(t)e−ktdt

= 1
M

4M∑
m=1

4M∑
n=1

∣∣∣PS
mn

∣∣∣2 f (ωmn)

= 1
M

4M∑
m=1

4M∑
n=1

∣∣∣PS
mn

∣∣∣2 k2

k2 +ω2
mn

(1.5)

For a simple model (that neglects decoherence processes and assumes that the

singlet and triplet state are depopulated at the same rate, k), the singlet yield is

given by Eq. 1.5,18 which is derived in more details in Timmel’s 1998 paper.49 The

singlet yield ΦS, which is the fraction of radical pairs that have reacted via the

singlet recombination channel for t →∞, is reduced by the emergence of new oscil-

lation frequencies ωmn, where |m〉, |n〉 are spin eigenstates of the Hamiltonian Ĥ.

P̂S is the singlet projection operator, which here is also proportional to the initial

(t = 0) density operator by a factor of 1/M, where M is the number of nuclear spin

configurations. The matrix elements of the singlet projector in the eigenbasis of

H are denoted PS
mn = 〈m| P̂S |n〉, and k is the rate of product formation, taken to

be identical for both the singlet and triplet states. Although this model neglects

spin relaxation, the anisotropy of hyperfine interactions and the possibility for a

spin-selective radical recombination reaction, it provides insight into the emergence

of the LFE.

Another way of visualising the Low-Field Effect49 is by considering that the Zeeman

precession of radical electron spins induced by the application of an external mag-

netic field adds another axis of rotation for the electron spin angular momentum,

making it explore a larger section of spin space in its oscillations. Since only one

configuration yields a singlet spin state, but three correspond to the triplet, the

population of the latter state is expected to register a stronger increase.

13



CHAPTER 1. GENERAL INTRODUCTION

Figure 1.4: Representation of the hyperfine interactions between a radical electron
and, respectively, a truncated FAD•− (left) and a Trp•+ (right). The distance between
the centre and the surface is proportional to the strength of the hyperfine interaction
in that direction. The interaction takes positive values for a blue surface, and
negative values for a green surface. These tensors were calculated in Gaussian 03
using DFT. This figure was taken from Hore and Mouritsen’s 2016 review.1

Because of the anisotropy of hyperfine interactions1,18 (shown in Figure 1.4),

the extent and number of spin states degeneracy lifting depends on the direction of

the applied magnetic field. This could thus form the basis of a magnetic compass;

however, some requirements must be satisfied.

Constraints on the operation of the compass: Radical spin recombination and

product formation reactions should be in competition: the back electron transfer

(BET) reaction should occur on a timescale comparable to the formation of the sig-

naling state. Otherwise, without a spin-selective step, the singlet fraction could not

be depleted and the concentration of the signaling state could therefore not depend

on the external magnetic field. This requirement of competition imposes a distance

constraint: for recombination to be sufficiently fast, radicals should be separated by

about 1.5 nm.50 This estimation of the distance is computed using Marcus theory, i.e.
assuming a direct electron transfer, for a radical pair lifetime of 1µs.

Although the inter-radical distance constraint of 1.5 nm is satisfied for FAD-Trp

RPs in A. thaliana cryptochromes, it is not the case for avian cryptochromes, which

exhibit a tetrad, instead of a triad, of tryptophan residues.51,52 The end-to-end

distance of the electron transfer chain for a pigeon cryptochrome is of 1.96 nm, there-

fore slowing down the back electron transfer. Additionally, the increasing solvent

exposure of Trp residues as one goes along the chain energetically disfavours the

back reaction, because of the associated increase in solvent reorganisation energy.

On the other hand, a recent study emitted the possibility of fast and reversible

electron transfer between the third and fourth (terminal) Trp residue in an avian

cryptochrome, which could allow to keep recombination efficient.53 Besides, the rate

14
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constant is also dependent on the mechanism of electron transfer; while a “hopping”

mechanism has traditionally been proposed to evaluate ET rates, Cailliez and col-

leagues also proposed that a “flickering resonance” mechanism could be involved,52

whereby an electron tunnels through multiple energetically degenerate Trp.54

Another key requirement is that spin-spin interactions should be minimised so

that the radical spins states are largely dictated by the hyperfine structure, which

would in turn allow the Zeeman splitting from the geomagnetic fields to make a

significant impact on the spin states. Hyperfine coupling being the main predictors

of RP spin states energetic separation implies that the dipolar and exchange interac-

tions should have largely decayed at their separation distance, which suggests the

inter-radical separation should be as large as possible. It was suggested that a com-

pensation of exchange and dipolar interactions could ease this constraint at shorter

distances of 1.5−2.0 nm,55 but recent research find the possibility of exchange-EED

cancellation unlikely:25 indeed, a systematic modulation of the inter-radical ex-

change coupling over a wide (−50 to +50 MHz) range of intensities, including those

prescribed in Ref 55 to cancel out EED coupling, fails to compensate the quenching

effect of EED on MFEs. This same conclusion was reached for multiple radical pairs

identities and configurations. Besides, experimentally determined exchange coupling

values56 are too small to reach the cancellation conditions.

A crucial condition is that the radical pair lifetime must be long enough for the

external magnetic field to affect its spin dynamics; considering an Earth-strength

magnetic field B⃗0 of strength 50µT inducing a Zeeman spin precession of the electron

spins of 1.4 MHz in radical electrons, a full period takes 700 ns to complete.1 This

unique value of B0 = 50µT, roughly corresponding to the geomagnetic field strength

over most of North America and Europe, is used − throughout this thesis and in

most of the literature − for convenience; over the globe, B0 can range from 0.22

to 0.67µT, thereby modulating the Larmor precession period between 0.616 and

1.876 MHz. In the simplistic picture introduced before, this additional motion of the

radical electron spins, around the axis of the incident magnetic field, make them

adopt formerly unexplored orientations, which in turn gives rise to new spin pair

configurations, and therefore affects the interconversion pattern shown in Figure

1.5. However, for this change to have a significant effect on the signaling state yield,

it should ideally persist for a full Larmor precession period. This implies that spin

correlation, the coherent interconversion between a singlet and a triplet spin pair

state, should be maintained for at least such a length of time.

Spin relaxation,16,57 the randomisation of individual spin motion to the extent that

all periodicity in the oscillation of the overall spin pair state is lost, is typically

brought about by the modulation of hyperfine interactions felt by the radical elec-
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tron, because of the thermal motions of the molecule hosting it. For decoherence

not to occur quickly, these motions should ideally be fast (109 s−1) and of low am-

plitude.50 Spin entanglement, which introduces a correlation of purely quantum

origin in the motion of both radical electron spins formed in the singlet state, has

been suggested to enhance the compass sense if it is sustained long enough. This

possibility was however found to be unlikely to enhance the compass because even in

an idealised system of 2 electron spins, where one is coupled to a single nuclear spin,

entanglement decays fairly rapidly;58,59 and this decay is accelerated with every

nuclear spin added to the system, i.e. is expected to be fast for realistic radicals.

Besides, MFEs have been reported, both experimentally60 and computationally,61 for

radical pairs or triads formed in an initially uncorrelated state, thereby precluding

any involvement of entanglement.

Limits of the flavin-tryptophan radical pair mechanism: While the Radical

Pair Mechanism is magnetosensitive in principle, the question remains whether it

can still provide sufficient directional sensitivity, in the form of sizable singlet yield

anisotropy, in the “warm, wet, and noisy” conditions of a biological medium. One

major factor to take into account is the onset of spin relaxation, i.e. the extinction of

spin coherences via, for instance, librational averaging of the hyperfine interactions.

Since it is precisely the anisotropic nature of these hyperfine couplings which imparts

a dependence of the spin state of each radical on the orientation of the external

magnetic field, a shift towards a more isotropic hyperfine structure via the action

of thermal motions would result in a much less directionally sensitive system.

A molecular dynamics (MD) study on atCry1,47 a plant (Arabidopsis thaliana)

cryptochrome, found that taking into account thermal librations have a quenching

effect on the singlet yield of a [FAD•− Trp•+], rendering the spin dynamics of this

radical pair realistically quite insensitive to an Earth-strength magnetic field. These

observations are however made on a plant cryptochrome for which a magnetic

compass of high angular precision provides no survival or fertility advantage, and

therefore has likely never been under evolutionary pressure. On the other hand, bird

cryptochromes − and perhaps even only migratory birds cryptochromes −53 may

have evolved a more rigid chemical environment for the magnetosensitive radicals,

better able to preserve coherence.

Another difficulty for the [FAD•− Trp•+] radical pair model is its large number of

hyperfine interactions without common symmetry, which tend to quench MFEs

as more nuclei are included.62 Although realised on a Drosophila cryptochrome,

this study found the Trp radical anion to be unable to realise simultaneously a

sensitive and a precise compass;63 the two properties were anti-correlated in the

range of orientations available to this particular protein. On the other hand, the
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tyrosine radical was found to allow for a simultaneous optimisation of sensitivity

and precision, and the more favourable symmetry of its hyperfine structure made

it outperform the tryptophan radical for most orientations. We should still keep in

mind the caveat that the flavin-tryptophan and flavin-tyrosine relative orientations

sampled in this study are taken from a Drosophila cryptochrome, which differs

structurally from a bird cryptochrome such as clCry4, and possibly even more so

from a migratory bird cryptochrome such as erCry4.

Additionally, behavioural studies11,64,65 suggest the magnetosensitive step might

actually be the reoxidation of FADH− to FADH•. Particularly relevant to the case

of avian magnetoreception is the experiment in Ref. 11, where birds pre-exposed to

white light were able to orient under green light (560 nm), despite the fact that FAD

cannot be excited (to eventually form FAD•−) above 500 nm. This result points to a

magnetosensitive radical pair of the form [FADH• B•], where B could be O2
•−, Asc•+,

or a yet unknown radical species generated along the reaction. Other behavioural

experiments, while also pointing to the dark-state cryptochrome reoxidation as the

magnetosensitive step, are performed on plant (Arabidopsis thaliana) cryptochromes

and with magnetic field intensities exceeding the Earth’s by a factor of 10,64,65

thereby revealing the magnetosensitivity of dark-state cryptochrome, but making

any comparison with the bird cryptochrome within geomagnetic field strengths un-

clear. A common point to all these studies is that they implicate cryptochrome 1A

(Cry1A) as the locus for the magnetosensitive reaction, instead of the more commonly

considered Cry4. Cry1A involvement is supported by immunohistochemical studies

suggesting the formation of dark-state reactants in chicken retinae,66,67 although a

later study could not reproduce these results.68 The relevance of Cry1A for magne-

toreception is also put into doubt by the fact that vertebrate Cry1A proteins do not

strongly bind FAD in vitro.69,70

An important feature of the avian compass is its remarkable angular precision,

which is better than 5◦. Hiscock et al.3 remarked that extraordinarily long coherence

times, of the order of 100µs, led to the emergence of a spike in the directional depen-

dence of the signaling state yield; such a feature, arising from avoided crossings of

spin states of different singlet character, could deliver very precise directional infor-

mation. Interestingly, the spike vanishes if the non-axial elements of the hyperfine

tensor are zero. Since only one anisotropic hyperfine interaction in each radical is

sufficient for the emergence of the spike – after long coherence times –, then one

might argue that only ascorbic acid could be considered as an alternative radical

pair, as superoxide has no nuclear magnetic dipole moment and therefore can have

no hyperfine interactions with electrons − at least if the spike is considered crucial.

Unfortunately, it is unclear how such long spin coherence times could be achieved,

especially in a biological environment.
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A significant signal-to-noise ratio should also be achieved for the magnetic infor-

mation to be detected; this requires the magnetosensitive molecules to be somewhat

ordered and immobilised so the signal is not rotationally averaged. Polarisation

of incident light, as it can occur in the atmosphere, could be relevant in breaking

rotational symmetry as well.71

The predicted singlet yield anisotropy of a realistic [FAD•− Trp•+] radical pair is

small, even if disregarding detrimental effects such as spin relaxation and electron-

electron dipolar coupling: about 0.1%.47,72 A [FAD•− O2
•−] radical pair, on the other

hand, is expected to yield a more promising 14.6% singlet yield anisotropy − if it was

not undergoing very fast spin relaxation (the rapid rotation of superoxides couples

with its spin and relaxes it in the order of 1 ns).1 The [FADH• O2
•−] RP, formed from

the dark reoxidation of FADH−, registers a slightly decreased anisotropy of 11.6%.

However, all these values are calculated in the absence of spin relaxation and of

inter-radical interactions. Without knowledge of the amplification mechanism, it

is difficult to estimate what value of singlet yield anisotropy would be sufficient to

overcome the noise created by a biological environment. Longer acquisition times

could be envisaged as a way to clean up the signal,73 as well as heading direction

averaging over all members of a migrating flock.74

Another issue is the photon flux, which ought to be sufficient even at night to ac-

tivate the magnetosensors despite the competition for absorption with vision-related

proteins, such as opsins. There is experimental evidence that night-migratory song-

birds are able to navigate on moonless nights, provided the stars are visible.75 An

Information Theory approach76 to determining the minimum amount of photons

necessary to achieve a sub-5◦ angular precision, even making generous assumptions

with respect to the efficiency of the transduction pathway and the late onset of deco-

herence, found the FAD•−/Trp•+ radical pair to be, at equal lifetimes, less sensitive

than FAD•−/O•−
2 or FAD•−/Asc•− radical pairs, due to the numerous large and nearly

isotropic hyperfine couplings present on Trp•+. Crucially, this paper finds the current

incarnation of the flavin-tryptophan radical pair model of magnetoreception unlikely

to permit navigation on moonless nights, and estimates an increase in sensitivity of

about 103 to be necessary for it to function. Further amplifications pathways, either

as those suggested at the end of the previous paragraph or relying on the addition of

a third radical, are suggested. A detailed exposition of the approach, which relies

on evaluating the uncertainty on the singlet yield as a function of the number of

independent cryptochrome reaction cycles, i.e. of the number of reaction-initiating

incident photons, can be found in Ref 76.

Although proof-of-principle for the radical pair mechanism was achieved by
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Maeda et al.77 for a porphyrin-carotenoid-fullerene system, for which a singlet yield

anisotropy of about 1.5% was recorded by varying the direction of an incident, Earth-

strength static magnetic field, this success does not carry over to the avian compass,

as these experiments require low temperatures and no chemical environment to

resist spin relaxation.

Building on the notion that the current model of FAD•−/Trp•+-based magne-

toreception does not seem to provide sufficient singlet yield anisotropy for night-

migration, we dedicate our work throughout this thesis to exploring the feasibility

of a system which, all other things being equal, shows in theory an inherent en-

hanced sensitivity to the Earth’s magnetic field: the scavenging mechanism, with

a FADH•/O•−
2 /Y• radical triad. There are, naturally, a number of caveats to be con-

sidered with the scavenging mechanism as outlined in Figures 1.1 and 1.5, and we

are not presenting it as a silver bullet to solve all of the inadequacies of the current

FAD•−/Trp•+ RP model. At the moment, this performance advantage comes at the

cost of increased complexity, increased resource needs (2 photons instead of 1), and a

largely speculative scheme for generating its reactants: we are not certain that a

sufficiently stable radical tyrosine could be formed in the cryptochrome, nor do we

know whether molecular oxygen could be suitably trapped to oxidise FADH−, and

finally, the proposed radical triad has not been observed in vitro. These are questions

which will need to be answered for the scavenging hypothesis to gain credibility; in

the meantime, this thesis seeks to evaluate its viability assuming that the reactants

can be formed.

Besides, there exist a surprising number of magnetosensitive biological processes

which could realistically involve a FADH•/O•−
2 radical pair, as the review in Ref. 78

shows, and research done within the context of avian magnetoreception (particularly

regarding superoxide trapping and delaying spin relaxation) could be transferable to

these other areas.

Finally, we do acknowledge that the current theoretical model of FAD•−/Trp•+ RP,

or of any other cryptochrome-bound radical pairs or triads, is not perfectly represen-

tative of migratory cryptochrome, as the current best, XRD-resolved cryptochrome

structure is a pigeon cryptochrome 4, i.e. a non-migratory species. In vitro results

indicate this could be significant, and that migratory cryptochrome could be much

more sensitive,53 presumably due to evolutionary pressure; however, these results

do not yet exist for Earth-strength magnetic field.

1.1.3 The scavenging mechanism

Consider the addition of a third, paramagnetic radical, which reoxidates a fragment

of the radical pair according to the reaction scheme outlined in Figure 1.5.
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Figure 1.5: Schematic representation of a scavenged RPM involving FADH•, a triplet
oxygen reduced to O•−

2 , and a tyrosine scavenger Y•. Again, red arrows represent the
spin state of the corresponding radical.

Here, the signalling state is assumed to proceed from a conserved [A• - B• - C•]
radical triad. While the precise identity of each radical is not known, a typical triad

considered throughout this work is [FADH• - O•−
2 - Tyr•+], where the flavin and

superoxide (O•−
2 ) constitute the primary radical pair, scavenged by a radical tyrosine.

The scavenger C, which reacts with radicals in a spin-selective manner, affects the

singlet/triplet (S/T) interconversion dynamics in the following manner:

• If C is a singlet (S = 0), there are no spin restrictions on the reaction, all

radicals react with C and there are no radical pairs left at t →∞.

• If C is a doublet (S = 1/2), then at t →∞, 3/4 of the [A• - B•] pairs survives, and

3/4 of these are singlets.

• If C is a triplet (S = 1), then at t →∞, 2/3 of the [A• - B•] pairs survives, and

2/3 of these are singlets.

The derivation of these results is presented in detail by Kattnig et al. in Ref. 29.

For a realistic [FAD•− Trp•+] radical pair, scavenged by a S = 1/2 molecule with-

out hyperfine interactions: assuming a scavenging rate constant of kc = 24µs−1(i.e.
the optimal electron transfer rate, giving rise to the maximal achievable relative

anisotropy ΓS for this specific system), the relative anisotropy is of 431% when
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radical recombination in the primary pair is impossible and 338 % when recombina-

tion is twice as fast as product formation. Additionally, the very high anisotropies

calculated for scavenging reactions are fairly independent of the number of hyperfine

interactions on the radicals.

The scavenging mechanism also provides resistance to spin relaxation for one of

the radicals,29 which makes credible the [FADH• O2
•−] RP. For this specific triad,

scavenging must be carried out by a compound with a relaxation time equal or

superior to that of the FADH•; this condition forbids superoxide as a scavenger

radical, but tryptophan79 or tyrosine could perfectly work. There is precisely in

pigeon cryptochrome a tyrosine residue, located close to the Trp tetrad, which could

serve the role of a scavenger. The fact that very long lifetimes have been reported for

tyrosine radicals32,80,81 make it especially suited for such a role.

Another interesting feature of the scavenged FADH•/O•−
2 system is that, in the

case where recombination is non-zero, relaxation of one of the radicals would actually

enhance the signalling product yield anisotropy.82 Since, when the magnetic field is

oriented parallel to the symmetry axis of the N-based hyperfine interaction (taken

to be the z axis in a FAD-centred basis), S ↔ T± is forbidden by symmetry, but the

scavenging reaction creates RPs in these T states, which can’t revert back to S and

therefore can only generate the signalling state. S ↔ T0 is however still possible. On

the other hand, if B•+, the counter-radical to FAD, is able to relax, then T± states

get populated by the random motion of the relaxed spin, increasing total triplet

population and therefore the signalling state concentration.

And finally, scavenging reactions have the added benefit of presenting sharp

anisotropy spikes when coherence is sustained for a long time, much stronger than

those achieved in the conventional RPM,3 which could explain the precision of the

avian compass.

The scavenging mechanism hypothesis presents the advantage of increasing

the sensitivity of the radical pair to an external magnetic field, thereby reducing

the number of reaction cycles necessary for magnetic information to be detected;

of extending the model to accommodate fast decoherence in one radical without

loss of sensitivity; of freeing the system of a distance constraint by abolishing the

need for recombination as the spin-selective step, allowing radicals to be located far

enough from one another for dipolar interactions to become negligible; and of deliv-

ering sufficiently accurate directional information to account for the high angular

precision of the avian compass. Although very promising, this mechanism has not

been located in the protein, and molecular dynamics simulations to evaluate the
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position and motions of the O•−
2 radical with respect to the flavin could be useful. The

identity of the scavenger molecule remains also to be elucidated. There is a number

of tryptophan and tyrosine residues suitably located in the vicinity of the FAD which

could serve this purpose.

1.1.4 Dipolarly coupled three-spin systems

An alternative pathway for the emergence of magnetic field effects is through dipolar

coupling of three-spin systems.26

Consider again Eq. 1.5 for the singlet product yield given earlier: the spin states

of the full system (of the form
∣∣S(1,2)±〉

), where the ± is the spin of the 3rd radical)

are not eigenstates of the spin Hamiltonian. Because the dipolar interactions are

no longer symmetrical for 3 spins, then similarly to the hyperfine-driven case, the

application of an external magnetic field stabilises some states and destabilise others,

which in turn impacts coupling matrix elements PS
mn and ωmn, giving rise to MFEs.

Non-linear spin triads, which are geometries relevant to a biological system

subject to thermally-induced stochastic structural fluctuations, exhibit singlet yield

anisotropies as high as 21.5% for geometries where radicals are up to 4 nm apart,

which suggests the emergence of magnetic field effects is not dependent on the

unlikely event of 3-spin encounter; reducing the inter-radical distance to 0.75 nm

can even generate anisotropies superior to 100%. Most importantly, directional sen-

sitivity to Earth-strength – and lower – magnetic fields is possible. The applied field

here can give rise to spikes in the MFE profile, the position and width of which

can be tuned by the exchange interaction to even give rise to MFEs at magnetic

fields smaller than the Earth’s. These spikes remain significant even for microsecond

lifetimes, which makes them applicable to a biological compass.

The concept of EED-induced MFE are generalisable to a N-spin system, provided

the SU(2) symmetry between dipolar interaction remains broken. Research is cur-

rently being done on the feasibility of such a compass in a bird cryptochrome.26,83

1.2 Methods

While some mechanistic inference can be made from behavioural studies on live

birds, this method has limitations; indeed, the inner workings of the previously

proposed radical compass, as it is activated in a bird’s retina during an orientation

event, cannot currently be probed experimentally. The inscrutability of a complex
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biological system forces us to resort to theoretical methods, and the scale of the

problem requires us to select inherently approximate methods; approximate in the

fact that some uncertainty is introduced both in the modeling of the system under

investigation, and in the representation of the physical forces and processes acting

on it. Furthermore, due to the multiscale nature of the investigation reported in

this thesis − we propose to reproduce the structural evolution of a protein over

microsecond timescales, the electronic structure of a molecule, and the evolution of

a 2- or 3-spin system over microseconds − we needed to use and combine multiple

simulation methods.

1.2.1 Molecular Dynamics

1.2.1.1 Theory

Molecular Dynamics, or MD, is a classical simulation method based on solving

Newton’s equations of motion. The evolution of a system as obtained using MD is

represented as a trajectory, as each step of the simulation − each microstate − is

generated as a result of the propagation in time of the system from an initial state.

In thermodynamical terms, a microstate is a specific system configuration accessible

within a macrostate, defined by thermodynamical quantities such as temperature

(T), pressure (p), internal energy (U), etc... A thermodynamical ensemble is defined

by which of these quantities are held constant; for instance, in the canonical en-

semble, or NV T ensemble, the number N of particles, the system volume V and its

temperature T are left fixed, while their conjugate variables µ (chemical potential),

p (pressure) and S (entropy) are allowed to fluctuate. A macrostate within the NV T
thermodynamical ensemble is defined by a specific set of N, V , and T values − e.g.
N = 103 atoms, V = 104 Å3 and T = 298 K − ; and any realisation of the molecular

system which satisfies these constraints is a microstate.

All “production” MD simulations reported in this thesis, i.e. all trajectories of a

solvated cryptochrome within a biologically plausible salt concentration, are carried

out in the NV T ensemble. This is standard practice for simulations mimicking in
vivo conditions.

For each microstate, the temperature T and pressure p are computed in the

following way:

〈1
2

mv2〉 = 1
2

M f kbT (1.6)

pV = NkbT + 1
3
〈

N∑
A ̸=B

rAB ·FAB〉, (1.7)
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where M f is the number of degrees of freedom of a system containing N particles (of

mass m and velocity v), and FAB the force exerted by particle A on particle B. This

force FAB is calculated as follows:

F(RA)=−∇⃗V (RA), (1.8)

where V (RA) is the potential felt by A. This potential, which in this formalism is

subdivided in various bonded and nonbonded contributions, can be computed using

a force field, or FF.

Propagation: From the potential energy, the acceleration of each particle can

then be computed using Newton’s second law:

−∇⃗V (RA)=F(RA)= mAaA, (1.9)

where aA is the acceleration of particle A and mA its mass. The position and velocity

of particles at time t+∆t are then computed using the velocity Verlet algorithm,

which relies on solving the following 2 equations:

RA(t+∆t)=RA(t)+vA(t)∆t+ aA(t)
2

∆t2

vA(t+∆t)= vA(t)+ aA(t+∆t)+aA(t)
2

∆t
(1.10)

Every ∆t, a new configuration of the system is generated. ∆t is referred to as

the timestep of the simulation, and must be set short enough to capture the fastest

atomic motion of the system. Here, this corresponds to the water hydrogen vibra-

tion, which typically occurs with a period of ∼ 10−13 s; for this reason, a timestep of

2.0×10−15 s (2.0 fs) was employed for all MD simulations throughout the thesis.

The methodology outlined above (Velocity Verlet-propagation of particles inter-

acting via a Force Field) is sufficient to correctly describe the evolution of a system

within the microcanonical, or NV E, ensemble; however, imposing a constraint on

temperature, as is done within the NV T ensemble, requires the use of a thermo-

stat. Temperature control can be achieved through the use of Langevin dynamics,

a stochastic alternative to the Newtonian dynamics described above, which allows,

through coupling with a phenomenological heat bath, to maintain the target T and

to allow for minor fluctuations. In the Langevin formalism, a damping term is added

to equation 1.8, which becomes for time t:

mAa(t)=−∇⃗V (R(t))−γMF(R(t))+G(t), (1.11)
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where γ is a damping constant called the collision parameter, and G(t) a random-force

vector statistically governed by:〈G(t)〉 = 0

〈G(t)G(t′)T〉 = 2γkbTMδ(t− t′)
(1.12)

where δ is the Dirac delta.

The AMBER force field: A force field is a model used to compute the total energy

of a given system via a set of potential energy terms, each describing a modality

of interatomic interaction, using fitted parameters to better reproduce the respec-

tive properties (e.g. VdW radius, charge, typical bond length with an e.g. hydrogen

atom) of each atom in the system. Throughout this thesis, we use one of the most

popular and widely validated force fields, the AMBER FF.84 Other force fields, char-

acterised by different definitions of the energy terms and consequently different

associated parameters, exist, such as the popular CHARMM force field.85 The basic

approximations, consistent across popular non-polarisable force-fields, are (a) that

electrostatic interactions between atoms are mediated by point charges, and (b)

that chemical bonds are approximated as springs, modeling stretching, bending

and torsion with harmonic potentials parametrised with a force constant and an

equilibrium value. The form of the force field energy terms used here, i.e. following

the AMBER conventions, is given below:

Vbonds =
∑

bonds
Kb(b−b0)2 (1.13a)

Vangles =
∑

angles
Kθ(θ−θ0)2 (1.13b)

Vdihedrals =
∑

dihedrals
Kϕ(1+ cos(nφ−δ)) (1.13c)

Vimpropers =
∑

impropers
Kω(ω−ω0)2 (1.13d)

VLJ =
∑

nonbonded
εi j

(
rmin

i j

r i j

)12

−2

(
rmin

i j

r i j

)6 (1.13e)

VCoulomb =
∑

nonbonded

qi q j

4πϵ0r i j
, (1.13f)

where Kb, Kθ, and Kω are harmonic force constants, Kϕ an amplitude, n a multi-

plicity, φ a dihedral angle and δ a phase; b, θ and ω are the bond length, angle

and improper angle variables, with b0, θ0 and ω0 their equilibrium value. The

last two potential energy terms, VLJ and VCoulomb, correspond respectively to the

Lennard-Jones term (describing Van der Waals interactions) and to the Coulomb

25



CHAPTER 1. GENERAL INTRODUCTION

term (describing electrostatic interactions). These nonbonded interactions terms are

also parametrised: rmin
i j refers to the equilibrium distance between atoms i and j,

and εi j to the potential well depth. qi refers to the atomic charge of atom i, and

epsilon0 is the vacuum permittivity.

Practical details of the MD implementation: In order to reduce computational

costs associated with evaluating nonbonded interaction contributions between all

possible particle pairs, and given the rapidly decaying nature of these interactions,

a “cutoff” distance rcut can be introduced, such that for a pair of particles i and j,
VLJ =VCoulomb = 0 if r i j ≥ rcut.

In order to eliminate boundary effects, i.e. the nonphysical absence of interactions

felt by a particle located close to the edge of the simulation box, Periodic Boundary
Conditions (PBC) are implemented in all MD simulations carried out in this thesis.

PBC conceptually consists in surrounding the simulation box with fictitious identical

systems, in all N spatial dimensions where it is defined. Thus, a real molecule right

by the edge of the real simulation box interacts with particles in the next, fictitious

box, which corresponds to the opposite side of the real simulation box. This method

allows to simulate infinite systems, free from the artifacts introduced by boundary

effects.

Another advantage is the possibility to use Ewald summation − the method of

choice for computing electrostatic interactions in a periodic system −, in which the

electrostatic energy term is split into 2 contributions: a short-distance and a long-

distance term. The short-distance term is computed over charge pairs in real space,

whereas the long-distance contribution is calculated in reciprocal space, where it con-

verges quickly. While the use of Ewald summation, with the constraint of involving a

fast Fourier transform, imposes some constraints on the system dimensions and total

charge, it also provides a tremendous speedup in the computation of electrostatic

interactions.

1.2.1.2 Properties computed from MD simulations

RMSD and RMSF The Root-Mean-Square Deviation of atomic positions, or RMSD,

is a tool often used to measure the flexibility of a molecule or protein along a dynamic.

It is calculated as

RMSD=
√√√√ 1

N

N∑
i=1

(⃗r i − r⃗0
i )2 , (1.14)
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(a) RMSD (b) RMSF

Figure 1.6: (a) RMSD and (b) RMSF of a 497-residue, pigeon cryptochrome 4 (clCry4)
protein along a 500-ns MD simulation.

where N is the total number of atoms and r̂ i the position of atom i, while r⃗0
i is

the reference position of atom i. The reference structure of the molecule or protein

under investigation is typically its structure at time t = 0, i.e. its initial conformation;

or it can be a preferential conformation, identified through a clustering analysis.

Conceptually, the RMSD is a measure of the average distance an atom or group of

atoms has moved from its initial position. A stable RMSD denotes a stable dynamic,

whereas jumps correspond to large conformational changes in the protein, such as

the release of a loop, or the unfolding of an helix or a sheet. The latter class of events,

the degradation of the secondary structure, is a process called denaturation which

may cause loss of protein functions. Naturally, any insight gained from analysis of a

denatured protein is difficult to transfer to the case of an in-vivo, active protein. On

the other hand, such a process could also be functional.

When considering e.g. a molecular dynamics simulation, the RMSD can be plotted

as a function of time to (a) estimate the flexibility of the entire structure, and (b)

pinpoint in time the instant of a large-scale structural change, which appears as a

sudden increase in the RMSD. Consider Figure 1.6 (a): while the protein maintains

a fairly stable overall structure throughout most of the dynamics, indicated by a

nearly constant RMSD, we note a sudden jump around t = 25 ns which denotes a

large conformation change, such as the uncoiling of an α-helix.

A complementary information can be provided by the RMSF, or Root-Mean-

Square Fluctuations of atomic positions. The RMSF, calculated for atom i as σi =√
〈(⃗r i −〈⃗r i〉)2〉 , is typically used to gauge the flexibility or mobility of a substructure

across the dynamics. In Figure 1.6 (b), the RMSF for each residue in the protein,

averaged over the entire length of the 500-ns simulation, are reported. An elevated

RMSF allows to identify which residues ranges in the protein are particularly flexi-

ble. Here, a particularly flexible chain of residues can be identified for indices 184

through 187.
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Rotational correlation times Spin relaxation, i.e. the loss of coherence in the

spin dynamics of a radical, is a process to which the O•−
2 radical is particularly sen-

sitive. For this small, symmetric diatomic molecule, spin relaxation arises through

the Spin-Rotational Interaction, or SRI, whereby the magnetic moment of the spin

couples with the rotation axis of the molecule. Since a O•−
2 in solution tumbles very

quickly, this coupling triggers a very fast randomisation of the spin.

The timescale at which SRI causes spin relaxation can be computed from86

1
τs

= δg2

9
1
τc

, (1.15)

where

δg2 = (
g∥− ge

)2 +2(g⊥− ge)2 =
3∑

i=1
(g ii − ge)2 (1.16)

In this last equation, g is the g-tensor for the radical and ge = 2.00232 is the g-factor

for a free electron. While g∥ and g⊥ are experimentally determined quantities, we

can use g ii with i ∈ {1,2,3} which are eigenvalues of the g-tensor computed e.g. using

DFT.

τc is the rotational correlation time applying to second-order tensorial quanti-

ties. It can be computed by integrating the time-correlation function of molecular

orientation (“ACF” in Figure 1.7), which essentially tracks how fast memory of the

initial orientation of the molecule is lost. This “ACF” (for “auto-correlation”) or C2(t)
function is defined as87

C2(t)= 〈P2
[⃗
u(0) · u⃗(t)

]〉, (1.17)

where P2(t) = 1
2

(
3t2 −1

)
is the second-order Legendre polynomial and u⃗(t) is the

molecular orientation at time t. In our investigations of the rotational correlation

time of the O•−
2 radical, we defined u⃗ as the O1-O2 interatomic vector. The C2(t)

function quantifies the correlation between O•−
2 orientations at different points in

time, decaying exponentially to 0 as O•−
2 rotates away from its initial orientation.

Integrating C2(t) yields the characteristic reorientation time τ2, which is the

same as τc in Eq. 1.15. Instead of integrating the raw C2(t) function, we first fit a

double exponential function of the form f (t)= A0eA1×t + A2eA3×t. Figure 1.7 shows

the decaying C2(t) (points) and its biexponential fitting (line) for two O•−
2 radicals

modeled in MD. Note that the two graphs in Figure 1.7 do not share the same units

for time: (a) is in ps, and (b) in 102 ps. The reported τ2 values at the top of the graph,

however, are both in ps. The graphs in Figure 1.7 are generated from O•−
2 trajectories

presented in further details in Chapter 4, and are provided here only to illustrate the

behaviour of the C2(t) function (or “ACF”, as named in Figure 1.7) and the fidelity of
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(a) Free O•−
2 : τ2 = 1.52 ps (b) O•−

2 in site 2: τ2 = 940.69 ps

Figure 1.7: C2(t) of (a) a free O•−
2 in solution and (b) a O•−

2 radical trapped in a
binding site at the surface of clCry4. Solid lines materialise the biexponential fitting
of this data.

biexponential fitting.

1.2.2 QM methods

1.2.2.1 The Schrödinger equation

The Schrödinger equation, formulated in 1924 by Erwin Schrödinger, is the corner-

stone of quantum chemistry. While its exact solution is fundamentally out-of-reach

for systems containing more than 2 electrons, physicists and computational chemists

use it to determine the energy and wavefunction of a system, from which numer-

ous electronic and nuclear properties can be extracted. In its nonrelativistic and

time-independent form, the Schrödinger equation reads:

ĤΨ= EΨ (1.18)

where Ψ is the wavefunction containing all the information about the system of

interest, and where Ĥ is the Hamiltonian operator, which allows to extract the total

energy of the system. A typical Hamiltonian for a molecular system, given here in

atomic units, can take the form:

Ĥ =−1
2

N∑
i
∇2

i −
1
2

M∑
A

∇2
A

mA
−

N,M∑
i,A

ZA

|ri −RA|
+

N,N∑
j<i

1
|ri −r j|

+
M,M∑
B<A

ZAZB

|RA −RB|
(1.19)

where i, j refer to the N electrons, A and B the M nuclei, ∇2 = ∆ the Laplacian

operator (the operator taking the sum of the second partial derivatives with respect
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to space variables), m and Z the mass and atomic number of nuclei, and r and R the

positions of electrons and nuclei, respectively.

Eq. 1.19 can be simplified by taking the Born-Oppenheimer approximation, i.e.
considering that since nuclei are heavier than electrons, their motions are slower; we

can therefore make the approximation that there is no nuclear motions at all on the

timescales relevant for electronic processes. This assumption allows to remove all

purely nuclear terms in the Hamiltonian, simplifying it to an electronic Hamiltonian

of the following form:

Ĥ =−1
2

N∑
i
∇2

i −
N,M∑
i,A

ZA

|ri −RA|
+

N,N∑
j<i

1
|ri −r j|

(1.20)

Still, for the case of a system containing more than 2 electrons, there is no general

analytical solution. We therefore need to resort to approximations.

1.2.2.2 Density Functional Theory (DFT)

Density Functional Theory (DFT) is an alternative method for solving the Schrödinger

equation (Eq. 1.18); the electrons in the system are described with an electronic

density function ρ(r), which is refined in an iterative manner. Note that DFT is

formally exact; however, all its current implementations include one approximated

term, for which the general form remains unknown. The basis for DFT is found in

the Hohenberg-Kohn theorems:

• "The ground state density ρ determines the external potential energy
V to within a trivial additive constant.", which implies the electronic

energy of the system can be exactly computed from the electronic density ρ.

• "The ground state density ρ(r) can be determined from the ground state
energy functional E[ρ(r)] via the variational principle by variation
only of the density.", by which we know that the procedure to find the

electronic density which best describes the ground-state of our system obeys

the variational principle, i.e. the lowest-energy density is the best one.

The computational implementation of DFT used throughout this thesis is based

on the Kohn-Sham method − the most common approach to conduct DFT calculations

−, in which the real system of interacting electrons is replaced by a fictitious system

of independent electrons, which however reproduces the real density. The electronic

density is thus described by a set of monoelectronic orbitals:

ρ(r)=
occ∑
i
|ψi(r) |2, (1.21)
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Initial guess: ρ0

vKS(r)= v(r)+∫ ρ(r′)
|r−r′|dr′+vxc

[
ρ;r

]

(−1
2∇2 +vKS(r)

)
ψi(r)= ϵiψi(r)

ρ(r)=∑occ
i |ψi(r) |2 Self-

consistency?

Output quantities: energies, eigenvalues...

no

yes

Figure 1.8: Flow diagram of a typical SCF procedure.

where ψ is a Slater determinant formed of the orthonormal Kohn-Sham spin-orbitals

ψi, which can contain only one electron, according to the Pauli exclusion principle. In

this fictitious system, the potential felt by electrons is approximated by an effective

potential − the Kohn-Sham potential vKS − which notably includes a correction

for the exchange-correlation energy, for which the general analytical expression is

unknown.

The energy associated with this set of KS orbitals is then computed using equa-

tion 1.22 (
−1

2
∇2 +vKS(r)

)
ψi(r)= ϵiψi(r), (1.22)

and the effective potential is computed as follows:

vKS(r)= v(r)+
∫

ρ(r′)
| r−r′ |dr′+vxc

[
ρ;r

]
, (1.23)

where vxc is the exchange-correlation potential. In any case, this quantity depends

on the electronic density ρ(r), which itself depends on the orbitals composing ψ(r)

through Eq. 1.21, and which in turn depends on vKS. It is therefore necessary to pro-

vide an initial guess of the electronic density, which will then be iteratively refined,

via the modulation of the Kohn-Sham orbitals coefficients, by cycling through these

steps in what is called a Self-Consistent Field, or SCF, cycle (see Fig. 1.8).

Following the second Hohenberg-Kohn theorem, the SCF procedure seeks to con-
verge to an electronic density of the lowest energy possible, expected to correspond
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to that of the ground-state. Another constraint applied along the SCF procedure is

the preservation of the orthonormality of KS orbitals.

This is the general theory behind Kohn-Sham DFT. Its computational implementa-

tion, as well as its application to chemical problems such as the determination of

the electronic structure − and most importantly, properties − of molecules, requires

the reformulation of certain terms. In particular, in the codes used throughout this

thesis, Kohn-Sham orbitals are expanded into a set of of nuclei-bound, i.e. atomic
orbitals µ(r), such that:

ψi(r)=∑
µ

cµiµ(r) (1.24)

These atomic orbitals are themselves built from a linear combination of Gaussian

primitive functions µ(r), and can be tailored to reproduce the various symmetries of

orbitals s, p, d, etc... commonly used in physical chemistry. The Kohn-Sham orbital

ψi containing electron i, being a linear combination of atom-centred atomic orbitals

µ, can be thought of as a Kohn-Sham molecular orbital.

It follows from this expansion that Eq. 1.21 can be rewritten in the following

manner:

ρ(r)=
N∑
i

∣∣ψi(r)
∣∣2 =∑

µ,ν

(
2

occ∑
i

cµi cνi

)
µ(r)ν(r)=∑

µ,ν
Pµ,νµ(r)ν(r) (1.25)

where µ,ν are atomic orbitals and P is the density matrix, computed from the prod-

ucts of coefficients of each basis function in the Kohn-Sham orbitals, and N is the

number of occupied Kohn-Sham orbitals.

The set of atomic orbitals from which Kohn-Sham orbitals are formed is called a

basis set, and we can already intuitively guess that the richer this basis set, the

better the electron density can reproduce reality. A larger and more symmetrically

diverse basis set however also implies that the mathematical form of these molecular

orbitals becomes heavier, thereby incurring an additional computational cost on ev-

ery operation performed onto them. The choice of the basis set for a DFT calculation

therefore typically results from a trade-off between the desired accuracy and the

available computational resources.

The expression for the total energy as a function of the electronic density can be

rewritten, in the density matrix formalism, as follows:

E =∑
µ,ν

PµνHµν+ 1
2

∑
µ,ν

∑
σ,τ

PµνPστ〈µν∥στ〉+Exc
[
ρ
]

(1.26)
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where:

Hµν = 〈µ|− 1
2
∇2|ν〉−

Atoms∑
C

〈µ| ZC

| r−C | |ν〉, and

〈µν∥στ〉 ≡
∫ ∫

µ(r)ν(r)σ(r′)τ(r′)
|r−r′| drdr′

(1.27)

in which H refers to the one-electron Hamiltonian matrix, built from the kinetic

and nuclear-attraction energy terms of the electrons. The second term in Eq. 1.26

contains the electron-electron Coulomb interaction, and scales as N4, where N is

the number of basis functions in the system.

The third term, Exc, is the exchange-correlation energy. This term introduces the

energetic contributions of exchange, which is an energy penalty to putting same-spin

electrons in interaction and as such, an enforcement of Pauli’s exclusion principle;

and the correlation energy, which exists as a correction for the approximation made

in the Kohn-Sham framework that electrons are non-interacting. Its explicit form is

not known, and various strategies have been put in place to evaluate Exc.

Exchange-Correlation functionals: Listed below are the classes of exchange-

correlation functionals, sorted in ascending order of sophistication (the Jacob’s ladder

hierarchy), and therefore, as a rule of thumb, of accuracy.

• Local Density Approximation (LDA):88 EXC is computed by applying a

“uniform electron gas” model on infinitesimal volumes. This approach results

in a spurious uniform electronic density, which leads to an underestimation of

the exchange energy and an overestimation of the correlation energy. The LDA

class of functionals tends to overestimate bond energies and, during geometry

optimisations, to underestimate equilibrium bond lengths.

• Generalised Gradient Approximation (GGA):89 a dependence of EXC on

the gradient of the electronic density, ∇ρ(r) is introduced to describe the in-

homogeneity of the electron density. The analytical form of the exchange and

correlation terms can be adjusted to fit empirical data. These modifications no-

tably improve the energies, geometries, and vibrational frequencies computed

using this class of functionals.

• meta-GGA (mGGA):90 a dependence on the Laplacian (the second derivative)

is further added, as well as on the kinetic energy density. These refinements

allow a better description of atomic energies, dissociation energies, and lattice
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parameters in solids. Popular mGGA functional include TPSS, or the Min-

nesota family, e.g. the M06 functional.

• Hybrids:91 A parametrisable proportion of Fock exchange, or exact exchange,

is introduced to mitigate the self-interaction error, a nonphysical phenomenon

whereby an electron with a density probability within multiple orbitals inter-

acts with itself. Popular hybrid functionals include B3LYP and PBE0.

• "Range-separated" hybrids:92,93 The proportion of Fock exchange is modu-

lated by the length of the interaction. Since electronic correlation is crucial at

short distances, as it arises from repulsive electron-electron electrostatic inter-

actions decaying as r−2, and since Fock exchange presents a correct asymptotic

(long-range) behaviour, a function is introduced to progressively include more

exchange as the interaction length increases. Popular RS-hybrid functionals

include CAM-B3LYP and ωB97X-D.

1.2.2.3 Properties computed from DFT calculations

Hyperfine Coupling (HFC) Hyperfine coupling, or HFC, is the name given to

the interaction between an unpaired electron spin and the uncompensated nuclear

spins of neighbouring nuclei; when in close proximity with each other, the coupling

of their magnetic moments further splits spin states, creating new coherences. This

lifting of degeneracy can be observed experimentally, for instance in Electron Param-

agnetic Resonance (EPR) experiments, by the presence of additional transitions in

the absorption spectra of radical molecules.

Computationally, a hyperfine interaction between an unpaired electron and a

given nucleus is represented by a hyperfine coupling tensor of rank 2, defined within

a three-dimensional Cartesian frame, and centred on the nucleus whose magnetic

interactions it describes. The hyperfine structure of a radical molecule is therefore

the collection of hyperfine tensors associated with each of its magnetic nuclei.

In this thesis, the main radical system under investigation is the flavin, in its

radical anion and radical semiquinone forms. An investigation into the hyperfine

structure of the flavin, especially its isoalloxazine moiety from which the ribityl tail

was truncated, is presented in Chapter 3. Due to this, the only magnetically active

nuclei, i.e. nuclei with a nonzero magnetic moment, are 1H (S = 1
2 ) and 14N (S = 1).
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(a) FADH• atom names (b) FADH• HFC couplings

Figure 1.9: (a)FADH• atom names use throughout this thesis. (b) Visual represen-
tation of the averaged hyperfine structure of a FAD•− isoalloxazine + truncated
ribityl chain, computed using aDFT at the B3LYP/EPR-III/GEN-A2* level on 400
MD-generated flavin structures. Blue lobes denote a positive value of the hyperfine
interaction, green a negative value. This figure is a result and is analysed in greater
details later in the thesis, in Chapter 3.

Figure 1.9 (a) represents the atom names of the flavin, used throughout the

manuscript. Hydrogen N5 is the one that is not present in FAD•−. Figure 1.9 (b) is a

representation of the hyperfine structure of a flavin isoalloxazine, computed using

ADFT at the B3LYP/EPR-III/GEN-A2* level of theory. The details of the calculations

and of the post-treatment of hyperfine tensors are given in Chapter 3. In this repre-

sentation, the Cartesian frame is set up such that the z axis is normal to the plane

of the isoalloxazine, while the x and y axes are within the plane.

Each hyperfine coupling tensor is represented by a surface which, for direction r,

is at a distance from the nucleus N proportional to rTANr, where AN is the HFC

tensor centred on N; in other words, the further the surface from the nucleus, the

stronger the hyperfine coupling in this direction. The largest HFC tensors are those

of the nitrogen atoms, N5 and N10, whose strongly anisotropic shapes are an inter-

esting feature. Additionally, their large magnitude and nearly colinear arrangement

strongly biases the overall hyperfine structure, giving it a large Azz component.

More details on the importance of a strongly anisotropic hyperfine structure for the

operation of a magnetic compass will be given later.

As stated earlier, a HFC tensor takes the form:

A =


Axx Axy Axz

A yx A yy A yz

Azx Azy Azz

 ; Afr88
N5 =


−2.546 0.204 −1.455

0.210 −1.685 −5.387

−1.454 −5.388 46.935

 (MHz) (1.28)

In the coordinate frame where the calculation was run. An example HFC tensor
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Afr88
N5 , calculated for the N5 atom on one of the geometries (index 88, hence the

superscript) of the FAD•− considered in the study in Chapter 3, is also provided.

Afr88
N5 is composed of two main contributions: the Fermi Contact (FC), which is

the isotropic component of the tensor, and the Spin-Dipole (SD) part, the anisotropic

remainder. Taking into account relativistic effects, which can be sizable for heavy

nuclei such as transition metals, a second-order contribution from the Spin-Orbit

Coupling (SOC) is also added. This contribution is included in the example tensor

reported here, but is very small (0.1% of aiso).

The FC and SD contributions can be separated by diagonalising A, i.e. rotating

and scaling the {x, y, z} frame in such a way that the HFC tensor, expressed in the

new (eigen)frame
{

x
′
, y

′
, z

′}
, only has elements on its diagonal:

A
′ = A

′
FC + A

′
SD; i.e


A

′
xx 0 0

0 A
′
yy 0

0 0 A
′
zz

=


aiso 0 0

0 aiso 0

0 0 aiso

+


T11 0 0

0 T22 0

0 0 T33

 (1.29)

Here, A
′
ii are the eigenvalues of the HFC tensor A

′
. aiso, or the hyperfine coupling

constant (HFCC), is computed as aiso = 1
3
∑3

i A
′
ii. The first tensor in the decomposi-

tion of A
′
shown above is therefore fully isotropic, and predominantly corresponds to

the Fermi-Contact contribution A
′
FC.

aiso corresponds to the magnitude of the rotationally averaged hyperfine coupling,

and can be measured in EPR experiments where the radicals are tumbling in solu-

tion or arranged with a high degree of static disorder. This is however not the case

for the system under investigation in Chapter 3, in which the flavin is prevented

from tumbling by the cryptochrome binding it.

For this reason, the anisotropic contribution to the hyperfine structure of the

flavin is also important in our study. This term is given by A
′
SD, a traceless tensor

(i.e. which satisfies
∑N

i Tii = 0) containing the Spin-Dipole contribution to the HFC.

For tensors with sufficiently high symmetry (at least a threefold principal symmetry

axis), the eigenvalues of A
′
SD satisfy (T11,T22,T33)= (−adip,−adip,2adip

)
.

Applying the same decomposition to the diagonalised example tensor A
′,fr88
N5 :

A
′,fr88
N5 =


14.257 0.000 0.000

0.000 14.257 0.000

0.000 0.000 14.257

+


−16.797 0.000 0.000

0.000 −16.517 0.000

0.000 0.000 33.313

 (MHz), (1.30)

we obtain aiso = 14.257 MHz and adip ≃ 16.6 MHz. The reason why adip is not exactly

known is because of the slight departure of the Afr88
N5 tensor from its ideal D∞h
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symmetry.

The actual implementation of the EPR module in deMon2k shall be the topic of

an article to be published by its creator Bernardo Gutiérrez, and therefore will not

be discussed here, but we can still gain some insight from examining the way the

various contributions to the HFC tensor are computed in ORCA, another quantum

chemistry software.

The FC contribution is computed as follows:

aiso(N)=
(
4
3
π〈S−1

Z 〉
)

ge gNβeβNρ
(α−β)

(
R⃗N

)
(1.31)

where ge, gN are the electron and nuclear g-factors, and βe,βN the electron and

nuclear magnetons. These quantities parametrise the magnitude of the response

of a nuclear + electronic system to a magnetic field and are therefore grouped

into DN = ge gNβeβN in the further terms. 〈SZ〉 is the expectation value of the

z-component of the total (i.e. nuclear + electronic) spin, and ρ(α−β)
(
R⃗N

)
is the con-

verged spin density of the radical at the nucleus N.

The spin density ρ(α−β) is obtained by introducing an additional spin variable in

the Kohn-Sham equations, allowing the electrons to be distributed in ψα (“spin-up”)

or ψβ (“spin-down”) orbitals, and converging with a very similar SCF procedure to

a total electron density ρ(r) = ∑Nα

i |ψα
i (r)|2 +∑Nβ

i |ψβ

i (r)|2 = ρα(r)+ρβ(r). The spin

density ρ(α−β) is readily evaluated as ρ(α−β) = ρα−ρβ.

The SD contribution is calculated in the following manner:

ASD
µν (N)= DN

∑
k,l
ρ

(α−β)
kl 〈φk|r−5

N
(
3⃗rNµ⃗rNν−δµνr2

N
) |φl〉 (1.32)

where r⃗N is a vector pointing from the nucleus N to the electron.

Both contributions (FC and SD) crucially depend on the distribution of spin

density over the radical, a quantity computed from the total electron density ρ(r)

and which therefore, as we’ve seen, requires an appropriate choice of functional and

basis set to be accurate. In particular, the FC contribution is computed from the

spin density at the nucleus, a property very susceptible to Self-Interaction Error

(SIE), a common pitfall of KS-DFT which can be mitigated by the inclusion of Fock

exchange in the exchange-correlation functional. This is a feature of hybrid and

range-separated hybrid functionals. Another requirement for the correct description

of electronic density at the nucleus is on the basis set employed, which should include

additional tight, s-type functions to accommodate electron density near the core,
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instead of over-delocalising into valence orbitals.

The SD term, on the other hand, is computed from the distribution of spin density

over the whole molecule. Again, this is achieved through an accurate description of

the total electronic density, which especially for anionic radical − characterised by a

more diffuse electronic density than their neutral counterparts − requires the use

of “diffuse” functions in the basis set, i.e. larger basis functions that allow placing

electron density further away from nuclei.

These constraints guided our choice to use the B3LYP hybrid functional with

the EPR-III basis set, especially fitted to compute magnetic properties: this combo

was the standard level of theory for computing flavin HFC tensors for use in spin

dynamics calculations.94,95

The crucial role of the anisotropy of hyperfine couplings in the operation of a

compass sensitive to magnetic-field inclination is not easily intuitively grasped. In

fact, it is the anisotropy of the hyperfine structure of the flavin, dominated by its N5

and N10 tensors, which imparts a directional sensitivity to the spin dynamics of a

radical − and by extension, of a radical pair or triad.

As mentioned earlier, each radical-bound unpaired electron oscillates coherently

in its own local magnetic field (its hyperfine structure), even in the absence of an

external magnetic field or of another unpaired electron spin. That is, the unpaired

electron explores accessible spin states, symbolised by nonzero coherences in the

spin density matrix, and interconverts at a rate proportional to the energy difference

between states. It should be noted that for such systems, the ground-state, or state

of lowest energy, is not significantly more populated than low excited states, due to

the extremely small energy difference − of the order of 10−6 kbT − separating them.

Recall the one-electron spin Hamiltonian, describing the spin states accessible

to a single radical, with a single unpaired electron, within a hyperfine structure.

The application of the external magnetic field, modeled by the Zeeman term, lifts

the degeneracy of the spin states of the unpaired electron (spin “up” or “down”), by

stabilising the antiparallel configuration and destabilising the parallel. Adding in a

second time the energetic contribution of the interaction of this electron spin with

magnetic nuclei around, the electron + nuclear spin states are further split.

The energy difference between two given spin states m and n determines the

frequency ωmn at which the system interconverts between m and n; i.e., the spin

dynamics of the system. A very large splitting can have an effect similar to a very

large applied field and effectively confine the dynamics to groups of states. To il-
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lustrate this phenomenon within the context of the singlet-triplet spin dynamics

of our 2- or 3-radical mechanisms, a large splitting can makes a certain spin state

nearly inaccessible to the system, and if this state participates to an e.g. triplet

configuration with another radical electron, then the overall proportion of triplet

states accessible to this radical pair decreases. As we’ve seen from Fig. 1.2, this in

turn impacts the concentration of signaling state produced, and therefore the vi-

sual stimulus received by the bird which is finally interpreted as an orientational cue.

Critically, the anisotropy of the hyperfine structure modulates the magnitude of

the hyperfine-induced split; this means that any rotation induces a change in the

spin state coherences, affecting the singlet/triplet ratio of the electronic radical pair

and in turn the visual navigation cues.

Formally speaking, in our case of a pair of radicals separated by a distance of

the order of 100 nm, there is additional splitting from the interaction between the

unpaired electron on radical A and the hyperfine tensors of radical B, by virtue of a

nonzero Adip contribution; however, the fast decay with distance and the fact that

the magnetic moment of the electron is 658 times that of the proton mean that such

inter-radical hyperfine coupling should be both negligibly small and overshadowed

by the electron-electron dipolar coupling.

1.2.3 Spin dynamics

In this section, the theoretical framework within which the spin dynamics of a

radical triad were simulated is presented. In particular, the spin Hamiltonian used

throughout the thesis is detailed. The equations of motions used to propagate the

spin state of a radical triad system, including the treatment of chemical reactions

and spin relaxation, are also presented. Finally, we describe the computation of

observables of interest, in particular performance indicators of the compass. This

section is largely inspired by the introduction of Ref.37

We present here the methodology applied to simulate the spin dynamics of a

radical triad of the form [A• - B• - C•], where [A• - B•] constitutes the primary radical

pair scavenged by radical C•. Again, while the identity of each radical is not fully

known, we consider a [FADH• - O•−
2 - Tyr•+] radical triad, in which the AB pair (i.e.

[FADH• - O•−
2 ]) is formed in a triplet state from the reduction of triplet O2 by FADH−.

C (Tyr•+), on the other hand, is initially uncorrelated to the AB pair.
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Equation of motion: The spin state of this radical triad is described by its

population-weighted spin density operator ρ̂, formed in the combined Hilbert space

of the three radicals. ρ̂(t,Ω) is then propagated in time with the following equation

of motion:

d
dt
ρ̂(t,Ω)=−i

[
ˆ̂H(Ω), ρ̂(t,Ω)

]
+ ˆ̂K ρ̂(t,Ω)+ ˆ̂Rρ̂(t,Ω), (1.33)

which can be separated into three parts. The first term is a commutator (i.e.
[
Â, B̂

]=
ÂB̂− B̂Â) and describes the coherent evolution of the system under the spin Hamil-

tonian Ĥ. The last 2 terms, on the other hand, are non-conservative − they do not

preserve the trace of ρ̂, i.e. its total populations − and respectively account for chem-

ical reactions between radicals, and spin relaxation. Ω represents the angle of the

applied external magnetic field, here taken to be the geomagnetic field of strength

B0 = 50µT.

The spin Hamiltonian: Coming back to the first term: the spin Hamiltonian

Ĥ(Ω) takes the following form:

ˆ̂H(Ω)= ∑
K∈{A,B,C}

ˆ̂HK (Ω)+ ∑
K ̸=L∈{A,B,C}

ˆ̂HK ,L, (1.34)

and can be separated into a monoelectronic Hamiltonian, describing physical effects

acting on individual radicals; and a bielectronic Hamiltonian to evaluate, in a pair-

wise manner, the energetic contributions of inter-radical interactions. Both are given

below in angular frequency units.

The monoelectronic Hamiltonian takes the following form:

ˆ̂HK (Ω)= gµBℏ−1B0 · ŜK +
NK∑

j
ŜK ·AK j · ÎK j, (1.35)

where the first term describes the Zeeman coupling with the external field B0, and

the second term the hyperfine coupling with the NK neighbouring magnetic nuclei,

described by their hyperfine tensors AK j. Here, ŜK and ÎK j are the vector operators

of, respectively, the electron spin K ∈ {A,B,C} and of the nuclear spin j in radical K .

For spin-1
2 particles in their respective sub-Hilbert spaces, the spin operators are

constructed as ŜK , j,a = 1
2 σ̂a, where σa is the Pauli operator and a ∈ {x, y, z}.

The bielectronic Hamiltonian takes the following form:

ˆ̂HK ,L =−JKL

(
1̂
2
+2ŜK · ŜL

)
+ µ0 g2µ2

B

4πr3
KLℏ

(
ŜK · ŜL −3

(
ŜK ·nKL

)(
ŜL ·nKL

))
, (1.36)
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including the exchange interaction and the electron-electron dipolar coupling, or

EED, in the point-dipole approximation. In the first term, 2JKL is the exchange-

induced singlet/triplet energy difference. In the second term, which described the

strength of inter-electron interactions as a function of distance and relative orienta-

tion, rKL is the distance separating the centers of spin density in radicals K and L,

measured along nKL, the unit inter-radical vector.

Chemical reactions: The chemical evolution of the radical triad, following the

reaction pathways outlined in Figure 1.5, are modeled by the second term of Eq. 1.33.
ˆ̂K is a superoperator formulated following the Haberkorn approach, and its action

on ρ̂ can be written as:

ˆ̂K ρ̂(t,Ω)=−1
2

kX

[
ˆ̂P (S)

AC, ρ̂(t,Ω)
]
+−

1
2

kS

[
ˆ̂P (S)

AB, ρ̂(t,Ω)
]
+−

1
2

kT

[
ˆ̂P (T)

AB, ρ̂(t,Ω)
]
+−k f ρ̂(t,Ω),

(1.37)

where k values are rate constants. Precisely, kX , kS and kT are electron transfer

rates for, respectively, the scavenging reaction (in the [A• - C•] pair), the singlet

recombination and the triplet recombination in the primary pair ([A• - B•]). We

take this last process to be effectively impossible, due to spin-flip being a slower

process than electron transfer; for this reason, we set kT = 0. k f , on the other hand,

corresponds to the lifetime of the radical pair ˆ̂P (S)
AC and ˆ̂P (T)

AB are the singlet and

triplet projectors operators to act on the subspace of the electron spins of radicals

AC and AB, respectively.

Spin relaxation: The process of spin relaxation, i.e. the randomisation of radicals’

spin states, is introduced in the third term which takes the form of a Lindbladian

operator:

ˆ̂RK ρ̂(t,Ω)= γK

( ∑
i∈{x,y,z}

SK ,iρ̂(t,Ω)SK ,i − 3
4
ρ̂(t,Ω)

)
, (1.38)

where γK is the dephasing rate of radical K . The relaxation model used here is a

random-field one.

Observables: After all radicals have been allowed to either react or relax, the

quantum yield of signaling state is evaluated like so:

YS(Ω)= k f

∫ ∞

0
Tr

[
ρ̂
]
dt = k f Tr

[ ˆ̂ρ(Ω)
]
, (1.39)

in which ˆ̂ρ(Ω) is the accumulated spin density operator, defined as ˆ̂ρ(Ω)=
∞∫
0
ρ̂(t,Ω) dt.

The performance of a magnetic compass operated by a given pair or triad or radical
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can then be measured by computing the anisotropy of the yield of the signaling state,

which is a measure of the directional dependence of YS. Both the absolute (∆S) and

relative (ΓS) anisotropies can be computed:

∆S =max
Ω

[YS(Ω)]−min
Ω

[YS(Ω)] and ΓS = ∆S

〈YS〉
, (1.40)

where

〈YS〉 =
1

4π

∫
YS(Ω)dΩ. (1.41)
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2
REALISTIC 3-RADICAL SPIN DYNAMICS MODELING:

IDENTIFYING A SUITABLE TYROSINE SCAVENGER

2.1 Chapter introduction

The following Chapter is an investigation into the scavenging abilities of

tyrosine residues within an actual avian Cryptochrome 4 structure. Given

the recent experimental evidence suggesting magnetic orienting being possi-

ble in the dark,11 and therefore pointing to cryptochrome reoxidation rather than

photoreduction as the step creating the magnetosensitive radicals, we focus here

fully on the [FADH•-O•−
2 ] as the primary radical pair. While a radical pair model

is briefly considered, the main point of focus here is the [FADH•-O•−
2 -Y•] radical

triad, formed by reoxidation of a dark-state FADH− by triplet molecular O2 and by

an electron transfer from the terminal tryptophan WD to a tyrosine scavenger. This

3-radical system, which has already garnered attention in previous studies due to

its potential for large singlet yield anisotropy ΓS,29,82 a measure of magnetosensi-

tivity, is here investigated in both a more realistic and concrete manner. Realistic

because we include in our spin Hamiltonian the contribution of electron-electron

dipolar (EED) coupling, an often neglected effect which can have a dramatic impact

on the spin dynamics; and concrete because the simulations reported in this arti-

cle are parametrised with radical positions and orientations taken from an avian

cryptochrome. This latter point allows an accurate estimation of the EED coupling

strength, which is dependent not only on the distance separating radicals but also

on their relative orientations.

In this Chapter, we identify in particular one Y• radical which could operate

an efficient 3-radical compass, exceeding the ΓS values expected of a e.g. [FAD•−-

WD] radical pair. Encouragingly, this particular tyrosine, Y319 in clCry4, has an
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equivalent in erCry4, a potentially more sensitive avian cryptochrome.53

Finally, we also explore the possibility of a free-diffusing Asc•− scavenger radical,

which could allow to sidestep the EED issue. While extremely strong magnetosensi-

tivity is predicted for the [FADH•-O•−
2 -Asc•−], these results remain very preliminary.

This is a reproduction of the article entitled “Anisotropic magnetic field effects in

the re-oxidation of cryptochrome in the presence of scavenger radicals” published in

the Journal of Physical Chemistry and available at https://doi.org/10.1063/5.0078115.

Supporting Information are provided in Appendix A.

This work is the result of a collaboration, and was carried out both at the Uni-

versity of Exeter and at Université Paris-Saclay. In terms of contributions: the spin

dynamics Matlab code and initial cryptochrome structures were provided by Daniel

Kattnig. Spin dynamics simulation of Y319 analogues and of the Ascorbyl-containing

triad, estimation of electron transfer rate for clCry4 Y319 scavenging, creation of

most figures and writing of the bulk of the text were also carried out by Daniel Kat-

tnig. Spin dynamics calculation of [FADH•/O•−
2 /Y•] triads in clCry4 and DmCry, with

and without EED, andthe creation of corresponding figures were carried out by Jean

Deviers. This project was carried out in close collaboration with both universities,

and frequent discussions with Aurélien De la Lande and Fabien Cailliez, who also

participated in the redaction of the article, were essential to complete this work.

2.2 Abstract

The avian compass and many other of nature’s magnetoreceptive traits are widely

ascribed to the protein cryptochrome. There, magnetosensitivity is thought to emerge

as the spin dynamics of radicals in the applied magnetic field enters in competition

with their recombination. The first and dominant model makes use of a radical pair.

However, recent studies have suggested that magnetosensitivity could be markedly

enhanced for a radical triad, the primary radical pair of which undergoes a spin-

selective recombination reaction with a third radical. Here, we test the practicality

of this supposition for the reoxidation reaction of the reduced FAD cofactor in cryp-

tochrome, which has been implicated with light-independent magnetoreception but

appears irreconcilable with the classical radical pair mechanism (RPM). Based on

the available realistic cryptochrome structures, we predict the magnetosensitivity

of radical triad systems comprising the flavin semiquinone, the superoxide, and

a tyrosine or ascorbyl scavenger radical. We consider many hyperfine-coupled nu-

clear spins, the relative orientation and placement of the radicals, their coupling

by the electron-electron dipolar interaction, and spin relaxation in the superoxide

radical in the limit of instantaneous decoherence, which have not been comprehen-

sively considered before. We demonstrate that these systems can provide superior
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magnetosensitivity under realistic conditions, with implications for dark-state cryp-

tochrome magnetoreception and other biological magneto- and isotope-sensitive

radical recombination reactions.

2.3 Introduction

Magnetoreception presents itself as a mysterious sensor modality. Despite having

been documented in a wide and diverse array of animals and even bacteria, the

sensory mechanism has remained opaque.40 The two main mechanisms discussed

attribute the phenomenon either to ferrimagnetic or superparamagnetic particles96

or magnetic field dependent spin dynamics in radical pairs (RP), presumably in the

flavo-protein cryptochrome.1 The latter hypothesis has nurtured interest beyond

sensory biology because it serves as an example for a putative quantum-processes

underpinning biology in a non-trivial manner, i.e., a subject of the emerging field of

quantum biology.97,98

The idea of magnetoreception underpinned by quantum mechanics is mostly

developed and researched in the context of the avian magnetoreception, where it

is widely attributed to a light-dependent inclination compass that is susceptible to

interference from weak radio frequency magnetic fields.1

The quantum hypothesis of magnetoreception, as conceptually suggested in 1978

by Schulten and co-workers42 and sophisticated to its current form by Ritz et al.,17

builds on the magnetosensitivity of a radical pair recombination reaction in the

protein cryptochrome.1 Such magnetosensitive radicals are, for example, generated

in cryptochromes in the photo-reduction of the non-covalently bound flavin cofac-

tor.53,73,99 In this system, a succession of intra-protein electron transfer processes

generates an electron spin-correlated pair of radicals, comprising the flavin anion

radical and tryptophan radical cation.52 The pair’s electronic singlet and triplet

states coherently interconvert due to magnetic interactions in the radicals and with

the geomagnetic field, thus rendering the reaction outcome—either charge recombi-

nation or structural rearrangement—sensitive to the applied magnetic fields. This

mechanism has been clearly demonstrated for various cryptochromes in vitro, albeit

in magnetic fields typically exceeding the geomagnetic fields by orders of magni-

tude.53,73,99

Besides the photo-reduction, the reoxidation has been implicated with mag-

netosensitivity. A transient flavin semiquinone/superoxide radical pair has been

suggested100,101 and amply discussed.82,102 Such a radical pair is, e.g., expected to

result from the oxidation of the fully reduced flavin cofactor in cryptochrome by
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Figure 2.1: (a) Schematic representation of pigeon cryptochrome 4, ClCry4. The insert
highlights the FAD (orange), the tryptophan tetrad (blue) and the surface exposed
tyrosine residue, Y319, extending the latter. Selected tyrosine residues are shown in
red: Y319, Y32, Y441, Y134. These sites can give rise to large magnetosensitivity
in the FADH•/O•−

2 /Y• radical triad system with fast relaxing O•−
2 , provided that

the scavenging reaction is sufficiently rapid (see Discussion). (b) Photo-cycle of
cryptochrome undergoing a two-step photoreduction and reoxidation. The photo-
reduction is assumed to lead to the formation of the persistent radical Y•, which acts
as a scavenger to FADH• in the subsequent re-oxidation with molecular oxygen. The
redox-cycle involves two potentially magnetosensitive radical pairs, FAD•−/Trp•+

in the first photo-reduction (labelled i) and the FADH•/O•−
2 radical pair resulting

from the oxidation of the fully reduced FADH− by oxygen. The identity of the proton
donor for the protonation of FAD•− into FADH• is here assumed to be a tyrosine
YH, although it could also be a protonated tryptophan WH. A mobile O•−

2 will not be
magnetosensitive in the geomagnetic field due to swift spin relaxation. Engaging
a scavenging reaction in FADH•/Y• resurrects the magnetosensitivity. Y• could be
a long-lived tyrosine radical or a radical derived from a radical scavenger, such as
ascorbic acid. Cryptochromes that cannot be fully photo-reduced (e.g. DmCry) could
form flavin/O•−

2 /Y• radical triad systems by correlating with a pre-formed O•−
2 in a

random encounter (dashed arrow).
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molecular oxygen.28 Although a demonstration of a clear-cut magnetic field effect

(MFE) of this radical pair has so far not been delivered in vitro, the hypothesis

has gained new impetus through a series of in vivo experiments demonstrating

magnetoreception in (intermittent) darkness, i.e., under conditions for which the

photo-reduction has been ruled out.11,64,65 From the conceptual point of view, a

superoxide/semiquinone radical pair offers potential advantages but also raises

fundamental questions. As such a radical pair is of the so-called reference-probe

coupling topology, i.e., lacks significant hyperfine interactions in one of the radicals,

much larger magnetic field effects are predicted by models employing the radical pair

mechanism (RPM) than is the case for flavin/tryptophan pairs.72,103 On the other

hand, superoxide is known to be subject to fast spin-rotational relaxation, which

would abolish the magnetic field sensitivity of the reaction if the anion was freely

tumbling in solution.69,102

A previous work has suggested that the issue posed by fast spin relaxation could

be overcome in an extended model relying on a radical triad instead of a radical

pair.73,82 Specifically, it has been shown that a scavenging reaction of a radical

pair by a third radical can markedly boost the magneto-sensitivity of the recom-

bination reaction (observed for the primary pair) both for flavin/tryptophan and

flavin/superoxide reactions and even if the primary pair does not recombine (on the

relevant time scale).73 The enhancement process is robust to fast spin relaxation in

one member of the primary pair, which, at least conceptually, allows for the inclusion

of superoxide and other reactive oxygen species (ROS) beleaguered by fast spin re-

laxation.82 In addition, a recent study demonstrated that the effect remains effective

in the presence of the unavoidable but oft-neglected electron-electron dipolar (EED)

interactions.25 While these previous studies are promising, the models used had

been simplified in many respects, thus elucidating the principal idea rather than

their practicality for magnetoreception.

While the scavenged three-radical processes offers many virtues, its obvious

downside is the increased complexity resulting from the need to recruit a scaveng-

ing radical to interact with the primary radical pair. Reference 82 suggests that

this could be realized through a reaction scheme, where the scavenger radical is

generated in the photo-reduction and conserved in the form of a persistent radical

until demanded in the three-radical reoxidation. In the avian cryptochromes, such

reoxidation processes could be induced by molecular oxygen from the fully reduced

cryptochrome (see Fig. 2.1).30 In cryptochromes that do not undergo complete photo-

reduction, such as the cryptochrome from D. melanogaster (DmCry),104 the radical

triad could result in an encounter processes with a pre-formed superoxide. Many

persistent radicals are known in nature; in the context of cryptochromes, long-lived
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Figure 2.2: Scheme 1: Reaction scheme underpinning the theoretical model. The
sub-states shown for the doublet manifold (underlaid in blue) only show the reacting
pair of radicals and are not mutually exclusive, i.e., orthogonal.

tyrosine radicals are well-documented.31,32 With this motivation in mind, we here

are set to elucidate the directional magnetic field effects (MFEs) that the model

from Ref. 82 predicts for a tyrosine radical-scavenged flavin semiquinone superox-

ide radical pair if the electron-electron dipolar coupling and the scavenger radical

identity (and thus its orientation) are taken into account. Specifically, we ask the

question if one of the tyrosine residues, as present in prototypical cryptochromes,

could function as a radical scavenger to boost the magnetosensitivity of the reoxida-

tion of cryptochrome. We base our analysis on the recently resolved crystal structure

of the pigeon cryptochrome 4 (ClCry4), close in sequence to the European Robin

Cryptochrome 4 (ErCry4) and, for comparison, DmCry.30,105 The latter has been

used widely as a model cryptochrome system to study magnetoreception.3,63 This

includes the original studies proposing the three-radical model.29,82 ClCry4 is the

only bird cryptochrome for which the crystal structure has been resolved so far.30

It shares broad sequence homology with cryptochromes from migratory birds, for

which a compass sense has been extensively studied (85.6% sequence identity with

ErCry4). Using a variety of template structures, our study thus reveals the range

of magnetic sensitivities realizable in realistic, i.e., existing, structures. While it is

understood that the sensor in vivo will most likely deviate from these established

structures,53 they provide a well-defined frame of reference and target for systematic

exploration. We present data for reasonably complex radical systems as a function

of the scavenging rate constant and discuss the effects of spin relaxation in the

superoxide and the electron-electron dipolar coupling of radicals. A comprehensive

evaluation of the effect for the various tyrosine sites allows predicting the most apt

residue. The majority of the analysis has been carried out in the limit of infinitely

fast spin relaxation within the superoxide anion, thereby highlighting the design

principles that allow realizing large magnetosensitivity in reactions involving swiftly

relaxing species.
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2.4 Theory

We consider systems of three radicals, henceforth denoted A•, B•, and C•. Radicals

A• and B• are thought to form the primary radical pair (RP), while C• assumes

the role of the scavenger (Scheme 2.2). The latter reacts with A• in a spin-selective

reaction forming a diamagnetic product distinct from the signaling state. For the

majority of this paper, A• , B• , and C• are thought to be realized by FADH•, O•−
2 ,

and Y• in cryptochrome (cf. Fig. 2.1). In the “Discussion”, we will also consider the

ascorbyl radical in place of C•. The spin dynamics and magnetic field effects of this

system are described in terms of the population weighted spin density operator in

the combined Hilbert space of the three radicals, ρ̂(t,Ω). Its equation of motion is of

the form:

d
dt
ρ̂(t,Ω)=−i

[
ˆ̂H(Ω), ρ̂(t,Ω)

]
+ ˆ̂K ρ̂(t,Ω)+ ˆ̂Rρ̂(t,Ω), (2.1)

and comprises a conservative part describing the coherent evolution of the spin

system under the spin Hamiltonian Ĥ(Ω) and a non-conservative part that accounts

(phenomenologically) for the two important consequences of the open nature of the

quantum system, namely, chemical reactions and environment induced relaxation, in

the form of the linear superoperators ˆ̂K and ˆ̂R, respectively. Here,
[
Â, B̂

]= ÂB̂− B̂Â
denotes the commutator, and the spin Hamiltonian Ĥ(Ω) comprises the Zeeman inter-

action with the geomagnetic field, hyperfine interactions with surrounding nuclear

spins, the electron-electron dipolar (EED) coupling, and the exchange interactions.

Specifically,
ˆ̂H(Ω)= ∑

K∈{A,B,C}

ˆ̂HK (Ω)+ ∑
K ̸=L∈{A,B,C}

ˆ̂HK ,L, (2.2)

with ˆ̂HK (Ω) and ˆ̂HK ,L give in angular frequency units by

ˆ̂HK (Ω)=ω0 · ŜK +
NK∑

j
ŜK ·AK j · ÎK j, (2.3)

and

ˆ̂HK ,L =−JKL

(
1̂
2
+2ŜK · ŜL

)
+dKL

(
ŜK · ŜL −3

(
ŜK ·nKL

)(
ŜL ·nKL

))
, (2.4)

ŜK and ÎK j denote the vector operators of electron spin K ∈ {A,B,C} and of nu-

clear spin j in radical K , respectively. For spin-1
2 particles in their respective sub-

Hilbert spaces, the spin operators as used here are related to the Pauli operators by

ŜK , j,a = 1
2 σ̂a , where a ∈ {x, y, z}.

The sum in Eq. (2.3) runs over all NK magnetic nuclei with hyperfine tensor

AK j in radical K . ω0 = gµBℏ−1B0, with B0(Ω) denoting the applied magnetic field

(of assumed 50µT intensity; Larmor precession frequency: gµB
∥B0(Ω)∥

h ≃ 1.4 MHz)
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in the coordinate frame of the protein, as specified by the combined polar and az-

imuthal angles Ω. Note that the geomagnetic field is weak enough that differences

in g-factors of the three electron spins can be neglected (in particular, g ≃ 2). 2JKL

is the energy difference of the singlet and triplet states of pair (K ,L) due to the

exchange coupling. The electron-electron dipolar coupling [second term in Eq. (2.4)]

has been considered in the point-dipole approximation. The dipolar coupling constant

is given by dKL =µ0 g2µ2
B/(4πr3

KLℏ), with rKL denoting the distance of the centers of

spin density of radicals K and L. nKL is a unit vector parallel to the line joining the

centers of the two radicals.

The superoperator ˆ̂K accounts for chemical reactions of the radical triad. Specifi-

cally, following the Haberkorn approach,106 ˆ̂K can be expressed as

ˆ̂K ρ̂(t,Ω)=−1
2

kX

[
ˆ̂P (S)

AC, ρ̂(t,Ω)
]
+−

1
2

kS

[
ˆ̂P (S)

AB, ρ̂(t,Ω)
]
+−

1
2

kT

[
ˆ̂P (T)

AB, ρ̂(t,Ω)
]
+−k f ρ̂(t,Ω),

(2.5)

where kX and k f are the rate constants of radical scavenging and for spin-independent

generation of the signaling state, respectively. kS and kT denote the rate constants

of singlet and triplet pair recombination in the primary RP. Here, [, ]+ denotes the

anti-commutator and ˆ̂P (S)
KL and ˆ̂P (T)

KL = 1̂− ˆ̂P (S)
KL are the singlet and triplet projection

operators in the subspace of the electron spins of radicals K and L, respectively. The

former can be expressed as ˆ̂P (S)
KL = 1

4 Î − ŜK · ŜL. Equation (2.5) is of the truncated

Lindblad form (the inclusion of “shelving” states for the reaction products would

reveal its complete Lindblad form; see e.g., Refs. 59 and 107) and accommodates

minimal reaction-related singlet-triplet-dephasing of the reacting pair.97,108 We will

refer to k−1
f as the “lifetime” of the radical system.

We treat spin relaxation in terms of the generic Lindbladian in diagonal form

ˆ̂Rρ̂(t,Ω)=∑
n
γn

1
2

(
2AÂnρ̂(t,Ω)Â†

n − ρ̂(t,Ω)Ân Â†
n + Ân Â†

nρ̂(t,Ω)
)

(2.6)

where the Ân are jump operators and the γn are the associated noise rates. In the

sections titled Results, we shall present simulations for random-field relaxation,

for which Ân ∈ {
ŜK ,x, ŜK ,y, ŜK ,z

}
and the three associated coupling coefficients are

assumed identical (corresponding to uncorrelated, i.e., incoherently modulated field

noise in the three space dimensions). For the Kth radical, these assumptions lead to

ˆ̂RK ρ̂(t,Ω)= γK

( ∑
i∈{x,y,z}

SK ,iρ̂(t,Ω)SK ,i − 3
4
ρ̂(t,Ω)

)
, (2.7)

which is equal to the phenomenological relaxation superoperator popular with mag-

netic resonance applications with equal spin-lattice (T1) and spin-spin relaxation

times (T2), i.e., γK = T−1
1,K = T−1

2,K . Equations (2.6) and (2.7) generally apply to Marko-

vian noise, which is deemed applicable to describe the wider system-bath coupling
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effects (as, e.g., the discussion in Ref. 59). Alternative descriptions based on Bloch-

Redfield theory47,73 and spin-boson models109 have been employed (which likewise

are Markovian or have been applied in this limit).

Equation (2.1) is here solved subject to the initial condition

ρ̂(0,Ω)= ˆ̂P (T)
AB/Tr

[
ˆ̂P (T)

AB

]
(2.8)

which corresponds to an unpolarized triplet state of the AB-radical pair, in line with

its assumed generation from the fully reduced FADH− and triplet oxygen, in the

presence of an initially uncorrelated radical C•. Encounters of initially uncorrelated

radicals (F-pairs/radical cluster) give rise to qualitatively comparable MFEs.61

The quantum yield of the signaling state, once all radicals have reacted, is given

by

YS(Ω)= k f

∫ ∞

0
Tr

[
ρ̂
]
dt = k f Tr

[ ˆ̂ρ(Ω)
]
, (2.9)

with ˆ̂ρ(Ω)=
∞∫
0
ρ̂(t,Ω) dt denoting the accumulated density operator. The directional

dependence of the yield dictates the performance of the reaction as a compass sensor.

We use as fidelity measures the absolute (∆S) and the relative (ΓS) anisotropy of the

yield of the signaling state, which are defined as follows:

∆S =max
Ω

[YS(Ω)]−min
Ω

[YS(Ω)] and ΓS = ∆S

〈YS〉
, (2.10)

where

〈YS〉 =
1

4π

∫
YS(Ω)dΩ. (2.11)

Assume that the spin relaxation is fast and local to B• (i.e., acting on radical B•,
the superoxide radical anion, only). In the limit that the associated γn → ∞, B-

coherences are eradicated and B-population differences vanish. In this scenario,

the spin dynamics of the system can be described in terms of the reduced density

operator,

σ̂(t,Ω)=Tr
[
ρ̂(t,Ω)

]
(2.12)

or

〈a,b|σ̂(t,Ω)|c,d〉 = 〈a,↑,b|σ̂(t,Ω)|c,↑,d〉+〈a,↓,b|σ̂(t,Ω)|c,↓,d〉 (2.13)

for which the spin-states of the B-radical have been traced out (a and c and b and d
stand for the spin states of radical A and C, respectively; hyperfine interactions have

been assumed to be absent for B•). σ̂(t,Ω) obeys an effective equation of motion of

the form
d
dt
σ̂(t,Ω)=−i

[
ˆ̂H
′
(Ω), σ̂(t,Ω)

]
+ ˆ̂K

′
σ̂(t,Ω)+ ˆ̂R

′
σ̂(t,Ω) (2.14)
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where ˆ̂H
′
(Ω) is the Hamiltonian pertinent to A and C only, i.e., ˆ̂H

′
(Ω) = ˆ̂HA(Ω)+

ˆ̂HC(Ω)+ ˆ̂HA,C(Ω); ˆ̂R
′

is the relaxation superoperator in the AC-subspace; and the

recombination superoperator obeys

ˆ̂K
′
σ̂(t,Ω)=−1

2
kX

[
ˆ̂P (S)

AC, σ̂(t,Ω)
]
+−

(
k f +

kS

4
+ 3kT

4

)
(2.15)

Equations (2.14) and (2.15) suggest that the spin dynamics of the three-radical

system in the limit of fast spin relaxation in B• resemble that of a radical pair

composed of A• and C• with the effective singlet recombination rate k
′
S = kX and

modified decay rate k
′
f = k f + kS

4 + 3kT
4 . Equation (2.15) is to be solved subject to

the random initial condition, σ̂(0,Ω) ∝ 1̂. This applies both to ρ̂(0) given by Eq.

(2.8) and F-pair/triad initial conditions. The majority of simulations described here

will be conducted in the limit of infinitely fast spin relaxation in B•, for simplicity,

reduction of the number of parameters, and in the expectation that this limit is, in

fact, closely realized for a freely tumbling superoxide. Hyperfine parameters are

reported for the molecular frames of the FADH• and Y• radicals in the supplementary

material (Tables A.2-A.4). The identity of the scavenger radical within the protein,

i.e., sequence number, impacts on the spin dynamics via the relative orientation

of radicals and, for models including the electron-electron dipolar coupling, the

inter-radical distance.

2.5 Results

For context, we first consider a radical pair model of the reoxidation reaction.

We adopt the prototype model of a triplet-born radical pair comprising the flavin

semiquinone, FADH•, and superoxide anion radical, O•−
2 (hyperfine parameters are

reported in Table A.4 in the supplementary material). Assuming that the superoxide

is mobile allows us to neglect its electron-electron dipolar interactions, which have a

suppressive effect on the magnetic field effects from radical pair reactions in general

and in flavin-containing radical pair models of the cryptochrome charge recombi-

nation in particular.25,27,55 We consider a “short-lived” (k−1
f = 1µs) and “long-lived”

(k−1
f = 10µs) radical pair, with lifetimes chosen to elicit marked sensitivity of the

geomagnetic field but still obeying lifetime bounds derived from the inference of

avian magnetoreception by radio-frequency electromagnetic fields48 and the expected

spin relaxation times of cryptochrome-bound flavin radicals (i.e., for longer lifetimes,

spin relaxation in the flavin will strongly attenuate the effect).47 The radical pair

recombination has been accounted for subject to the frequent assumptions kS = k f

and kT = 0. Modeling spin relaxation in the superoxide anion radical by Eq. (2.7), we

predict the dependence of the relative anisotropy [Eq. (2.11)] of the quantum yield of

signaling state formation on the relaxation rate constant γB, as shown in Fig. 2.3(a).
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Figure 2.3: Directional magnetic field effects of radical pair and triad systems of
topology FADH•/O•−

2 or FADH•/O•−
2 /Y• subject to random-field spin relaxation in O•−

2 .
a) FADH•/O•−

2 for k−1
f = 1µs and 10µs, kS = k f and kT = 0; b) and c) FADH•/O•−

2 /Y•

for k−1
f = 1µs and 10µs, respectively, different kS and kX as indicated in the legends,

and kT = 0. The Y• has been modelled after Y319 in DmCry. For the three-radical
systems, the hyperfine interaction of N5, N10 and H5 in FADH• and of the two
ortho-protons in Y• have been considered; a) additionally included Hβ1 and H6 in
FADH•. The inserts on the right illustrate the anisotropy of the yield of the signalling
state evaluated for γB = 0.022 ns−1, the relaxation rate expected for a viscous cellular
environment, and the conditions represented by the blue lines. These diagrams are
not drawn to scale.
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In the absence of spin relaxation (γB → 0), the model yields marked anisotropy of the

yield of the signaling state of the order of 5% for both radical pair lifetimes consid-

ered. As the relaxation rate increases, the effects are, however, quickly attenuated,

whereby the long-lived pair is more susceptible to the noise process. For the superox-

ide anion radical, the predominant source of the spin relaxation in weak magnetic

fields is the spin-rotational interaction, the dephasing effect of which is directly

proportional to the rotational correlation time.86 Estimating the latter based on the

Stokes-Einstein relation and using parameters from Ref. 86, the relaxation rate of

superoxide freely tumbling in an aqueous solution is estimated as γB = 1.8×109 s−1 ,

i.e., γ exceeds the range of γ-values considered in Fig. 2.3. Allowing for the fact that

the dynamic viscosity of hydrophobic cellular compartments surpasses that of water

(80 mPa.s vs 1 mPa.s for water),110 the intracellular spin-rotational relaxation rate

is, in fact, expected to be smaller: γB = 2.2×107 s−1 (i.e., the system loses coherences

on a timescale of γ−1
B = 45 ns).

However, the MFEs are strongly attenuated (for the here more favorable k−1
f =

1µs, from 5.2 % to < 0.04 %; worse for k−1
f = 10µs), thereby making obvious that

the model of a mobile superoxide is irreconcilable with the demand of providing a

sensitive compass in the geomagnetic field.

We next consider the extension of the radical pair model by a scavenging reac-

tion with a third radical as shown schematically in Fig. 2.1 and Scheme 2.2. We

assume that the signaling state is induced by the semiquinoid form of FAD.34 The

scavenging reaction correspond to the oxidation of FADH• by the tyrosine radical,

thereby re-forming the fully oxidized resting state of FAD, which is also formed via

the oxidation of the semiquinone by O•−
2 . Overall, the reaction products are thus the

activated protein or its resting state. For definiteness, we arbitrarily identify the

scavenger radical with the neutral tyrosine radical corresponding to Y319 as present

in the crystal structure of DmCry. This residue is separated by 10.2 Å from the flavin

(OH-N5 distance) and thus, in principle, well positioned to serve as scavenger of

the flavin semiquinone based on the mere criterion of distance; beyond that, we

do not want to imply mechanistic relevance of this system. For a moderately fast

scavenging rate of kX ≃ 10µs−1, Figs. 2.3(b) and 2.3(c) again show the dependence of

the relative reaction yield on the rate of spin relaxation, γB, in the superoxide radical.

It is apparent that the three-radical model predicts MFEs that exceed those of the

RPM-based model, in particular, for the longer lifetime of k−1
f = 10µs [Fig. 2.3(c)] and

that, importantly, the effects are robust to spin relaxation in the superoxide radical

anion. Specifically, we find that the anisotropy is unaffected by B•-spin relaxation if

kS = kT = 0. For non-zero recombination in the primary pair, e.g., kS = k f , the spin

relaxation has an attenuating effect, but effects remain large even for γB →∞.
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The diminishing effect of primary pair recombination in this limit is consistent

with the observation [as expressed in Eqs. (2.14) and (2.15)] that, for γB →∞, the

radical-triad dynamics correspond to that of the AC-pair but with decreased lifetime,

i.e., increased effective k
′
f . As the effective lifetime is decreased for kS > 0 [see Eq.

(2.15)], the sensitivity to the magnetic field is reduced, which is particularly pro-

nounced for systems with lifetimes close to the “detection limit” for the geomagnetic

field (i.e., for the simulations with k−1
f = 1µs; the time of at least one Larmor preces-

sion, i.e., ≃ 700 ns, is required to elicit a marked response to the magnetic field).

Figure 2.3 also shows the anisotropy of the MFE for γB = 0.022 ns−1 , the relaxation

rate expected for a viscous cellular environment, as an inset. A comparable direc-

tionality of the radical-pair and radical-triad systems is observed (while the size of

the effects is markedly different).

For the calculations on triad systems with explicit spin relaxation taken into

account, we have been able to include the five largest hyperfine interactions. Subse-

quent simulations will assume the extreme relaxation limit, γB →∞, for simplicity

and efficiency while also being in line with the spin relaxation rates as estimated

above. In this limit, we will be able to consider the eight largest hyperfine-coupled

nuclei, yielding a more realistic description of the spin dynamics in these triad

systems. As might be expected in view of the combined simulation data published

for various radical pair systems,3,63,72 this increase in complexity is associated with

a (modest) decrease in ΓS.

Figure 2.4(a) shows the dependence of the relative anisotropy of the flavin

semiquinone/superoxide/Y319 triad system on the rate constant of scavenging for

k−1
f = 1 and 10µs. Spin relaxation in the superoxide anion has been accounted for

in the γB → ∞ limit; EED interactions have initially been neglected (see below).

The data reveal substantial MFEs for scavenging rate constants kX ≃ 10×k f . For

k−1
f = 1 and 10µs, the effect peaks at kX = 13µs−1 and kX = 6µs−1, respectively.

With increasing lifetime, the maximally attainable ΓS increases and the associated

scavenging rate constant kX decreases. A similar trend is obtained for the absolute

orientational spread of the reaction yield, ∆S, except for that the k−1
f = 10µs data

appear to peak at lower kX (kX = 0.9µs−1 for k f = 0.1µs−1; see the supplementary

material). Figures 2.4(b) and A.2 in the supplementary material provide comparable

data for Y319 from ClCry4 and Y388 from ErCry4. The latter is the tyrosine residue

closest to FAD according to a homology model taken from Ref. 111 (FAD-N5-OH-

distance: 13.8 Å). Tyrosine atomic coordinates for ClCry4 were taken from the crystal

structure (PDB ID: 6PU0), i.e. without the unresolved phosphate-binding loop (PBL).

The ClCry4 PBL however does not contain any tyrosine residue. Y319 in ClCry4 is

55



CHAPTER 2. REALISTIC 3-RADICAL SPIN DYNAMICS MODELING:
IDENTIFYING A SUITABLE TYROSINE SCAVENGER

Figure 2.4: Directional magnetic field effects evaluated for models of FADH•/O•−
2 /Y•

in the limit of infinitely fast spin relaxation in O•−
2 presented as a function of the

scavenging rate constants kX . The scavenger radical Y• has been identified with a)
Y319 in DmCry, b) Y388 in ErCry4, and c) Y319 in ClCry4, respectively. kS and k f are
specified in the legends; kT = 0. All simulations included the hyperfine interactions
of N5, N10, H5, H6, Hβ1 in FADH• and Ho1, Ho2, and Hβ2 in Y•. For a) and b),
EED interactions have been neglected; c) provides simulations with (dashed-dotted
lines) and without (solid lines) EED interactions.
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a surface-exposed tyrosine extending the tryptophan tetrad. Radical formation at

this site has been implicated with the photo-reduction.30 Despite different relative

orientations of these tyrosine residues compared to Y319 in DmCry, the predicted

anisotropies of the three systems are comparable, as is shown in Fig. 2.4. In Figs.

2.4(a) and 2.4(b), we summarize simulations for kS = k f in addition to kS = 0. It is

apparent that in the presence of significant scavenging, the effect of primary pair

recombination, i.e., kS, is minor, which is in agreement with the findings in the

original publication for flavin/tryptophan radical pairs scavenged by radicals devoid

of hyperfine interactions.29 Figures A.3 and A.4 in the supplementary material

further explore the dependence of the MFE on the reaction yield and its anisotropy

on the intensity of the applied magnetic field. The simulations predict large relative

anisotropies, up to 30%, at fields below 10 mT (for larger fields, the anisotropy is

reduced) and huge MFEs of the reaction yield of several 100%. It is interesting to

note that these MFEs monotonically increase with the applied field without going

through an anti-phased low-field feature, as typical for the RPM under the conditions

applying for magnetoreception.99

The electron-electron dipolar interaction of radicals is inevitably significant in

magnetosensitive radical recombination reactions, both in radical pair and radical

triad scenarios, where radicals are restrained at a distance allowing for mutual

recombination, typically by distant electron transfer.25,55 Nonetheless, EED inter-

actions have traditionally been neglected for simplicity, reduction of computational

effort, and possibly on conceptual grounds, as the RPM places an emphasis on the

hyperfine-driven spin-state conversion. Recently, unexpected rich MFEs have been

predicted for three-radical systems due to the EED coupling alone,26,83 while the

suppressive effect of EED interactions on the low-field sensitivity has raised doubts

about the RPM hypothesis of magnetoreception.25 Both observations motivate the

exploration of the profound effects of EED coupling in the scavenged FADH•/O•−
2

systems.

In the limit of fast O•−
2 relaxation, the EED-interactions involving O•−

2 are ef-

fectively averaged. Thus, the spin dynamics are independent of the location of O•−
2

relative to the flavin and tyrosine radicals that governs its EED coupling [see Eq.

(2.4)]. EED interactions will still impact on the MFEs via the FADH•/Y• coupling.

Possibly not unexpected in view of the suppressive effect found in Ref. 25, we find

that here too the directional MFEs are strongly suppressed by the EED coupling.

This is demonstrated for Y319 in Fig. 2.4(c).

For k−1
f = 1µs, ΓS of this system is reduced from 1.3×10−2 to 3.4×10−3 , whereby

a larger kX is necessary to elicit this maximal effect. For Y319 in DmCry, the sup-

pression is even stronger, which is in line with the larger EED coupling present at

57



CHAPTER 2. REALISTIC 3-RADICAL SPIN DYNAMICS MODELING:
IDENTIFYING A SUITABLE TYROSINE SCAVENGER

Figure 2.5: Directional magnetic field effects evaluated for various FADH•/O•−
2 /Y•

radical triads based on the crystal structure of ClCry4 for k−1
f = 1µs (a) and 10µs

(b). The simulations have assumed infinitely fast spin relaxation in O•−
2 , kS = kT = 0

and included the hyperfine interactions of N5, N10, H5, H6, Hβ1 in FADH•and Ho1,
Ho2, and Hβ2 in Y•. The effect of the EED coupling was fully taken into account.
The systems differ in the assumed position of the Y•, which is indicated in the legend
in terms of the residue number in the crystal structure of ClCry4 (PDB ID: 6PU0).
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the shorter inter-radical distance. For this system with k−1
f = 1µs, ΓS is reduced

from 1.7×10−2 to a mere 2.3×10−3. Moreover, the peak of sensitivity of this system

is shifted to markedly larger scavenging rate constants kX (8.2 ns−1 as opposed to

0.013 ns−1 without EED). Figure A.5 illustrates the dependence of the MFE on kX

for various tyrosine sites.

While the suppressive effect of the EED coupling is discouraging, the effect is

expected to strongly vary with distance and orientation of the radicals involved. This

led us to carry out a systematic exploration of the suitability of the various tyrosine

sites in the cryptochrome protein to sustain large three-radical MFEs. These data

are the main results of this contribution. We opted to use ClCry4 and DmCry as

template structures (for which the crystal structures have been resolved, at least in

part30,112) and again considered lifetimes of k−1
f = 1 and 10µs. The primary radical

recombination rate constant was set to kS = 0µs−1, as the predictions are broadly

insensitive to this choice. The exchange coupling of the scavenger and the flavin

semiquinone was neglected in order to reduce the number of parameters to the

manageable set of kX and tyrosine-location in the protein (experimental values

of the exchange interaction are available for the terminal tryptophans of the tri-

ads/tetrads of selected cryptochromes and photolyases, for which they appear to be

negligibly small).56 The eight largest hyperfine interactions, five in FADH• and three

in Y•, have been taken into account. A summary of these simulation parameters,

compiled in table form for convenience, is available in Appendix A (Table A.1). Also

provided are the relative positions and orientations of FADH• and Y• radicals for

ClCry4 (Figure A.1 and Table A.2) and DmCry (Table A.3). Figure 2.5 summarizes

the dependence of the directional MFEs for the 18 tyrosine residues in ClCry4. The

maximal ΓS ’s range from 1.1×10−3 to 0.021 and 2.6×10−3 to 0.065 for k−1
f = 1 and

10µs, respectively. Here, we find that for many tyrosine residues in ClCry4, the

MFEs remain large in the presence of EED coupling. This applies, in particular, for

(in the order of decreasing maximal ΓS) Y441, Y32, Y271, Y134, Y81, and Y190, for

which large effects are observed for both k−1
f = 1 and 10µs. Note further that for

these systems, the maximal MFEs occur at the “usual” scavenging rate constants

of kX ≃ 10µs−1 and that the longer lifetime, i.e., k−1
f = 10µs, gives rise to larger

sensitivity, as expected. Figure A.5 provides a similarly exhaustive exploration for

the tyrosine residues in DmCry for k−1
f = 1µs, both in the presence and absence

of EED coupling. Maximal ΓS ’s are of the order of 2% and 1% in the absence and

presence of EED coupling, respectively. If the EED interaction is ignored, the largest

effects are predicted for Y328, Y317, and Y319; with EED coupling included, the

MFEs of the two surface-exposed residues Y90 and Y211 exceed those of other sites

by more than a factor of three at their respective optimal kX .
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2.6 Discussion

2.6.1 Magnetosensitivity of the reoxidation

The potential magnetosensitivity of the cryptochrome reoxidation reaction has been

widely discussed following up on works of Ritz et al., proposing the involvement

of molecular oxygen, and later Maeda et al., proposing superoxide.77,100 The flavin

semiquinone/superoxide radical pair is central to this hypothesis.82,101,102 In terms

of its hyperfine interaction structure alone, this model promises superior magne-

tosensitivity, vastly exceeding that of flavin/tryptophan radical pairs.72,103 However,

in free solution, superoxide is subject to fast spin relaxation as a consequence of its

orbitally degenerate ground state and thus non-zero angular momentum, which gives

rise to huge g-tensor anisotropy and eventually swift spin relaxation via the spin-

rotational mechanism.86 It is for this reason that the model has widely been viewed

as improbable,102 leading to the widespread practice of postulating a radical, usually

denoted Z•,72 which shares superoxide’s favorable features in terms of being devoid

of hyperfine interaction but is freed of its stigma of fast spin relaxation. The recent

observations of dark-state magnetosensitivity, however, have brought the superoxide

hypothesis back into the spotlight of cryptochrome’s magnetosensitivity.11,64,65 Fur-

ther indirect support has been found in the observation of magnetoreception being

affected by green/red light in some experiments and its feasibility under low light

conditions.76 Note, however, that as for now, no consensus as to the identity of the

radical pair has been reached.

A frequent argument suggests that FADH•/O•−
2 could be feasible if the superox-

ide’s rotational tumbling was hindered and/or its molecular symmetry reduced, i.e.,
its angular momentum quenched.69,102 This implies that the radical would have to

strongly interact with its environment, i.e., be essentially immobilized. This notion,

however, is equally unsuccessful as immobilization at a feasible reaction distance2

gave rise to larger, non-averaged EED coupling, which in model calculations effec-

tively suppresses the magnetosensitivity of the radical pair recombination in weak

magnetic fields.25

2.6.2 Magnetosensitivity enabled by three-radical
interactions

We here suggest that this impasse can be overcome by a model involving three

radicals, whereby the primary flavin semiquinone superoxide radical pair is scav-

enged in a spin selective recombination reaction with a third radical. This model was

conceptually introduced in Ref.,82 where the authors demonstrated vastly enhanced
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directional sensitivity and resilience to spin relaxation in the non-scavenged radical

of the primary pair, at least for simple model systems and neglecting the EED in-

teraction. Here, we have subjected this idea to test under more realistic conditions,

whereby we focus on the hypothetical scavenging reaction from a long-lived tyrosine

radical inside of the protein for concreteness. We have realized a systematic survey

for 18 tyrosine residues in the vicinity of the FAD cofactor in ClCry4, whereby a

realistic but necessarily simplified model of the hyperfine structure, the relative ori-

entation of the radicals, and their unavoidable EED coupling have been considered.

In the limit of fast spin relaxation in the superoxide, the spin dynamics have been

found to essentially correspond to that of the radical pair of FADH• and Y•, subject

to an F-pair initial condition, spin-selective recombination due to the scavenging

reaction, and an altered lifetime. While thus showing similarity to strongly asym-

metric radical pair recombination reactions,113 the model permits the radical pair

generation via dark-state reactions, such as the direct oxidation of the fully reduced

FAD with molecular oxygen under production of superoxide. The fast relaxation of

the superoxide could in this model offer an advantage, as it averages the large EED

coupling of the FADH•/O•−
2 pair at the short reaction distance for hydroperoxide

formation (a study has identified a likely binding site of O•−
2 in immediate vicinity of

H5 of FADH•),2 which otherwise exerted a strongly suppressive effect on the magne-

tosensitivity. While this suppression can, in principle, be overcome in slowly relaxing

three-radical schemes, as has been shown in Refs. 25 and 27, it requires comparable

EED coupling of the involved radicals. This, however, implies that all three radicals

had to be close in space, which could turn out impractical/improbable in practice. In

this sense, the fast relaxation in O•−
2 is recognized to simplify the model prerequisites.

We have here found that the three-radical scheme FADH•/O•−
2 /Y• with quickly

relaxing O•−
2 predicts comparably larger anisotropy of the MFEs even if the sup-

pressive effect of the EED coupling is accounted for. Specifically, the model delivers

yield anisotropies exceeding those of the realistic model of FAD•−/W•+ even when

the suppressive EED is neglected in the latter.3,63 Several auspicious Y-residues

have been identified in ClCry4 that sustained large MFEs. Inspecting the location of

the radicals relative to the FAD, one realizes, however, that particularly large MFEs

arise from distant Ys typically located at the protein’s surface (see Fig. 2.1), i.e., the

data appear to reflect an intrinsic tendency to reduce the EED coupling by increasing

the inter-radical distance. Indeed, we find a strong correlation of the maximally

attainable relative anisotropy ΓS (for the optimal kX ) and the inter-radical distance.

For k−1
f = 1µs, Pearson’s correlation coefficient of the FAD-N5-Y-OH-distance and

ΓS amounts to R = 0.82 for the combined DmCry and ClCry4 data; for k−1
f = 10µs

in ClCry4, we find R = 0.79 (the correlation of ΓS and dipolar interaction strength,

which scales with r−3, is weaker; R =−0.49). Further note that the simple correlation
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of the MFE and distance appears to be a consequence of essentially reducing the

system dynamics to that of the pair, i.e., this tendency had not been identified for

slowly relaxing three-radical systems in Ref. 27.

2.6.3 Scavenging rates vs inter-radical interactions

The effect requires an efficient scavenging reaction with the rate constant kX ≃
10µs−1 or more for small inter-radical distances. Thus, a balance needs to be struck

between reducing the EED coupling by increasing the inter-radical distance and the

need to sustain this reaction rate. Among the Ys identified for ClCry4 to potentially

give rise to sizable effects (if a suitable kx could be realized), Y319 has attracted

particular attention (ΓS = 8.5×10−3 for k−1
f = 10µs).82 Y319 extends the highly

conserved electron transfer pathway provided by the tryptophan tetrad (WA, WB ,

WC , and WD in Fig. 2.1; the Y319-WD distance is only 3.9 Å).52 Is it conceivable that

the very same pathway that facilitates the charge separation in the photo-reduction

could enable the scavenging as previously hypothesized?82 The smallest tyrosine-

to-isoalloxazine distance (R) amounts to 17.1 Å (between O in Y319 and C7M in

FAD). If we assume that the scavenging reaction proceeds by diabatic, long-distance

electron transfer, we can estimate the scavenging rates using the Moser-Dutton

ruler,114

log10kx ≃ 13− β

2.3
(R−3.6)−3.1

(∆Get +λ)2

λ
. (2.16)

where the first term, β

2.3 (R−3.6), is an electronic term proportional to the strength of

the coupling between the donor and acceptor species, taken to follow an exponential

decay in the electron tunneling rate proportional to eβ/R ; where R is the edge-

to-edge distance separating the donor and the acceptor, and β is proportional to

the square root of the barrier height. The second term depends on the energetic

requirements to going from the reactant (i.e. before electron transfer) to product

(after electron transfer) states: it includes the driving force ∆Get, the free energy

difference between the reactant and product states ; and the reorganisation energy

λ, the energy required to reorganise nuclear coordinates upon electron transfer.

In the most favorable activation-less limit (∆Get =−λ, ∆G ̸=
et = 0) and using typical

values for β (which represents the exponential decay of the coupling-matrix element-

squared with distance) ranging from 0.9 and 1.4 Å−1,115,116 one obtains values of

kX between 6×105 and 5×108 s−1. Thus, provided that the coupling is efficient, the

required kX is at least not infeasible. However, it should be noted that the electron

transfer rates would have to be modulated throughout the photo-cycle. In particu-

lar, the charge recombination ought to be slow in the fully reduced state (to avoid

premature reoxidation of the flavin) and fast once the re-oxidation was initiated

by reaction with molecular oxygen. That such modulation is, in principle, possible
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is hinted at in several studies. A recent molecular dynamics investigation of the

photo-activation of ClCry4 identified significant changes of the FAD-WD distance,

and thus electron transfer rates, set in motion by the charge redistribution associated

with the photoreduction.34 Metabolite binding and (de-)protonation reactions can

strongly modulate electron transfer rates in cryptochromes.117

The requirement could also be fulfilled if the FADH•/Y• recombination is in the

Marcus inverted region, while the less exergonic FADH•/Y• is close to activationless.

While experimental insights do not yet allow a serious assessment of the feasibility

of a three-radical processes involving Y319, it is reassuring that Y319 appears to

enhance the efficiency of photo-reduction in ClCry4 in vitro, thereby hinting at

the possibility of formation of a long-lived tyrosine radical at this location.30 It is

also worth mentioning that the mechanism as suggested here correctly predicts

the enhancement of the signaling state yield in modest magnetic fields (0.5 mT) as

observed for the dark-state MFEs in plants (while the radical-pair mechanism will

predict a decrease for the triplet-born FADH•/O•−
2 - radical pair due to the low-field

effect).65 Finally, note that while the MFE predicted for Y319 in ClCry4 is not among

the largest observed here, further enhancement appear realizable by optimizing

the relative position of the radicals in space, even when keeping the inter-radical

distance constant. That this is possible in principle is, e.g., demonstrated by Y134 in

ClCry4, for which large MFEs (ΓS = 0.021) are predicted despite its smaller distance

from FAD compared to Y319.

In view of the systematic study of ClCry4 presented above, it is furthermore

remarkable that the optimal kX tends to increase with decreasing distance, at least

for FAD-Y distances smaller than ≃ 25 Å; for larger distances, the distance depen-

dence is weak. Thus, at least in part the deleterious effect of large electron-electron

dipolar couplings at small reaction distances appears to be compensated by increased

scavenging reaction rate constants. This is not unknown for radical pair reactions,

to which the spin dynamics of the radical triad system are here effectively reduced

due to the assumed fast spin relaxation in superoxide. Specifically, Kominis and co-

worker previously showed that the effect of the exchange coupling can be ameliorated

by fast triplet recombination via the quantum Zeno effect, i.e., a decreased decay

rate of quantum states subject to frequent measurement, reaction events, or other

decoherence generating processes.118,119 It appears that here a similar principle is at

play. However, the compensation results from the fast singlet recombination that the

scavenging reaction equates to in the limit of fast O•−
2 relaxation. Indeed, following

Ref. 118, a simple model based on the coherent interconversion of degenerate singlet

and triplet states with frequency ω subject to fast singlet recombination with rate

kX shows that one of the eigenstates of the Liouvillian decays with rate 4ω2/kX . This
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quantum Zeno scaling, i.e., the larger the interrogation rate kX , the slower the decay,

can enhance the sensitivity to weak magnetic fields. Note that while a fast triplet

recombination is not expected in the avian compass system,120 here the asymmetric

relativity is introduced indirectly via the scavenging processes, for which a variety

of processes are conceivable.

2.6.4 Chemical requirements of the tyrosyl radical hypothesis

Here, we have focused on the requirements that would enable a FADH•/O•−
2 /Y•-

magnetosensor from the point of view of spin dynamics. In addition, such a system

is obviously constrained by its chemistry.82 First and foremost, the Y-radical has to

be formed. Ideally this radical ought to be persistent to enable “on-demand” magne-

toreception, for which the “charging” (i.e., the accumulation of scavenger radicals)

of the compass and its readout (i.e., light-independent reoxidation) are temporally

separated to also work in the night.

As for Y•-formation, the process could be facilitated by photo-activation and

accompany the photoreduction as suggested above for Y319 in ClCry4.82 It could also

be realized by chemical, i.e., dark, one-electron oxidation of tyrosine by mechanisms

that include oxidation by hydrogen peroxide and peroxidases, hydroxyl radical- and

metal-catalyzed oxidations, and electron or hydrogen transfer to other radicals.121

In fact, dark-state tyrosyl radicals are part of the enzymatic catalytic cycle of, for

example, ribonucleotide reductase, prostaglandin synthase, and lactoperoxidase

and are also formed on myoglobin and hemoglobin during reaction with hydrogen

peroxide (see Ref. 121 and references therein).

As for the lifetime constraint, long-lived tyrosine radicals have been observed

as a product of the photo-reduction in the animal-like cryptochrome in the green

alga C. reinhardtii (lifetime: 2.6 s)31 and a cryptochrome from A. thaliana (100µs).32

Arguably, these lifetimes are too short to allow ample radical accumulation under

light for later readout in the dark, but it could still rationalize the flickering-light

experiments. On the other hand, more persistent tyrosyl radicals are well known

in biochemistry. The classical example is provided by the radical of the redox-active

tyrosine residue YD in the photosystem II, which exhibits lifetimes up to hours,

depending on preparation.33 Although for now no such long-lived tyrosyl radical

has been observed in avian cryptochromes (or other magnetosensitive animal cryp-

tochromes), its occurrence is not infeasible and, in our opinion, should be considered

a target of experimental efforts.
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In general, chemical factors cannot currently be assessed beyond speculation. The

true magnetoreceptor is not identical to free cryptochrome, as recently discussed.53

Protein-protein interactions, immobilization, and association with the appropriate

signaling partners are deemed essential to realize sensitivity to magnetic fields of

around 50µT in vivo, all of which will impact on the feasibility of FADH•/O•−
2 /Y•.

It has become clear from the discussion that several requirements (kX , scavenger

location, chemistry) have to be met for the three-radical processes to function as

a sensitive compass as originally envisaged. We think that it is not unconceivable

that such a complex but more sensitive mechanism has resulted as the apex of an

evolutionary optimization process. One could imagine that rudimentary magnetosen-

sitivity was present in the photo-reduction but succeeded by a three-radical process

realized on the basis of the pre-existing, basic building blocks. This could have offered

greater sensitivity (limited by the lacking symmetry of hyperfine interactions in W•+

and by EED interactions; see Refs. 72, 3, and 122) and reception on demand/despite

low light levels, for which the accuracy of the photo-reduction-based compass is likely

insufficient.76

2.6.5 Ascorbyl radical: A better model?

We here focus on a mechanism within cryptochrome and have hence assumed the

scavenger in the form of tyrosine radicals, putatively generated in the preceding

photo-reduction. This was a deliberate decision for this study made for concreteness

but does not present a necessity. In fact, alternative choices could be more favorable.

Assume, for example, that the oxidation equivalent made available in the photo-

reduction, via the tryptophan tetrad, ends up in a stable radical derived from a

radical scavenger (in the original sense of the term), such as, for example, ascorbic

acid, AscH2. Following the reaction cycle as in Fig. 2.1, but with the ascorbyl radical

(Asc•−) instead of the tyrosine residue, could give rise to a FADH•/O•−
2 /Asc•− radical

triad. Figure 2.6 shows the directional MFEs calculated for this system as a function

of the rate of the FADH•/Asc•−-recombination reaction. Huge ΓS ’s of the order of 60%

appear feasible for this system. This large effect could, however, come at the cost

of less tight control (compared to FADH•/O•−
2 /Y•), as it involved a freely diffusing

Asc•−. It is interesting to note that the FAD•−/Asc•−-radical pair has been previously

suggested in the context of the photo-reduction as a more potent radical pair72 but

rejected as the formation of the ascorbyl radical from the primary FAD•−/W•+ could

not compete with its recombination.123 This is not a limitation here as the Asc•−

formation precedes the radical triad processes and could thus be realized on a slow

timescale either via the photo-reduction or independent pathways.
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Figure 2.6: Directional magnetic field effects evaluated for FADH•/O•−
2 /Asc•− radical

triad, where Asc•− denotes a freely diffusing ascorbyl radical. The relative anisotropy
(a) and absolute spread of the reaction yield of the signalling state are shown in
a) and b), respectively. k f and kS are indicated in the legend of a), which applies
throughout. The simulations have included the hyperfine interactions of N5, N10,
H5, H6, Hβ1 in FADH• and the isotropic interaction of H4 in Asc•−. The model does
not depend on the identity of the cryptochrome.

2.6.6 Superoxide MFEs beyond magnetoreception

Eventually, we want to point out that superoxide containing radicals have been

suggested to underpin a broad range of magnetic field and isotope-sensitive reactions

beyond the established paradigm of cryptochrome magnetoreception. Usselman et

al. used oscillating magnetic fields at the Zeeman resonance to impact on reactive

oxygen species (ROS) partitioning and thus cellular bioenergetics, which the authors

attributed to the FADH•/O•−
2 - radical pair.124,125 Sherrard et al. demonstrated that

exposure to weak magnetic fields can induces ROS production in human cells and

that this process requires the presence of the cryptochrome receptor.126 Smith and

co-workers suggested that isotope effects on xenon-induced anesthesia127 and the
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lithium treatment of bipolar disorder128 could both be linked to transient, superoxide

containing radical pairs. Zhang et al. demonstrated that hypomagnetic fields attenu-

ate hypocampal neurogenesis and cognition in mice and that this effect is correlated

with a reduction of reactive oxygen species.129 While in these contexts magnetosensi-

tivity appears to emerge as a serendipitous side effect, the suggested processes share

much similarity with the FADH•/O•−
2 -model of cryptochrome magnetoreception.

Here too, the question of fast spin relaxation in O•−
2 appears pertinent. While it is

unlikely that a complex three-radical processes of the marking FADH•/O•−
2 /Y• could

be relevant here too, because the complexity of the mechanism likely mandated

evolutionary optimization, a FADH•/O•−
2 /Asc•− process appears possible. Highly

reactive radicals are quickly sequestered in biological systems, usually under the

formation of persistent, less reactive species, such as Asc•−, which could engage in

the suggested three-radical process. In this context, it is interesting to note that

many observations of dark-state MFEs appear to implicate a relation with oxidative

stress130 and thus the overall radical concentration, in line with the expectations of

the three-radical hypothesis.

2.6.7 Suggested experiments

The reoxidation of cryptochrome and its putative magnetosensitivity remain a mys-

tery. Here, we have suggested a way by which this processes could elicit magnetosen-

sitivity despite its involvement of quickly relaxing reactive oxygen species, such as

superoxide. It is clear that many questions about feasibility and concrete implemen-

tation, including the identity of the scavenger radical, remain speculative. We hope

nonetheless that this theoretical analysis is able to instigate dedicated experiments.

A simple experiment could be built around the cyclic photo-reduction and dark

re-oxidation of a cryptochrome in vitro. Magnetic fields could be applied selectively

during the dark reoxidation, while the fluorescence of the flavin cofactor could be

used to readout the oxidation yield during the photo-reduction cycle. Probing the

magnetosensitivity of the processes while varying the frequency of photo-reduction

and reoxidation cycles, optionally in the absence and presence of, e.g., ascorbic acid,

would allow valuable, needed insights to solve the cryptochrome puzzle. In addition,

the identification of putatively long-lived tyrosyl radicals in avian cryptochromes

and, in particular, their assemblies in vivo is suggested.

2.6.8 Conclusions

In summary, we have presented comprehensive simulations of radical triad sys-

tems comprising the flavin semiquinone, superoxide, and a tyrosine radical in

cryptochrome. Assuming that the tyrosine radical can undergo a spin-selective

recombination reaction with the flavin radical, this model delivers sizable directional
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magnetic field effects in the geomagnetic field, even if the superoxide is subject to

fast spin relaxation and electron-electron dipolar interactions are fully accounted

for. Specifically, we have shown that in the limit of infinitely fast spin relaxation

in the superoxide, the spin dynamics observables correspond to those of the flavin

semiquinone tyrosine system with random initial spin configuration, spin-selective

recombination, and an altered effective lifetime. For the model to elicit marked

magnetosensitivity in the geomagnetic field, the scavenging reaction ought to pro-

ceed swiftly, i.e. with rate kX ≃ 107 s−1 or larger. This requirement and a systematic

exploration of the effect for the tyrosine residues in pigeon cryptochrome 4 show

that Y319 is a possible candidate to facilitate such enhanced three-radical MFEs.

Being located at the end of the tryptophan tetrad, Y319 appears to form long-lived

tyrosine radicals that could act as scavengers of FADH•, generated in the reoxidation

of FADH−, via a long-range electron transfer processes mediated by the tryptophan

tetrad.

The aim of this work was to test the hypothesis of a scavenging-enhanced MFE in

a more realistic context than previously explored. In particular, the complexity aris-

ing from many hyperfine-coupled nuclear spins, the relative orientations of radicals,

and the electron-electron dipolar coupling have been considered. The requirement to

sustain a fast scavenging reaction while simultaneously reducing the EED coupling

has been identified as the limiting factors in the employed FADH•/O•−
2 /Y• model. In

the limit of fast relaxation in the O•−
2 , the location of the superoxide relative to the

other radicals is inconsequential, i.e., radicals at close contact can be accommodated,

but the processes is more susceptible to the electron-electron dipolar coupling in the

FADH•/Y•Ḣere, slowly relaxing, i.e., immobilized O•−
2 could provide the additional

degrees of freedom needed to compensate the mutual dipolar coupling and further

boost the magnetosensitivity.27 Fast relaxation in O•−
2 reduces the spin dynamics

to that of an effective radical pair system that has lesser degrees of freedom to

compensate for the delirious effect of the mutual EED coupling.

The FADH•/O•−
2 /Y• system here has been elected for study for concreteness, but

we also acknowledge that systems involving a freely diffusing scavenger radical

besides the quickly relaxing superoxide might fare better in sustaining large MFEs,

as they avoid the suppressive effect of the electron-electron dipolar interaction by

design. With this in mind, FADH•/O•−
2 /Asc•−, where Asc•− is a freely diffusing stable

radical resulting from a radical scavenger, such as ascorbic acid, has been realized

as an exquisitely magnetosensitive system. The simplicity and general abundance of

radical scavenger-derived radicals suggests that this potent spin chemical scheme

could be relevant for many recent observations or suggestions of magnetic field and

isotope effects involving reactive oxygen species. Overall, we find that the three-
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radical model involving a scavenging reaction is feasible in principle. The issue of

the electron-electron dipolar coupling suppressing the effect can be sidestepped for

freely diffusing systems and mitigated in systems of three immobilized radicals by

suitable placement of the radicals.
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2.8 Chapter conclusion and perspectives

In this study, we have investigated the ability of a tyrosine radical Y• to function

as a scavenger in a realistic [FADH•-O•−
2 -Y•] radical triad, using spin dynamics

simulations parametrised with radicals positions and relative orientations taken

from a model of pigeon cryptochrome 4 clCry4. Importantly, O•−
2 spin relaxation

and electron-electron dipolar (EED) coupling between radicals were included in

the simulations. The inclusion of these physical effects and the use of geometrical

data taken from an avian cryptochrome, as opposed to plan or drosophila protein,

constitute the main novelty of this research.

In a first time, following recent experimental data implicating a dark-state form

of the flavin as the magnetosensitive form, we tested the feasibility of a [FADH•-O•−
2 ]

radical pair with a realistic O•−
2 relaxation rate. Even neglecting EED coupling − a

conceptually valid approximation for a free-diffusing radical −, no significant relative

singlet yield anisotropy (ΓS) could be achieved. As a measure of the directional

sensitivity, this result indicates no performant magnetic compass could be realised

with this radical pair.

The main focus of the study is on the performance of a [FADH•-O•−
2 -Y•] scavenged

compass, here treated in the presence of EED coupling and with immediately relaxing

O•−
2 . This setup effectively reduces the spin dynamics of the system to those of a

[FADH•-Y•] pair with altered lifetime. It was found that sizable MFEs, exceeding

those achieved by a [FAD•−-W•+] RP, could be achieved in the case of rather fast

scavenging, i.e. for scavenging rates of the order of kX ≃ 107 s−1 or faster.
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In particular − and this is the main finding of this study − Y319 was identified

as a promising scavenger for a [FADH•-O•−
2 -Y•] triad. Its location and orientation is

ideal in several respects: first, it is located far enough from the flavin so that EED

couplings have significantly decayed, achieving an optimal ΓS of 8.5×10−3. Second,

its distance to the flavin makes it possible for the optimal scavenging rate to be

attained. Lastly, Y319 is located only 3.9 Å away from the terminal tryptophan WD ,

involved in the photoreduction of FAD∗ into FAD•−, and Y319 itself seems to be

implicated in this process.

These results, while extremely encouraging, warrant further research on multiple

fronts. Electron-electron dipolar coupling has been identified as having a very strong

suppressive effect on MFEs; an effect which could be overcome with slowly-relaxing

3-radical systems.25,27 The possibility to realise a slowly-relaxing [FADH•-O•−
2 -

Y•] triad via O•−
2 immobilisation by the cryptochrome is explored in Chapter 4.

The dependence of EED coupling strength on not only distance, but also relative

orientation, calls into question the accuracy of ΓS computed on a single structure.

An analysis of tyrosine flexibility in a dynamic environment, as well as a study of

the sensitivity of EED coupling to small and large reorientations, would allow to

conclude on the performance achievable by these tyrosine residues in a biological

environment. Other points that need dedicated research efforts is the computation

of accurate electron transfer rates between FADH• and Y319, and the estimation of

Y• lifetimes in avian cryptochromes.

Another avenue to improve the description of the spin dynamics for all triads

considered in this study is the computation of dedicated hyperfine coupling (HFC)

tensors for the flavin radical, taking into account the dynamical nature of the

cryptochrome protein into which it is embedded. This is the subject of Chapter 3.

Finally we explored the possibility of a [FADH•-O•−
2 -Asc•−] radical triad, which

in the context of reoxidation does not suffer from the mechanistic limitation of

formation from [FAD•−-W•+]. While still hypothetical, we report extremely large

ΓS values for an ascorbyl scavenger. We suggest an experimental study to verify

whether its involvement, at least in vitro, is possible.
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3
PARAMETRISING THE SPIN HAMILTONIAN:

DYNAMICAL AND ENVIRONMENT EFFECTS ON THE

FLAVIN HYPERFINE STRUCTURE.

3.1 Chapter introduction

The following chapter presents a comprehensive computational study of the

hyperfine coupling (HFC) tensors describing the magnetic structure of the

cryptochrome-bound flavin. As mentioned in Chapter 1, the hyperfine in-

teractions of a radical electron with its neighbouring magnetic nuclei is one of the

contributor to the spin Hamiltonian, which means that a correct description of this

effect is needed to accurately simulate the spin dynamics of a radical pair or triad.

This work was notably carried out with the aim to better parametrise the spin

Hamiltonian employed in Chapter 2, in order to verify the scavenging abilities of the

promising Y319 identified therein.

Due to the continued research interest in both these spin systems, we consider

in this study both oxidation states of the flavin relevant to magnetoreception pro-

cesses: the radical anion FAD•− formed from the photoreduction, and the radical

semiquinone FADH• from the dark-state reoxidation by triplet O2. The motivation

for computing an updated set of tensors for these radicals is the fact that studies

on the hyperfine structure of flavins, until now, either neglect dynamical effects,131

include the environment using an implicit solvent model,132 approximate the flavin

by a truncated analogue,3,71 or work on proteins not implicated in avian magnetore-

ception.133 The latter study concludes that the presence of at least the immediate

environment is necessary to achieve a correct description of the hyperfine struc-

ture of flavins. While we eventually reach a broadly opposite conclusion − their
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assessment is based on the presence of a hydrogen bond to the flavin, which is

not present in the model of pigeon cryptochrome we used, but which is notoriously

impactful to the electronic structure of the flavin134 −, this assessment inspired

us to compute HFC tensors for these flavins while taking into account dynamical

effects. Precisely, we evaluate here the impact of structural fluctuations of the flavin

and of the wider protein environment on flavin HFC tensors, as well as the effect of

electronic polarisation by its immediate chemical environment.

This is done via a long (800 ns) Molecular Dynamics simulation of the flavin

within a Columba livia cryptochrome 4 (clCry4). Taking a cluster approach where we

explicitly include neighbouring residues into the calculation of flavin HFC tensors,

and which we enrich with a QM/MM approach where the rest of the protein is

included as point charges, we report an average set of tensors for atoms of interest.

We also report the distributions of tensor element values along the dynamics.

The stepwise introduction of dynamical effects realised in this Chapter also

allows us to gauge their respective sizes and to decorrelate some of their impact on

specific tensors. In particular, we find the electronic polarisation to have, in most

cases, a surprisingly weak effect on the flavin hyperfine structure, with the bulk of

the variations induced by geometrical distortions due to thermal energy. We however

found some specific instances of electronic polarisation impacting the shape of the

N5 tensors, with implications to the spin dynamics of a compass operated by such a

flavin.

This is a reproduction of the article entitled “Ab initio derivation of flavin

hyperfine interactions for the protein magnetosensor cryptochrome” published

in the Physical Chemistry Chemical Physics (PCCP) journal and available at

https://doi.org/10.1039/d1cp05804e. The Supporting Information (SI) are provided in

Appendix B.

This work is the result of a collaboration, and was carried out both at the Univer-

sity of Exeter and at Université Paris-Saclay. In terms of contributions: the histidine

oxidation state assignment, residue cluster delineation, basis set benchmark, MD

simulations (preparation and production), aDFT calculations of magnetic properties

and subsequent statistical analysis, and the computation of final HFC tensors, were

carried out by Jean Deviers. Creation of most figures, the computation of final HFC

tensor standard deviation, graphical representation of the average and variance of

final HFC tensors, and providing the initial structure for the protein and the flavin,

were the work of Daniel Kattnig. This project was carried out in close collaboration

with both universities, and under the monitoring by Daniel Kattnig, Aurélien De la

Lande and Fabien Cailliez, with whom frequent discussion were absolutely essential

to complete this work.
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3.2. ABSTRACT

3.2 Abstract

The radicals derived from flavin adenine dinucleotide (FAD) are a corner stone

of recent hypotheses about magnetoreception, including the compass of migratory

songbirds. These models attribute a magnetic sense to coherent spin dynamics in

radical pairs within the flavo-protein cryptochrome. The primary determinant of

sensitivity and directionality of this process are the hyperfine interactions of the

involved radicals. Here, we present a comprehensive computational study of the hy-

perfine couplings in the protonated and unprotonated FAD radicals in cryptochrome

4 from C. livia. We combine long 800 ns molecular dynamics trajectories to accurate

quantum chemistry calculations. Hyperfine parameters are derived using auxil-

iary density functional theory applied to cluster and hybrid QM/MM (Quantum

Mechanics/Molecular Mechanics) models comprising the FAD and its significant

surrounding environment, as determined by a detailed sensitivity analysis. Thanks

to this protocol we elucidate the sensitivity of the hyperfine interaction parameters

to structural fluctuations and the polarisation effect of the protein environment. We

find that the ensemble-averaged hyperfine interactions are predominantly governed

by thermally induced geometric distortions of the flavin. We discuss our results in

view of the expected performance of these radicals as part of a magnetoreceptor. Our

data could be used to parametrize spin Hamiltonians including not only average

values but also standard deviations.

3.3 Introduction

Magnetoreception is widespread in the animal kingdom.8 Despite the phenomenon

being well established, the sensory mechanism–and even the underlying principle–

has remained opaque for decades.40 In birds and a few other species, a compass sense

has been attributed to a radical pair recombination reaction in the protein cryp-

tochrome.1,17,42 This spin-selective reaction acquires magnetosensitivity, because

the electron spin states of the radical pair coherently interconvert between singlet

and triplet states, as the electron spins couple to the applied and local magnetic fields.

The latter are caused by the magnetic moments of nuclear spins in the radicals,

i.e. arise via hyperfine interactions. In this way, hyperfine couplings, including the

isotropic Fermi contact and the anisotropic dipole-dipole contributions, are critical in

determining the magnetosensitivity and its directionality in the geomagnetic field,

which governs the sensitivity of the compass.

The concept of a radical pair model of magnetoreception was originally suggested

by Schulten et al..42 Later, Ritz et al. suggested the flavo-protein cryptochrome in

the animals’ eyes as the actual host of the magnetosensitive radical recombination

process.17 This proposition has since been supported by ample theoretical insight
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and biological evidence.1,135,136 Indeed, there is now a wealth of behavioural studies

which confirm the existence of a light-dependent inclination compass, which can

be scrambled by radio-frequency electromagnetic fields, as expected for the radical

pair model.1 However, the details of the sensor and its associated pathways have

remained elusive so far.

Cryptochromes contain a non-covalently bound flavin adenine dinucleotide (FAD)

cofactor, which is tightly linked to its function as a magnetosensor.137 This flavin

exists in two important radical forms, the anion radical (FAD•−) and its protonated

semiquinone form (FADH•), which both have been implicated as members of the

magnetosensitive radical pair intermediate. The photo-reduction of fully oxidised

flavin in the cryptochrome gives rise to a radical pair, comprising the FAD•− and a

surface-exposed tryptophan radical cation, which has been found to be magnetosen-

sitive in vitro in the isolated protein, albeit at magnetic fields significantly exceeding

the geomagnetic field.53 FADH• can result from protonation of the anion radical

or oxidation of the fully reduced flavin cofactor, FADH−. The latter reaction has

been suggested to underpin magnetoreception in the dark.11,65–67,138 While there

is ongoing debate about the identity63,72,102 of the partner radical and even the

number25,27,29,37,82 of radicals involved, the flavin radical, either protonated or in is

anionic form, is a central cornerstone of all models.

The hyperfine interaction parameters in the involved radicals are crucial in

determining the directional sensitivity of the compass. The hyperfine couplings

(HFCs) of the flavin radicals are generally perceived as ideal for its putative function

in a directional sensor.1,3,72 This is the result of the hyperfine structure being

dominated by the HFCs of the two central nitrogen atoms of the isoalloxazine ring

system, N5 and N10 (see Fig. 3.1), which are strongly anisotropic, close to axial and

collinear. In the absence of other strong HFCs, this gives a dominant directionality

to the spin dynamics.72 Particularly large anisotropic magnetic field effects in the

geomagnetic field result if these flavin radicals are combined with radicals devoid

of hyperfine interactions, i.e. in so-called reference-probe configurations.72,103 On

the other hand, partner radicals without overarching symmetry of their hyperfine

couplings strongly attenuate magnetic fields effects.3,63

Interestingly, the hyperfine structure can impact the spin dynamics in a non-

obvious way too: in combination with anisotropic hyperfine interactions in the

partner radical (e.g. as provided by a protein-bound tryptophan radical), the flavin

anion HFC structure can give rise to a spike in the recombination yield of long-lived

radical pairs, which results from a level anti-crossing phenomenon when the mag-

netic field is parallel to the isoalloxazine ring plane.3 This remarkable observation

emphasizes the truly quantum nature of cryptochrome magnetoreception, as the

feature is only apparent in fully quantum spin dynamics simulations, but absent in
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Figure 3.1: Graphical representation of (a) the pigeon cryptochrome 4 protein
(ClCry4; PDB ID: 6PU0 with phosphate binding loop reconstructed) and (b) the
FAD cofactor in its semiquinone form FADH•. (a) shows the chemical environment
of the flavin. Residues coloured in blue are cationic; in red, anionic; and in green,
polar. (b) introduces the numbering scheme for pertinent nuclei and the standard
orientation used throughout this paper. Red axis = x, green = y, blue = z. In the
anion radical FAD•−, the hydrogen labeled H5 is absent. H7α and H8α are generic
labels for the 3 hydrogens born by the methyl groups on the isoalloxazine ring.
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semi-classical realisations of the modeling.139 The effect too relies on the hyperfine

interactions of N5 and N10, specifically on the small but, importantly, nonzero trans-

verse components. A small increase in their magnitude has been shown to enhance

the effect.3

Many theoretical studies have been dedicated to understanding the electronic

structure and properties of flavins in proteins. The reader is referred to Kar et al.
for a review focusing on electronic spectra.140 On the other hand, theoretical studies

aiming to calculate hyperfine tensors for flavin radicals are much fewer, and either

neglect dynamical effects,131 include the environment using an implicit solvent

model,132 approximate the flavin by a truncated analogue,3,71 or work on proteins

not implicated in avian magnetoreception. Indeed, hyperfine interactions and g-

matrices have only been predicted for the bound flavin radicals in glucose oxidase

from A. niger, whereby a QM/MM molecular modeling approach was chosen.133 The

authors’ conclusion, that incorporation of at least the nearest protein environment of

the cofactor radicals proved to be vital for a correct reproduction of shifts in g-matrix

components, supports the idea that accurate coupling parameters for the simulation

of the avian magnetic compass must be computed in an avian protein, as we do here.

Note however that the MD simulations reported in ref. 133 were based from short

MD simulations of only 10 ps. Extensive exploration of the coupling parameters over

long simulations are thus needed and will be reported in this article.

Similarly, the hyperfine interactions in the flavin radicals are expected to be

sensitive to their protein environment; the HFCs can for example be modulated by

substrate binding, altered geometries of hydrogen bonds, or the surrounding amino

acids, as has been shown experimentally134,141–146 and theoretically.122,133,147,148 In

addition to these static environmental effects, hyperfine interactions are dynamically

modulated due to the thermal motions of the radicals in the protein–an unavoidable

consequence of "warm, wet and noisy" biological environments. If the hyperfine inter-

actions are modulated on a timescale fast relative to the timescale of spin evolution,

this induced noise in the hyperfine parameters give rise to spin relaxation.47 If,

on the other hand, the modulation is slow, the magnetosensitive response is that

of an inhomogeneous ensemble rather than that of a single radical pair. Procopio

and Ritz have investigated the performance of the compass in response to such

inhomogeneities in the hyperfine parameters and found that the choice of radical

pair hyperfine parameters greatly influences the directional sensitivity.122

Despite the critical importance of the hyperfine parameters of flavin in the

cryptochrome for assessing the radical pair hypothesis, little is actually known

about them. Electron paramagnetic resonance (EPR) spectroscopy can reveal some

of the hyperfine parameters of flavin radicals in cryptochromes and remotely related

flavo-enzymes, such as Light, Oxygen, or Voltage sensing (LOV) and Blue-Light-
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Utilizing flavin adenine dinucleotide (BLUF) domains.149,150 Conventional EPR

spectroscopy, in particular if carried out at high frequencies, allows measuring some

components of the anisotropic HFCs of N5, N10, and H5. ENDOR spectroscopy

shows the fingerprints of H5, H6, the protons of the methyl group at C8, i.e. H8α,

and often one of the two β-protons attached to C1’. Time-resolved EPR can reveal

a few HFCs of flavins in members of radical pairs.81 While particular components

of selected nuclei are thus accessible spectroscopically, the interactions of weakly

coupled nuclei and the principal orientations are currently only inferable from

computational approaches.

Many previous theoretical studies of spin dynamics in cryptochrome have relied

on hyperfine tensors calculated on an isolated lumiflavin, ignoring environmental

effects. Recently, the crystal structure of cryptochrome 4 (ClCry4) of Columba livia
(PDB ID: 6PU0) has been resolved (for a large part of the protein), which now, for

the first time, provides the prospect of assessing the flavin hyperfine interactions in

the environment of an avian cryptochrome.30 Here, we derive hyperfine interaction

parameters for the most relevant spin-bearing atoms on FAD•− and FADH• in

ClCry4 using Auxiliary Density Functional Theory (DFT).151–154 We employ a cluster

model that considers the flavin and its immediately surrounding amino acids in the

quantum region; as well as a QM/MM scheme (MDQM/MM), for which the flavin and

the side-chains of the cluster residues are kept in the quantum region while the

rest of the protein environment is included as a set of point charges. We therefore

reach in both models a more accurate description of polarizing environment of

the flavin radical than previously described in the literature, therefore leading to

more realistic HFCC evaluations. We sample conformational ensemble using long-

time scale classical dynamics trajectory (800 ns) whereby snapshots are extracted

at representative time intervals. This allowed us to provide accurate hyperfine

coupling parameter fluctuations for an avian cryptochrome, which will inform future,

more realistic spin dynamics simulations. The results of the cluster and QM/MM

approaches are compared.

3.4 Simulation setup and computational details

3.4.1 Initial protein structure

Our model is based on the X-ray diffraction-resolved structure of Columba livia
cryptochrome 4 (ClCry4, PDB ID: 6PU0).30 The unresolved segment of the protein

(residues 228-244) was reconstructed as described in ref. (34). The protonation

state of aminoacid residues was assigned with the use of multiple pKa-predictors

(Yasara,155,156 DelPhiPka,157–159 pdb2pqr160,161) and ambiguous cases were resolved
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through visual inspection of the hydrogen-bonding pattern at the site in question.

Finally, the histidine residues with index 3, 7 and 54 were found to be positively

charged and doubly protonated at physiological pH (AMBER residue name: HIP);

histidine residues 64, 353, 405 and 471 were neutral and singly protonated at

the ε-site (HIE); all 13 remaining histidine residues were assigned as neutral and

protonated at the δ-position (HID). A representative protein conformation is provided

in the Supplementary Information (SI).

3.4.2 MD simulations

We carried out molecular Dynamics (MD) simulations using the Amber 18 package

with the ff14SB force field for the protein; the flavin radicals FAD•− and FADH•

were modeled based on previously established RESP atomic charges.162,163 The

TIP3P model was used for water molecules. Cl− was added to neutralise the system;

additional Na+ and Cl− ions were used to realize a NaCl concentration of 50 mM.

A standard series of energy minimisation, heating and equilibration steps was

then applied, following the protocol in Fox et al.,164 in order to allow the system to

relax and stabilise its density to 1.006 gcm−3, for box dimensions of approximately

90×92×102 Å3.

The production run for the solvated protein/flavin complex was performed in

the NV T ensemble and spanned 800 ns for each protonation state of FAD, with

T = 313 K and a time step of 2 fs. A Langevin thermostat was employed to maintain

the temperature, and the SHAKE algorithm was used to constrain the length of

hydrogen bonds.165,166 A cutoff of 9.0 Å was applied for non-bonded interactions.

3.4.3 DFT calculations

Magnetic properties were calculated using auxiliary-density-functional theory (aDFT)

as implemented in deMon2k.167 aDFT makes use of variationally fitted electronic

densities to speed-up the calculation of classical electronic repulsion and exchange-

correction (XC) contributions, including exact exchange.168 The details of the aDFT

methodology to compute HFC tensors will be published elsewhere. The calculated

tensors include Fermi contact, spin-dipole and paramagnetic spin orbit-spin orbit

coupling contributions. We tested and benchmarked the calculation of HFC tensors

testing various basis sets (more details presented in SI and discussed below).

It transpired from our tests that an accurate evaluation of HFC tensors involving

flavin nuclei requires a detailed description of the electron density on the flavin

and a adequate representation of the surrounding electron density. We also tested

a mixed basis set scheme for the flavin, where a high-precision basis set is used

on magnetic nuclei and a cheaper one for the other atoms. It emerged that using

such a scheme, as opposed to the “full basis” approach where the high precision
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basis set is applied on all flavin atoms, allows a significant speed-up at a moderate

accuracy cost (see figures B.2 and B.3 of the SI). We thus selected for the flavin atoms

the combination of EPR-III/GEN-A2* atomic orbitals and auxiliary basis sets for

magnetic nuclei, and a combination of DZVP-GGA/GEN-A2 basis functions for the

remaining flavin atoms and the close environment. We chose the B3LYP (Becke,

Lee, Yang and Parr) XC functional91,169,170 based on previous studies showing its

suitability for evaluating HFC tensors with good accuracy.171 An adaptive grid

ensuring an accuracy of 10−6 Ha on the diagonal elements of the XC matrix was

used.172 The unrestricted Kohn-Sham formalism was chosen as the SCF procedure.

A dynamic level shifting of 0.1 Ha was applied to facilitate convergence.

Inclusion of the full protein environment with a QM/MM scheme: To com-

plement the cluster approach outlined in the previous paragraph, we also set up a

QM/MM partitioning scheme, whereby the truncated flavin and the “minimal clus-

ter” are explicitly included in the subsequent DFT calculation to compute hyperfine

coupling tensors on the flavin, while all the other atoms in the system–i.e the ribityl

and adenosine moieties of the flavin, the backbone atoms of the “minimal cluster”

residues, all other residues in the protein, water molecules and ions– are included

as point charges that polarise the distribution of electronic density of the QM region.

These point charges were the same as those used in the MD simulations to generate

the trajectories. The additive QM/MM methodology we chose was described in detail

in Ref. [173].

Note that the delineated QM/MM approach does not constitute an incremen-

tal increase in the quality of the description over the cluster approach described

above, for which the minimal cluster is directly subject to the DFT calculation of

HFC tensors. This is the consequence of the standard methodology for partitioning

proteins into QM and MM parts, which mandates to only include side-chains, and

not the backbone atoms, into the QM framework. The rational for this is that in a

QM/MM scheme, a “link atom” is inserted at the point where the cut is made, to

avoid nonphysical dangling bonds by saturating the valence of the QM region. If

the cut were done, as in the cluster scheme from above, at the backbone C-N bond

between the amino group and the next residue’s carboxyl group, then the link atom

would be inserted on the N atom and along the axis of this cut N-C bond, yielding

a terminating amine with a sp2 nitrogen instead of a properly pyramidalised sp3.

This strained geometry of the QM region makes it extremely difficult to converge

the DFT calculations. Besides, a more realistic model is obtained when cutting and

protonating an apolar bond rather than a polar one.
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3.4.4 Metrics

We consider in this work various parameters to quantify HFC tensors. Let A11, A22

and A33 be the eigenvalues of the HFC tensor. We refer to the isotropic HFC as

aiso =
(A11 +A22 +A33)

3
(3.1)

We order the principal components, A11, A22 and A33, according to their separation

from the isotropic value (Haeberlen convention). That is, we assign {A11, A22, A33} to

the labels {Axx, Ayy, Azz} such that

|Azz −aiso| ≥ |Axx −aiso| ≥ |Ayy −aiso|, (3.2)

i.e. Axx, Ayy, Azz are a permutation of A11, A22, A33. We then define the anisotropy

and the asymmetry of HFC tensors as

∆A =Azz −
Axx +Ayy

2
= 3

2
(Azz −aiso) and (3.3)

η= Ayy −Axx

Azz −aiso
, (3.4)

respectively. These parameters are independent of the coordinate system used.

The uncertainty on the mean of HFC tensors’ eigenvalues is computed as follows:

U(Aii)=
t× s√
Neff

where t is the Student’s t-factor – here, t = 1.96 for a confidence level of 95.5% –, s is

the standard deviation of the sample and Neff is the effective size of this sample, com-

puted using the R function coda::effectiveSize(x).174,175 coda::effectiveSize(x)

computes Neff = N× λ2

σ2 , where λ2 is the sample variance and σ2 is an estimate of the

spectral density at frequency zero.

Following the rules of combination of uncertainties, we calculate the uncertainty

of the mean aiso using:

U(aiso)= U(Ayy)+U(Azz)+U(Azz)
3

and on the mean of ∆A using:

U(∆A)=U(Azz)+ U(Axx)+U(Ayy)
2

3.5 Results

We have aimed to sample the dynamic heterogeneity of hyperfine coupling parame-

ters of the flavin radicals bound in a representative cryptochrome. To this end, we

have run extensive MD simulations of FAD•− and FADH• in ClCry4, as described

in the “Simulation setup and computational details” section. For both FAD•− and

FADH•, we extracted 400 geometries, evenly spaced by 2 ns across the entire length

of the 800 ns MD trajectories.
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Figure 3.2: Various geometrical markers of the flavin-binding 6PU0 protein along a
800-ns MD trajectory in the two protonation states of the flavin radical (FAD•− in
light green and FADH• in dark green): (top) RMSD of the backbone atoms; (bottom)
RMSF of each residue’s CA (backbone) atom, with distance to the center-of-mass of
the flavin (in Å) represented by background colour.
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Validation of the Molecular Dynamics simulations: Figure 3.2 (top) reports

the Root-Mean-Square Deviations (RMSD) of the positions of the protein backbone

atoms (CA, C, O, N in the AMBER naming convention) along a 800 ns MD trajectory

of solvated 6PU0 protein containing either the FADH• or the FAD•− flavin cofactor.

This metric, along with visual examination of the protein structure along the trajec-

tory, reveals a preserved secondary structure throughout the simulation. Figure 3.2

(bottom) offers with the RMSF (Root-Mean-Square Fluctuations) a time-averaged,

residue-disaggregated view which allows to identify the mobile regions of the protein.

For both protonation states of the flavin the most flexible section of the backbone

corresponds to the unresolved and reconstructed loop (residues 228 to 244), in agree-

ment with Ref. 34. The background colour of Fig. 3.2 (bottom) indicates the distance

between the centre of masses (COM) of the residue in question and the isoalloxazine

moiety of the flavin. We note that the residues closest to the flavin (visible as pale

bands), i.e those that constitute its chemical environment, are mostly residues with

low RMSF. This suggests the immediate chemical environment of the flavin remains

comparably constant throughout the simulation, although this claim can here only

be made for the backbone atoms and not the side-chains.

A hydrogen-bonding analysis, performed using the Cpptraj176 software on purely

geometrical criteria, revealed no H-bonding involving the flavin isoalloxazine moiety

as either a donor or acceptor, which has implications for its magnetic properties;

indeed, it was shown that H-bonding to the isoalloxazine perturbs the spin density

distribution in this area.134 Water molecules infrequently enter the flavin binding

cavity, and when they do, typically hover closer to the ribityl chain atoms than to the

isoalloxazine. Counter-ions, namely Na+ and Cl−, were never found within 10 Å of

the isoalloxazine.

Another geometrical marker relevant in the context of magnetoreception that

was tracked along the trajectory is the inter-residue distance in the electron-transfer

(ET) chain. This is reported in Fig. S1 (a) and (b), and we note that these distances

remain stable throughout both simulations. This is expected to ensure the efficient

and reliable formation of a flavin - tryptophan or flavin - tyrosine radical pairs, both

of which have been proposed as agents in magnetosensitive reactions schemes.

Before conducting extensive HFC tensor calculations on structures sampled

from the MD trajectories, we validated our sampling protocol and benchmarked the

quantum chemistry method to be used.

Validation of the HFC calculation method: A multitude of XC functionals have

been suggested for calculating hyperfine coupling parameters. The B3LYP functional

in combination with the EPR-II or EPR-III basis set, from the Barone group,177 is

well established.178–180 Jakobsen and Jensen180 have recently suggested a series
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of double-ζ to pentuple-ζ polarisation-consistent basis sets with additional tight

functions optimised for the calculation of hyperfine interactions, named pcH-ζ. In

addition, we have also considered the B3LYP/N07D scheme, likewise proposed by

Barone and coworkers,179 which has been found remarkably accurate for a large

set of radicals whilst being computationally cheap. Comparing the runtimes and

isotropic hyperfine couplings parameters for a FADH• relaxed in vacuum (Figure

B.2a in the SI), we find that, for our application, B3LYP/EPR-III offers the best

compromise between accuracy (assessed relative to pcH-3, the most expensive basis

set tried) and computational effort. A further speed-up could be achieved with the

use of the “mixed basis set” approach, in which the EPR-III basis set is only applied

on the atoms for which magnetic properties are calculated, while a double-ζ basis

set is used for the rest of the flavin. Figure B.3 in the SI shows the magnitude of

the error associated with this approximation. We further confirmed that the aDFT

framework did not introduce artefacts in the calculation of HFC tensors (see Table

B.3 in the SI) and have thus decided to use this approach for the rest of the study.

Delineation of a minimal chemical environment for the flavin: Having

validated the classical MD approach and chosen a suitable method for calculating

hyperfine coupling tensors, we next set out to explore electronic and steric effects of

the protein environment on the hyperfine couplings of the flavin. A possible strategy

would be to rely on a hybrid QM/MM methodology in which the flavin would be de-

scribed at the quantum mechanical level while the environment (protein or solvent)

would be described by MM point charges. Repeating such QM/MM calculations along

a classical MD simulation would then provide distributions of HFCC. In the study of

flavin bound in glucose oxidase from Pauwles et al, the QM regions was for exam-

ple restricted to a lumiflavin fragment. This MD+QM/MM strategy enforces spin

localization on the flavin moieties, and assumes that electron density polarization is

adequately captured by sets of point charges. For C. livia cryptochrome, our calcula-

tions indicate that spin density largely localize on flavin, (see Table B.6 in the SI).

However, due to the presence of both polar and apolar, charged and neutral residues

(see Fig. 3.1), individual residues may have variable effects on the distribution of

electronic/spin density on the flavin. Therefore, we aim in this work to reach an

accurate electrostatic embedding by including in the QM region not only the flavin

but also the closest residues and to investigate HFCC fluctuations along long (800

ns) MD simulations. To select a list of amino acid residues to be described at the

DFT level, we analysed 10 configurations from the MD trajectories, separated by

time intervals of 20 ns.

For each snapshot, the following procedure was applied: first, all residues within

5 Å of the isoalloxazine moiety were extracted from the MD trajectory. Residues
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Figure 3.3: Graphical representation of the “minimal clusters” for FAD•− (left) and
FADH• (right).

were truncated at the backbone atoms (i.e. cut between the carboxyl and amino

groups) and hydrogen atoms were added to complete the unsaturated valences. The

resulting 5-Å cluster consisted of 331 atoms in addition to the flavin, and is expected

to provide a good approximation of the cofactor’s steric and electronic environment.

However, treating such a large number of atoms proves computationally demanding,

considering that we seek to evaluate the average over long trajectories. Specifically,

it was expected that selected residues could safely be removed from this cluster,

thereby reducing its size and decreasing the computation effort at a marginal cost in

accuracy.

In order to build such a “minimal cluster”, residues were selected as follows: the

individual polarising impact of each residue was measured by first computing the

HFC tensors of atoms of interest for the isolated flavin in vacuum, and comparing

them with the same tensors computed with this neighbouring residue explicitly

included. Residues involved in a salt bridge or strong hydrogen bond were included

with their counterparts: in these cases, instead of a pair, a triad (flavin - D385 -

R356), or even a tetrad of molecular fragments (flavin - D387 - Y295 - R291, where

hydrogen bonding also occurs with salt-bridging charged atoms) were considered at

once. In order to compare the hyperfine tensors, the isotropic HFC constant, aiso, and

the tensor anisotropy, ∆A, were computed for the pertinent atoms on the flavin (see

Fig. 1). Polarising residues were identified as those that induced a variation (∆ai
iso

or ∆∆A i) greater than one standard deviation above or below the average deviation

(over all 10 selected conformers) for any considered atom i.

The final clusters so determined, shown in Figure 3.3, contained 272 atoms for
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FADH• (S250, R291, Y295, H353, R356, F379, D385, D387, I390, N391, N394, W395,

FADH•) and 333 atoms for FAD•− (S250, R291, Y295, H353, R356, H357, F379,

D385, D387, I390, N391, N394, W395, W397, L398, FAD•−). Finally, the validity

of the approach was once again verified by comparing flavin-borne HFC tensors

calculated in the minimal cluster with those derived for the complete cluster (Tables

B.4 and B.5 in SI). ∆aiso and ∆∆A for FADH• and for FAD•− are small in magnitude

and typically do not exceed 2% of the corresponding quantity. The exception is H7α

on FADH•, whose very small aiso value makes the relative error comparatively large.

However, such a small HFC has a correspondingly minuscule impact on the spin

dynamics of a magnetosensor and therefore did not warrant increasing the cluster

size.

Calculation of flavin HFC tensors: With the methodology validated and the

minimal representative cluster established, we set out to assess the inhomogeneity

of hyperfine interactions induced by the protein environment by sampling the repre-

sentative set of geometries from the long-time MD trajectories. Hyperfine coupling

tensors were calculated for 400 representative geometries of the flavin in its cluster,

as determined above, extracted from the MD simulations at intervals of 2 ns using

deMon2k. This interval was selected to exceed the (short-time) autocorrelations

of the isotropic HFC constants, thereby permitting to compute reliable statistical

quantities from an unbiased sample (Table B.7 in SI). We can verify with Figure B.4

(in the SI) that the conformational space explored by the flavin over this length of

time is representative of the entire trajectory. MD-generated geometries were rotated

and aligned to the flavin molecular axis system (as represented in Figure 3.1b and

chosen in consistency with previous spin dynamics studies).63 This procedure also

implies that the fluctuations of hyperfine couplings reported here reflect variations

of the polarising environment and of the conformation of the flavin itself, and not

the librational motions of the flavin in its binding pocket, which is a source of spin

relaxation.47 Averaging the set of hyperfine interactions so obtained, a representa-

tive prediction of hyperfine interactions of the flavin in the protein environment has

been realized. We report hyperfine coupling tensors for the relevant flavin atoms,

for both the radical semiquinone (FADH•) and radical anion (FAD•−), in the SI. The

principal components of these average hyperfine coupling tensors are reported in

Table 3.2.

Decorrelation of structural and polarisation effects: For comparison, we

also calculated a similar set of hyperfine coupling tensors from the extracted flavin

geometries, without the surrounding cluster. In doing so, we aimed to quantify the

electronic polarising effect of the environment, relative to the influence of structural
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Figure 3.4: Flavin structural fluctuations during the MD simulations, represented
by the superposition of 80 snapshots extracted from the trajectories for FADH• (left)
and FAD•− (right).

fluctuations within the flavin. Figure 3.4 shows this structural variability for 80

snapshots from the extracted sample after alignment. The root-mean-square dis-

tance within these sets, calculated on the heavy atoms of the isoalloxazine moiety, is

equal to 0.369 Å for FADH• and 0.137 Å for FAD•−.

Figure 3.5 is a graphical representation of average HFC tensors of FADH• and

FAD•−. To this end, we represented the hyperfine tensors by surfaces which, for

direction r, are at a distance from the nucleus proportional to rTAr. These graph-

ical representations are scaled identically, making them directly comparable. In

a similar way, we evaluated the standard deviation, taking the covariance of all

tensor components into account. As can be seen, the hyperfine structure is generally

dominated by the hyperfine constant of N5 and, for the semiquinone form, H5. The

hyperfine interactions of the hydrogens of the methyl groups, (H7α and H8α on

figure 3.1b), are averaged over the methyl group rotation: for this reason, a single

effective parameter is reported throughout the paper for these groups. The largest

variance is seen for the H8α protons and, for the semiquinone form, for H5.

The environment changes the shape and magnitude of hyperfine interactions.

As can be seen in Figure B.8 in the SI, which resembles Fig. 3.5, on the scale of

these plots, these changes appear subtle. The effect is there most clearly seen for

H5 and N5, which is a simple consequence of their sheer size relative to other

hyperfine couplings. A better quantitative appreciation of the environment effects

can be obtained from Table 3.2, which reports the principal components of the
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Figure 3.5: Graphical representation of average (top; blue/green surfaces) hyperfine
coupling tensors and the standard deviation (bottom; yellow surfaces) for FAD•−

(left) and FADH• (right), calculated using aDFT on MD-generated geometries within
a “minimal” chemical environment.

averaged HFC tensors, with and without the environment. Table 3.1 provides the

associated isotropic coupling constants and anisotropies in addition to a comparison

with HFC parameters calculated on the relaxed structure (obtained using PBEh-3c,

as implemented in Orca181,182) in vacuum. The statistical uncertainties associated

with these calculated averages are reported in Table B.11 of the SI.

On average, the absolute deviation of the absolute value of tensors compo-

nents induced by the inclusion of the environment is 0.448±0.937 (MDcluster) or

0.302±0.819 (MDQM/MM) MHz for the neutral semiquinone; the largest change is

∆Azz =+1.186±0.809 MHz, which occurs for N5 (MDQM/MM). For the radical anion,

the average absolute deviation is more reliable, equal to 0.729±0.297 (MDcluster) or

0.614±0.283 (MDQM/MM) MHz, and the largest change is ∆Azz =+2.856±0.659 MHz

for N5. N10 is also significantly affected, with ∆Azz =+2.393±0.525 MHz (MDcluster)

or +2.404±0.471 MHz (MDQM/MM). The relatively large statistical uncertainty associ-

ated to the magnitude of the shift in HFC-derived values arises from the combination

of uncertainties on the MDvac and MDcluster/QMMM datasets, and makes it difficult to

accurately gauge the impact of electronic polarisation on the flavin’s HFC tensors.

87



CHAPTER 3. PARAMETRISING THE SPIN HAMILTONIAN: DYNAMICAL AND
ENVIRONMENT EFFECTS ON THE FLAVIN HYPERFINE STRUCTURE.

atom
aiso (MHz) ∆A (MHz)

Optvac MDvac MDcluster MDQM/MM Optvac MDvac MDcluster MDQM/MM

N5 15.050 16.379 17.408 16.712 53.660 55.411 58.152 56.225
N10 5.916 5.931 6.828 6.882 19.418 16.586 18.830 18.767
H1’a 2.805 2.754 3.580 3.400 3.819 3.675 3.913 3.782
H1’b 6.559 5.232 5.992 6.302 3.866 3.549 3.729 3.612
H8α 12.392 10.118 10.342 9.847 2.869 2.501 2.349 2.369
H7α -3.668 -3.461 -3.273 -3.238 1.773 1.596 1.609 1.597
H6 -10.125 -9.243 -8.064 -8.440 7.723 6.999 6.622 6.674

(a) FAD•−

atom
aiso (MHz) ∆A (MHz)

Optvac MDvac MDcluster MDQM/MM Optvac MDvac MDcluster MDQM/MM

N5 11.987 16.829 17.129 17.153 43.793 45.475 46.522 46.768
N10 7.209 7.499 7.855 7.568 21.492 19.752 20.741 20.129
H1’a 3.423 2.247 2.438 2.413 3.886 3.596 3.667 3.631
H1’b 7.423 14.002 14.740 13.810 3.930 3.700 3.773 3.733
H8α 7.476 5.656 6.544 6.047 1.910 1.594 1.661 1.608
H7α -0.950 -0.901 -0.684 -1.122 1.407 1.271 1.339 1.302
H6 -4.755 -3.584 -3.285 -3.528 4.596 4.464 4.513 4.459
H5 -22.675 -18.591 -19.159 -19.366 31.631 33.211 33.822 34.008

(b) FADH•

Table 3.1: Isotropic HFC and tensor anisotropy calculated using aDFT for (a) FAD•−

and (b) FADH•. The “Optvac” datasets were calculated on a single flavin conformer
on its relaxed geometry in vacuum; “MDvac” is the average of values calculated on the
MD-derived flavin geometries with its environment excluded; “MDcluster” corresponds
to the average HFC parameters calculated on the MD-derived flavin geometries
within the “minimal cluster”; and “MDQM/MM” to the same quantity calculated with
the QM/MM scheme described above. All HFC calculations were obtained using
aDFT with the B3LYP functional and the mixed basis set scheme of EPR-III/GEN-
A2* on the flavin’s magnetic nuclei, and DZVP-GGA/GEN-A2 on the other flavin
atoms and surrounding cluster. All calculations were performed in deMon2k 6.0.2.

Examination of individual HFC tensor components: To better visualize the

HFC tensor components and their dependence on the protein environment, we have

further studied the distributions of the projections of HFC tensors onto the averaged,

normalised eigenbasis, v j∈{1,2,3}. Specifically, for each snapshot the projection of the

hyperfine tensor An in the molecular frame (where n samples the set of N = 400

geometries for which HFCs were calculated) in the directions v j, A(v j)
n , was obtained

by calculating ∥Anv j∥. Histograms of these projections are reported in Figure 3.6

for the N5 atom, and for the N10 and H5 atoms in the SI (Figure B.9). Note that

only the HFC parameters for the nitrogen atoms and H5 are well representable in

this way, as their symmetry gave consistent eigenvector directions across the set of

diagonalised tensors. The v3 eigenvector corresponds to the long axis of the HFC; it
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atom
AYY AXX AZZ

MDvac MDcluster MDQM/MM MDvac MDcluster MDQM/MM MDvac MDcluster MDQM/MM

N5 1.793 1.720 1.665 1.548 1.523 1.462 47.145 48.143 48.332
N10 1.058 1.076 0.997 0.771 0.807 0.720 20.667 21.682 20.988
H1’a 1.178 1.344 1.322 0.919 1.087 1.083 4.645 4.883 4.834
H1’b 13.015 13.689 12.754 12.522 13.275 12.377 16.469 17.255 16.299
H8α 5.218 6.106 5.610 5.031 5.875 5.411 6.718 7.652 7.119
H7α -1.232 -1.025 -1.456 -1.417 -1.234 -1.656 -0.053 0.209 -0.254
H6 -4.677 -4.388 -4.635 -5.467 -5.191 -5.394 -0.608 -0.277 -0.556
H5 -23.190 -23.857 -24.172 -36.132 -37.009 -37.233 3.550 3.389 3.306

(a) FADH•

atom
AYY AXX AZZ

MDvac MDcluster MDQM/MM MDvac MDcluster MDQM/MM MDvac MDcluster MDQM/MM

N5 -1.922 -1.827 -1.8771 -2.261 -2.125 -2.203 53.320 56.176 54.216
N10 0.516 0.666 0.7386 0.290 0.436 0.515 16.989 19.382 19.393
H1’a 1.747 2.477 2.3442 1.311 2.074 1.934 5.204 6.189 5.921
H1’b 4.330 5.034 5.3805 3.768 4.464 4.816 7.598 8.478 8.710
H8α 9.372 9.691 9.1594 9.196 9.427 8.955 11.786 11.907 11.426
H7α -3.843 -3.663 -3.6253 -4.143 -3.956 -3.915 -2.397 -2.200 -2.173
H6 -10.858 -9.769 -10.1102 -12.293 -10.773 -11.218 -4.577 -3.649 -3.990

(b) FAD•−

Table 3.2: Principal components of the HFC tensors for atoms of (a) FADH• and (b)
FAD•−. The labels “MDcluster” and “MDQM/MM” refer respectively to the averaged
tensors calculated for the flavin in a QM cluster and in a QM/MM protein environ-
ment; “MDvac” refers to the tensors calculated on the same set of flavin geometries,
but stripped from its protein environment.

aligns closely with the z-axis for the two N-atoms, and with the y-axis for H5. The so

derived distributions give a more complete picture of the impact of the environment

on the distributions of hyperfine interactions.

The inclusion of the environment is shown to have both a shifting and broadening

effect on the distributions of MDcluster N5 and N10 along v3 i.e. on the longitudinal

component A(v3) of the tensors. Interestingly, while the lengthening effect applies

to both protonation states, the presence of the chemical environment broadens the

distributions of N5 and N10’s A(v3) for FADH•, but does not significantly affect the

shape of the corresponding distributions in FAD•−. A(v1) and A(v2), i.e. the projections

on the transverse axes are found to be affected for the N10 nucleus on both flavin

protonation states, although to a generally weaker extent. Since these figures are

included to convey qualitative insight into the effect of electronic polarisation on the

distributions of HFC tensor projections, and into the shape of these distributions

themselves, then only the projections from MDcluster tensors are reported; all the
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(a) FAD•− (b) FADH•

Figure 3.6: Projection of the N5 HFC tensor for (a) FAD•− and (b) FADH• onto their
average eigenvectors vi. Blue (resp. red) histograms refer to values calculated in
MDcluster (resp. MDvacuum)

above comments also hold true for MDQM/MM projections, which differ only in the

details.

Graphs in Figure B.5 in the SI report, respectively, the distributions of isotropic

hyperfine couplings and the tensor anisotropy for the pertinent flavin atoms, calcu-

lated on the extracted geometries from the MD simulation. These quantities were

again derived from the MD-extracted flavin geometries with and without its “mini-

mal” environment, and correspond to the MDvac and MDcluster datasets. Due to the

non-normality of distributions (especially for N5 and N10), the average, quartiles,

minimum and maximum of each set are reported. Average and standard deviation

values for all tensor elements are also available in the SI (Section B.1.18 and B.1.19).

3.6 Discussion

We have calculated the hyperfine interactions of FAD•− and FADH• taking struc-

tural fluctuations and polarisation effects from the protein environment into account.

Structural dynamics were accounted for by sampling molecular dynamics trajecto-

ries of 800 ns, i.e. a time span approaching the lifetime of radical pairs implicated

with magnetoreception. Environment effects were included by a cluster approach,

whereby a sensitivity analysis was used to elect the residues contributing to the

cluster, allowing to model the environment on the full quantum level whilst keeping

the computational demands manageable. We have observed that the hyperfine inter-

actions are determined both by structural fluctuations, governed and confined by the

protein, and by the polarising effects of the environment on the electronic structure.

To gauge the relative importance of these two contributions, we shall compare the
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hyperfine parameters derived for the relaxed structure of the isolated radicals in

vacuum, and the average values of the extracted structures, both with and without

environmental effects included via the cluster and QM/MM model.

We will first focus the discussion on the isotropic hyperfine coupling constant

and the anisotropy, as defined in the Metrics section, which are reported in Table 3.1

(a,b). A change in aiso could reflect a scaling of the whole tensor, or a change in indi-

vidual principal components. The latter aspect is captured in the anisotropy, which

is also the central parameter determining the directionality of the magnetic field

effect for the radical pair, and which we shall discuss thereafter. It should however

not be forgotten that some changes in the hyperfine parameters are undetectable

by these two metrics; these can always be assessed from the complete tensors, as

reported in the SI (sections B.1.18 and B.1.19), and from the plots of the average

HFC tensors (Figure 3.5, (a,b)). Some characteristics of these will be discussed here

in terms of individual tensor components and their distributions, before we comment

on differences with previous HFC calculations and experimental data, as well as

between our MDcluster and MDQM/MM datasets.

Isotropic HFC: Analysing the isotropic hyperfine coupling constants (Table 3.1),

we remark the following trends: on average, the absolute change in aiso due to struc-

tural fluctuation is equal to 0.9±0.1 MHz for the radical anion, and 2.5±0.4 MHz for

the semiquinone. Electronic polarisation by the close environment, on the other hand,

induces on average an absolute change of 0.7±0.3 MHz (MDcluster) or 0.6±0.3 MHz

(MDQM/MM) for FAD•−, and 0.4±0.9 MHz (MDcluster) or 0.3±0.8 MHz (MDQM/MM)

for FADH•. As these effects are not necessarily additive, but may partly compensate

each other, the average absolute change registered in aiso upon consideration of

the combined effect is about 1.3±0.2 MHz (MDcluster) or 1.2±0.1 MHz (MDQM/MM)

for the anion, and 2.5±0.6 MHz (MDcluster) or 2.4±0.5 MHz (MDQM/MM) for the

semiquinone.

Atoms which are particularly strongly affected by structural effects are the H8α

methyl, with a deviation of about −2.3± 0.2 MHz, H1’b (∆aiso ≃ −1.3± 0.2 MHz)

and N5 (∆aiso ≃ +1.3±0.2 MHz) for the anion; and, even more so, H1’b (∆aiso ≃
+6.5±2.0 MHz), N5 (∆aiso ≃+5±0.4 MHz) and H5 (∆aiso ≃+4.6±0.8 MHz) in the

semiquinone. The inclusion of the environment seems to have a weaker impact over-

all, although the generally large statistical uncertainties make it difficult to conclude:

the largest effects on FAD•− atoms are deviations of ∆aiso ≃+1.2±0.2, +1.0±0.4 and

+1.0±0.3 MHz for H6, H1’b and N5 respectively; and FADH• exhibits a remarkable

insulation to electronic polarisation by its immediate chemical environment, with all

environment-induced deviations staying below 1 MHz – the largest one occurring for

H8α (∆aiso ≃+0.9±0.3 MHz).
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HFC anisotropy: A similar analysis can be made for the tensor anisotropy (Table

3.1): on average, the absolute change in value due to structural fluctuation is equal

to 0.9±0.1 MHz for FAD•− and 0.7±1.1 MHz for FADH•. The average uncertainty

on FADH• ∆A is however contaminated by the very large uncertainty on the H1’b

atom (∆∆A= 6.463±5.493 MHz), which arises because of its poor sampling in the

MDvac dataset: only 27 Azz and 30 Ayy values are uncorrelated. Removing ∆AH1’b

from the calculation of the average deviation of anisotropy yields ∆∆A= 0.8±0.4 MHz

for FADH•. Polarisation by the cluster induces on average an absolute change of

0.8±0.2 MHz (MDcluster) or 0.5±0.2 MHz (MDQM/MM) for FAD•−, and 0.4±3.833 MHz

(MDcluster) or 0.3±3.183 MHz (MDQM/MM) for FADH• – again contaminated by a

huge uncertainty on ∆∆AH1’b. The average absolute change registered by ∆A upon

addition of these two effects is about 1.0± 0.1 MHz (MDcluster) or 0.8± 0.1 MHz

(MDQM/MM) for the anion, and 0.8±2.8 MHz (MDcluster) or 0.9±2.1 MHz (MDQM/MM)

for the semiquinone.

For both protonation states of the flavin, the N10 atom is most affected by

structural fluctuations: ∆A registers a decrease of 2.8±0.1 MHz for the anion, and

of 1.6±0.1 MHz for the semiquinone. The N5 atom is the second most affected,

with ∆∆A ≃+1.8±0.1 and +1.6±0.6 MHz for FAD•− and FADH•, respectively. The

subsequent polarisation by the chemical environment most strongly impacts the

same two nitrogen atoms, increasing the average tensor anisotropy in FAD•− of N5

by 2.7±0.1 MHz and N10 by 2.2±0.2 MHz, respectively, while increasing ∆AN5 by

1.3±1.2 MHz in FADH•. This relatively large uncertainty again arises from poor

sampling, as the MDQM/MM dataset contains only 57 independent Azz values for N5.

In the case of N5 and N10, the HFC interactions of which are strongly axial and

nearly collinear (see Figure 3.5), a variation in tensor anisotropy can reveal a weak-

ening or strengthening of their axial character. Since the directional sensitivity of

the magnetic compass depends on the strong axiality of this particular interactions,

any change in ∆A for these atoms has implications regarding compass performance.

Still, it should be noted that the variations reported here are modest: indeed, the

static, vacuum picture of FAD•− (Table 3.1, column “Optvac”) underestimates the

tensor anisotropy of N5 by about 5-8% and overestimates that of N10 by only 3%;

similarly, relaxed FADH• in vacuum underestimates ∆A by about 6% for N5 and

overestimates it by about 3-6% for N10. For both protonation states, H8α is the atom

for which the relative error of the static picture is the largest, overestimating ∆A by

17-18% in FAD•− and 12-15% in FADH•.

Individual tensor components: While tensor anisotropy reveals some informa-

tion on the directionality of hyperfine couplings, a finer appreciation can be gained by

comparing their eigenvalues Axx, Ayy and Azz, assigned as detailed in the Metrics sec-
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tion. For the strongly anisotropic atoms N5 and N10, Azz is proportional to the length

of the longest axis of the HFC tensor, and its direction nearly coincides with the

z-axis. We note that when in a dynamic environment, N5 has significantly smaller

transverse components (Axx and Ayy, see Table 3.2), i.e by 30 to 50%, than predicted

for the static flavin in vacuum (cf. Tables B.8 and B.9 in the SI). This has implica-

tions for the ability of the system to generate a “spike” in the orientation-dependent

singlet recombination yield at long coherence times, the so-called “quantum needle”

proposed to explain the remarkable angular precision of the compass: indeed, scaling

down the transverse components of nitrogen tensors is expected to weaken this

spike.3 N10, on the other hand, show either a marked increase in the magnitude of

its transverse components, in the case of FADH•, or a simultaneous increase of Ayy

and decrease of Axx for FAD•−, resulting in roughly interchanged values of these two

components going from the static to the dynamic flavin representation.

Distributions: The distributions of selected principal tensor components are

reported in Figure 3.6 and in the SI (Figure B.5): the red and blue histogram reflect

the projected tensor components including only structural fluctuations or including

both structural fluctuations and polarisation effects, respectively. We notice that

inclusion of the environment has both a shifting and a broadening effect on the

distribution of N5 and N10 A(v3), i.e. on the size of the tensors along their longest

axis. Interestingly, while the boosting effect of the environment on the average

value of Av3 applies to both nitrogen tensors and protonation states of the flavin,

the broadening is only apparent for the FADH• nitrogen tensors. The reason for

this shift, which arises from a different distribution of spin density on the flavin, is

not attributed to the formation of a hydrogen bonds, e.g. between N5 and a nearby

residue, but is a nonspecific environmental effect.

H5 is also mildly affected by the presence of the environment, registering a slight

decrease in aiso and increase in ∆A (Table 3.1). The very asymmetric distribution of

aH5
iso (Figure B.6(a)), trailing to large values, can be linked with the "out-of-planeness"

of H5 with respect to the isoalloxazine rings. This is shown in the SI in Figure B.10,

which seeks to illuminate the relation between extreme HFC values for FADH• H5

and geometric parameters, such as the improper angle of H5 with the isoalloxazine

rings. An angle of 0◦ places H5 and the 3 other atoms in the same plane.

QM/MM: Average values and distributions of aiso and ∆A, calculated with the

QM/MM scheme described in the Results section, are reported in Figure B.7 of the

SI. Both the interquartile amplitude and mean values are very similar to those

calculated with the “MDcluster” scheme. Indeed, the largest differences between
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these sets arise for FAD•− N5 aiso (0.7 MHz, i.e 4.0% change) and ∆A (1.9 MHz i.e
3.3% change). Considering only atoms with large and strongly anisotropic hyperfine

coupling tensors (namely N5, N10, and H5), FADH• N10 shows similarly sized

relative deviation (∆aiso = 3.7% and ∆∆A= 3.1%), although these changes correspond

to smaller absolute value. The remaining atoms (FAD•− N10, FADH• N5 and H5)

are on the other hand very similarly described by the QM/MM and cluster models,

with deviations between their respective averaged quantities below or equal to 1.1%.

For other atoms, with smaller and/or more isotropic hyperfine coupling tensors,

the relative change is contained within 0.8-7.6%, except for FADH• H7α aiso for which

the cluster and QM/MM descriptions differ by 64%; however, this only corresponds

to a deviation of 0.4±0.2 MHz.

It is difficult to decide which approach, MDcluster and MDQM/MM, best captures the

effect of the electronic polarisation on flavin-borne hyperfine coupling tensors. While

MDQM/MM includes both an accurate (i.e DFT-level) description of the polarising

effect of the polar residues in the vicinity of the flavin, and a more rudimentary

(MM) description of the rest of the protein and of the ribityl-adenosine moieties

of the flavin, it also relies on a point-charge description of the backbone atoms of

all neighbouring residues, which places potentially overpolarising charges close to

the flavin. On the other hand, MDcluster treats all atoms at the DFT level, ensuring

that the included chemical environment, including backbone atoms, polarises the

flavin through a reasonably realistic electron density, instead of a collection of

over-localised atomic charges. This gain in accuracy is balanced by the fact that

the chemical environment is incomplete, limited to residues for which the election

process as detailed in “Delineation of a minimal chemical environment for the

flavin” indicated sizeable effects, and also lacks the ribityl-adenosine complex of the

flavin. These approximations, made to keep computational demands manageable,

prevent us from suggesting a hierarchy in the accuracy of results obtained from the

MDQM/MM and MDcluster approaches.

Importantly, both MDQM/MM and MDcluster results suggest that the impact of

polarisation on the average value of aiso and ∆A is small, especially compared to that

of structural fluctuations within the flavin.

Lumiflavin: The “Optvac" dataset for FAD•−, which paints a minimalist, com-

pletely static picture of the magnetic properties of the flavin, allows us to judge the

suitability of the radical lumiflavin anion as approximation for cryptochrome-bound

FAD•−. DFT-calculated HFCs of isolated lumiflavin have frequently been employed

in the literature to support spin dynamics calculations, such as those presented

in.3,72 Structurally, the lumiflavin corresponds to the isoalloxazine moiety of the
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radical flavin anion, with a methyl group on the N10 atom, where the ribityl chain

would start in FAD.

Considering the isotropic hyperfine couplings (Figure B.6c in the SI), the only,

but quite sizable, error (∆aiso ≃ 7 MHz) arises for this methyl-group. For the flavin,

the corresponding hydrogens (H1’a, H1’b) cannot be considered equivalent, as the

ribityl chain prevents their equivalencing by rotation. For all other atoms however,

the isotropic hyperfine couplings appear to be (surprisingly) well approximated based

on the lumiflavin analogue.

The tensor anisotropy is reasonably well reproduced for N5 (Figure B.6d, in the

SI), but less so for N10. For the methyl groups (e.g. H8α), the reported HFCs were

obtained by equating the anisotropic components to zero, as they were expected to

be averaged out by the fast rotation of the methyl group. However, as can be seen

from the “MDcluster” dataset of FAD•−, which effectively introduces this rotational

averaging via sampling from the MD trajectory, some anisotropy remains. Inspecting

the shapes of the averaged H8α tensors (Figure 3.5, right), we note this anisotropy

emanates from an elongation of the HFC, along the axis of rotation and in a direction

pointing towards the central ring – i.e. towards the center of spin density.

Experimental HFCs: Although no experimental HFCs have so far been realized

for ClCry4, we can compare our results with measurements for other cryptochromes,

as listed in the SI in Table B.1 and B.2. We note a large variability among studies,

which might arise from both intrinsic differences and different experimental condi-

tions. Data have also been reported for light oxygen voltage (LOV) domains and blue

light sensor using FAD (BLUF) proteins,149,183,184 but the cofactor (FMN instead of

FAD in LOV), photo-cycle and reactivity are entirely different, suggesting that no

obvious parallels can be draw beyond the distant similarity in the sense of involving

a (likely) radicalized flavin cofactor.

The largest discrepancy between HFC parameters derived here and experimental

results arises for the N10 atom: the A∥ component of N10, which can be identified

with Azz, has been measured to be significantly larger than predicted, with experi-

mental values ranging from 23.1 to 27.9 MHz (Table B.1 and B.2 in the SI) compared

to Azz = 19.3 MHz (Table 3.2) as derived here for FAD•−. This same discrepancy

exists for FADH•. On the other hand, previous theoretical studies have found values

similar to ours; and, as can be inferred from Figure B.2(b) (in the SI), this particular

atom does not seem to be sensitive to basis sets effects. We are therefore tempted to

attribute this discrepancy to different experimental conditions (e.g. low temperature

leading to more confinement and and sampling, different pH, etc.) or to an effect not

included here, such as water binding or marked structural differences of the binding

pocket compared to the crystal structure. On the other hand, such stark deviations
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are not expected to manifest as a result of structural fluctuations or the polarising

effect of the environment alone, as our data show.

3.7 Conclusion

In this study, we have reported a set of hyperfine coupling tensors for the cryptochrome-

bound flavin radicals derived from long-time MD and a aDFT-based cluster ap-

proaches. These average tensors, calculated on a statistically significant number of

biologically relevant geometries of the flavin and its close chemical environment, are

expected to provide a realistic description of the magnetic properties of this magne-

tosensitive system under biologically relevant conditions. For each protonation state

of the flavin considered in this paper, i.e. the radical anion FAD•− and the neutral

radical semiquinone FADH•, we report detailed hyperfine parameters accounting for

dynamic effects.

Our calculations include the structural variability of the flavin and its environ-

ment due to thermal fluctuations, and the polarisation of the electronic and spin

density of the flavin by neighbouring residues. To account for the latter effect, we

defined a minimal polarising cluster of amino acids, of a size suited for efficient

aDFT calculations, which can be re-used in the computation of other spin-density-

dependent molecular properties. This “cluster” was also completed with the rest of

the protein environment, approximated by a set of atomic point charges. The fluctu-

ation in magnetic properties induced by these dynamical effects, which cannot be

estimated from the fully static picture of a single flavin conformation in vacuum, are

shown to be largely of geometrical origin, while the effect of electronic polarisation

by the chemical environment is weaker. Even though the average shift of HFCs

due to these dynamical effects is surprisingly small (of the order of 1 or 2 MHz for

the isotropic hyperfine coupling), they induce deformations to hyperfine coupling

tensors that are critical for the operation of a magnetic compass and which are

expected to impact on its performance. This is e.g. the case for the induced changes

of the nitrogens’ Azz component, or of N5’s transverse components. The step-wise

introduction of structural and polarising effects allowed to decorrelate and gauge

their respective impact. In the same spirit, the particularly asymmetric distribution

of H5’s HFCs could be linked to a geometrical feature of the flavin. The new set of

averaged hyperfine coupling tensors derived here for the two pertinent protonation

states of the flavin radical involved in putative magnetosensitive radical pairs, will

be valuable to better parametrise the spin Hamiltonian for future spin dynamics

calculations. Beside average values, distributions are also reported: these could be

used to inform the dynamics of HFC parameters as vital for open quantum systems

spin dynamics calculations or to model the inhomogeneous distribution of hyperfine
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parameters expected to prevail in a biologic sample. All in all, we expect this study

to help to better model the phenomenon of avian magnetoreception, and to provide a

step towards elucidating its widely debated mechanisms.
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3.9 Chapter conclusion and perspectives

In this study, we report an updated set of average hyperfine coupling tensors calcu-

lated on the FAD•− (radical anion) and FADH• (radical semiquinone) forms of the

cryptochrome-bound flavin. The long MD simulations (800 ns) from which these ten-

sors were computed allow to obtain converged statistics for the magnetic properties

of both oxidation states of the flavin involved in a credible magnetosensitive radical

pair ([FAD•−-W•+]) or triad ([FADH•-O•−
2 -Y•]). Besides, the length of the simulation

approaches the expected lifetime of a radical pair or triad, which should exceed one

Larmor period (≃ 700 ns) to gain sensitivity to the geomagnetic field. We therefore

hope to have sufficiently sampled the range of perturbations encountered by the

hyperfine structure of a radical flavin during the length of one magnetic orientation

event.

The inclusion of dynamical effects in the computation of HFC tensors, in this

case of structural fluctuations due to thermal energy and of electronic polarisation

by the immediate environment, constitutes the main novelty of this research. The

former effect was included by setting up a MD simulation of the flavin within the

cryptochrome protein, sampling conformations accessible at 313 K; while the latter

effect was accounted for by defining a minimal polarising cluster of amino acids with

a sensitivity analysis. This “cluster” was also completed with the rest of the protein

environment, approximated by a set of atomic point charges.

The changes registered by HFC tensor elements, attributable to dynamical ef-

fects, are shown here to be mostly caused by structural fluctuations, while the impact

of polarisation by the immediate chemical environment is weaker. We note that on

average, the overall HFC shift is quite small: typically 1 or 2 MHz for aiso. However,
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the deformations to HFC tensors, resulting from the inclusion of dynamical effects,

are expected to impact the performance of a magnetic compass operated by such

tensors. Most notably, this outcome is expected from the changes in the nitrogens’

Azz component, or of N5’s transverse components. The design of this study, where

structural and polarising effects were introduced in a stepwise manner, allowed

to decorrelate the respective impact of structural fluctuations and electronic polar-

isation on flavin-borne tensors. In particular, we were able to link the extremely

asymmetric distribution of H5’s aiso values to a specific geometrical feature of the

flavin. Finally, besides average values, standard deviation for every tensor elements

were reported.

There are a few developments which we hope could build on this research. First,

the provided set of average tensors could be used to parametrise a spin Hamiltonian

in future spin dynamics calculations. Updated tensors could also be added individ-

ually, in order to test the hypotheses made in this article on the consequences of

some changes in the shape of the tensors; for instance, whether the enhanced axial

character of N5 in a dynamical environment really does increase the anisotropy of

the singlet yield. Such an approach would also inform us on the sensitivity of the spin

dynamics to a moderate fluctuation of the tensor, an event which, as demonstrated

here, is expected to occur frequently during the lifetime of a radical pair or triad.

Second, the distributions reported could be used to inform the dynamics of HFC

parameters as vital for open quantum systems spin dynamics calculations or to

model the inhomogeneous distribution of hyperfine parameters expected to prevail

in a biological sample.

Finally, the minimal cluster delineated in this article, although shown to have only a

small polarising effect, could be used for the calculation of other dynamical electronic

properties of the flavin susceptible to electronic polarisation.

All in all, we expect this study to help to better model the phenomenon of avian

magnetoreception, and to provide a step towards elucidating its widely debated

mechanisms.
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4
LOCALISATION AND IMMOBILISATION OF THE

SUPEROXIDE RADICAL BY THE CRYPTOCHROME

PROTEIN.

4.1 Chapter introduction

In this chapter, we explore the possibility that the Cryptochrome protein is able

to immobilise a superoxide radical at its surface for extended periods of time.

Such a small and mobile molecule as O•−
2 , for which spin relaxation occurs

primarily through spin-rotational interaction − i.e. the coupling of its spin magnetic

moment and the molecule rotation axis when quickly tumbling in solution −, can

be expected to delay its otherwise nearly immediate spin relaxation if prevented

to rotate. Naturally, to achieve such long spin relaxation times as those necessary

to, for instance, operate a [FADH•-O•−
2 ] radical pair (≃ 102 ns − see Chapter 2, Fig.

2.3(a)), it is not sufficient to perfectly immobilise the O•−
2 radical: the binding must

also be maintained for at least the same length of time, since diffusion entrains

immediate relaxation.

Following this assessment, we investigate here the ability of a clCry4 protein

to bind and immobilise, through nonbonded interactions, a O•−
2 radical. It should

be noted that we investigate here a FADH•/O•−
2 /Y• radical triad which we assume

to be already formed; and we understand that another study on the binding of O2,

which seems to be a necessary condition for its reduction by FADH− to generate

the spin-correlated FADH•/O•−
2 RP under consideration here, should be done before

concluding on the feasibility of the 3-radical compass proposed here in clCry4.

Geometrical data from a number of Molecular Dynamics simulations are reported,
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both for O•−
2 and for the biologically available Cl− ion with which competition for the

binding sites could be an issue. Several binding sites, 5 of which are of particular

chemical interest as they’re located in the vicinity of the flavin, are identified.

Parallel to this study, we investigate the ability of a putative O•−
2 formation site

in the cavity of the flavin, where the reoxidation of FADH− could take place, to bind

O•−
2 . While extremely long binding and rotational correlation times are recorded, the

inability of O•−
2 to ever populate this cavity casts some doubt on its relevance for

clCry4 reactivity. Microsecond spin relaxation times are estimated for this site. We

then explore the idea of another formation site, from which O•−
2 easily diffuses out

to populate previously identified binding sites. While long binding times are still

recorded, the statistics appear quite different to the case where O•−
2 can diffuse from

the bulk.

Another round of MD simulations is then launched, where a O•−
2 radical is left

to diffuse out from these 5 chemically relevant sites, while the binding time and

the rotational correlation time within the site is monitored. These values are finally

used to estimate achievable spin relaxation times, which routinely attain 102 ns

timescales and, in extreme cases, approach the microsecond. However, a proper

statistical treatment of the average ability of these binding sites to bind and immo-

bilise a O•−
2 is not achievable from these data. We preliminarily conclude that such

moderately long spin coherence times might enhance the magnetosensitivity of a

FADH•/O•−
2 RP, particularly with a radical lifetime shorter than 10µs.

Note that we are not simply focusing on the [FADH•-O•−
2 ] RP case; in our view,

the formation of this particular radical pair, which has a plausible mechanism in

the reoxidation of FADH− by 3O2, implies the presence of a third radical somewhere,

following the flavin photocycle and general reaction scheme presented in Chapter 1,

Figure 1.1; and the focus of this thesis remains on the investigation of three-radical,

scavenged reaction schemes. Indeed, we finally test the magnetosensitivity of a

FADH•/O•−
2 /Y• radical triad, in the limit of slow O•−

2 spin relaxation. EED couplings,

previously found to have an extremely strong quenching effect on MFEs, are fully

taken into account by locating the O•−
2 in the previously identified binding sites. We

find in particular Y319, identified in Chapter 2 as a promising scavenger, to be fairly

insensitive to O•−
2 relaxation, even when located near enough to sustain large EED

couplings with the other radicals.

4.2 Introduction

The O•−
2 ion, or superoxide, is a reactive oxygen species (ROS) involved in various

metabolic processes within the cell, such as respiration through the electron-transfer
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flavoprotein (ETF) complexes,185 phagocytosis,186 or phosphorylation-induced signal-

ing187 to initiate such processes as mitosis, cell differentiation, or apoptosis.188,189

In mammalian cells, O•−
2 radicals are typically formed in flavo- or quinoenzymes

through a one-electron transfer from a reduced flavin or quinone donor to molecular

oxygen, possibly creating a radical pair in the process190 − a mechanism supported

by the reported susceptibility of some oxidative-stress-related processes to magnetic

field effects (MFEs).191,192 The emergence of magnetic field effects, or MFEs, denotes

a sensitivity of the spin dynamics of a radical pair to an external magnetic field

(see Chapter 1): this phenomenon is thought to be the basis for a mechanism of

avian magnetoreception in the cryptochrome protein,1 for which superoxide has been

suggested as a potential radical29 − although its involvement remains controver-

sial.69,101 The main enzymes involved in ROS production are the ETF complexes I

and III, located in the mitochondrial membrane, and the NADPH oxidase (Nox 2),

which triggers the extracellular respiratory burst of phagocytic cells193 − a quick and

toxic exhalation of ROS, some of which can diffuse back into the cell through trans-

membrane ion channels.194 Superoxide generation and release can be the desired

outcome, for instance as a phagocytising agent released from the NADPH oxidase;

or it can be, as in the case of O•−
2 leaking from the ETF chain, a toxic phenomenon

which needs to be controlled. Indeed, although a moderately oxidative ion, high

concentrations of O•−
2 in cells are a source of oxidative stress,195 either through its

own action or through conversion − spontaneous or catalysed − into more potent

oxidants such as H2O2 or the hydroxyl radical HO•. While a baseline level of these

species is required for normal cell function, their presence is thought to participate in

the cell-degrading process of aging, and chronically elevated oxidant levels have been

linked to the onset of various pathologies.196 Indeed, ROS have been shown to alter

cellular function through at least two mechanisms: either by oxidising iron-sulphur

clusters and releasing one Fe, thereby damaging ETF complexes I and III; or by

abstracting electrons from various chemical species present in the cell, such as DNA,

RNA, fatty acids, or steroids. This latter mode of attack results in a variety of cell

damages, such as toxic/mutagenic DNA lesions,197 increased membrane rigidity

through lipid peroxidation,198 or the closing of ion transport channels.199

Homeostatic control of intracellular ROS levels is carried out by an arsenal of

enzymatic and molecular scavengers, organised in “lines of defence” according to

their nature and function.

• The first line consists of metalloenzymes tasked with neutralising free O•−
2 :

typically, superoxide dismutase (SOD) converts superoxide into H2O2, which is

then processed to harmless molecules by catalase or glutathione peroxidase

(GPX).200
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• The second line of defence comprises molecular scavengers which reduce ROS

into non-radical molecules, becoming themselves free radicals of lesser toxicity

in the process. This class of antioxidants notably includes vitamin E, ascorbic

acid201 and glutathione.202

• The 3rd and 4th lines of defence are not directly concerned with ROS neutrali-

sation, but respectively with damage repair (e.g. polymerase for DNA damage)

and antioxidant transport.

In the context of the three-radical model of magnetoreception, in which O•−
2 has

been proposed to participate, electrostatic guidance to reaction site (i.e. within ≃
20 Å of the flavin cofactor) and long-time trapping at the protein surface are two

features which could both facilitate the efficient operation of the magnetic compass

and prevent oxidative damage to the surrounding cell components.

The ability of proteins to sequester small molecules for extended (e.g. tens of

nanoseconds) lengths of time is well documented. Especially relevant to the case at

hand is the computational study by Salerno and colleagues,203 in which binding sites

for molecular oxygen in the ETF flavoprotein were identified. Interestingly, none of

these sites contained arginine (residue code: R), while this residue is consistently

cited as the most important feature of a superoxide binding site204,205 − although

glutamine (G), but especially lysine (K), also appear to be involved in electrostatic

guidance of O•−
2 .206–208

In this chapter, we will investigate whether extended binding is also possible

in the cryptochrome protein, and whether such binding can give rise to sufficient

immobilisation of the O•−
2 radical as to delay the onset of spin relaxation. After a

validation step, we shall identify O•−
2 binding hotspots at the cryptochrome surface, in

particular those located within efficient electron-transfer range to the flavin. Finally,

the reorientation times of O•−
2 within these binding sites will be calculated, allowing

us to estimate spin relaxation times which could then be used to parameterise future

spin dynamics simulations.

4.3 MD study: methodological aspects

In this section, the various trajectory sets which shall be used later for analysis

are presented, and technical simulation details are provided. In a second time, he

force-field used throughout these simulations is validated.
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4.3.1 Simulation setup and strategy

Investigating the ability of an avian cryptochrome protein to bind a O•−
2 radical

could be done via a classical Molecular Dynamics (MD) study, in which the interac-

tions between atoms are classically approximated by calibrated harmonic potentials,

allowing to propagate the positions and velocities of the whole system over long

(i.e. up to microsecond) timescales. Such timescales are of the same order as the

magnetosensitive step of the flavin-containing radical pair/triad reaction cycle. Be-

sides, for the [FADH•/O•−
2 ] radical pair case, a previous spin dynamics investigation

required coherence to be maintained over ∼ 102 ns for sizable Magnetic Field Ef-

fects (MFEs) to manifest.37 No such coherence lifetimes could be observed without

a strong binding of approximately the same length, as the rapid tumbling of O•−
2

in solution is the main mechanism for its spin relaxation. For these reasons, the

Molecular Dynamics method was the obvious choice for propagating our system,

as any quantum representation of such a large number of atoms is prohibitively

slow. The AMBER code also uses GPU acceleration to further speed up execution; a

technology we had access to and which allowed us to sample the system remarkably

fast: for instance, a system of ∼ 90,000 atoms could be propagated, with a timescale

of 2 fs, over 500 ns in just over 80 hours.

Importantly, force-field- (FF-) based MD simulation method has demonstrated its

ability to correctly describe the modalities of non-bonded interactions we suspect to

be relevant for binding a superoxide ion: namely, Coulombic attraction and hydrogen

bonding. It was also previously used for a similar purpose, to identify binding pockets

of molecular oxygen at the surface of a flavoprotein,209 or superoxide formation site

near the flavin.2

All Molecular Dynamics (MD) simulations in this chapter were performed using

the AMBER 18 package,210,211 specifically the SANDER code for energy minimisations

and the GPU-accelerated PMEMD.cuda code212,213 for equilibration, heating and pro-

duction runs. GPU acceleration with a GeForce RTX 2080 Ti GPU allowed to reach

an impressive average of ∼ 150 ns/day for a simulation of ∼ 90,000 atoms in the

NV T ensemble with PME.

The first set of simulations, dedicated to locating superoxide, were run on 10 differ-

ent initial configurations of a 89,637-atom system, consisting of a Columba livia
Cryptochrome 4 protein binding a flavin adenine dinucleotide radical in its neutral

semiquinone form FADH•. In a first time, a single configuration of this complex is

created, solvated with a 10-Å TIP3P water molecule padding. The 92×94×125 Å3

square cuboid box also contains 21 O•−
2 molecules (43 mM, i.e. a largely supraphys-

iological concentration), and the whole system is neutralised with 17 Na+ ions. A

similar set of 10 500-ns simulations, containing 21 Cl− ions instead of O•−
2 , was also

generated.
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System minimisation, heating and equilibration followed a protocol detailed in

Ref. 164. These steps yielded an equilibrated system of dimensions 87×89×117 Å3.

In all equilibration and heating phases, the target temperature was set to T = 313 K

(40 ◦C, an average of diurnal/nocturnal core temperature of Columba livia)214 with

Langevin dynamics.215 All runs in the NpT ensemble aimed at a target pressure

of 1 bar, enforced by a Berendsen barostat.216 All preparation and production runs

employed a 2 fs timestep, the Particle-Mesh Ewald (PME) summation method for com-

puting electrostatic interactions,217 and the SHAKE algorithm.165 Post-treatment

of the trajectories, namely frame alignment and re-imaging, was performed with

cpptraj.

4.3.1.1 O•−
2 binding sites search: FD-SUP dataset

To investigate the interactions between an avian cryptochrome protein and the O•−
2

radical, we chose to set up a system of a Columba livia cryptochrome 4 protein,

solvated in water, and containing 21 O•−
2 radicals. While largely supraphysiological,

the O•−
2 concentration has been obtained from a similarly-sized MD study,209 in

which 20 O2 did not interact among themselves while affording a faster sampling of

the protein-O2 interactions.

In order to gain more insight into the nature of the protein-O•−
2 binding, and to

uncover potential competition for binding sites with other negatively charged species

already present around the protein, a comparable system was set up, with Cl− ions

instead of O•−
2 radicals.

The initial structure for the pigeon Cryptochrome 4 protein (PDB code: 6PU0) was

taken from a previous MD simulation:34 it was chosen from a clustering analysis on

the conformations adopted along the trajectory, which identified the most frequently

occurring conformation. This previous MD simulation used the original crystallised

form of the Columba livia protein,30 for which the loop poorly resolved by X-Ray

Diffraction (XRD) had been reconstructed in Ref. 34. It is modeled with the ff14SB

force-field for proteins and ions.84 The GAFF2 all-atom force-field210 was used to

model the FADH• and O•−
2 radicals. The former was modified with a set of RESP

atomic charges established in Ref. 162, and the latter with the appropriate electronic

charges and equilibrium bond length.

After a successful preparation of this unique initial configuration, 9 additional

copies of it were made and O•−
2 radicals were moved to new locations in each of them,

while the solvent molecules and protein-FADH• complex remained in place. The new

spatial configurations of O•−
2 radicals in the box were generated using the PackMol

software.218 A short (3,000 steps) energy minimisation of the solvent and SUP

molecules, while constraining the positions of the protein-FADH• complex with the

application of a 500 kcal.mol−1 harmonic potential, was used to remove steric tension

104



4.3. MD STUDY: METHODOLOGICAL ASPECTS

Figure 4.1: Representation of O•−
2 in the binding cavity from Ref. 2. FADH• is

shown in orange, and ASN393, TRP397 and ARG358 surrounding a O•−
2 radical are

highlighted.

from all these 10 starting configurations, before regenerating atomic velocities with

a 400 ps heating simulation in the N pT ensemble to T = 313 K. A production run in

the NVT ensemble was then launched from all 10 initial configurations, for 500 ns.

The sets of 10 500-ns trajectories thus generated, for O•−
2 - and Cl−-containing

systems, are respectively referred to as the FD-SUP and FD-CL trajectory sets. FD

stands for “free-diffusing” and highlights the fact that anions are allowed to freely

explore both bulk and bound states − a feature which will not be present in other

trajectory sets presented later in the Chapter.

4.3.1.2 O•−
2 binding in the flavin cavity: C-SUP

We also investigate a binding pocket located close to the FADH•. Identified by Mondal

and co-workers2 in the dmCry protein (a drosophila cryptochrome), it was proposed

as a formation site for the superoxide radical; a triplet oxygen 3O2 would enter the

pocket, reduce the FADH− by a fast electron transfer, and then remain in the cavity,

held by strong electrostatic interactions and possibly H-bonding. Figure 4.1 shows

the initial localisation of O•−
2 in this binding cavity.

The dynamics of O•−
2 inside the binding pocket were simulated by setting up

a Molecular Dynamics study where one O•−
2 radical was placed inside the bind-

ing pocket. The same initial clCry conformation as the FD-SUP dataset was used.

The system was left to evolve for 400 ns at T = 313 K in the NV T ensemble, after

which τ2 and γB values were computed. In order to investigate the reorientation
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dynamics of O•−
2 into the binding pocket, we require a more finely time-defined MD

trajectory; indeed, a 200 ps interval between two consecutive geometries does not

permit computing τ2 reorientation times shorter than 200 ps. For this reason, the

MD simulation was carried out with a ∆t between consecutive geometries of 10 ps.

This trajectory is referred to as C-SUP, with C standing for “cavity”.

4.3.1.3 O•−
2 diffusing away from a putative formation site: E-SUP

The observation that the O•−
2 formation site in the flavin-binding cavity, i.e. the

starting point for the C-SUP simulation, is never populated by a free-diffusing O•−
2

throughout the FD-SUP dataset led us to propose an alternative O•−
2 formation site,

also located suitably close to FADH•. The set of diffusion trajectories generated

from an initial configuration of O•−
2 in this binding site is referred to as E-SUP, for

“escaping O•−
2 ”.

In order to study the diffusion dynamics of a newly created O•−
2 , we set up an

MD simulation of the clCry protein, solvated in a TIP3P water box extending 10 Å

away from the protein on each side, and an appropriate ion concentration, as well as

one O•−
2 radical. We hypothesised the initial O•−

2 fixation point to be as close to the

isoalloxazine moiety of the FADH• as possible, without entering the FADH•-binding

cavity, as this domain seems to be impenetrable to O•−
2 radicals in all 10 500-ns

simulations. Additionally, the fixation point was picked to be between a histidine

(HIE353), an asparagine (ASN394) and a tryptophan (TRP290) residues, all polar

aminoacids and therefore hypothesized to be capable of maintaining O2 in place for

the electron transfer. All these constraints located the O•−
2 residue, at t = 0 of the

simulation, 3.5 Å away from the FADH• C8 methyle group; see Figure 4.2.

The system was equilibrated and heated in much the same way as the other MD

simulations in the NVT ensemble presented in this chapter; the details of the steps

can be found in Ref. 164. The difference is that here, the single O•−
2 molecule was

held firmly in place with the application of an harmonic potential. After this, a short

40-ns MD simulation in the NVT ensemble was run, saving structures every 200 ps.

Again, the O•−
2 radical is kept in place near the flavin by a strong harmonic potential.

Geometries from this first dynamics were extracted and used as starting points for

restarted simulations, where the escape path of O•−
2 and its interaction with the

identified binding sites would be monitored.

To do so, 5 frames were chosen from the initial NVT run to serve as starting

configurations: frame 10 (i.e. after 2 ns), 50 (10 ns), 100 (20 ns), 150 (30 ns) and 200

(40 ns). Taking starting conformations sufficiently spaced out in the dynamics allows

to sample different conformations of the protein and of the side-chains, thereby better

representing the overall protein structure. From there, each starting conformation

was copied into 20 identical replicas, from each of which an MD simulation would be
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Figure 4.2: Representation of the hypothesized O•−
2 fixation point. FADH• is shown

in orange, and HIE353, ASN394 and TRP290 surrounding a O•−
2 radical are high-

lighted.

started.

4.3.1.4 O•−
2 diffusing out of binding sites: T-SUP

Finally, the reorientation dynamics of O•−
2 when bound by the protein, in each of the 5

binding sites identified from analysing the FD-SUP trajectory set, were investigated.

This is achieved by running another MD study where O•−
2 radicals are originally

placed into the sites of interest. Their motions inside the site are monitored, and

the simulation is terminated once O•−
2 has diffused out of the site. Here again, a ∆t

between two consecutive geometries of 10 ps was employed, in order to be able to

compute relatively short reorientation times τ2. The same criteria for identifying

binding (dSUP−residue ≤ 3.0 Å) and for defining sites (Table 4.3) as before are in use

here. In order to also obtain reference values for the reorientation time of a freely

tumbling O•−
2 radical in the bulk, an additional MD study is set up, where 5 O•−

2

and an appropriate salt concentration are placed in a TIP3P water box. For free O•−
2

for which the reorientation time is expected to be even shorter, a ∆t of 100 fs was

chosen.

Starting geometries, with O•−
2 inside of each binding site, are extracted from

the FD-SUP set of trajectories, where O•−
2 radicals diffuse from the bulk onto the

protein surface. Ideally, starting configurations from the E-SUP would have been
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(a) O•−
2 (b) Cl−

Figure 4.3: Root-Mean-Square Deviation (RMSD) of the positions of clCry backbone
heavy atoms, for the 10 500-ns trajectories of solvated clCry containing FADH• and
21 (a) O•−

2 or (b) Cl− ions.

more relevant to the chemistry of the problem investigated, and could have given

rise to longer binding times; but the chronology of the project meant that E-SUP

data were not available at the time of starting this round of simulations.

For each binding site, 5 O•−
2 -site binding configurations were extracted from the

FD-SUP trajectories. These frames were all chosen from a long binding event, to

increase the chance of it corresponding to a strongly binding configuration. Site 4,

deemed to be of lower interest at the time of setting up this study, was investigated

with only 2 starting configurations, as a compromise to the large resources in memory

this project demanded. For all sites, initial geometries were picked semi-randomly,

only satisfying the criterion that upon visual inspection, O•−
2 did not look particularly

weakly bound and about to unbind.

Finally, in order to generate correct binding statistics, each starting configuration

was copied into 20 identical replicas, for a total of 100 trajectories for each site (except

site 4, with only 40). The set of trajectories created from these starting configurations

will be referred to as T-SUP, for trapped-SUP. Initial velocities consistent with a

temperature of 313 K were regenerated with a short heating phase, before running

an MD simulation in the NVT ensemble until O•−
2 diffused out of the site.

4.3.2 Model validation

4.3.2.1 Protein structure analysis

Figure 4.3 reports the Root-Mean-Square Deviations (RMSD) of the positions of

backbone heavy atoms, for each of the 10 trajectories. Most trajectories are charac-

terised by a stable RMSD of ∼ 1.5−2 Å, which suggests a nearly constant secondary

and tertiary structure of the protein. Others tend to exhibit a jump, followed by an

elevated but stable RMSD following that. On average though, trajectories containing

O•−
2 radicals have a lower (RMSD= 1.70±0.65 Å) RMSD than those containing Cl−

(RMSD= 1.93±0.98 Å). Both systems were successfully equilibrated to the target
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(a)

(b) O•−
2 (c) Cl−

Figure 4.4: Root-Mean Square Fluctuations (RMSF) of the positions of clCry back-
bone heavy atoms, for the 10 500-ns trajectories of solvated clCry binding FADH•

and 21 (b) O•−
2 or (c) Cl− ions. The average RMSF curve for both these data sets is

reported in (a).

pressure and temperature, and both have the same ionic strength; their great sim-

ilarity makes it unlikely that the apparent difference in stability arises from a

systematic bias introduced by the anion.

This feature could be better understood using the Root-Mean Square Fluctuation

of atomic positions, or RMSF (Fig. 4.4), calculated as the average of all RMSD values

for a given residue along the trajectory. This residue-disaggregated view allows to

identify the most mobile parts of the protein, which exhibit a large RMSF (i.e. a large

time-averaged RMSD). Here, the most flexible sections of the backbone are identified

as the phosphate-binding loop (or PBL; residues 228 to 244), a result confirmed in

other studies.34 There does exist a variability in the magnitude of each peak, but

their location remains consistent across both data sets. Indeed, the most mobile

loop remains by far the 228-244 (in gold on Fig. 4.5), followed by two adjacent peaks
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Figure 4.5: Graphical representation of the starting conformation of the 6PU0
protein, where the 3 most flexible residue ranges are highlighted. Residues 228 to
244 (phosphate-binding loop) is in gold, 180-195 in purple, 200-210 in red.

roughly ranging the 180-195 (purple) and 200-210 (red) residues. Highlighted in Fig.

4.5 on the 6PU0 protein in its initial conformation, these three mobile ranges corre-

spond unsurprisingly to unstructured, solvent-exposed loops. The lack of secondary

and tertiary structure to these areas is the cause for their great flexibility. This is

also illustrated by the presence of a short (5-residue) alpha helix between the purple

and the red segments, responsible for the dip in the RMSF curve separating the two

unstructured loops. This feature remains present throughout the simulation.

While the overall RMSF profile of both sets of O•−
2 and Cl− trajectories is quali-

tatively similar, an average RMSD difference remains, with a larger proportion of

Cl−-containing trajectories exhibiting increased overall flexibility. Fig. 4.4 (a) allowed

us to verify that it however did not arise from the denaturation of an area otherwise

stable in all O•−
2 -containing simulations - an effect that, if it could have been ascribed

to the action of the anion, would have both been unexpected and would have made

the comparison between O•−
2 and Cl− binding areas trickier. Indeed, it seems that the

lower average RMSF in the PBL peak is not due to a systematic electrostatic effect,

as sizable RMSF for this region can be achieved for some trajectories in both O•−
2 and

Cl− datasets. In these conditions, the apparent difference is probably independent

of the anion and simply a statistical artefact arising from the small sample size, of

only 10 500-ns trajectories per dataset.

To conclusively link the sudden RMSD jumps observed in 4.3, more present in

the Cl− dataset, and the increased PBL flexibility of the latter, we also report (in
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(a) Traj. 1 (b) Traj. 3

(c) Traj. 7 (d) Traj. 10

Figure 4.6: Per-residue RMSD of the backbone heavy atoms (AMBER names: N, CA,
C, O) along some of the 10 500-ns MD trajectories of clCry with 21 O•−

2 radicals. A
lighter spot at coordinates (x,y) denote a large RMSD for residue y at time x. The
average RMSD for the full protein, as shown in Fig. 4.3, is superimposed. All axes
scaling and colourscales are harmonised, allowing a direct visual comparison across
subfigures. The remaining 6 trajectories are provided in Appendix C.

Fig. C.1 and C.2, and C.3 and C.4) below the per-residue RMSD as a function of

the simulation time. The full-protein RMSD curve, as reported in Fig. 4.3, is also

superimposed onto this representation, so that its features, such as sudden increases

or “jumps” as mentioned above can be correlated in time with an increase or decrease

of RMSD of a particular region.

The large RMSD jumps observed in Fig. 4.3 could be identified, both by matching

with the RMSF and by visual inspection, to the release of the phosphate-binding loop.

This is particularly evident for Cl−, in trajectories 3 (Fig 4.7 (c)) and 4 (Fig. 4.7 (d)).

The same phenomenon of synchronised full-protein RMSD jump and PBL RMSD

increase can also be found in the O•−
2 dataset, e.g. for trajectories 3 (Fig. 4.6 (c)) and

10 (Fig. 4.6 (j)). Other than this, areas of chronically elevated RMSD correspond

to the high-RMSF peaks in Fig. 4.4, in particular the two peaks at 180-195 and

200-210. Interestingly, these seem to be also able to give rise to full-protein RMSD

elevation (O•−
2 : trajectory 7 from ≃ 250 ns; Cl−: trajectories 1 and 8), although not

nearly achieving the same magnitude as the PBL. This could be due to their shorter

length compared to the latter, affording them fewer degrees of freedom across their

constitutive dihedrals, bond angles and lengths; perhaps also their more constrained
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(a) Traj. 1 (b) Traj. 3

(c) Traj. 4 (d) Traj. 8

Figure 4.7: Per-residue RMSD of the backbone heavy atoms (AMBER names: N, CA,
C, O) along some of the 10 500-ns MD trajectories of clCry with 21 Cl− radicals. A
lighter spot at coordinates (x,y) denote a large RMSD for residue y at time x. The
average RMSD for the full protein, as shown in Fig. 4.3, is superimposed. All axes
scaling and colourscales are harmonised, allowing a direct visual comparison across
subfigures. The remaining 6 trajectories are provided in Appendix C.

linearity, as they are more stretched out between two very structured (and therefore

rigid) sections of the protein (see Fig. 4.5).

4.3.2.2 Binding energetics: force-field vs. DFT

Another aspect of the model requiring validation is the description of nonbonded

interaction between anions (O•−
2 , Cl−) and the protein. Given the inability of this

implementation of MD to describe chemical event such as bond formation, we ex-

pect nonbonded interaction − namely, Coulomb and van der Waals − to be the only

relevant modality of interaction in this system. Besides, superoxide is only a weak

oxidising and reducing agent, whose known reactivity is with alkyl halides − not

present in this protein − and with thiols, although at a fairly slow rate.219,220 No

particular electrostatic affinity of O•−
2 with thiol aminoacids, i.e. cysteine and me-

thionine, has been detected in the present study, and we therefore do not expect that

disregarding chemical reactivity of O•−
2 invalidates the conclusions reached in this

study.
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As mentioned in the general Methods section in the introduction, nonbonded

interactions are modeled in this force field by the Coulomb term, parametrised by

atomic charges, and by the van der Waals term taking the form of a Lennard-Jones

potential. While the atomic electronic charges of O•−
2 have been fixed to −0.5 per O

atom, the Lennard-Jones parameters were taken directly from the GAFF2 force field

for molecular oxygen. This could constitute a source of error as the extra electron in

O•−
2 is expected to increase the size of its electron cloud. On the other hand, GAFF2

nonbonded parameters for Cl− already exist and should not carry much systematic

error when describing the interactions with standard residues such as aminoacids.

Intermolecular nonbonded interactions can be calculated by computing the inter-

action energy Eint:

EAB
int = EAB −

(
EA +EB

)
, (4.1)

where EAB is the potential energy of the complex of molecules A and B, and EA is

the potential energy of molecule A alone; resp. with B. These quantities can be easily

obtained from a 0-step MD simulation, where the energy of the system is computed

but the positions of the atoms are not propagated. We chose to run these 0-step

MD simulations in the NVT ensemble. This ensured perfect comparability with the

production NVT runs which we seek to validate.

The interaction energy was computed on a complex of O•−
2 and ARG. As will

be shown in more details later, this is a recurring interaction pattern for which

MD-generated geometries are abundant, and one which is of particular significance

for superoxide immobilisation. Here, Eint were computed for 36 consecutive confor-

mations of the ARG-O•−
2 complex, extracted as a subtrajectory of one of the 500-ns

trajectories obtained above. Since the phenomenon under investigation here is long,

uninterrupted immobilisation of O•−
2 by the protein, it seemed that more relevant en-

ergetic figures would be obtained by treating a subtrajectory rather than individual

snapshots, where O•−
2 could be in a brief encounter with ARG not necessarily giving

rise to extended binding.

Such extended binding event were much rarer for Cl−, although this ion also

exhibits a preference for complexing with ARG. For this reason, and for better com-

parability with the ARG-O•−
2 complexes, the ARG-Cl− complex geometries were

obtained by taking the geometries in the subtrajectory mentioned above and simply

mutating the O•−
2 into Cl−. Finally, the arginine residue, truncated at the backbone

and leaving an unsaturated valence at the amino N and carboxylate O, was capped at

both ends by a methyle and an acetyl group. This method allowed to avoid creating a

nonstandard residue for arginine. We expect the aliphatic part of the ARG side-chain
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to insulate the diamine head from any potential induction effect from these capping

residues.

To sample correctly the range of O•−
2 binding geometries with an ARG residue, a

short geometry optimisation in MM was performed on these structures. The argi-

nine side-chain, its backbone and the anion were kept from relaxing by applying a

very strong harmonic potential, while the capping residues were allowed to relax.

This protocol served the purpose of correcting the initial geometries of the capping

residues, particularly in their dihedrals and bond angles with respect to the back-

bone of the arginine, as this unchemical tension would artificially raise the energy of

the residues, and completely prevent convergence when a QM energy calculation is

done on these same geometries. For Cl−-ARG binding geometries, which had been

generated by arbitrarily locating Cl− on one of the O•−
2 atoms, a slightly different

protocol was used: while the arginine side-chains and backbone positions were still

constrained, both the anion and capping residues were allowed to relax. This protocol

permit to approximate a more realistic binding configuration for Cl− ions.

The two sets of ion-arginine binding geometries thus created will be referred to as[
O•−

2 −ARG
]

and
[
Cl−opt −ARG

]
. The “opt” subscript in the latter set recalls the fact

that Cl− was allowed to relax its position with respect to the arginine, therefore

realising an idealised binding configuration not necessarily present in the actual

dynamics, unlike
[
O•−

2 −ARG
]

geometries.

Finally, interaction energies were computed on these sets of geometries. In order

to validate them against a more accurate method, i.e. one not relying on generic,

fitted potential, but instead describe the electronic structure of the complex, interac-

tion energies EARG−SUP
int were then computed on the same geometries using DFT, at

the CAM-B3LYP/def2-TZVP level of theory in Gaussian 16. A dispersion correction

to the energy was added, in the form of the D3BJ method.

Comparing the energies of a single fragment EA and a complex EAB in DFT is

trickier than in MM, because of the use of a basis set to spatially distribute elec-

tron density. When in a complex, electron density of e.g. the arginine can access

O•−
2 -bound basis set function − especially when diffuse, i.e. large, basis functions

are used −, effectively allowing delocalisation and further decrease in total energy.

On the other hand, these basis functions are not present when the arginine is con-

sidered in isolation. The EARG term is therefore effectively computed on a poorer

basis set than EARG−SUP, rendering the comparison inappropriate. The resultant

error, termed Basis Set Superposition Error (BSSE), can be corrected by computing

the energies of each individual fragment in the full basis set, by placing “ghost

atoms” (i.e. atoms with no nuclei or electrons but holding basis functions) where
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Complex EMM
int (kcal/mol) EQM

int (kcal/mol)[
O•−

2 −ARG
] −92.0±3.6 −113.0±3.9[

Cl−opt −ARG
]

−86.1±1.8 −109.0±1.9

Table 4.1: Average and standard deviations of the interactions energies of 2 com-
plexes over a 36-frame subtrajectory, computed at the MM and QM (DFT) level.

the other molecule would be. This method is implemented in Gaussian 16 with the

Counterpoise keyword.221,222 For these clusters, the BSSE amounts to ≃ 4 kcal/mol,

a chemically significant error.

We focus here on the accuracy of the force field for each ion, taking the DFT-

calculated values as reference (see Table 4.1). In both cases, the force-field un-

derestimates Eint by about 20%; specifically, −21.2 kcal/mol i.e. 19% for O•−
2 , and

−22.8 kcal/mol i.e. 21% for Cl−. The crucial point here is that O•−
2 interaction ener-

gies are not overestimated by the force-field, meaning that the length and quality

of immobilisation of binding events observed in the dynamics could constitute a

sort of “worst-case scenario”, and the rotational correlation times computed therein

could be longer in reality. While it may seem strange for Cl−, a common biological

ion for which force-field parameters were derived with great care, one must keep

in mind that these parameters were not fitted to reproduce ion-residue interaction

energies, but rather “solvation free energies, radial distribution functions, ion-water

interaction energies and crystal lattice energies and lattice constants” (cited from

the AMBER website).223

The aim here is not to compare the O•−
2 and Cl− cluster, as the set of geome-

tries on which Eint were calculated are not comparable; indeed, the
[
Cl−opt −ARG

]
probably represents a “best-case scenario”, an optimal binding configuration which

perhaps wouldn’t be sampled, or not as often, in an actual dynamic. This leads us

to be critical of the actual Eint values computed here, which perhaps overestimates

those encountered in the MD simulation. This hypothesis is supported by the EMM
int

computed on a third dataset,
[
O•−

2,opt −ARG
]
, containing O•−

2 -ARG geometries taken

from the same subtrajectory, but where the O•−
2 was also left to relax its position

with respect to the arginine. These conformations show increased MM interaction

energies of EMM
int =−99.62±2.38 kcal/mol, which suggest stronger binding than in the[

O•−
2 −ARG

]
set. Besides the averaged picture, each of the

[
O•−

2,opt −ARG
]

structures

registered an increase in Eint after letting O•−
2 relax.

We can therefore make the proposition that relaxed geometries artificially boost

the interaction energies, thereby suggesting that Cl− interacts in a significantly
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weaker fashion with the protein than O•−
2 does; however, we cannot be certain that

the subtrajectory chosen samples sufficiently the range of binding geometries acces-

sible to both ions − especially since binding events often involve multiple residues at

once. The comparison between O•−
2 and Cl− binding will therefore remain outside of

the scope of this chapter, and more research will be needed to conclude on whether

there exist or not competition between these ions for occupying some specific binding

sites. We can at least draw the conclusion that the FF used here does not overes-

timate O•−
2 binding to the protein, and that O•−

2 seems to exhibit a more marked

preference for binding arginine residues than Cl− does.

4.3.2.3 O•−
2 vs Cl− binding capabilities: energetics of desolvation

This section examines the interaction of the two anions present in our system,

O•−
2 and Cl−, with water molecules, and with the different degree of solvation they

maintain when bound to the protein vs. in the bulk. Due to the stabilising nature

of solvation, the removal of water molecules to approach the protein surface comes

with an energy penalty, the free energy of desolvation, which we estimate in this

section.

The radial distribution function, or RDF, between a molecule i and the water

molecules w is given by function g iw(r) defined in Eq. 4.2. It is a measure of the

angle-averaged density of w with respect to i at distance r, and is typically used to

uncover such structures as solvation shells.

g iw (r)= 1
4πr2Nw∆r

T∑
t=0

Nw∑
j=1

δ
[
| ⃗r i(t)− ⃗r j(t)|− r

]
, (4.2)

where T is the simulation length, Nw the total number of water molecules, and 1
4πr2∆r

the normalisation volume on a grid of spacing ∆r.224 In this study, we use the radial

distribution function to characterise the solvation structure of water around O•−
2 and

Cl− ions. For both anions, the question we pose is: “how many water molecules have

to be removed for an anion to leave the bulk and adsorb onto the protein, and what

is the energy cost associated with it”. The criterion for adsorption onto the protein

will be defined in more details later in the study (cf. Figure 4.13): a O•−
2 radical is

considered to be in a bound state when found within 2.75 Å of the protein surface,

and a Cl− ion within 3.00 Å.

In order to account for the dynamics of desolvation and resolvation, which may

not occur immediately after the ligand has entered or left the 3.00 Å cutoff around

the protein, we chose to err on the side of caution and to define the bulk state for

O•−
2 and Cl− atoms as when the anion is at dprot.−ion ≥ 10.0 Å away from the protein.
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Figure 4.8: Radial Distribution Functions (RDF) of the O•−
2 and Cl− ions with respect

to H2O, when realising a bound (dprot.−−ion ≤ 3.0 Å) or bulk (dprot.−−ion ≥ 10.0 Å)
configuration. Computed over all frames from the 10 500-ns MD simulations, and all
21 ions, which satisfied the distance criteria.

In this way, we expect that its full solvation shell has reformed.

Figure 4.8 reports the RDFs of water with respect to O•−
2 and to Cl−, separating

the cases when the ion is in the bound and bulk state. This was computed over the

500-ns MD simulations containing respectively 21 O•−
2 and 21 Cl− ions.

Examining Figure 4.8, we remark that both O•−
2 and Cl− have a fairly far-ranging

solvation structure: for both bulk states, we can identify 4 solvation shells, each

materialised by a water density peak. The first two, occurring near 2 and 3 Å away

from the ion, are the most well-defined, and occur at the same value of dprot.−−ion for

the protein-bound and bulk state.

Comparing O•−
2 and Cl− solvation structure, we remark that the first and second

solvation shell, as well as their peak water densities, occur at shorter distance for

O•−
2 as they do for Cl−. This is consistent with a phenomenon also observed in Figure

4.13, that O•−
2 tends to approach the protein surface closer.

Integrating the g iw function yields the number of water molecules as a function

of distance from molecule i, and therefore can be used to count the number of water

molecules in a given solvation shell. The resulting function is given in Figure 4.9,

and a numerical breakdown is given in Table 4.2.
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Figure 4.9: Integrated number of water molecules from the Radial Distribution
Functions (RDF) of the O•−

2 and Cl− ions with respect to H2O, when in a bound
(dprot.−ion ≤ 3.0 Å) or bulk (dprot.−ion ≥ 10.0 Å) configuration. Computed over all frames
from the 10 500-ns MD simulations, and all 21 ions, which satisfied the distance
criteria.

1st shell 2nd shell
d (Å) Nbulk

H2O Nbound
H2O d (Å) Nbulk

H2O Nbound
H2O

O•−
2 2.45 5.22 3.63 3.55 20.57 14.17

Cl− 2.85 6.92 5.61 3.95 25.71 20.62

Table 4.2: Solvation shell boundary distances and integrated number of water
molecules for O•−

2 and Cl− ions, when in a bound and bulk state.

Figure 4.9 and Table 4.2 allow us to estimate the number of water molecules

displaced in the binding of the ion to he protein surface, i.e. in the transition from

bulk to bound state. We focus here only on the first solvation shell, which contains

water molecules with which the ion interacts most strongly with and which should

therefore contribute the majority of the total free energy of desolvation.

The free energy of desolvation can be computed for a molecule or group of

molecules as the energy difference between this molecule in complete solvation

and the same molecule in the gas-phase, i.e. in vacuum.225 The former situation

is modeled using an implicit solvation model, such as in our case, the polarisable

continuum model (PCM). This method, notably implemented in DFT, consists in

placing the molecule inside a cavity lined with a polarisable charge density which

reproduces the dielectric constant of the solvent.226 The charge densities of the

molecule and of the solvent cavity mutually polarise each other. The advantage of

118



4.3. MD STUDY: METHODOLOGICAL ASPECTS

(a) 1st H2O shell around
Cl– ion

(b) ∆Gdesolv. of various hydrated ions

Figure 4.10: (a) Model hexa-hydrated Cl– ion, hand-built in Molden. (b) Free energies
of desolvation of a N-hydrated ion X (X = O•−

2 , Cl– , F– , Br– , I– ), computed using
DFT at the CAM-B3LYP/def2-TZVPP level in Gaussian 16, with and without a PCM
implicit solvation.

using a PCM instead of an explicit solvation, where water molecules are provided

in a given geometry and are explicitly part of the DFT calculation, is the built-in

treatment of entropic effects: indeed, a PCM approximates the average solvation

pattern around the solute, by effectively modeling all possible solvent arrangements.

On the other hand, explicit solvation is dependent on the geometries sampled, and it

is difficult to determine whether the sampling is sufficient.

∆Gdesolv = Egas −EPCM +C (4.3)

For this reason, we computed the ∆Gdesolv of O•−
2 and Cl− following Equation 4.3,

where Egas and EPCM are respectively the energy of our system in the gas-phase and

with PCM solvation. C = −RT. ln(55.5), with 55.5 M the molarity of water. These

energies were computed using DFT as implemented in Gaussian 16, at the CAM-

B3LYP/def2-TZVPP level of theory with GD3BJ empirical dispersion. Cavities of the

PCM models were defined with the Unified Atom model calibrated based on Kohn-

Sham DFT calculations. When implicit solvation was included, i.e. for the calculation

of EPCM, its implementation in the Integral Equations Formalism (IEF-PCM) was

used.

Since both anions do not shed the entirety of their solvation shell when entering

a bound state with the protein, the desolvation energy associated to this binding

event corresponds to the desolvation energy of the anion in its bound-state, partial

solvation shell. In order to model this, we built an explicit solvation shell around the
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anion, assuming an octohedral coordination geometry for simplicity. No geometry op-

timisation was performed, but the H2O molecules were placed at a distance informed

by the RDFs shown in Figure 4.8. Their relative orientation to the anion, shown

in Figure 4.10 (a), with the hydrogen pointing at the anion, was informed both by

chemical intuition − electrostatic interactions favour this solvation pattern, with H

atoms with a positive partial charge neutralising the anion − and by the gion−O and

gion−H functions, shown as a RDF in the Annex. The gion−H function shows a density

peak at a shorter distance than gion−O, indicating the H2O H atoms are pointing

towards the anion.

This solvation shell was built for both O•−
2 and Cl− anions in a stepwise manner,

adding one H2O molecule at the time and computing ∆Gdesolv. on this partial solva-

tion shell geometry. This process was also partially repeated for other halide anions

not present in the system. These results are reported in Figure 4.10 (b).

Solvation energies for single ions are well reproduced, registering a deviation

of about 5 kcal/mol with respect to reference values computed from experimental

data.227 Using data reported in Table 4.1, the desolvation free energy of a O•−
2

solvated by 3.63 water molecules, i.e. its bound-state hydration shell, is ∆G
O•−

2
desolv. ≃

70 kcal.mol−1; and for a Cl− surrounded by 5.61 H2O, ∆GCl−
desolv. ≃ 72 kcal.mol−1. Their

very similar desolvation energies do not permit to rationalise the large discrepancy

in binding abilities they apparent in e.g. Figure 4.13, or in the isodensities shown in

Figure 4.11. Naturally, the estimation made here is not nearly quantitative, chiefly

due to the absence of entropic effects in the first solvation shell and to its arbitrary

conformation. Nevertheless, the very similar desolvation energies of O•−
2 and Cl−

ions, all other things being equal, is an indicator that desolvation is not a strong

factor, if at all, in the binding capabilities of each ion to the protein.

4.4 Localisation of O•−
2 binding sites

Having measured the limitations of the force-field approach, this section focuses on

the analysis of the ion-protein interactions, specifically the localisation, frequency

and duration of binding events. Furthermore, interaction sites of particular interest

for the operation of a magnetic compass are defined, and their ability to properly im-

mobilise a superoxide radical is evaluated. Rotational correlation times of superoxide

in these sites are computed, as a proxy for spin relaxation times. The ability of su-

peroxide to populate these sites of interest, after diffusing from a putative formation

site, is also explored. Finally, we try to rationalise the binding modalities of O•−
2 with

its preferred interaction partner arginine, looking especially at hydrogen-bonding.
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4.4.1 Probability density distribution

Ion binding sites at the surface of the protein can be uncovered by searching for

areas of high ion concentration across the dynamics. In order to maximise sampling,

this search is done over all 10 500-ns MD simulations, for both Cl− and O•−
2 . After

alignment of all protein structure onto a frame of reference, so that the protein stays

well in place in its Cartesian frame over all 5µs of combined dynamics, the average

probability of finding an ion at each point of this frame can be evaluated on a 3D grid

using the VMD plugin VolMap. Such areas, termed hotspots, are represented below in

Fig. 4.11 as red isosurfaces.

Here, the integration was performed on a 3D grid with 1.0 Å3 bins (1.0×1.0×1.0 Å).

An isodensity of 0.015 therefore means that every bin within the isosurface has a

1.5 or higher percent chance of containing an ion, at any given frame.

While the comparison between O•−
2 and Cl− binding patterns is out of the scope

of this study, due to uncertainties in the description of their relative electrostatic

binding behaviour, we can remark that O•−
2 binding to the protein is more frequent

than with Cl−, which is consistent with the observation that its interaction energy is

likely higher − at least with arginine residues. Focusing on the O•−
2 binding areas,

an interesting aspect is its distribution into localised sites, suggesting a particular

affinity with specific residues. Finally, nearly all of these sites are located in the

“crypt” of the cryptochrome, i.e. the concave area leading to the flavin binding cavity.

This particular affinity of the negative ions in this area of the protein can be

better understood by looking at the electrostatic landscape. Figure 4.12 is a repre-

sentation of the electrostatic potential at the surface of the protein, in a view here

that looks down the “crypt” of the cryptochrome. This map was computed using the

APBS plugin in VMD.

The notion of electrostatic guiding of a reactive species to its reaction site is an

already documented phenomenon, notably for reactive oxygen species.204–208 For the

particular case of the cryptochrome, we could see the crypt of the protein as a funnel

to bring O•−
2 within electron-transfer range of the flavin, thereby both favouring

their efficient recombination, and preventing a ROS from diffusing out into the cell,

mitigating its toxicity, and potentially enabling operation of a superoxide-containing

magnetic compass.
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(a) O•−
2 hotspots: iso = 0.0066 (b) Cl− hotspots: iso = 0.0066

(c) O•−
2 hotspots: iso = 0.0150 (d) Cl− hotspots: iso = 0.0150

Figure 4.11: Volumetric density maps of (a,c) O•−
2 and (b,d) Cl− ions, computed using

the VMD plugin VolMap over the 10 500-ns trajectories, concatenated and aligned
onto the first frame of the Cl−-containing trajectory for best visual comparability.
For all representations, wireframe meshes materialise an isodensity of 0.0060; solid
surfaces, an isodensity of (a,b) 0.0066 or (c,d) 0.015.
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Figure 4.12: Electrostatic potential at the surface of the clCry protein. Blue (resp.
red) zones denote positive (resp. negative) values. This view looks down the “crypt”,
the cavity leading to the flavin binding region.

4.4.2 Binding specifics: distance, duration, and partners

After locating areas of high ion concentration, a more accurate characterisation of

binding events is useful. The first parameter of interest is the binding distance,

i.e. “when bound, how far does the ion stay from the protein surface?”. This is

investigated in Fig. 4.13:

Fig. 4.13 reports, as a density plot with a bin width of 0.1 Å, the distance between

each O•−
2 (or Cl−) ion and the closest atom on the protein. For instance, a density of

0.05 at a distance of 2.5 Å means that an ion spends, on average, 5% of its time at

2.5 Å from the protein surface. Here, we only track ion density up to 10 Å away from

the protein surface because we do not expect nonbonded interactions to allow for any

significant immobilisation of the ion at such a large distance. This is indeed the case,

as both densities appear well stabilised past ≃ 7.5 Å. Note that the densities for O•−
2

and for Cl− are directly comparable, being computed on samples of identical size.
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Figure 4.13: Density plot of the shortest distances between a protein atom and an
ion, over 10 500-ns MD simulations (10×2500 frames) and averaged over 21 ions
for each set. The ions are O•−

2 (blue) or Cl− (red). Note that for O•−
2 , the ion-protein

distance is measured not from the center of mass, but from whichever O atom is
closest. The apparent density drop-off at 10 Å is an artefact of the construction of
this graph.

This representation highlights some key features of ion-protein binding. The

most obvious is the much larger probability of presence of O•−
2 next to the protein

than Cl−. Integrating the first peak for both ions, O•−
2 has a 21% probability of being

found within 2.75 Å of the protein surface, and Cl− has a 3% probability of being

within 3.00 Å. Within this first peak, O•−
2 is found on average at 1.87 Å from the

surface, and Cl− at 2.45 Å.

Interestingly, there is for both ions a second density peak, occurring at larger

distances from the protein surface. This corresponds to the case where the ion is in

interaction with the protein, but still solvated with its shell of water molecules. For

O•−
2 at least, this binding modality is largely minor.

Fig. 4.14 shows the probability of having a given aminoacid as the nearest neigh-

bour to a Cl− and O•−
2 ion, during a binding event. Chance encounters, i.e. very
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Figure 4.14: Probability for each ion to have a given aminoacid as its nearest neigh-
bour, when the ion is within 4 Å of the protein surface for at least 2 consecutive
frames. Averaged over all 10 500-ns MD simulations for both ions, i.e. over the
FD-SUP and CL-SUP trajectory sets.

short or weak ion-residue encounters that do not trap the ion at the protein surface

for an extended period of time, are excluded from the statistics by including only

binding events extending over 2 or more consecutive frames. Since the ∆t between 2

consecutive frames is 200 ps, this corresponds to a binding time of at least 200 ps.

O•−
2 shows well converged statistics, with only 44 % of its binding events being

single-frame encounters, leaving 121,235 frames of strong ion-protein interactions.

O•−
2 shows an overwhelming affinity with arginine (ARG, ≃ 40 %), followed by ly-

sine (LYS, ≃ 7 %) then leucine (≃ 5 %). The affinity with ARG and LYS is readily

explained by the fact that these residues are positively charged at physiological

pH, resulting in a potentially strong Coulombic attraction. The other positively

charged residue, histidine (HIP), shows a rather low affinity with O•−
2 , probably
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(a) O•−
2 (b) Cl−

Figure 4.15: Histogram of the lengths of (a) O•−
2 - and (b) Cl−-protein binding events,

i.e. a minimum of 5 consecutive frames (1 ns) in which a given ion is located within 4
Å of a protein atom.

due to its low prevalence in the clCry protein at this pH; indeed, due to its pKa of

≃ 6.8, the assignment of the protonation state of histidines at physiological pH is a

delicate process, which was detailed in Chapter 3. Most histidines turned out to be

singly-protonated, neutral aminoacids. Regarding the LEU residue, a neutral and

apolar aminoacid, its relatively high rate of O•−
2 binding is trickier to explain. Upon

visual inspection of the crypt of the protein, in particular in the areas of high O•−
2

concentrations identified in Fig. 4.11, it could simply be due to the presence of LEU

residues next to other residues susceptible to binding strongly a negative ion. Indeed,

LEU314 is located right next to ARG486, one of the key aminoacids for immobilising

O•−
2 ; same analysis for LEU354, located between ARG409 and ARG419, two fairly

flexible residues which have been found to exchange O•−
2 radicals.

This figure is less reliable for Cl−, for which the vast majority (88 %) of binding

events occur on only one frame. These stats are therefore computed over only 3879

frames for Cl−, out of a total of 525,000 (2,500 frames×10 trajectories×21 ions). A

very similar analysis can be made: Cl− shows a particularly strong affinity with

arginine (ARG, ≃ 20 %), followed by leucine (LEU, ≃ 9 %) and lysine (LYS, ≃ 7 %).

Having identified which residues are most likely to bind these ions, let us have

a look at the length of these binding events. Indeed, in order to delay the onset

of O•−
2 spin relaxation, two conditions must be met: first, it must be hindered to

rotate and second, the binding must persist for long enough to achieve the target

rotational correlation time. A O•−
2 radical unbinding and going into the bulk relaxes

immediately, so however strong protein-ion interactions might be, spin relaxation
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Figure 4.16: Distance between a O•−
2 ion (SUP 513 in AMBER notation) and the nearest

protein atom, along a 500-ns MD simulation. The identity of the nearest residue is
indicated by a dot whenever dprot.–ion ≤ 4.0 Å.

times are ultimately limited by binding times. In our case, a spin relaxation time of

the order of 101 −102 ns would be required to increase the directional sensitivity of

a 3-radical compass, or in the most extreme case to allow a
[
FADH•−O•−

2
]

radical

pair to generate sufficient magnetic field effects (MFEs).

Figure 4.15 reports binding times tb for (a) O•−
2 and (b) Cl− to clCry, again ex-

tracted from their respective 10 500-ns MD simulations. For both relevance and

visualisation purposes, binding events shorter than 5 frames (1 ns) are omitted.

Graph (a) is also truncated past tb = 25 ns, not revealing a low density of binding

events in excess of this value. Focusing on the O•−
2 results, we note that the vast

majority of such binding events are shorter than 5 ns; however, crucially, longer

binding events such as the one depicted in Fig. 4.16 are possible: for O•−
2 , there are

133 binding events with tb ≥ 101 ns, and 2 with tb ≥ 102 ns. The longest event spans

148.6 ns.

4.4.3 Chemical considerations: sites of interest

In this section, after having identified binding sites for O•−
2 radicals able to trap

them for tens or even hundreds of nanoseconds, we take a more chemically aware

approach and delineate sites relevant to the context of the three-radical compass.

We also examine the frequency and length of binding events in these sites from

free-diffusing O•−
2 , as well as the phenomenon of ion transport between sites.
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While the 3-radical mechanism is able to retain solid levels of magnetic field

sensitivity even after the extinction of one of the spin-selective recombination path-

way, thanks to scavenging by the other radical partner, its optimal accuracy is

realised when all spin-selective reaction channels are functioning. The aforemen-

tioned extinction can occur, for instance, through the onset of spin relaxation. In

addition, spin relaxation should be slow; indeed, fast spin relaxation renders the

recombination event completely independent from the orientation of the external

magnetic field. Another possibility is that one radical diffuses away from its partner,

altering the kinetics of its electron transfer and making it impossible to recombine

fast enough to compete with the spin-independent reaction. O•−
2 , as a radical in the

e.g. [FADH•-O•−
2 -Y•], is susceptible to suffering both these fates, as a free-diffusing

diatomic radical. Fortunately, the cure to both these problems is the same: if by

interacting strongly enough with the molecule, O•−
2 is prevented both from tumbling

and from diffusing away, then its recombination channel would remain active. For

electron recombination through long-range electron transfer to proceed fast enough

and thereby compete with the spin-independent reaction, O•−
2 should remain within

≃ 20 Å of the flavin − more precisely, of its isoalloxazine moiety, where the vast

majority of its spin density is concentrated.

Note that, while the preservation of spin coherence in O•−
2 in the absence of

recombination could be useful, as its non-averaged EED coupling with the remain-

ing radical pair was shown to enhance ΓS for some configurations,25,27 it is not an

avenue we shall explore in this thesis. Here, we focus on the case where additional

performance can be expected from a 3-radical compass by identifying a binding

site for O•−
2 within 20 Å of the isoalloxazine. As shown in Figure 4.17, there is a

significant concentration of O•−
2 within this range, although the peak density occurs

for slightly longer distances − around 22 Å away.

In Figure 4.18, we identify 5 hotspots of O•−
2 concentration that satisfy the dis-

tance requirements mentioned above. Their constitutive residues are listed in Table

4.3. The naming of the sites is perfectly arbitrary and does not imply any sort of

ordering.

A feature that needs explaining is the singling out of site 4, composed of only

R409. Although separate from the hotspots of site 1 and site 2 in this representation,

it is a fairly flexible residue which can reach into both of these sites, and has been

noted in several instances along the simulations to transport a O•−
2 radical between

site 1 and 2. This behaviour, where a O•−
2 can be held simultaneously by multiple

residues, can be visualised in Figure 4.19. There, the binding of superoxide radicals

to 4 arginines, either alone or together, is monitored along one 500-ns MD simulation.
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Figure 4.17: Radial Distribution Functions (RDF) of O•−
2 radicals, with respect to the

center of mass of the FADH• isoalloxazine moiety. Averaged over 21 ions for each of
the 10 500-ns MD trajectories.

Figure 4.18: Volumetric density maps of O•−
2 radicals, computed using the VMD plugin

VolMap over the 10 500-ns trajectories, concatenated and aligned onto the first frame
of the Cl−-containing trajectory for best visual comparability. Wireframe meshes
materialise an isodensity of 0.0155; solid surfaces, an isodensity of 0.0160. Sites 1
through 5 correspond to O•−

2 hotspots of potential chemical relevance in the operation
of a 3-radical compass.
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Site Residues

1 R497, R486, R490
2 R415, R419
3 T209, R217, R218
4 R409
5 K234, R236

Table 4.3: Aminoacids involved in the binding of O•−
2 for each site. In the one-letter

aminoacid naming convention: R = ARG, T = THR, K = LYS.

A single numeric ID is associated to each combination of arginines binding the

same O•−
2 , attributed according to the following rule: R365 (near site 1) has ID= 1,

R409 (site 4) has ID= 2, R415 (site 2) has ID= 4, and R419 (site 2) has ID= 8. If a

O•−
2 is held by both R365 and R409 simultaneously, i.e. stays within 3.0 Å of both,

this configuration has ID= 1+2= 3. The same logic applies to 3-arginine binding,

although this configuration never appeared in practice.

The same representation was made for each of the 10 trajectories, and are pro-

vided in Appendix C, Figure C.5 and C.6; this one is quite representative of the whole.

A recurring feature is that the most common binding patterns are single-arginine

binding, as shown by the nearly-solid lines of ID 2, 4, and 8. The only significant

double-binding that occurs is at ID 12, i.e. R415 + R419, both in site 2. While there

are very occasional instances if ID 6 binding happening (R409 + R415, i.e. cross-site

binding), this phenomenon is rare.

Treating sites 4 and 2 as only one would have made sense if O•−
2 transport be-

tween the two occurred with unbroken binding by the arginines, as in this way the

radical would remain immobilised and not be allowed to relax; however, due to the

flexibility of R409, which can also point in the opposite direction towards site 1 (this

graph for trajectory 1, provided in appendix C, shows a very long binding event at

ID 3, i.e. R365 + R409), then it also happens that O•−
2 has to diffuse into the bulk to

reach the other site. For this reason, we chose to err on the side of caution and to

treat R409 as a binding site of its own.

This representation also illustrates the impressive ability of R409, R415 and

R419 as O•−
2 traps; although they are here in an environment with a largely supra-

physiological O•−
2 concentration, they are nearly constantly occupied.

Figure 4.20 reports the number of occurrences and lengths of O•−
2 binding events

into the 5 sites defined earlier. A numerical breakdown is also given in Table 4.4.

Results are fairly similar to those reported in Figure 4.15; indeed, 77 of the 133
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Figure 4.19: Occupancy of the various binding sites consisting of the possible combi-
nations of R365, R409, R415, and R419. To each combination corresponds a unique
ID, according to a naming protocol given in the main text.

Site Total nb. of BE nb of tb ≥ 100 ns BE nb of tb ≥ 101 ns BE nb of tb ≥ 102 ns BE

1 2113 764 26 0
2 3165 1339 44 0
3 304 94 5 2
4 2660 670 2 0
5 1961 432 0 0

Table 4.4: Number of binding events (BE), with binding length tb in ns, from the 10
500-ns trajectories of 21 freely-diffusing O•−

2 .
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Figure 4.20: Histogram of the lengths of O•−
2 -protein binding events, i.e. a minimum

of 5 consecutive frames (1 ns) in which a given ion is located within 4 Å of a binding
site defined in Figure 4.18.

tb ≥ 101 ns and both tb ≥ 102 ns events are retained. The longest binding event

remains tb = 148.3 ns, in site 3.

Out of a total of 10,203 recorded binding events, this dataset should present well-

enough converged statistics to comment. In terms of the sheer number of binding

events, site 2 is the most able to trap O•−
2 (31.0 % of all binding events), closely

followed by site 4 (26.0 %), and with sites 1 and 5 performing a bit worse (20.7 % and

19.2 %, respectively). Site 3 has the least number of binding events, only 3.0 %, a

situation perhaps explained by its localisation outside of the crypt.

It appears that very short, and consequently probably weak, binding events

constitute the overwhelming majority: tb < 1.0 ns occurs in about 67.7 % of the cases,

a proportion rather consistent across binding sites. On the other hand, it means

that a very sizable subset of binding events (about 32.3 %) give rise to extended O•−
2

trapping, for 1 ns or longer.
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A clearer hierarchy in the capacity of each site to achieve extended binding is

more apparent looking at tb ≥ 10.0 ns: sites 1 through 3 show similar performance,

with about 1 to 2 percent of binding events lasting over 10 ns. Site 4 and 5, on the

other hand, have zero or nearly zero probability of achieving such long binding.

This could be due to the nature of site 4, a single ARG of great flexibility which

is able to reach into site 2, and perhaps transfer its O•−
2 there, where a stronger

immobilisation, by both R415 and R419, could happen. Regarding site 5, this site

has the smallest proportion of tb ≥ 1.0 ns events, suggesting perhaps an intrinsic

inability to interact strongly with O•−
2 .

While these last values were quite noisy for site 3, which had only 5 tb ≥ 10.0 ns

binding events, its quality seems confirmed by the fact that it is the only site to

achieve tb ≥ 100.0 ns, with a maximum of 148.3 ns. This sort of binding lifetimes is

what is required for 101−102 ns O•−
2 rotational correlation times, and makes site 3 a

very promising candidate for trapping superoxide and delaying its spin relaxation

for the purpose of magnetosensitive spin dynamics.

Similarly, sites 1 and 2 have a similar proportion of tb ≥ 10.0 ns events, making

it plausible that tb ≥ 100.0 ns is possible for them.

4.4.4 FADH• and Y319 relative positions

In this section, we come back on a question left open in Chapter 2, now informed by

the dynamical behaviour of FADH• and Y319. In particular, the interrogation was:

“given the dependence of EED coupling on inter-radical separation and orientation, is

a static representation of FADH• and Y319 throughout the spin dynamics simulation

a reasonable assumption?”.

Figure 4.21 (a) reports the distance separating FADH•’s N5 atom and Y319’s OH

atom across the accumulated 5µs of FD-SUP trajectories. This atom selection is the

same as that defined in Chapter 2, Table A.2, which was given to parameterise a

subsequent spin dynamics calculations. In there, the inter-radical distance provided

was dF−Y = 25.2 Å. In comparison, an average distance of 25.86±1.53 Å was recorded

in the FD-SUP dataset. In this case, the FADH•-Y319 geometry used in Chapter 2

seems perfectly adequate.

Besides average figures, the variability of dF−Y values appears rather low; in-

deed, the reported double standard deviation of dF−Y, which visually approximates

a Gaussian distribution, confines 95% of the sampled values between the rather

narrow range of [24.33,27.39] Å. Again, we can be satisfied with the dF−Y value

used in Chapter 2, and expect no large energy differences arising from it. One way

to verify this is to compute a dipolar coupling constant dKL between radicals K
and L, dependent only on the inter-radical distance. We recall here its expression:
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Figure 4.21: (a) Histogram view of the N5-OH distance between FADH• isoalloxazine
and Y319, across the FD-SUP trajectory set (i.e. 10 500-ns MD trajectories of FADH•

in clCry, also including 21 O•−
2 radicals). (b) Histogram view of the dihedral angles

ϕF−Y value across the same FD-SUP dataset.

dKL =µ0 g2µ2
B/(4πr3

KLℏ), with rKL denoting the distance of the centers of spin density

of radicals K and L. nKL is a unit vector parallel to the line joining the centers of

the two radicals. This constant enters into the calculation of the full EED coupling,

given in Equation 2.4, and includes no orientational dependence. This therefore

constitutes only a preliminary analysis.

The inter-radical separation used in Chapter 2 gives rise to dKL =−3.25 MHz,

while the average distance reported in Figure 4.21 corresponds to a coupling of

dKL = −3.01 MHz. This energy difference between the two is much weaker than

the strength of the interaction of a radical with its hyperfine structure or with the

magnetic field; we therefore don’t expect the distance component of the guess FADH•-
Y319 geometry provided in the spin dynamics simulations to have a significant

impact on the outcome. Similarly, the double-standard-deviations range around

〈dF−Y〉 only spans an energy range of 1.08 MHz.

The question now remains whether the relative orientation of FADH• and Y319

used in Chapter 2, which played a part in the triad’s appreciable magnetosensitivity,

represents a statistically significant conformation in a dynamics. To verify this,

we choose as a metric for relative orientation the ϕF−Y dihedral angle, reported in

Figure 4.21 (b).

The ϕF−Y dihedral angle is defined by 4 points, and measures the angle between

the plane containing points {1,2,3}, and the plane containing points {2,3,4}. It can

be viewed as the relative orientation of the segment between points 1 and 2, and the

segment between 3 and 4. Here, ϕF−Y is defined such that points 1 and 2 are atoms

N3 and C7 on the isoalloxazine, and points 3 and 4 atoms CA and CZ on Y319. Both

segments correspond to the long axis of the molecule: for the flavin, it is the length

across the isoalloxazine, and for tyrosine, it goes along the side-chain to the phenol

carbon.
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We note that FADH•-Y319 relative orientations cluster into 2 main orientation

ranges: the most prevalent one peaking at ϕF−Y = 186 ◦, and a secondary orienta-

tion peaking at ϕF−Y = 246 ◦. While the flavin does not maintain perfect planarity

throughout a dynamic, as can be appreciated in Figure 3.4 in Chapter 3, and that

some of the variance can probably be attributed to isoalloxazine bending, such a vast

angle difference between the peaks can realistically only be attributed to a change

in the Y319 side-chain orientation.

On the geometry used to inform the spin dynamics simulations in Chapter 2,

ϕF−Y = 184.6 ◦. Comparing with the range of dihedrals sampled in FD-SUP, this

value is very close to the centre of the main peak. However, this geometry does not

represent the second, albeit minority, preferential conformation of the tyrosine side-

chain. We report later in the chapter, in section 4.7, ΓS for a [FADH•-O•−
2 -Y319] triad

in this conformation, in order to verify whether appreciable MFEs are conserved.

4.5 Superoxide formation and diffusion into the
sites.

The O•−
2 binding sites of chemical relevance identified in the previous section could

be verified to give rise to significantly long occupancy times tb from free O•−
2 diffusing

from the bulk. In this section, we verify whether these sites can still be populated

and trap radical for extended periods of time when the O•−
2 molecule diffuses from a

putative formation point, near the flavin.

The proposed mechanism for the formation of a triad of radicals is as follows:

the neutral flavin FAD gets photoexcited to FAD∗, triggering a cascading electron

transfer along a tryptophan tetrad. This first phase, called the photoreduction,

results in the creation of a
[
FAD•−−W•+]

radical pair. For the second, slower phase,

the unpaired electron on the terminal tryptophan is transferred to a stable radical,

such as Y•. In the meantime, FAD•− gets protonated and, under UV to 570 nm light,

further reduced to FADH−. Finally, dioxygen can approach the fully reduced flavin

and reoxidise it to the radical semiquinone FADH•, itself converting to O•−
2 in the

process. The reason for the addition of the reoxidation step, despite
[
FAD•−−W•+]

already being a radical pair capable of generating MFEs, is based on experimental

evidence reported in Ref. 14. Essentially, it was found that the magnetic sense

could still be used for navigation in the dark after a flash of light, after such a

delay that all radical pairs created by the photoreduction step would have decayed

already. However, the formation of FADH• requires an additional electron transfer,

suggesting the creation of a third radical.

Molecular oxygen, being rather abundant in biological media, and small enough
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Site Total nb. of BE nb of tb ≥ 100 ns BE nb of tb ≥ 101 ns BE nb of tb ≥ 102 ns BE

1 15 12 (80.0%) 1 (6.7%) 0
2 164 134 (81.7%) 22 (13.4%) 1 (0.6%)
3 0 0 0 0
4 107 79 (73.8%) 7 (6.5%) 1 (0.9%)
5 212 149 (70.3%) 15 (7.1%) 0

Table 4.5: Number of binding events (BE), with binding length tb in ns, from the 100
trajectories of O•−

2 diffusing from a formation site near the flavin.

to easily access the flavin binding site in the protein, is an ideal candidate for this

role. Dedicated cellular structures also exist for the disposal of its radical form, due

to its mild toxicity.

Analysis of the E-SUP trajectory set aims at examining the rate and duration

of O•−
2 binding when diffusing from inside the cavity, and not from the bulk; for

this reason, simulations were terminated when O•−
2 strayed too far away from the

protein surface. On the other hand, the recapture events, which could occur as O•−
2

briefly goes into the bulk and then randomly reapproaches the protein surface, were

thought to be already described by the previous study with bulk-born radicals. The

criterion for identifying a O•−
2 radical having diffused into the bulk was a simple

distance one: if O•−
2 found itself more than 10 Å away from any of the 5 binding sites

or of the flavin, the simulation was terminated. This radius was determined from a

visual examination of the cavity and of the spatial distribution of sites: it spanned

the entire volume of the crypt, and also made a path allowing diffusion towards site

3. Likewise, the criterion for detecting a binding event with one of the sites is based

on distance, as informed by results summarised in Figure 4.13: if dSUP−residue ≤ 3.0 Å,

where “residue” is an aminoacid involved in one of the 5 sites defined earlier, then

O•−
2 is assumed bound to that site.

From these 100 MD simulations, 29 were terminated without a single binding

event recorded. Over the remaining 71, the average simulation length is 〈tb〉 =
41.11±53.69 ns, ranging from 3.80 to 294.40 ns. Across this same set of 71 simula-

tions, O•−
2 spends on average 30.33 ns bound to any of the 5 binding sites, i.e. 74 % of

its time bound and the rest circulating between sites. However, it should be made

clear that O•−
2 does not spend, on average, 30 ns is the same site before diffusing

out into the bulk; indeed, over these 71 trajectories, there are 498 recorded binding

events. A histogram view of their lengths and rates of occurrences is provided in

Figure 4.22. A numerical breakdown is also given in Table 4.5.

Before comparing binding data between the “free-diffusing O•−
2 ” trajectories (Fig.

4.20) and the “escaping O•−
2 ” trajectories (Fig. 4.22), it should be noted that the latter

has a much smaller sample size. For clarity throughout this section, we remind the
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Figure 4.22: Histogram of the lengths of O•−
2 - protein-sites binding events, as a O•−

2
radical diffuses away from a possible formation site near the flavin.

reader that we refer to the former set as “FD-SUP” and to the latter as “E-SUP”.

The total number of 498 binding events in E-SUP, over a total simulation time

of 3,074.8 ns, is a fairly impressive hit rate: it amounts to 0.16 BE/ns (BE = bind-

ing event), against 0.09 BE/ns for FD-SUP. This is of course favoured by the ideal

location of O•−
2 at the start of each simulation, where encounter rates with each

of these binding sites is expected to be much higher than for a O•−
2 appearing in

the bulk. Another factor that could favour this trend is the fact that O•−
2 in the

E-SUP dynamics is likely often not fully solvated, staying constantly very close to

the protein. This allows for quicker binding and closer contact with the partner

residue(s), and a smaller desolvation penalty.

Here, site 5 registers the most binding events, amounting for 42.6 % of the total.

Site 2 and 4, with 32.9 % and 21.9 % respectively, have similar prevalences as in

FD-SUP. Site 3, already difficult to populate in FD-SUP, registers here 0 binding

events. Finally, the biggest difference between the 2 sets is with site 1, which sees

its contribution drop from 31.0 % to 3.0 %.

The very large difference in performance observed for sites 1 and 5 could be

due to the importance of the angle of attack for populating a site; especially with

very cluttered areas like site 1, where there is also likely a steric element to the

trapping of O•−
2 into the site, it makes sense that some sides are always blocked by

some residue and that O•−
2 can only enter it from some directions. This is a tentative

explanation that would require further investigation.

Regarding site 3, its already low rate of population in the FD-SUP dynamics (3.0 %)

makes it difficult to determine whether its total disappearance in the E-SUP set is
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due a peculiarity of the E-SUP setup or simply to chance. In any case, its unusual

location compared to the other sites, which require first a O•−
2 to exit the electrostati-

cally attractive crypt to travel along the protein surface before reaching it, could be

sufficient to explain this phenomenon. While a path is technically present for O•−
2

to reach site 3 without being considered “diffused away” and the simulation termi-

nated, perhaps is it too narrow; or perhaps there is simply not sufficient electrostatic

guiding to pull a O•−
2 straight to site 3 after having reached the edge of the crypt,

requiring all encounters to proceed from the bulk.

Looking now at the breakdown per binding lifetimes, another interesting discrep-

ancy appears: E-SUP binding events seem much more reliable, averaging 75.1 %

success rate of exceeding 1.0 ns, against 32.3 % for FD-SUP. This trend persists for

tb ≥ 10.0 ns, with an overall 9.0 % of all binding events in this range. While very

homogeneous across all binding sites (except site 3, whose 0.0 % across the board

was not included in these statistics), the best performing site is site 2. Sites 4 and

5 have nearly identical rates of binding for tb ≥ 1.0 ns (73.8 % and 70.3 %) and for

tb ≥ 10.0 ns (6.5 % and 7.1 %). Site 1 has similar stats, but its very small sample

size (12 and 1 binding events in the last two tb ranges, out of a total of 15) makes it

difficult to draw a definite conclusion.

This remarkable quality of binding in the E-SUP dynamics, whereby the vast

majority of O•−
2 -site encounters give rise to tb ≥ 1.0 ns binding, would require more

investigations to explain. We remind here that the same definition was used for the

binding sites, the same distance criterion applied, and the same ∆t between two

consecutive frames. In any case, should this arise from purely geometrical factors

such as the angle of approach, or physical ones like the partial desolvation of O•−
2

due to continued proximity with the protein surface, then the remarkable efficacy of

these sites to intercept a newly-formed O•−
2 radical could be an intended feature of

the 3-radical compass. To verify whether the extent of immobilisation thus achieved

is sufficient to significantly delay its spin relaxation, we now turn to the computation

of rotational correlation times.

4.6 Superoxide immobilisation by the protein:
binding, rotational correlation and relaxation
times

In this section, we evaluate the ability of various areas of the protein to properly

immobilise a O•−
2 radical, i.e. to both sequester it for extended periods of time and to

prevent it from freely tumbling. The former property is quantified by the binding
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Figure 4.23: Representation of O•−
2 in the binding cavity from Ref. 2. FADH• is

shown in orange, and ASN393, TRP397 and ARG358 surrounding a O•−
2 radical are

highlighted.

time tb, the latter by the rotational correlation time τ2. Finally, a corresponding

relaxation time γB is estimated from τ2, assuming a spin-rotational mechanism of

relaxation.

4.6.1 O•−
2 in the FADH• binding pocket

In this section, we investigate the binding capabilities of a putative O•−
2 formation

pocket, and superoxide reorientation dynamics therein. This formation site, located

in the flavin binding cavity, was identified by Mondal and colleagues in Ref 2 in a

dmCry protein. While this binding pocket is also present in clCry4, where an empty

space exists in front of the FADH• H5 atom, we suspect adverse steric effects might

be involved in our model of avian cryptochrome. Indeed, despite the potential for

strong attractive interactions with the flavin, this pocket was never populated by

either of the 21 O•−
2 in the 5µs of the FD-SUP trajectory set. However, it was not

verified whether a neutral triplet oxygen could diffuse inside; it is possible that the

barrier is electrostatic rather than steric.

This section relies on the analysis of the C-SUP trajectory set.

4.6.1.1 Binding times tb

A definite binding time tb could not be estimated in this simulation, as O•−
2 never

diffused out. This finding is consistent with the fact that no exchanges between the
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binding cavity and the outside of the protein were observed, even in longer stud-

ies containing more numerous anions. In fact, strong electrostatic interactions are

also present. In particular, 3 residues, depicted in Figure 4.23, maintain very close

proximity with O•−
2 throughout the simulation. From cpptraj geometrical criteria

for identifying H-bonding (donor-acceptor distance dDA ≤ 3.0 Å and donor-hydrogen-

acceptor angle �DHA≤ 150 ◦), we note that O•−
2 is constantly involved in H-bonding

with at least one of these 3 residues, at any point during the simulation.

4.6.1.2 Rotational correlation times τ2

Rotational correlation times were then computed as outlined in Chapter 1, by inte-

grating the time-correlation function of the 2nd-order Legendre polynomial of O•−
2

molecular orientation. A very impressive rotational correlation time of τ2 = 3869 ns

was achieved, suggesting an extremely strong immobilisation of O•−
2 in the cavity.

The rotational correlation time can be understood as the time it takes for all memory

of the initial orientation to be lost.

4.6.1.3 Spin relaxation times γB

As described in Chapter 1, a spin relaxation time can be derived from τ2. Due to the

extremely weak strength of the geomagnetic field, we can assume spin relaxation

occurs via the Spin-Rotational Interaction (SRI) mechanism, whereby the magnetic

moment of the radical spin couples with the rotation axis of the molecule. The cal-

culation of γB requires an accurate estimation of the O•−
2 g-tensor, which is quite

sensitive to its immediate electronic environment. To calculate it, a geometry was

extracted from the dynamics of FADH• in the binding pocket. Its g-tensors was

computed by Daniel Kattnig using DFT at the B3LYP/def2-TZVP level, including

dispersion corrections with the D3BJ scheme. The rest of the protein environment

was included as point charges, and the atoms nearest to the O•−
2 were modeled more

accurately using effective core potentials (ECPs).

Using Equation 1.15, a relaxation time of 3869 ns, i.e. 3.5µs was found for O•−
2 in

the binding pocket. This is extremely significant and suggests a sustained coherence

throughout most of the radical pair’s lifetime, which is typically bound between 1

and 10µs, and which some estimations place at 3µs.48 There is a possibility that

non-averaged EED couplings at such a short distance could exert a strongly sup-

pressive effect of magnetosensitivity. In the radical pair model, such a phenomenon

proves fatal to MFEs, as such a strong interaction tends to lift the near degeneracy

of singlet and triplet states, thereby rendering interconversion extremely slow and

effectively abolishing it.25 This effect is also visible in FADH•/O•−
2 radical pairs
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(Chapter 2, Fig. 2.3 (a)) or effective FADH•/Y• radical pairs (Chapter 2, Fig. 2.5). The

formation of O•−
2 in the binding pocket, according to the mechanism proposed in Ref.

2, would therefore likely not allow a FADH•/O•−
2 radical pair to function, due to the

inability of O•−
2 to diffuse out in the clCry structure and to mitigate its strong EED

coupling with the flavin.

For non-relaxing 3-radical systems, as could exist in clCry4 if the proposed Y•

is not neutralised itself by a scavenger (in the classic sense of the term), strong

EED coupling between 3 radicals, even in such a geometry where radicals are

far from equidistant, do not necessarily abolish MFEs. Systems containing more

than 2 radicals have their spin dynamics governed by a complex interplay of EED-

and hyperfine-driven interconversion, and large MFEs have been realised for a

FADH•/O•−
2 /Y• triad in such a configuration, with O•−

2 within 5 Å of FADH•.27 In this

case, the very slow relaxation of O•−
2 could actually enhance the magnetosensitivity

of the radical triad. We suggest verifying, e.g. via a MD study similar to that in Ref

2, the ability of a 3O2 molecule to enter this cavity in a clCry4, as was found in dmCry.

Alternatively, the FD-SUP trajectory set (10 500-ns MD simulation of clCry4 and

21 O•−
2 radicals) evidenced the presence of O•−

2 in close proximity to the flavin (see

Figure 4.17: O•−
2 has non-zero density as close as 4 Å away from the isoalloxazine).

We proposed in section 4.5 to study the diffusion path of O•−
2 near the flavin, from a

putative fixation point where it could oxidise FADH−, to binding sites where its spin

relaxation could also be delayed, and three-centres EED coupling maintained. We

now investigate in the next section the spin relaxation times achievable by a O•−
2

radical trapped in one of these sites.

4.6.2 O•−
2 in the binding sites

In this section, we compute binding times and rotational correlation times for a O•−
2

radical trapped in one of the previously defined sites. This section consists of an

analysis of the T-SUP trajectory set, where a O•−
2 radical is initially trapped into one

of the 5 sites defined earlier and left to diffuse out. The same criteria for identifying

binding (dSUP−residue ≤ 3.0 Å) and for defining sites (Table 4.3) as before are in use

here. The binding times tb obtained from these simulations are reported in Figure

4.24; and a numerical breakdown is given in Table 4.6.
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Figure 4.24: Histogram of the lengths of O•−
2 -protein binding events, calculated for

each site on 20 MD trajectories for each of 5 initial binding configurations, for a total
of 100 trajectories. (a) and (b) differ only by the plot range.

Site Total nb. of BE nb of tb ≥ 100 ns BE nb of tb ≥ 101 ns BE nb of tb ≥ 102 ns BE

1 100 67 (67.0%) 11 (11.0%) 0
2 100 66 (66.0%) 18 (18.0%) 0
3 100 88 (88.0%) 58 (58.0%) 16 (16.0%)
4 40 21 (52.5%) 1 (2.5%) 0
5 100 6 (6.0%) 0 0

Table 4.6: Number of binding events (BE), with binding length tb in ns, from the 440
restarted trajectories of O•−

2 diffusing from a binding site.

4.6.2.1 Binding times tb

The most striking feature of this binding profile, made evident in Figure 4.24 (b), is

the remarkable performance of site 3 in achieving long tb: it is the only site in which

tb ≥ 100 ns is realised in the T-SUP dataset, with a maximum of tb = 463.07 ns, and

it also dominates the 25≤ tb ≤ 100 ns range, with numerous contributions from site

2. This is qualitatively consistent with the already observed abilities of these two

sites to realise long-lived O•−
2 trapping.

Comparison with the previous trajectory sets is however not the main point

of focus here, because of the bias introduced in the selection of starting frames,

supposed to eliminate the weakly-interacting configurations. Indeed, due to the

computationally extensive nature of this study, the aim is to determine whether long

binding and rotational correlation times are achievable in these sites, rather than to

offer a statistically exact account of their prevalence.

In this respect, our choice of starting configurations seems adequate for site 3,
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for which the extremely long binding times promised in the FD-SUP set could be

replicated. Similarly for site 1, 2 and 4, although this last one ideally should be

investigated further. On the other hand, the tb = 100 −101 ns binding capabilities

of site 5 were not reproduced in the 100 trajectories proceeding from its 5 chosen

starting configurations. It is difficult to conclude whether the range of tb and τ2

reported for this site in the present study really reflects, or contains, the best perfor-

mance achievable for this site; and further research with additional starting frames

is desirable.

Figure C.7, provided in Appendix C (Figure C.7), reports the characteristic O•−
2

binding times for each site and for our set of simulations, computed by integrating a

function f (t) such that f (t)= N t
SUP=bound

Ntot.
, where Ntot. is the total number of trajectories

for a given site, and N t
SUP=bound is the number of trajectories where O•−

2 is still bound

at time t, i.e. the number of trajectories with tb ≥ t.

4.6.2.2 Rotational correlation times τ2 and spin relaxation times γB

Having verified that long binding times could be achieved for the sites under investi-

gation, we next set out to compute rotational correlation times τ2 for O•−
2 radicals

when in a binding configuration, in order to gauge the quality of the immobilisation

realised by the binding aminoacids. τ2 values are calculated as detailed in Chapter I,

and serve as a proxy for evaluating the superoxide spin relaxation rate.

Tables 4.7 through 4.11 report average tb and τ2 values computed on each of the

5 sets of 20 replica trajectories associated to each site. This breakdown per starting

configurations, rather than a single 〈tb〉 and 〈τ2〉 value per site, was favoured due to

the sometimes large intra-site variability.

It is important to note that these averages are not computed on the full set

of 20 replica trajectories, but only on trajectories for which a meaningful τ2, i.e.
τ2 ≥ 10.0 ps, could be computed. For each set, the actual number of trajectories on

which 〈τ2〉 and 〈tb〉 are calculated is reported as N.

“N/A” refers to the case where none of the trajectories could give rise to τ2 ≥
10.0 ps, or as in the case of site 5 frame 1, to a τ2 value at all. This can occur when

binding times are extremely short (here: 〈tb〉 = 0.11 ns, with tmax
b = 0.26 ns). With

so few data points, the autocorrelation function of C2(t) (see Chapter 1) turns out

extremely noisy, which could make fitting impossible. Beside, our strategy here

is to fit either the first quarter of the ACF, or up to the point where it reaches 0
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Occupancy time (ns) τ2 (ps) N

site 1

1 7.07±9.18 108.8±180.4 16
2 1.26±0.99 17.9±7.4 5
3 3.69±3.02 99.9±136.9 8
4 3.92±4.17 66.4±52.4 12
5 7.30±6.46 103.6±101.3 17

Table 4.7: Average binding times and rotational correlation times τ2 of a O•−
2 radical

to site 1, calculated from 20 MD trajectories for each of 5 initial binding configu-
rations, for a total of 100 trajectories. Only 69 trajectories yielded τ2 ≥ 10.0 ps and
therefore were included in these statistics.

Occupancy time (ns) τ2 (ps) N

site 2

1 2.10±1.69 18.2±3.5 4
2 6.30±3.90 97.2±65.8 18
3 9.30±9.62 92.5±107.6 18
4 10.87±10.71 120.6±212.7 17
5 6.89±5.32 56.9±51.7 9

Table 4.8: Average binding times and rotational correlation times τ2 of a O•−
2 radical

to site 2, calculated from 20 MD trajectories for each of 5 initial binding configu-
rations, for a total of 100 trajectories. Only 66 trajectories yielded τ2 ≥ 10.0 ps and
therefore were included in these statistics.

Occupancy time (ns) τ2 (ps) N

site 3

1 10.11±17.11 36.7±32.8 12
2 6.86±6.30 59.8±57.3 17
3 119.96±113.23 116.2±147.1 15
4 65.76±50.00 78.0±108.3 19
5 75.44±71.02 59.8±78.0 15

Table 4.9: Average binding times and rotational correlation times τ2 of a O•−
2 radical

to site 3, calculated from 20 MD trajectories for each of 5 initial binding configu-
rations, for a total of 100 trajectories. Only 78 trajectories yielded τ2 ≥ 10.0 ps and
therefore were included in these statistics.

Occupancy time (ns) τ2 (ps) N

site 4
1 0.65±0.00 27.8±0.0 1
2 3.96±8.11 61.6±63.5 17

Table 4.10: Average binding times and rotational correlation times τ2 of a O•−
2

radical to site 4, calculated from 20 MD trajectories for each of 2 initial binding
configurations, for a total of 40 trajectories. Only 18 trajectories yielded τ2 ≥ 10.0 ps
and therefore were included in these statistics.

144



4.6. SUPEROXIDE IMMOBILISATION BY THE PROTEIN: BINDING,
ROTATIONAL CORRELATION AND RELAXATION TIMES

Occupancy time (ns) τ2 (ps) N

site 5

1 N/A N/A 0
2 0.52±0.29 18.1±9.0 4
3 0.59±0.30 12.3±0.5 2
4 1.01±0.13 15.0±1.1 2
5 0.69±0.00 10.9±0.0 1

Table 4.11: Average binding times and rotational correlation times τ2 of a O•−
2

radical to site 5, calculated from 20 MD trajectories for each of 5 initial binding
configurations, for a total of 100 trajectories. Only 9 trajectories yielded τ2 ≥ 10.0 ps
and therefore were included in these statistics.

Site Initial frame τ2 (ps) tb (ns) γB (ns)

2 2429 940.69 44.36 729.85
1 568 756.86 13.25 587.22
2 1755 454.95 8.43 352.98
1 1015 444.57 11.19 344.93
3 579 413.07 27.29 320.49
3 579 400.99 174.20 311.11
3 579 399.43 118.24 309.90
3 1463 390.69 41.86 303.12
3 1463 374.13 75.34 290.27
1 1484 334.72 15.32 259.70

Table 4.12: Top 10 τ2 values of the T-SUP set, with their associated tb and γB, and
the site info.

− whichever comes first (typically the latter). A noisy ACF could reach 0 almost

immediately, again rendering fitting impossible.

The maximum τ2 values achieved across all sites are reported in Table 4.12.

An intriguing aspect of long-τ2 trajectories is that they do not necessarily have

the longest tb. One could expect that extended binding of O•−
2 into a site would be

achieved by setting up very strong interactions, and that these interactions would

in turn necessarily prevent O•−
2 from rotating in the cavity. However, out of the 10

trajectories with the longest τ2, 4 are shorter than the average trajectory in the

truncated T-SUP set, which is of 〈tb〉 = 23.36 ns. What we refer to as “truncated

T-SUP” set is the subset of T-SUP for which τ2 ≥ 10.0 ps is achieved; i.e. it only

includes trajectories for which a physically meaningful τ2 could be computed. There

could still be a correlation, as the average tb in Table 4.12 is 〈tb〉 = 52.95 ns; but this

latter figure is extremely noisy. This correlation phenomenon is examined in more

details in a later section.
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The degree of immobilisation imposed by the binding residues in these sites can

be appreciated by comparing with τ2 values computed for freely-tumbling, bulk O•−
2

radicals. Such trajectories were generated in a separate MD simulation, where 5 O•−
2

radicals were left to tumble around in a water box for 5 ns. Due to the expected very

fast relaxation, the ∆t between two consecutive geometries was reduced to 100 fs,

allowing to compute meaningful rotational correlation times below 10 ps.

Bulk O•−
2 achieve an average τ2 of 〈τ2〉 = 0.99±0.33 ps. Direct, rigorous com-

parison with averages for the sites is not possible, as all τ2 ≤ 10.0 ps could not

be meaningful and therefore removed, sometimes severely depleting the statistics.

However, we can do a rough comparison, with sites where e.g. N ≥ 15, to observe

that binding into a site can reliably increase the rotational correlation times of O•−
2

by a factor of 102 −103. Although highly sensitive to the choice of initial O•−
2 -site

configuration, as evidenced by the large intra-site variability of N (see e.g. site 2 and

4), we can cite site 2 in particular for its regularity in achieving 103 (or near) times

better immobilisation than the bulk.

A more assured conclusion can be reached through comparison with site-bound

O•−
2 τ2 values in Table 4.12, where we compare the top 10 peak immobilisation ability

across T-SUP trajectories. As already suggested by the averages, sites 1 through

3 are the best performers, routinely achieving 102 ps rotational correlation times,

i.e. 1000 times longer than those for O•−
2 in solution. The very best immobilisation,

although probably a rare event, is achieved by site 2 and corresponds to a τ2 of

almost 1 ns.

Using the same value for the O•−
2 g-tensor as in Section 4.6.1, superoxide spin

relaxation times γB were computed, and are reported in Table 4.12. While not quite

as impressive as the O•−
2 immobilisation realised in the flavin binding pocket, spin

relaxation times approaching the microsecond timescale appear possible, and the

102 ns timescale is readily achievable by sites 1, 2 and 3.

Contrary to the case in the previous section, where O•−
2 stays extremely close to

the flavin, the longer distances separating them here (all binding sites are located

≃ 20 Å away from FADH•) point to EED coupling at least partly decayed. In the

limit case where EED couplings are completely abolished, our earlier study of the

magnetosensitivity of a FADH•/O•−
2 RP in the presence of EED coupling predicts

(Chapter 2, Figure 2.3 (a)) MFEs between 1 and 2 % for relaxation times in the region

of 500−700 ns − particularly for a radical lifetime shorter than 10µs, as is suggested

by some experimental findings.48 A repeat of this study, locating O•−
2 radicals in-

side these sites and taking electron-electron dipolar coupling and spin relaxation

into account, would be useful to investigate a potentially promising RP configuration.
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For the 3-radical case, significant magnetosensitivity was reported for a similar

geometry, with O•−
2 located 18 Å away from FADH•.27 Due to the sensitivity of EED

coupling to not only distance, but also relative orientation, it would be useful to

evaluate MFEs for such a system, parametrised with O•−
2 location and ΓB values.

Neglecting the impact of EED coupling on the triad’s spin dynamics and considering

only the addition of the FADH•/O•−
2 recombination channel, only a very small ΓS

gain is expected from extended O•−
2 coherence (see Chapter 2, Figure 2.3 (b)). It

would nonetheless be useful to evaluate their impact on the spin dynamics, as they

couple with hyperfine couplings to drive spin state interconversion.

All γB values reported in this last section are preliminary results and should

inform an order of magnitude, rather than a precise value, of relaxation times

associated with every long-τ2 binding event. Indeed, the O•−
2 g-tensor used to convert

τ2 into γB is the one computed on a geometry of O•−
2 in the binding pocket, where a

much stronger immobilisation is realised. More accurate spin relaxation times could

be estimated by computing the O•−
2 g-tensor in sites 1, 2 and 3. In the meantime,

we report here the likely possibility of realising 102 ns spin relaxation times for O•−
2

radicals immobilised around 20 Å away from the flavin, and possibly approaching

1µs. This assessment, while preliminary, breathes some new life into the hypothesis

of a magnetosensitive FADH•/O•−
2 RP, and warrants some research for the 3-radical

possibility, whose spin dynamics could be significantly altered by long-lifetime, 3-

centres EED coupling.

4.6.2.3 O•−
2 : correlation of τ2 and tb with H-bonding

In this section, we seek to clarify the relationship between tb and τ2, as well as

explore the possibility of the involvement of hydrogen bonding for immobilising O•−
2 .

Across the truncated T-SUP set (i.e. only tb ≥ 10 ns), the rate of occurrence of

hydrogen bonding, between a O•−
2 and the aminoacids composing the site currently

trapping it, was monitored. Hydrogen bonding, or- H-bonding, is an electrostatic

interaction modality involving a donor group attached to a hydrogen, and an acceptor

group with a partial negative atomic charge.

H-bonding can be determined from purely geometrical factors, namely the dis-

tance separating the acceptor from the donor heavy atom and the angle �DHA between

the donor (D), hydrogen (H) and acceptor (A). In our analysis, we follow Cpptraj

with default parameters and consider H-bonding exists for donor-acceptor distance

dDA ≤ 3.0 Å and �DHA≤ 150 ◦.
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(a) Double H-bonding (b) No H-bonding

Figure 4.25: tb vs τ2 values of the truncated T-SUP trajectory set, with the asso-
ciated rate of (a) double H-bonding and (b) absence of H-bonding throughout the
corresponding simulation.

In Figure 4.25, we report in graph form the τ2, tb, and proportion of a certain type

of hydrogen bonding along each trajectory of the truncate T-SUP set. In particular,

we look at the proportion of “double” H-bonding, i.e. the fraction of the trajectory

where both O•−
2 atoms are simultaneously involved in a H-bond; and the “no-” H-bond

case, where none of them is involved.

There is no evidence of a linear correlation between τ2 and tb (Pearson: 0.10).

This goes against the intuitive reasoning mentioned earlier, which states that long

O•−
2 trapping times and strong immobilisation could be realised in the same way, i.e.

with strong interactions with the participating residues, and that therefore large τ2

and tb should group together. This representation shows almost the opposite effect:

long tb overwhelmingly have associated τ2 ≤ 100 ps, and the 2 longest τ2 both have

tb ≤ 50 ns. The nearly vertical arrangement of points near τ2 = 400 ps illustrates the

lack of correlation between these two properties: a very large τ2 can be achieved

with a O•−
2 binding time anywhere from 10 to 200 ns.

Since length of binding is not a predictor for quality of immobilisation, let us focus

on one interaction modality between O•−
2 and its binding residues. The colourscales

indicate, for each trajectory in the truncated T-SUP set, the proportion of (a) double

H-bonding, and (b) the absence of H-bonding. No particular correlation can be de-

tected upon visual inspection, for either double- or no-bonding. This is confirmed by

the Pearson correlation coefficients, which are rτ2/2Hb = 0.06 for τ2 correlation with

double-bonding and rτ2/0Hb =−0.10 with the absence of H-bonding. Again, this is

rather surprising: intuitively, one would expect that simultaneous binding of both

atoms of O•−
2 would prevent it from reorienting. Here, only the signs of the linear

correlation coefficients confirm this hypothesis; but while they hint at a positive

correlation of τ2 with double H-bonding, and an inverse correlation with the absence
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of H-bonding, their magnitude is too small to assign the variance in τ2 to either of

these properties.

There is, on the other hand, a clearer correlation between tb and the amount of

hydrogen bonding in which O•−
2 is involved while in the binding site. Upon visual

inspection of Figure 4.25, is seems that a larger proportion of double H-bonding

correlates to larger tb, while a larger fraction of no H-bonding at all correlates with

short tb. This observation is confirmed by Pearson correlation coefficients, which

are r tb/2Hb = 0.48 with double-bonding and r tb/0Hb =−0.44. This moderately strong

linear correlation makes intuitive sense, as one can expect that more numerous

interactions between O•−
2 and the site stabilise the bound configuration and therefore

increase trapping time.

The representation in Figure 4.25 only includes trajectories where τ2 ≥ 10.0 ps,

i.e. computed on the truncated T-SUP set. Including the full T-SUP set does however

not change the conclusion: the Pearson correlation coefficient of tb with double H-

bonding is 0.49, and remains at −0.44 with no-H-bonding.

The lack of correlation between τ2 and the simultaneous binding of both O•−
2

atoms is a surprising find, which warrants further investigation into the subject.

Perhaps this could be traced to the great flexibility shown by arginine residues,

which do not maintain a persistent H-bonding scaffolding to anchor the O•−
2 radical.

4.7 Non-relaxing superoxide in a binding site:
what impact on the spin dynamics?

In this last section, we present the results of spin dynamics simulations carried

out by Daniel Kattnig, testing again the relative performance of 18 clCry tyrosine

residues to function as a scavenger, within a [FADH•/O•−
2 /Y•] radical triad. This

update on the simulations presented in Chapter 2 is parameterised by quantities

computed in Chapters 3 and 4; namely, hyperfine coupling tensors for the flavin, and

O•−
2 locations.

Due to the still large uncertainty on τ2 and γB values achievable for O•−
2 inside

any of its sites, but bolstered by the proof-of-principle that slow O•−
2 spin relaxation

is possible, we report here results from spin dynamics simulation with a non-
relaxing O•−

2 , located in the previously defined binding sites. This is expected to

affect the spin dynamics through two main mechanisms. First, its spin-selective

149



CHAPTER 4. LOCALISATION AND IMMOBILISATION OF THE SUPEROXIDE
RADICAL BY THE CRYPTOCHROME PROTEIN.

Figure 4.26: ΓS as a function of scavenging rate kX , obtained from a spin dynamics
simulation of a FADH•/O•−

2 /Y319• radical triad in a clCry4 structure. O•−
2 is located

in one of the 5 binding sites defined earlier, and is assumed not to undergo spin
relaxation. We use a radical lifetime of k−1

f = 3µs. The hyperfine structure of FADH•

is modeled by tensors for nuclei N5, N10, H5, Hβ1, Hβ2, H6, H7 and H8, as computed
using QM/MM in Chapter 3. For Y319•, nuclei Ho1, Ho2 and Hβ2 are included. EED
interactions are considered.

recombination channel with FADH• remains active, since each binding site is located

within ≃ 20 Å of the flavin. O•−
2 being devoid of hyperfine couplings, the FADH•-O•−

2

recombination dynamics approach those of the “reference-probe” configuration, a

remarkably magnetosensitive system. Second, its non-averaged EED coupling with

both other radicals in the triad is itself able to sustain spin-state interconversion,

thereby affecting the overall spin dynamics. Interference of hyperfine- and EED-

driven interconversion has been shown to give rise to very localised, but quite potent,

MFEs in 3-radical systems.25,27 We test here whether a non-relaxing O•−
2 located in

one of these sites could achieve significant magnetosensitivity.

4.7.0.1 The slowly-relaxing FADH•/O•−
2 /Y319• triad

We report in Figure 4.26 achievable ΓS values for Y319. It should be noted that all

spin dynamics simulations reported in this section were carried out on a slightly

different clCry4 geometry than that used for simulations in Chapter 2. This new

geometry was extracted from an MD simulation from the FD-SUP trajectory set.
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While interradical distances are left roughly unchanged (see Table 4.13), the relative

orientation of FADH• and Y319 is slightly modified. In particular, the ϕFY dihedral

angle between the respective long axes of the FADH• isoalloxazine and Y319 is

ϕF−Y = 252.2 ◦, i.e. in the secondary preferential orientation of Y319.

Compared to MFEs reported in Chapter 2, which were of an optimal ΓS ≃
8.5×10−3 at kX ≃ 10 ns−1 in the limit of fast O•−

2 relaxation and a less complete

FADH• hyperfine structure, we report in the present study similar to slightly en-

hanced MFEs, ranging from 7.8×10−3 to 10.4×10−3. While the many differences

between the two studies do not allow to pinpoint it to a single factor, we can at least

conclude that the addition of a third, slowly-relaxing radical in the vicinity of the

FADH•/Y• system does not quench its magnetosensitivity. In fact, the enrichment

of FADH• hyperfine structure with additional tensors is expected to bring about a

decrease in the directional sensitivity of the compass, due to the mainly isotropic

nature of the added tensors (all H tensors, including methyles). Instead, we report

maximum MFEs of ΓS ≃ 10×10−3 for a O•−
2 bound by site 5. Site 2 also outperforms

the fast-relaxing O•−
2 case, with optimal ΓS ≃ 9.5×10−3 achieved for a very similar

scavenging rate.

Interestingly, the relative performance of the sites can’t be linked to FADH• or

Y• distance to O•−
2 , or to the triad geometry; indeed, the best- and worse-performing

configurations, with O•−
2 in sites 5 and 3 respectively, correspond to similar radical

arrangements where dF−site ≃ 20 Å and dY−site ≃ 40 Å, with dF−Y = 27.6 Å. On the

other hand, configurations with O•−
2 located in sites 1, 2 and 4 correspond to roughly

equidistant radicals. Nonetheless, the ΓS across sites remains small and differences

can probably be explained by the interplay between HFC- and EED-driven spin

dynamics.

The question now arises whether a non-relaxing O•−
2 is an appropriate approxi-

mation for the long relaxation times observed for bound O•−
2 . Drawing on the results

presented in Figure 2.3 from Chapter 2, the overall ΓS gains from long O•−
2 coherence

lifetimes are fairly small, of the order of 1 to 2 % for a FADH•/O•−
2 /Y• triad in the

geometry considered there, and saturates for O•−
2 relaxation times of γB ≃ 10−4 ns−1,

i.e. a coherence lifetime of about 10µs. Note that this case is not necessarily appli-

cable to the present study, as O•−
2 EED couplings were considered averaged out by

diffusion in Chapter 2, which is not the case here. Using this model however, a O•−
2

relaxation time of 10µs or slower would yield identical MFEs to the non-relaxing

O•−
2 simulated here. This is more than 10 times slower than the largest γB recorded

in our study, a relaxation time of γB = 929 ns attained for site 2. The best relaxation

times for other sites, γB = 587 ns for site 1 and γB = 320 ns for site 3, fall similarly
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Tyrosine dF−Y (Å)

Y32 38.8
Y35 18.8
Y81 26.3
Y107 14.8
Y134 22.7
Y151 16.5
Y190 35.6
Y252 16.3
Y271 28.4
Y295 15.5
Y319 27.6
Y388 14.1
Y407 24.4
Y426 16.0
Y430 18.9
Y441 38.1
Y443 23.2
Y464 23.3

Table 4.13: Interradical distances between FADH• N5 atom and the tyrosine’s OH
atom.

short. While we cannot be certain to have uncovered the O•−
2 -binding configuration

giving rise to the largest possible relaxation times, and that the non-relaxing limit

could not therefore be relevant for one or some sites, current data leads us to consider

the results reported in Figure 4.26 as over-optimistic estimations.

Nonetheless, it is encouraging that MFEs for a triad in the limit of slow O•−
2

relaxation are so close to the fast-relaxation limit. As Figure 2.3 teaches us that the

FADH•/O•−
2 /Y• triad magnetosensitivity is fairly robust to fast O•−

2 spin relaxation

in terms of its contribution to spin-selective recombination, it seems from results

presented in Figure 4.26 that the effect of preserved O•−
2 EED coupling on the

compass performance is also small. We therefore still consider Y319 as a fairly

efficient scavenger.

4.7.0.2 Other Y• scavengers in the limit of slow O•−
2 relaxation

In this section, we extend the study presented in the previous section to all tyrosines

considered in Chapter 2 as potential scavengers in a FADH•/O•−
2 /Y• triad. Again,

we consider the limit case where a site-bound superoxide does not undergo spin

relaxation, preserving both its recombination channel with FADH• and its EED

coupling with both other radicals.
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Figure 4.27: Maximum ΓS, i.e. realised at optimal kX , obtained from a spin dynamics
simulation of a FADH•/O•−

2 /Y• radical triad where O•−
2 is located in each of the

five binding sites defined earlier. The red lines materialise the median ΓS across
these 5 O•−

2 locations, and the boxes their distributions. Computed with radicals
geometries extracted from a clCry4 structure. Again, O•−

2 is assumed not to undergo
spin relaxation. We use a radical lifetime of k−1

f = 3µs. The hyperfine structure of
FADH• is modeled by tensors for nuclei N5, N10, H5, Hβ1, Hβ2, H6, H7 and H8,
as computed using QM/MM in Chapter 3. For Y•, nuclei Ho1, Ho2 and Hβ2 are
included. EED interactions are considered.

We report in Figure 4.27 the distribution of maximum achievable anisotropies for

18 tyrosines. This study echoes that realised in Chapter 2, Figure 2.5, but assumes

a non-relaxing O•−
2 located in each of the 5 binding sites defined earlier. FADH•

hyperfine structure uses tensors computed in Chapter 3. This set of calculations was

also realised by Daniel Kattnig.

While direct comparison with data reported in Figures 2.5 (a) or (b) is not possible,

notably due to the different radical lifetime used here (k−1
f = 3µs vs. 1 or 10µs), no

ΓS as high as 2 % is realised. There are however a number of Y• residues able to

elicit MFEs around or above 1 %: namely, Y32, Y81, Y190, Y319, Y441 and Y443.

Considering these data in conjunction with FADH•-Y• distances, provided in Table

4.13, however, the same trend outlined in Chapter 2 emerges: large MFEs are mainly

realised by Y• located far away from the flavin, presumably due to decayed EED
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coupling. Interesting exceptions arise: Y81 and Y319, both separated from the flavin

by 27 Å achieve ΓS close to or exceeding 10×10−3. Y443 also, while underperforming

for all other sites, reaches optimal MFEs of nearly 1.4 % for site X. Its shorter sepa-

ration from the flavin’s N5 atom (dN5−OH = 23.2 Å) makes it a promising scavenger

in this particular geometry.

While both quite promising in terms of their potential performance as scavengers,

we for now lack a mechanism to form these radical tyrosines in the clCry: both Y81

and Y443 are located rather far away from WC and WD, at respectively 32.2 Å and

23.1 Å away from the nearest. As such, it seems unlikely that they could be formed

rather than Y319, which extends the tetrad. On the other hand, as solvent-exposed

residues, there is the possibility that they could be formed from a free-diffusing

radical, possibly a O•−
2 .

All in all, this study highlights the rather special nature of Y319, which retains

appreciable MFEs and shows its robustness with respect to O•−
2 relaxation, in the

limits of immediate- and no-relaxation. With the rather large variability in O•−
2 spin

relaxation rate estimated in this Chapter, Y319’s ability to function as a scavenger

irrespective of O•−
2 relaxing early or not could allow an inhomogeneous ensemble

of clCry4 to be magnetosensitive across the board. The idea that quite different

O•−
2 relaxation rates can be expected to arise from different clCry4 conformations is

supported by the large in-site τ2 variability pointed out in Section 4.6.2.

4.8 Chapter conclusions and perspectives

In this study, we have investigated the ability of an avian cryptochrome protein

to trap O•−
2 radicals to its surface and to prevent them from tumbling, computing

spin relaxation times that can be used to parameterise spin dynamics simulations of

radical pairs or triads.

The force-field parameters used for describing O•−
2 nonbonded interaction with

the protein, taken from the generic GAFF2 force-field, were found through interac-

tion energy calculations to likely underestimate the binding energy with arginine

residues, its preferred interaction partner. A similar conclusion was reached for the

Cl− ion. This latter species appears to concentrate in the crypt area of the protein,

which was found to be extremely electrostatically welcoming to both these ions.

While it is difficult to conclude due to the uncertainties on the quality of the force-

field for nonbonded interactions, the much lower rate of binding and the reduced

preference for arginine residues shown by Cl− suggests no competition for populating

binding sites should be expected between O•−
2 and Cl−. As for O•−

2 , the probable
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underestimation of its electrostatic binding capabilities, suggested in the ≃ 20 %

underestimation of MM interactions compared to EQM
int , allow us to expect the actual

binding to therefore be stronger than observed here.

The discrepancy between QM- and MM-computed interaction energies is a first

point on which we believe this research should be the starting point for more in-

depth investigations. A first avenue of research could be the derivation of force-field

parameters for O•−
2 , in particular to reproduce its nonbonded interactions with

aminoacids. This could allow us to first, validate the binding patterns identified in

this study, as well as obtain definitive binding times and rotational correlation times;

and second, to accurately compare O•−
2 and Cl− binding rates and areas, in order to

conclude on the issue of competition for the binding sites. Another option would be

the use of multipolar and polarisable FF, such as AMOEBA.228

We also investigated the binding capabilities of a proposed formation site for

O•−
2 ,2 a cavity situated right next to the flavin from which a diffusing triplet oxygen

could reoxidise FADH−, creating the FADH•/O•−
2 /Y• radical triad which is the focus

of this thesis. Extremely long binding times and rotational correlation times arose

from this configuration, and we could estimate a spin relaxation for O•−
2 trapped

in the cavity. Such binding geometries, although subject to strong EED coupling,

are potentially still significantly magnetosensitive in the context of scavenging;27

but they would likely completely extinguish MFEs in a FADH•/O•−
2 radical pair.

However, our large-scale MD study revealed no O•−
2 ever entering or exiting this

cavity, possibly pointing to a different formation site for O•−
2 .

We then examined the diffusion dynamics of a O•−
2 radical exiting another puta-

tive formation site, also extremely close to the flavin. In particular, we monitored its

subsequent trapping by 5 identified binding sites, all located within roughly 20 Å

of the flavin to permit efficient recombination, and thereby allow the operation of a

3-radical compass scavenged by a third residue. Interestingly, we found the binding

times into the sites to be significantly different to those obtained from the FD-SUP

dataset (a set of 10 500-ns simulations including 21 O•−
2 radicals, diffusing from the

bulk), for sites 1, 3 and 5 in particular. While this discrepancy could be due to study

design for site 3, we tentatively proposed phenomena such as angle of approach and

ion desolvation to explain this effect. In any case, the quite different population

rates of binding sites when O•−
2 is diffusing away from the flavin as opposed to com-

ing from the bulk, should be the focus of more in-depth investigations. The former

modality being probably more relevant to the avian compass case, we would gain

from understanding why, and whether it really is the case that, site 5 binds so much

better oncoming O•−
2 than was observed on the possibly better statistically resolved

FD-SUP dataset.

The quality of the immobilisation realised in each site was probed by another
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MD study, by placing a O•−
2 radical in a frame and monitoring its binding time and

rotational correlation time. We recorded rotational correlation times up to nearly 105

times its value in solution. Besides this extreme result, factors of 104 were routinely

achieved by several of these sites. However, we also noted a visibly great sensitivity

of the binding rates and lengths on the initial configuration. This is also a point

that would deserve an extension to this study, or a different study altogether: how

to obtain statistically reliable estimates of average τ2 and tb per site. The current

study only identified proofs of concept, without concluding on the prevalence of long

or short binding events.

We then estimated spin relaxation rates associated with the largest τ2 values

recorded, and found that sustained coherence lifetimes approaching the microsecond

timescales were possible, with the 102 µs timescale readily attained by 3 sites in

particular. At the larger interactions distances, and therefore reduced EED cou-

pling, afforded by the binding sites, non-negligible MFEs might be realisable for a

FADH•/O•−
2 radical pair − a proposition that demands further investigation. Regard-

ing the FADH•/O•−
2 /Y• triad, a spin dynamics study involving a non-relaxing O•−

2

radical placed in these binding sites revealed a relative insensitivity of the triad

to O•−
2 relaxation; even with non-averaged, relatively short-range EED couplings.

In particular, Y319 registered similar ΓB values to the fast-relaxing case. Its broad

range of operating conditions could be the key to magnetosensitivity arising from an

inhomogeneous ensemble of clCry4 proteins.

Finally, we found that the proportion of double H-bonding of a O•−
2 radical when

bound by a site is a fairly good predictor of the length of the binding event, but not

of the associated rotational correlation time. This observation, with the point on

different O•−
2 “sticking rate” whether coming from the crypt or from the bulk raised

in a previous paragraph, suggest the mechanics of binding into a site to be a quite

complex phenomenon, to which more research should be devoted.

All in all, we hope our research has provided new elements regarding the localisa-

tion and relaxation rate of O•−
2 and helped to clarify its role in the avian compass. In

another domain, this notion of electrostatic trapping of ROS to mitigate its toxicity

to the rest of the cell environment is one that we found very scarcely researched

computationally, and hope that this chapter can kindle some research interest on

the subject.
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GENERAL CONCLUSION

Magnetosensitivity, the remarkable trait exhibited by birds allowing them

to orient using the geomagnetic field, is a well-documented but still poorly

understood phenomenon. Thought to arise from truly quantum processes,

namely the sustained coherence of the spin dynamics of a radical pair or triad, the

actual mechanism is still the subject of debates. In this thesis, I investigate the

magnetosensitivity arising from a radical triad, formed in the reoxidation reaction of

a flavin within the cryptochrome protein. In particular, I consider the FADH•/O•−
2 /Y•

radical system, where Y• acts as a scavenger on the primary radical pair FADH•/O•−
2 .

The performance of a magnetic compass operated by these radicals, quantified by

the singlet yield anisotropy ΓS, is evaluated using spin dynamics simulations. To

generate realistic estimates, the various processes determining the evolution of a

radical system − i.e. the spin dynamics of the radicals, their reactivity and spin

relaxation − must be parametrised to accurately reflect the conditions within an

avian cryptochrome protein.

I began my investigation with an assessment of the magnetosensitivity expected

from a FADH•/O•−
2 /Y• radical triad in a pigeon Cryptochrome 4, clCry4, using spin

dynamics simulations. All 18 tyrosine residues present in the clCry4 proteins were

investigated. The inclusion of inter-radical interactions and the use of radical po-

sitions and orientations taken from an avian cryptochrome, as opposed to a plant

or fruit fly cryptochrome, is the main novelty of this research. Inter-radical dis-

tances and relative orientations determine the strength of electron-electron dipolar

(EED) coupling, an oft-neglected physical effect which was found here to strongly

reduce the magnetosensitivity of a radical triad. Informed by the very fast spin

relaxation rate estimated for a O•−
2 radical near the protein, I worked in the limit

of fast spin relaxation for O•−
2 , which effectively reduced the spin dynamics of the
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triad to that of a radical pair with altered lifetime. Within these conditions, I found

that most Y• residues could achieve magnetic field effects (MFEs) exceeding those

expected from a realistic FAD•−/W•+ radical pair, for scavenging rates of the order

of kX ≃ 107 s−1 or faster. However, large MFEs were shown to correlate with large

FADH•-Y• separation distances, which might prevent fast scavenging via electron

transfer to occur in most cases. Y319, on the other hand, was found to achieve rather

large MFEs (ΓS = 0.85, for a radical lifetime of k−1
f = 10µs and with EED coupling

included) at a scavenging rate plausibly realisable in the clCry4 structure. This is

the most significant finding of this study. Additional mechanistic justification was

provided for the involvement of Y319 in cryptochrome magnetoreception. Finally,

other potentially magnetosensitive systems were investigated. It was found that a

FADH•/O•−
2 radical pair, involving a free-diffusing O•−

2 , could not produce any MFEs

due to fast spin relaxation. On the other hand, a FADH•/O•−
2 /Asc•− triad, where

ascorbyl acts as a scavenger, proved considerably magnetosensitive.

This study was the first to employ radical positions and orientations taken from

an actual avian cryptochrome structure. Given the considerable impact of EED

interactions outlined here, this is a requirement for modeling the spin dynamics

correctly. The research presented in Chapter 2 was published in the Journal of

Physical Chemistry, and is available at Ref. 37.

In an effort to generate quantitative data on the magnetosensitivity of flavin-

containing radical systems, I calculated hyperfine coupling (HFC) tensors computed

on biologically relevant geometries of the flavin and of its immediate environment.

The aim of this research was to include in the description of the flavin hyperfine

structure dynamical effects to better reproduce the “warm, wet and noisy” protein

environment. At the time of writing, other available tensors for the flavin did not

include the environment in a satisfactory manner, and especially did not take into

account flavin structural fluctuations over long timescales, which were found to

be the factor inducing the largest changes to its hyperfine structure. It could also

be verified that other perturbing factors, such as hydrogen-bonding to the flavin

as identified in A. niger glucose oxidase, were not present in clCry4. In this study,

structural dynamics were accounted for by sampling molecular dynamics trajecto-

ries of 800 ns, i.e. a time span approaching the lifetime of radical pairs implicated

with magnetoreception. Environment effects were included by a cluster approach,

whereby a sensitivity analysis was used to elect the residues contributing to the

cluster. This cluster, which models the environment at a quantum level, was also

enriched with point charges to include electrostatic interactions with the rest of the

protein. This cluster could be re-used for the computation of other electronic proper-

ties of the flavin in clCry4. The main contributions of this work are the derivation of
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an updated set of HFC tensors for both potentially magnetosensitive states of the

flavin, FADH• and FAD•−. The distribution of tensor elements along the dynamics

are also reported. These can be used to parametrise a spin Hamiltonian, and also

allow to model the inhomogeneity of hyperfine parameters expected to prevail in

a biological sample. A notable result is the surprising insulation of the flavin from

its chemical environment, with the majority of the variability in HFC tensor values

arising from its structural distortions due to thermal motion.

The study presented in Chapter 3 also resulted in a publication, in the PCCP

journal (Ref. 38). In the absence of EED coupling, as would arise e.g. in a radical

pair involving a free-diffusing radical, HFC interactions determine the baseline spin

dynamics that the geomagnetic field can then perturb. Including EED interaction,

HFC- and EED-driven interconversion couple to give rise to significantly different

spin dynamics. I therefore consider that the accurate description of the flavin hyper-

fine structure proposed here is key to correctly model a radical pair or triad, and hope

that it can inform further investigation into the mechanism of cryptochrome-based

avian magnetoreception.

In a main effort, I explored the possibility that clCry4 might trap O•−
2 radicals at

its surface, inhibiting the fast tumbling that brings about fast spin relaxation. The

phenomenon of O•−
2 binding has only previously been considered for a tightly bound

FADH•/O•−
2 pair in DmCry, i.e. a non-avian protein, which cannot elicit magnetosen-

sitivity due to strong EED coupling; and this investigation did not look into the

consequence for O•−
2 relaxation times and for the performance of 3-radical compass.2

The main results from this chapter are the locations of 5 O•−
2 binding sites, close

enough to the flavin for spin-selective recombination to proceed efficiently, with a

range of associated binding times (tb) and rotational correlation times (τ2). These

were identified from multiple long-time MD studies, where O•−
2 radicals were allowed

to diffuse from the bulk, from a putative formation site near the flavin, or placed

inside the binding sites. Associated spin relaxation times (γB) were also computed for

the largest τ2, providing preliminary values for the longest spin coherence lifetimes

achievable by a site-bound O•−
2 . Moderately long (102 −103 ns) γB-values were esti-

mated, particularly three sites (labeled 1, 2 and 3 in the main study). Unfortunately,

the current study did not allow to compute statistically reliable estimates of average

τ2 and tb per site. This range of spin relaxation rates might allow a FADH•/O•−
2

radical pair to exhibit magnetosensitivity, although immobilisation of O•−
2 would

give rise to deleterious non-averaged EED coupling. I also investigated the latter’s

impact on the performance of a scavenged, 3-radical system. I report ΓS values for

FADH•/O•−
2 /Y• triads in the limit of slow O•−

2 relaxation, as a limit case, where O•−
2 is

located in the binding sites. A more complete FADH• hyperfine structure (computed
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in Chapter 3) was employed. Y319 in particular was found to be roughly insensitive

to coherent O•−
2 location, achieving ΓS between 7.8×10−3 and 10.4×10−3 across sites.

These values are close to those obtained with a fast-relaxing, free-diffusing O•−
2 .

As a quick recap of the work carried out in this thesis: I identified one tyro-

sine residue, in an avian cryptochrome protein, able to function as a scavenger in

a FADH•/O•−
2 /Y• radical triad. After an effort to parametrise our spin dynamics

model, by computing quantities able to better represent the hyperfine structure

and electron-electron dipolar couplings, which together govern the baseline spin

dynamics of a radical pair or triad, I verified its ability to elicit magnetosensitivity

in a more realistic environment. Particularly promising is its ability to deliver signif-

icant MFEs across a broad ranges of conditions, with or without O•−
2 relaxation; this

robustness could play a role in delivering a strong, consistent compass reading from

an inhomogeneous ensemble of cryptochrome proteins.

Further developments of the work presented here could be an MD study using

a polarisable force-field for superoxide, in order to conclude on its binding and

rotational correlation times in the sites identified here. The computation of O•−
2

g-tensors within these sites would also allow to conclude on its spin relaxation

time when bound to the protein. We also suggest, in the closing of Chapter 2, an

experiment to explore the possible involvement of a theoretically promising ascorbyl

radical, and to verify the existence of long-lived tyrosine radicals in the protein,

identified here as efficient scavengers.

160



A
P

P
E

N
D

I
X

A
APPENDIX A

This appendix contains the Supporting Information of the article (DOI: 10.1063/5.0078115)

provided in Chapter 2. Tables A.2 and A.3 contain parameters specifying

the relative orientation of tyrosine (in clCry4 and DmCry, respectively) and

flavin residues, with respect to an internally defined frame of reference. Table A.4

lists the FADH• and Y• hyperfine coupling tensors employed in the spin dynamics

simulations. Figure A.2 provides the absolute anisotropy, given as a function of

scavenging rate, for a [FADH•/O•−
2 /Y•] triad with relaxed O•−

2 and where the tyrosine

is either clCry4 Y319, or its analogue in DmCry and textcolorErCry4. Figure A.3

gives a broad view of magnetic fields effects from a DmCry [FADH•/O•−
2 /Y319] triad

with relaxed O•−
2 , in the case where electron recombination in the primary radical

pair is impossible, for k−1
f = 1µs. Figure A.4 reports the corresponding data for

k−1
f = 10µs. Finally, Figure A.5 gives the relative yield anisotropies for all DmCry

[FADH•/O•−
2 /Y•] triads with relaxed O•−

2 .

161



APPENDIX A. APPENDIX A

A.1 Supporting Informations:

A.1.1 ClCry4 tyrosine radicals’ locations

Figure A.1: Graphical representation of the relative positions of the semiquinone
flavin FADH• (in colour, center) and tyrosine radicals Y• (in green) within the crystal
structure of ClCry4 (in transparent blue).

A.1.2 Spin dynamics simulation parameters

Atomic coord. Crystal structure (PDB ID: 6PU0)

Hamiltonian

Zeeman Yes (B0 = 50µT)
EED Yes (point-dipole approx.)

Exchange No
Hyperfine Yes (see Table A.4)

Rates
k−1

f 1 and 10µs
ks 0µs−1

kx Variable: 10−5 to 102 ns−1

Table A.1: Simulation parameters for the spin dynamics results presented in the
main text, Chapter 2, Figure 2.5.
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A.1.3 FADH• and Y• relative orientations

Residue α (◦) β (◦) γ (◦) x (Å) y (Å) z (Å) d (Å)

Y32 177.2 77.9 108.6 -1.96 20.96 33.29 39.4
Y35 359.7 36.6 81.9 -4.44 13.03 13.55 19.3
Y81 131.0 85.9 258.4 5.44 22.39 11.87 25.9

Y107 276.2 94.3 147.4 0.78 11.46 10.96 15.9
Y134 349.8 61.6 169.0 15.52 -8.62 13.61 22.4
Y151 265.1 151.3 139.9 11.15 -10.90 5.02 16.4
Y190 134.0 124.3 121.5 -7.39 23.89 26.01 36.1
Y252 272.3 84.0 121.9 -10.06 -2.78 13.11 16.8
Y271 44.6 82.1 117.1 12.18 -22.15 14.72 29.2
Y295 304.3 92.5 308.7 5.04 3.14 8.98 10.8
Y319 175.2 57.8 298.4 1.35 4.94 -24.71 25.2
Y388 119.9 102.0 194.3 9.22 10.21 2.04 13.9
Y407 145.1 116.3 248.8 12.33 -6.25 -21.61 25.7
Y426 73.7 42.4 254.3 -12.40 -6.55 -4.30 14.7
Y430 55.6 165.7 292.5 -16.63 -6.40 -0.22 17.8
Y441 205.8 82.0 275.2 -22.47 -15.04 -25.10 36.9
Y443 173.4 131.4 51.0 -13.57 -13.79 -11.07 22.3
Y464 86.9 119.1 279.9 -16.32 -3.42 -15.35 22.7

Table A.2: Parameters specifying the relative orientation of the tyrosine and FAD
residues in ClCry4 (PDB ID: 6PU0). α, β and γ are the Euler angles relating the
FAD molecular frame to the Y frame; x, y, and z give the position of the Y-residues
relative to the FAD (assessed in terms of the N5 and OH atoms, respectively) in the
protein frame of reference. d denotes the distance of the radicals.

Residue α (◦) β (◦) γ (◦) x (Å) y (Å) z (Å) d (Å)

Y54 263.1 135.9 159.4 -1.89 -21.47 -7.32 22.8
Y90 331.2 64.0 342.2 8.12 -30.85 20.02 37.7

Y158 286.0 144.9 161.3 10.37 11.37 -1.43 15.5
Y211 173.2 129.1 139.6 -7.66 -26.74 0.48 27.8
Y250 126.6 25.4 187.5 12.12 7.52 -14.90 20.6
Y281 103.7 133.8 250.0 20.08 9.09 -1.50 22.1
Y317 169.0 87.4 255.6 3.88 11.22 6.23 13.4
Y319 239.0 99.3 154.1 8.33 -3.46 4.72 10.2
Y328 190.4 77.9 348.9 2.87 5.12 9.01 10.8
Y407 341.4 59.4 21.3 -10.14 -12.46 -0.23 16.1
Y453 93.4 137.3 71.3 -7.73 -1.96 -12.55 14.9
Y457 49.5 173.7 291.3 -5.37 -6.98 -15.38 17.7
Y483 344.2 129.8 142.5 -24.90 1.44 -29.04 38.3
Y491 85.3 122.2 290.3 -19.37 -0.58 -12.37 23.0

Table A.3: Parameters specifying the relative orientation of the tyrosine and FAD
residues in DmCry (PDB ID: 4GU5). See the caption of Table S1 for detail.

163



APPENDIX A. APPENDIX A

A.1.4 FADH• and Y• HFC tensors

FADH• Y•

N5=
−2.41 −0.07 −0.97
−0.07 −2.45 0.05
−0.97 0.05 43.51

 Ho1=
−25.96 −7.79 −0.04
−7.79 −11.84 0.02
−0.04 0.02 −21.77



H5=
−2.39 1.87 0.51

1.87 −40.64 0.03
0.51 0.03 −27.86

 Ho2=
−23.79 6.91 −0.03

6.91 −10.54 −0.07
−0.03 −0.07 −20.12



N10=
0.44 0.06 1.80

0.06 −0.01 −0.34
1.80 −0.34 23.15

 Hβ2=
33.91 −1.81 1.36
−1.81 30.65 −0.92
1.36 −0.92 30.00



H6=
−2.25 −1.74 0.09
−1.74 −4.74 −0.08
0.09 −0.08 −6.07



Hβ1=
10.34 −0.86 −1.24
−0.86 7.56 0.37
−1.24 0.37 6.91


Table A.4: Hyperfine interaction tensors of FADH• and Y• in their respective molecu-
lar frame.
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A.1.5 FADH•/O•−
2 /Y319 MFEs:

Figure A.2: Absolute anisotropy, i.e. the maximal difference of the yields of the
signalling for different orientations of the magnetic field, evaluated for models of
FADH•/O•−

2 /Y• in the limit of infinitely fast spin relaxation in O•−
2 presented as a

function of the scavenging rate constants kX . The scavenger radical Y• has been
identified with a) Y319 in DmCry, b) Y388 in ErCry4, and c) Y319 in ClCry4. kS and
k f are specified in the legends; kT = 0. Additional details are as for Figure 2.4 in the
main document, which reports the related dependence of ΓS on kX .
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Figure A.3: Magnetic field effects in the FADH•/O•−
2 /Y319• radical triad in DmCry

for kS = kT = 0, k−1
f = 1µs, and instantaneous spin relaxation in the O•−

2 radical.
The panels give a) the quantum yield of the “escape” product (i.e. the product of
the k f -reaction), b) the magnetic field effect, c) the relative anisotropy and d) the
directional spread of this yield, all presented as a function of the intensity of the
applied magnetic field, B0. For a) and c) the shaded region illustrates the directional
variability of the quantity under consideration; the solid line reports the orientational
average.
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Figure A.4: Figure S3: Magnetic field effects in the FADH•/O•−
2 /Y319• radical triad

in DmCry for k−1
f = 10µs, kT = 0, instantaneous spin relaxation in the O•−

2 radical
and two rate constants of spin selective recombination of the singlet configuration of
the FADH•/O•−

2 -pair: kS = 0 (red) and kS = k f (blue). See the caption of Fig. A.3 for
details.
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A.1.6 DmCry FADH•/O•−
2 /Y•

Figure A.5: Directional magnetic field effects of FADH•/O•−
2 /Y• radical triads from

DmCry (PDB ID: 4GU5) for k−1
f = 1µs without (a) and with (b) electron-electron dipo-

lar (EED) interactions taken into account. The simulations have assumed infinitely
fast spin relaxation in O•−

2 , kS = kT = 0 and included the hyperfine interactions of
N5, N10, H5, H6, Hβ1 in FADH• and Ho1, Ho2, and Hβ2 in Y•. The identity of the
tyrosine radical is reported in the legends.
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This appendix contains the Supporting Informations of the article (DOI:

10.1039/d1cp05804e) provided in Chapter 3.
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B.1 Supporting Information:

B.1.1 Experimental HFCs.

A11 A22 A33 A∥ A⊥ Aiso

DmCry81,146

FAD•−
N5 - - - 54.17 4.20 -
N10 - - - 27.94 0.03 -
H8α - - - - - 12.39

FADH•
H8α 9.93 10.40 12.19 - - 10.84
H1’ - - - - - -
H5 - - - - - -

A. niger glucose oxidase229

FAD•−
H8α - - - 11.45 9.95 -
N5 - - - 53.3 0.3 -
N10 - - - 25.3 0.3 -

FADH•
H8α - - - 8.45 6.85 -
N5 - - - 53.5 0.5 -
N10 - - - 30.5 0.5 -
H5 -10.5 -33.91 -24.11 - - -

X. laevis (6-4) photolyase146,229

FADH•
H8α - - - 8.13 6.50 -
N5 - - - 51.2 0 -
N10 - - - 27.2 0 -
H5 -13.72 -38.41 -26.11 - - -

FADH•
H8α 6.24 6.59 8.04 - - 6.96
H1’ 7.05 8.01 11.50 - - 8.85
H5 - -25.90 -38.36 - - -

Table B.1: (Part 1 of 2) Experimental hyperfine couplings of flavin atoms, measured
using EPR spectroscopy on various cryptochrome, glucose oxidase and photolyase
proteins. All reported values are in MHz.
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A11 A22 A33 A∥ A⊥ Aiso

E. coli DNA photolyase229

FADH•
H8α - - - 8.66 6.80 -
N5 - - - 50.12 0 -
N10 - - - 31.72 0 -
H5 -8.50 -37.00 -24.90 - - -

C. reinhardtii Cryptochrome81

FAD•−
N5 - - - 52.57 2.80 -
N10 - - - 23.12 2.80 -
H8α - - - - - 10.65

A. thaliana Cryptochrome 1146

FADH•
H8α 6.85 7.90 9.00 - - 7.91
H1’ 8.99 8.99 11.49 - - 9.82
H5 - -25.00 -37.02 - - -

Synechocystis Cryptochrome146

FADH•
H8α 6.41 7.01 8.26 - - 7.23
H1’ 7.84 8.55 11.39 - - 9.26
H5 - -25.53 -38.36 - - -

T. thermophilus CPD photolyase146

FADH•
H8α 6.61 6.99 8.47 - - 7.36
H1’ 6.41 8.70 11.75 - - 8.62
H5 - -25.30 -37.49 - - -

A. thaliana CPD photolyase146

FADH•
H8α 6.54 7.21 8.40 - - 7.38
H1’ 8.41 8.50 11.34 - - 9.42
H5 - -24.60 -37.02 - - -

Table B.2: (Part 2 of 2) Experimental hyperfine couplings of flavin atoms, measured
using EPR spectroscopy on various cryptochrome, glucose oxidase and photolyase
proteins. All reported values are in MHz.

Tables B.1 and B.2 list experimentally available flavin (FADH• and FAD•−) hyperfine

coupling values, for comparison with those computationally obtained in Chapter 3.

It should be noted that at the time of publishing, no experimental values exist for

clCry4 (or any avian cryptochrome).
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B.1.2 Validation of the MD simulations

(a) FAD•−: ET chain inter-residues distances (b) FADH•: ET chain inter-residues distances

Figure B.1: Inter-residue distance of the electron-transfer chain (flavin, W395, W362,
W318, W369, Y319), where the flavin is (a) FAD•− and (b) FADH•.

B.1.3 Validation of the aDFT method.

Atom ∆aiso (MHz) ∆∆A (MHz)

N5 0.1516 0.1642
N10 0.0700 0.0490
H1’a 0.1260 0.0074
H1’b 0.0526 0.0042
H8α 0.0352 0.0094
H7α 0.0326 0.0078
H6 0.0270 0.0078
H5 0.2748 0.1014

(a) FADH•

Atom ∆aiso (MHz) ∆∆A (MHz)

N5 0.3188 0.1160
N10 0.1282 0.0774
H1’a 0.0708 0.0054
H1’b 0.0394 0.0028
H8α 0.1382 0.0092
H7α 0.0324 0.0034
H6 0.0904 0.0836

(b) FAD•−

Table B.3: Absolute difference between DFT and aDFT calculation on the same
geometry, averaged over 5 (a) FADH• and (b) FAD•− structures.
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B.1.4 DFT basis set benchmark.

(a) Timings (b) aiso of N5, N10

(c) aiso of H5

Figure B.2: (a) Timings and (b,c) aiso benchmarks of various basis sets, using
aDFT as implemented in deMon2k. All values calculated on an 295-atoms MD-
generated conformation of FADH• with a cluster of residues around. aDFT specs:
B3LYP/basis/GEN-A2* for the flavin, B3LYP/DZVP-GGA/GEN-A2 on the neighbour-
ing residues. The number of orbitals generated for the aDFT calculation are given
above data points. Timings are for a single-point calculation parallelised onto 4
nodes (96 cores).

Residues included in the calculations: S250, R291, Y295, H353, R356, D385, D387,

I390, N391, N394, W395, and FADH• (FAH 498).

The basis sets tested here are listed in order of increasing completeness, N07D being

the smallest one and pcH-3 the largest. Given that pcH-N and pcJ-N basis sets

converge exponentially to the complete basis set limit, we take the aiso calculated

with pcH-3 to be the most accurate, and can visually estimate an extrapolation to the

CBS. For the three atoms considered here, EPR-III emerged as the best compromise

of computational lightness and accuracy.
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(a) FADH• (b) FAD•−

Figure B.3: Mean Absolute Error and standard deviations for aiso and ∆A, calculated
between a full and mixed basis set, on a set of 10 MD-generated geometries of
(a) FADH• and (b) FAD•− in their explicit cluster of residues. Magnetic properties
were calculated using aDFT at the B3LYP/basis/aux-basis level, with the DZVP-
GGA/GEN-A2 basis sets on the chemical environment of the flavin. For the “full
basis” set, EPR-III/GEN-A2* was applied on all flavin atoms; and for “mixed basis”,
EPR-III/GEN-A2* was applied only on magnetically active flavin atoms (those listed
in Figure B.3) and DZVP-GGA/GEN-A2 on the rest.

〈|∆aiso|〉 =
N=10∑
i=1

∣∣∣amixed
iso,i −afull

iso,i

∣∣∣
N , and similarly for 〈|∆∆A|〉. Both are in MHz. Using a

mixed basis set speeds up the calculation by a factor of 1.9, on average.

B.1.5 Validation of the minimal cluster.

Atom
minimal cluster full cluster ∆a = afull −aminimal

aiso (MHz) ∆A (MHz) aiso (MHz) ∆A (MHz) ∆aiso (MHz) ∆∆A (MHz)

H5 -24.920 35.261 -24.768 35.069 -0.152 -0.192
N5 14.161 48.680 14.062 48.395 -0.099 -0.285

N10 7.586 21.240 7.426 20.796 -0.160 -0.444
H1’a 7.407 3.679 7.299 3.630 -0.108 -0.049
H1’b 6.490 4.317 6.386 4.256 -0.104 -0.063
H8α 6.691 1.530 6.592 1.517 -0.099 -0.013
H7α -0.665 1.222 -0.786 1.209 -0.121 -0.013
H6 1.589 3.434 1.579 3.404 -0.010 -0.030

Table B.4: Comparison between HFC tensors on FADH• in full and minimal cluster.
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Atom
minimal cluster full cluster ∆a = afull −aminimal

aiso (MHz) ∆A (MHz) aiso (MHz) ∆A (MHz) ∆aiso (MHz) ∆∆A (MHz)

N5 17.437 60.257 17.474 60.473 0.037 0.216
N10 5.827 18.187 5.739 18.003 -0.088 -0.184
H1’a 5.228 3.451 5.173 3.415 -0.055 -0.036
H1’b 3.492 3.869 3.452 3.837 -0.040 -0.032
H8α 8.978 2.371 8.993 2.379 0.015 0.008
H7α -3.081 1.554 -3.093 1.556 -0.012 0.002
H6 -7.968 5.830 -7.992 5.849 -0.024 0.019

Table B.5: Comparison between HFC tensors on FAD•− in full and minimal cluster.

∆aiso and ∆∆A are reported in Table B.4 for FADH• and in Table B.5 for FAD•−.

They are small in magnitude and typically do not represent more than 2% of the

corresponding quantity. The exception is the case of H7α on FADH•, whose very

small aiso value makes the relative error comparatively large. However, such a

small tensor has a correspondingly minuscule impact on the spin dynamics of a

magnetosensor, and so increasing the cluster size for this tensor would yield only

very marginal accuracy gains.

B.1.6 Distribution of spin density in the “minimal cluster”
model.

Frame index
% of spin charge

delocalised onto cluster atoms
FAD•− FADH•

1 1.02 0.65
2 1.39 15.01
3 0.69 0.95
4 0.66 0.73
5 0.81 9.56
6 0.95 0.69
7 1.00 1.07
8 0.74 0.54
9 0.90 0.38

10 1.04 0.92

Table B.6: Percentage of the total spin charge (S = 1 for both FAD•− and FADH•)
localised on non-flavin atoms. The Löwdin atomic spin charges were calculated using
aDFT at the B3LYP/EPR-III/GEN-A2* level for magnetically active isoalloxazine
atoms and B3LYP/DZVP-GGA/GEN-A2 for the rest, on 10 geometries of the flavin
cofactor in its minimal cluster, as defined in the main text, extracted from a 800 ns
MD trajectory at 80 ns interval.
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B.1.7 Autocorrelation times of aiso and ∆A from FAD•− and
FADH• atoms.

atom
aiso (MHz) ∆A (MHz)
Neff τ (ps) Neff τ (ps)

N5 101.0 20.0 101.0 20.0
N10 83.7 24.1 44.6 45.3
H1’b 101.0 20.0 101.0 20.0
H1’a 101.0 20.0 101.0 20.0
H5 101.0 20.0 142.4 14.2
H6 101.0 20.0 58.8 34.4

H7α 66.0 30.6 45.8 44.1
H8α 101.0 20.0 101.0 20.0

(a) FADH• in cluster - N = 101, ∆t = 20 ps.

atom
aiso (MHz) ∆A (MHz)
Neff τ (ps) Neff τ (ps)

N5 45.0 20.0 45.0 20.0
N10 8.3 108.3 45.0 20.0
H1’b 68.2 13.2 8.7 103.5
H1’a 45.0 20.0 45.0 20.0
H6 45.0 20.0 45.0 20.0

H7α 45.0 20.0 5.0 179.8
H8α 45.0 20.0 23.3 38.6

(b) FAD•− in cluster - N = 45, ∆t = 20 ps.

Table B.7: Autocorrelation times of aiso and ∆A, calculated on relevant atoms of
the (a) semiquinone and (b) radical anion flavin cofactor, in its minimal cluster as
defined in the main text. The sample of structures on which these quantities were
calculated are extracted from a MD trajectory, at an interval of ∆t = 20 ps. N is the
size of the sample; Neff is the effective size of this sample, computed using the R
function coda::effectiveSize(x); τ=∆t× N

Neff
is the autocorrelation time of the

property considered.

B.1.8 RMSD of flavins’ isoalloxazine heavy atoms along MD
trajectories.

Figure B.4: Root-Mean-Square Deviation of the position of flavin atoms along the
MD trajectories. For relevance and clarity, only the geometries on which magnetic
properties were subsequently computed are included in this analysis. The time
interval between two successive data points in therefore 2 ns.
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B.1.9 The static picture: flavin optimised in vacuum.

atom AYY AXX AZZ aiso ∆A

N5 -2.655 -3.018 50.823 15.050 53.660
N10 -0.423 -0.690 18.861 5.916 19.418
H1’a 1.781 1.284 5.351 2.805 3.819
H1’b 5.519 5.021 9.136 6.559 3.866
H8α 11.516 11.356 14.305 12.392 2.869
H7α -4.085 -4.433 -2.487 -3.668 1.773
H6 -11.751 -13.647 -4.976 -10.125 7.723

Table B.8: Principal elements, isotropic value and anisotropy of the HFC tensors,
calculated on a single conformation of FAD•− in vacuum using aDFT. The structure
was obtained from a geometry optimisation at the PBEh-3c level, as implemented in
Orca. All values are in MHz.

atom AYY AXX AZZ aiso ∆A

N5 -2.428 -2.793 41.182 11.987 43.793
N10 0.244 -0.154 21.537 7.209 21.492
H1’a 2.345 1.911 6.014 3.423 3.886
H1’b 6.555 5.670 10.043 7.423 3.930
H8α 6.924 6.754 8.749 7.476 1.910
H7α -1.297 -1.542 -0.012 -0.950 1.407
H6 -6.114 -6.460 -1.691 -4.755 4.596
H5 -27.247 -39.191 -1.588 -22.675 31.631

Table B.9: Principal elements, isotropic value and anisotropy of the HFC tensors,
calculated on a single conformation of FADH• in vacuum using aDFT. The structure
was obtained from a geometry optimisation at the PBEh-3c level, as implemented in
Orca. All values are in MHz.

177



APPENDIX B. APPENDIX B

B.1.10 In vacuo lumiflavin vs. in-cluster FAD•−: principal
components.

atom
AYY AXX AZZ

ref MDcluster ref MDcluster ref MDcluster

N5 -2.433 -1.827 -2.805 -2.125 49.237 56.176
N10 -0.404 0.666 -0.675 0.436 16.944 19.382
Hb 11.406 3.755 11.406 3.269 11.406 7.334

H8α 12.328 9.691 12.328 9.427 12.328 11.907
H7α -3.968 -3.663 -3.968 -3.956 -3.968 -2.200
H6 -14.865 -9.769 -12.152 -10.773 -5.538 -3.649

Table B.10: Eigenvalues of the diagonalised HFC tensors for atoms of FAD•−. “ref”
refers to the tensors calculated in [7] ; “MDcluster” to the average tensors calculated
on the flavin in its cluster. In this latter set,

←→
Hb = (

←−→
H1’a +

←−→
H1’b)/2. All values are in

MHz.
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B.1.11 Flavin isotropic HFCs and tensor anisotropy.

(a) FADH• aiso (b) FADH• ∆A

(c) FAD•− aiso (d) FAD•− ∆A

Figure B.5: average (dot) and quartiles (box) of the isotropic HFC and tensor
anisotropy for selected atoms on (a,b) FADH• and (c,d) FAD•−. Vertical bars span
the entire distribution, locating the minimum and maximum value of a given sample.
Green and orange data points were obtained on geometries taken from an MD run,
while data points represented by blue crosses were calculated on a flavin optimised
in vacuum using the PBEh-3c scheme. The dihedral angle of its ribityl chain with
respect to the isoalloxazine moiety was constrained throughout the optimisation.
Blue dots correspond to reference values calculated by Hiscock et al.3

179



APPENDIX B. APPENDIX B

B.1.12 Shifted representation of flavin isotropic HFCs and
tensor anisotropy.

(a) FADH• aiso (b) FADH• ∆A

(c) FAD•− aiso (d) FAD•− ∆A

Figure B.6: Shifted average (dot) and quartiles (box) of the (a,c) isotropic HFC
and (b,d) tensor anisotropy for selected atoms on FADH• and FAD•−. The average
value of the flavin in cluster was subtracted from all values so as to better show the
magnitude of the shift induced by polarisation. To regenerate values reported in
Figure B.5, apply: aiso,aniso = average(aatom,in-cluster

iso,aniso )+∆aiso,aniso.
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B.1.13 Shifted representation of flavin isotropic HFCs and
tensor anisotropy, including QM/MM tensors.

(a) FADH• aiso (b) FADH• ∆A

(c) FAD•− aiso (d) FAD•− ∆A

Figure B.7: Shifted average (dot) and quartiles (box) of the (a,c) isotropic HFC
and (b,d) tensor anisotropy for selected atoms on FADH• and FAD•−. The average
value of the flavin in cluster was subtracted from all values so as to better show the
magnitude of the shift induced by polarisation. To regenerate values reported in
Figure B.5, apply: aiso,aniso = average(aatom,in-cluster

iso,aniso )+∆aiso,aniso.
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B.1.14 Visual representation of the flavin isotropic HFCs and
of its variance, in and out of its minimal cluster.

(a) FAD•−

(b) FADH•

Figure B.8: Graphical representation of average FAD•− and FADH• hyperfine cou-
pling tensors, calculated using aDFT on MD-generated geometries (a) without and
(c) with a minimal chemical environment. The variance of average tensor elements
is also plotted in a similar fashion, again (b) out of (MDvac dataset) and (d) in
(MDcluster dataset) its minimal cluster.
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B.1.15 Projections of HFC tensors onto average eigenbasis.

(a) FAD•− N10 (b) FADH• N10

(c) FADH• H5

Figure B.9: Projection of (a) FAD•− N10, (b) FADH• N10 and (c) FADH• H5 HFC
tensors onto their average eigenvectors Vi. Blue (resp. red) histograms are for
calculations with (resp. without) inclusion of the environment, i.e in the MDcluster
(resp. MDvac) dataset.
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B.1.16 Geometrical origin to extreme aiso values: H5
improper angle.

Figure B.10: Density plots of H5 improper angle (out-of-planeness) for geometries
yielding respectively interquartile (Q1-Q3, in blue) or large (>Q3, in red) aiso values
of H5.
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B.1.17 Statistical uncertainties on aiso and ∆A in MDcluster and
MDQM/MM datasets.

Atom
MDvac: Ntot = 400

Lowest Neff U(Ayy) U(Axx) U(Azz) U(aiso) U(∆A)

N5 400 0.067 0.069 0.339 0.158 0.068
N10 332 0.105 0.107 0.211 0.141 0.075
H1’a 270 0.105 0.103 0.131 0.113 0.051
H1’b 293 0.179 0.155 0.188 0.174 0.121
H8α 400 0.183 0.182 0.201 0.189 0.142
H7α 400 0.061 0.062 0.070 0.060 0.014
H6 400 0.124 0.182 0.067 0.124 0.059

(a) FAD•− MDvac

Atom
MDvac: Ntot = 400

Lowest Neff U(Ayy) U(Axx) U(Azz) U(aiso) U(∆A)

N5 368 0.397 0.397 0.356 0.383 0.587
N10 400 0.074 0.074 0.261 0.136 0.058
H1’a 322 0.181 0.152 0.178 0.170 0.116
H1’b 27 1.502 0.423 1.659 1.195 5.493
H8α 400 0.122 0.119 0.135 0.125 0.063
H7α 400 0.051 0.051 0.052 0.051 0.010
H6 400 0.081 0.075 0.063 0.073 0.021
H5 400 0.717 0.817 0.723 0.752 2.263

(b) FADH• MDvac
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Atom
MDcluster: Ntot = 386

Lowest Neff U(Ayy) U(Axx) U(Azz) U(aiso) U(∆A)

N5 386 0.069 0.071 0.319 0.153 0.066
N10 223 0.114 0.116 0.314 0.181 0.114
H1’a 258 0.150 0.149 0.164 0.154 0.095
H1’b 386 0.172 0.172 0.179 0.175 0.122
H8α 230 0.255 0.253 0.266 0.258 0.266
H7α 386 0.079 0.080 0.071 0.077 0.024
H6 386 0.130 0.165 0.072 0.123 0.057

(a) FAD•− MDcluster

Atom
MDcluster: Ntot = 389

Lowest Neff U(Ayy) U(Axx) U(Azz) U(aiso) U(∆A)

N5 57 0.511 0.512 1.346 0.789 2.183
N10 50 0.076 0.075 0.976 0.376 0.204
H1’a 217 0.198 0.187 0.252 0.212 0.179
H1’b 24 1.918 2.074 2.190 2.061 16.970
H8α 172 0.213 0.206 0.251 0.224 0.199
H7α 201 0.116 0.121 0.110 0.116 0.054
H6 320 0.089 0.093 0.064 0.082 0.027
H5 389 0.705 0.837 0.704 0.749 2.240

(b) FADH• MDcluster
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Atom
MDQM/MM: Ntot = 396

Lowest Neff U(Ayy) U(Axx) U(Azz) U(aiso) U(∆A)

N5 326 0.074 0.078 0.326 0.159 0.074
N10 290 0.109 0.111 0.259 0.160 0.092
H1’a 280 0.125 0.122 0.154 0.134 0.071
H1’b 339 0.189 0.189 0.181 0.186 0.139
H8α 396 0.183 0.181 0.199 0.188 0.141
H7α 396 0.072 0.073 0.065 0.070 0.020
H6 396 0.129 0.169 0.072 0.123 0.058

(a) FAD•− MDQM/MM

Atom
MDQM/MM: Ntot = 369

Lowest Neff U(Ayy) U(Axx) U(Azz) U(aiso) U(∆A)

N5 369 0.371 0.372 0.463 0.402 0.643
N10 199 0.074 0.081 0.429 0.195 0.097
H1’a 369 0.176 0.167 0.179 0.174 0.121
H1’b 22 1.742 1.899 1.888 1.843 13.584
H8α 369 0.138 0.134 0.152 0.141 0.080
H7α 307 0.086 0.088 0.068 0.081 0.026
H6 369 0.088 0.083 0.064 0.078 0.024
H5 369 0.712 0.848 0.704 0.755 2.276

(b) FADH• MDQM/MM

Table B.11: Statistical uncertainties, in MHz, on the average values of aiso and ∆A
for every atom of interest on the flavin, from the MDvac, MDcluster and MDQM/MM
datasets. For each table, Ntot is the number of data points, i.e the number of struc-
tures for which the HFC calculation converged successfully. “Lowest Neff” is, for each
atom, the smallest Neff among the samples of Ayy, Axx and Azz values. This quantity
is reported because the uncertainties on aiso and ∆A, are calculated from those on
the the tensors’ eigenvalues Aii∈{x,y,z}.

B.1.18 Average values of the full HFC tensor.

All values reported below are in MHz.

B.1.18.1 FAD•− out of cluster (MDvac).

N5 =


−1.904 0.038 −1.140

0.044 −1.665 −2.467

−1.141 −2.467 52.707

 N10 =


0.976 −0.073 2.398

−0.077 0.398 −0.839

2.396 −0.839 16.421



Hb2 =


6.965 −0.532 −1.236

−0.532 4.434 0.302

−1.237 0.302 4.297

 Hb1 =


4.470 0.915 −1.112

0.913 2.050 −0.322

−1.113 −0.323 1.742


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H6 =


−4.931 −1.282 0.217

−1.281 −11.790 −0.269

0.217 −0.269 −11.007

 H7α =


−3.598 −0.533 −0.001

−0.533 −2.712 0.039

−0.001 0.039 −4.073



H8α =


9.890 0.835 0.087

0.835 11.010 0.158

0.087 0.158 9.453


B.1.18.2 FAD•− in cluster (MDcluster).

N5 =


−1.744 0.054 −1.406

0.059 −1.555 −2.688

−1.407 −2.688 55.522

 N10 =


1.133 −0.098 2.528

−0.102 0.557 −0.978

2.527 −0.978 18.794



Hb1 =


5.410 0.996 −1.160

0.994 2.809 −0.345

−1.162 −0.346 2.520

 Hb2 =


7.760 −0.671 −1.277

−0.671 5.192 0.384

−1.278 0.385 5.024



H6 =


−4.180 −1.606 0.146

−1.606 −9.984 −0.227

0.146 −0.228 −10.028

 H7α =


−3.404 −0.558 0.001

−0.558 −2.530 0.036

0.001 0.036 −3.886



H8α =


10.132 0.754 0.076

0.754 11.155 0.139

0.076 0.139 9.738


B.1.18.3 FAD•− in QM/MM (MDQM/MM).

N5 =


−1.813 −0.001 −1.687

0.004 −1.731 −0.375

−1.689 −0.375 53.680

 N10 =


1.188 0.019 2.496

0.016 0.591 −0.205

2.495 −0.205 18.868



Hb1 =


5.168 0.920 −1.159

0.918 2.642 −0.342

−1.160 −0.342 2.389

 Hb2 =


8.030 −0.677 −1.211

−0.676 5.551 0.355

−1.212 0.356 5.326



H6 =


−4.420 −1.419 0.218

−1.418 −10.578 −0.235

0.219 −0.235 −10.321

 H7α =


−3.362 −0.554 0.024

−0.554 −2.503 −0.020

0.024 −0.020 −3.849



H8α =


9.616 0.778 0.053

0.778 10.707 0.091

0.053 0.091 9.218


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B.1.18.4 FADH• out of cluster (MDvac).

N5 =


2.162 −0.160 2.250

−0.163 1.885 −0.812

2.250 −0.812 46.440

 N10 =


1.965 0.083 −3.130

0.080 0.864 −0.032

−3.129 −0.032 19.667



Hb2 =


16.208 0.046 −0.797

0.045 12.979 0.136

−0.797 0.136 12.819

 Hb1 =


3.800 1.258 0.457

1.256 1.767 0.226

0.457 0.226 1.175



H5 =


2.867 −2.024 0.135

−2.016 −35.803 −0.136

0.137 −0.136 −22.836

 H6 =


−2.184 −1.928 0.003

−1.929 −3.184 −0.092

0.003 −0.092 −5.384



H7α =


−1.060 −0.405 0.046

−0.405 −0.288 −0.127

0.046 −0.127 −1.354

 H8α =


5.515 0.522 −0.106

0.522 6.205 −0.191

−0.106 −0.191 5.247


B.1.18.5 FADH• in cluster (MDcluster).

N5 =


2.154 −0.125 2.656

−0.127 1.839 −0.842

2.657 −0.842 47.393

 N10 =


2.080 0.053 −3.477

0.050 0.889 0.016

−3.476 0.016 20.597



Hb1 =


4.062 1.245 0.502

1.243 1.898 0.236

0.503 0.237 1.353

 Hb2 =


16.990 −0.067 −0.801

−0.067 13.653 0.142

−0.801 0.142 13.576



H5 =


2.738 −1.780 −0.173

−1.774 −36.707 −0.110

−0.171 −0.111 −23.508

 H6 =


−1.970 −1.969 0.036

−1.969 −2.769 −0.124

0.036 −0.125 −5.118



H7α =


−0.818 −0.454 0.055

−0.454 −0.073 −0.134

0.055 −0.134 −1.160

 H8α =


6.412 0.525 −0.112

0.525 7.086 −0.201

−0.112 −0.201 6.135


B.1.18.6 FADH• in QM/MM (MDQM/MM).

N5 =


2.091 −0.133 2.724

−0.134 1.787 −0.880

2.725 −0.881 47.580

 N10 =


1.965 0.059 −3.344

0.056 0.798 −0.016

−3.343 −0.016 19.941


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Hb2 =


16.053 −0.031 −0.757

−0.031 12.738 0.114

−0.757 0.114 12.638

 Hb1 =


4.025 1.229 0.504

1.227 1.861 0.235

0.505 0.235 1.353



H5 =


2.659 −1.843 −0.271

−1.838 −36.927 −0.124

−0.269 −0.124 −23.830

 H6 =


−2.160 −1.938 0.040

−1.939 −3.101 −0.092

0.040 −0.092 −5.323



H7α =


−1.268 −0.436 0.054

−0.436 −0.512 −0.131

0.054 −0.131 −1.586



H8α =


5.911 0.522 −0.110

0.522 6.586 −0.196

−0.110 −0.197 5.644


B.1.19 Standard deviations of the full HFC tensor.

All values reported below are in MHz.

B.1.19.1 FAD•− out of cluster (MDvac).

N5 =


0.842 0.304 4.200

0.304 0.729 2.931

4.201 2.932 3.442

 N10 =


1.287 0.172 1.250

0.172 1.108 0.995

1.250 0.995 1.874



Hb2 =


1.565 0.176 0.259

0.176 1.546 0.104

0.259 0.104 1.679

 Hb1 =


1.151 0.165 0.294

0.165 1.031 0.152

0.294 0.152 1.049



H6 =


0.572 0.509 0.605

0.509 2.037 0.413

0.605 0.413 1.189

 H7α =


2.213 0.163 0.160

0.162 2.380 0.264

0.160 0.264 2.264



H8α =


7.028 0.335 0.246

0.335 7.380 0.495

0.246 0.496 7.200


B.1.19.2 FAD•− in cluster (MDcluster).

N5 =


0.852 0.322 4.339

0.322 0.727 3.076

4.340 3.077 3.220

 N10 =


1.355 0.188 1.391

0.188 1.175 1.152

1.391 1.152 2.313


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Hb2 =


1.728 0.202 0.269

0.202 1.698 0.122

0.270 0.122 1.828

 Hb1 =


1.371 0.183 0.301

0.183 1.259 0.155

0.301 0.155 1.279



H6 =


0.573 0.436 0.572

0.436 1.939 0.377

0.572 0.378 1.175

 H7α =


2.113 0.156 0.158

0.156 2.239 0.249

0.158 0.249 2.177



H8α =


7.234 0.327 0.262

0.327 7.607 0.507

0.262 0.507 7.493


B.1.19.3 FAD•− in QM/MM (MDQM/MM).

N5 =


0.858 0.250 4.257

0.251 0.714 2.944

4.258 2.944 3.302

 N10 =


1.300 0.174 1.376

0.174 1.127 1.141

1.376 1.141 2.182



Hb2 =


1.763 0.188 0.259

0.188 1.753 0.119

0.260 0.119 1.875

 Hb1 =


1.341 0.171 0.293

0.171 1.238 0.142

0.293 0.142 1.254



H6 =


0.602 0.463 0.567

0.463 1.968 0.378

0.567 0.378 1.183

 H7α =


0.700 0.078 0.075

0.078 0.693 0.122

0.075 0.122 0.733



H8α =


1.898 0.102 0.097

0.102 1.944 0.169

0.097 0.169 1.867


B.1.19.4 FADH• out of cluster (MDvac).

N5 =


4.007 0.304 4.443

0.304 4.077 2.379

4.443 2.379 3.664

 N10 =


0.919 0.260 2.722

0.260 0.763 1.168

2.721 1.169 2.646



Hb2 =


4.419 0.377 0.328

0.377 4.154 0.160

0.328 0.161 4.347

 Hb1 =


1.596 0.172 0.695

0.172 1.645 0.288

0.696 0.288 1.628



H5 =


7.054 2.513 3.258

2.514 8.336 0.823

3.258 0.822 7.679

 H6 =


0.379 0.171 0.309

0.171 1.162 0.306

0.309 0.306 0.736


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H7α =


0.828 0.086 0.100

0.086 0.868 0.209

0.100 0.209 0.829

 H8α =


4.063 0.169 0.182

0.170 4.243 0.325

0.182 0.325 4.279


B.1.19.5 FADH• in cluster (MDcluster).

N5 =


3.701 0.316 4.511

0.316 3.784 2.427

4.510 2.427 5.300

 N10 =


0.974 0.274 2.885

0.274 0.764 1.198

2.884 1.198 3.296



Hb2 =


5.505 0.395 0.313

0.395 5.023 0.161

0.313 0.161 5.221

 Hb1 =


1.790 0.230 0.709

0.230 1.811 0.280

0.709 0.281 1.802



H5 =


6.843 2.578 3.253

2.579 8.407 0.808

3.254 0.808 7.381

 H6 =


0.399 0.239 0.308

0.239 1.176 0.300

0.308 0.300 0.829



H7α =


1.066 0.116 0.115

0.116 1.069 0.220

0.115 0.220 1.077

 H8α =


4.715 0.193 0.213

0.193 4.906 0.356

0.213 0.356 4.984


B.1.19.6 FADH• in QM/MM (MDQM/MM).

N5 =


3.561 0.315 4.490

0.315 3.646 2.424

4.490 2.424 4.665

 N10 =


0.911 0.259 2.741

0.259 0.737 1.140

2.740 1.140 2.994



Hb2 =


4.748 0.392 0.321

0.392 4.387 0.158

0.321 0.159 4.558

 Hb1 =


1.676 0.204 0.692

0.204 1.717 0.271

0.693 0.271 1.708



H5 =


6.692 2.570 3.228

2.571 8.286 0.796

3.229 0.795 7.210

 H6 =


0.391 0.212 0.312

0.212 1.130 0.298

0.312 0.298 0.799



H7α =


0.764 0.085 0.055

0.085 0.734 0.105

0.055 0.105 0.775

 H8α =


1.377 0.081 0.090

0.081 1.415 0.145

0.090 0.145 1.355


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This appendix contains additional data not reported in full in Chapter 4.

Figures C.1 through C.4 report a superimposed view of full-protein backbone

RMSD and per-residue RMSF, allowing to correlate overall flexibility changes

with fluctuations in a specific region.

Figures C.5 and C.6 report the occupancy by a O•−
2 radical, throughout 500-ns

MD simulations from the FD-SUP trajectory set, of various binding sites composed

of a combination of arginine residues. A single numeric ID is associated to each

combination of arginines binding the same O•−
2 , attributed according to the following

rule: R365 (near site 1) has ID= 1, R409 (site 4) has ID= 2, R415 (site 2) has ID= 4,

and R419 (site 2) has ID= 8. If a O•−
2 is held by both R365 and R409 simultaneously,

i.e. stays within 3.0 Å of both, this configuration has ID= 1+2= 3. The same logic

applies to 3-arginine binding, although this configuration never appeared in practice.

Figure C.7 reports characteristic binding lifetimes for each of the 5 O•−
2 binding

sites (labelled site 1 through 5), computed from the binding times in the T-SUP

trajectory set.
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C.0.1 clCry RMSD/RMSF

(a) Traj. 1 (b) Traj. 2

(c) Traj. 3 (d) Traj. 4

(e) Traj. 5

Figure C.1: (Part 1 of 2) Per-residue RMSD of the backbone heavy atoms (AMBER
names: N, CA, C, O) along each of the 10 500-ns MD trajectories of clCry with 21 O•−

2
radicals. A lighter spot at coordinates (x,y) denote a large RMSD for residue y at time
x. The average RMSD for the full protein, as shown in Fig. 4.3, is superimposed. All
axes scaling and colourscales are harmonised, allowing a direct visual comparison
across subfigures.
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(a) Traj. 6

(b) Traj. 7 (c) Traj. 8

(d) Traj. 9 (e) Traj. 10

Figure C.2: (Part 2 of 2) Per-residue RMSD of the backbone heavy atoms (AMBER
names: N, CA, C, O) along each of the 10 500-ns MD trajectories of clCry with 21 O•−

2
radicals. A lighter spot at coordinates (x,y) denote a large RMSD for residue y at time
x. The average RMSD for the full protein, as shown in Fig. 4.3, is superimposed. All
axes scaling and colourscales are harmonised, allowing a direct visual comparison
across subfigures.
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(a) Traj. 1 (b) Traj. 2

(c) Traj. 3 (d) Traj. 4

(e) Traj. 5

Figure C.3: (Part 1 of 2) Per-residue RMSD of the backbone heavy atoms (AMBER
names: N, CA, C, O) along each of the 10 500-ns MD trajectories of clCry with 21 Cl−

radicals. A lighter spot at coordinates (x,y) denote a large RMSD for residue y at time
x. The average RMSD for the full protein, as shown in Fig. 4.3, is superimposed. All
axes scaling and colourscales are harmonised, allowing a direct visual comparison
across subfigures.
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(a) Traj. 6

(b) Traj. 7 (c) Traj. 8

(d) Traj. 9 (e) Traj. 10

Figure C.4: (Part 2 of 2) Per-residue RMSD of the backbone heavy atoms (AMBER
names: N, CA, C, O) along each of the 10 500-ns MD trajectories of clCry with 21 Cl−

radicals. A lighter spot at coordinates (x,y) denote a large RMSD for residue y at time
x. The average RMSD for the full protein, as shown in Fig. 4.3, is superimposed. All
axes scaling and colourscales are harmonised, allowing a direct visual comparison
across subfigures.
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C.0.2 ARG combinations

(a) Traj. 1 (b) Traj. 2

(c) Traj. 3 (d) Traj. 4

(e) Traj. 5

Figure C.5: Occupancy of the various binding sites consisting of the possible combi-
nations of R365, R409, R415, and R419, for trajectories 1 through 5 of the FD-SUP
dataset. To each combination corresponds a unique ID, according to a naming proto-
col given in the main text, in Chapter 4.
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(a) Traj. 6 (b) Traj. 7

(c) Traj. 8 (d) Traj. 9

(e) Traj. 10

Figure C.6: Occupancy of the various binding sites consisting of the possible combi-
nations of R365, R409, R415, and R419, for trajectories 6 through 10 of the FD-SUP
dataset. To each combination corresponds a unique ID, according to a naming proto-
col given in the main text, in Chapter 4.
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C.0.3 Site occupancy lifetime

(a) Site 1 (b) Site 2

(c) Site 3 (d) Site 4

(e) Site 5

Figure C.7: Integrated occupancy lifetime of O•−
2 in site (a) 1 through (f) 5, computed

from the lengths of all 100 trajectories per site (40 for site 4).
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