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Titre : Essais sur lemarché du travail : Télétravail, Conséquences économiques des confinements
liés au COVID-19, Délocalisation des établissements.
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Résumé :Cette thèse se compose de trois cha-
pitres qui étudient le marché du travail.

Le premier chapitre se concentre sur l’im-
pact du télétravail sur le marché du travail
en utilisant une extension du modèle de re-
cherche et d’appariement. En considérant les
changements survenus dans l’économie avant
et après la pandémie de COVID-19, l’objectif est
de combler le fossé de données pour (i) expli-
quer l’augmentation de la part de travailleurs
à distance suite à la crise de la COVID-19 ; (ii)
étudier les effets de ce changement sur le mar-
ché du travail dans deux zones distinctes ; et (iii)
évaluer les avantages potentiels du travail à do-
micile pour réduire les inégalités entre les ré-
gions urbaines et rurales.

Le deuxième chapitre introduit un modèle
d’équilibre général qui intègre les frictions d’ap-
pariement pour analyser l’impact du confine-
ment lié à la COVID-19 sur le chômage. Le mo-
dèle est calibré sur l’expérience de la crise des
subprimes, puis utilisé pour identifier les chocs
de confinement spécifiques à l’emploi, ce qui
lui permet de prédire les flux observés de tra-
vailleurs par diplôme. L’étude conclut que la
persistance du modèle, nettement plus éle-
vée que dans le modèle Diamond-Mortensen-
Pissarides, est atténuée par les effets du CARES
Act. Cette loi joue un rôle significatif dans la
réduction de l’augmentation du chômage en

réduisant la dynamique des séparations de
travailleurs et en favorisant les embauches.
Des expériences contrefactuelles menées dans
l’étudemontrent que l’intégration du risque va-
riable dans le temps et des externalités liées
aux coûts d’embauche est nécessaire pour
expliquer efficacement la dynamique de ces
crises.

Le troisième et dernier chapitre se
concentre sur la compréhension du processus
décisionnel des entreprises lorsqu’elles choi-
sissent les emplacements de leurs établisse-
ments. L’étude examine comment les change-
ments de temps de trajet domicile-travail résul-
tant d’un déménagement d’un établissement
affectent la probabilité de destruction de l’em-
ploi et les salaires. Une augmentation du temps
de trajet due à un déménagement conduit à
une probabilité plus élevée de séparation, avec
des effets deux fois supérieurs pour les démé-
nagements du centre en banlieue. Afin de pré-
server la relation d’emploi, les établissements
qui déménagent en banlieue augmentent les
salaires des travailleurs qualifiés, en particu-
lier ceux résidant dans le centre de Paris. En
revanche, nous ne trouvons pas que les entre-
prises baissent les salaires des travailleurs bé-
néficiant d’une baisse du temps de trajet suite
au déménagement.



Title : Essays on the Labor Market : Remote Work, Economic Consequences of COVID-19 Lock-
downs, and Establishments’ Relocation.

Keywords :Working from home, COVID-19, Search and matching, unemployment, firms’ deloca-
lisation, natural experiment.

Abstract : This thesis consists of three chapters
that study labour market.

The first chapter focuses on examining the
impact of working from home on the labor
market outcomes using an extension of the
search andmatchingmodel. By considering the
changes that have occurred in the economy be-
fore and after the COVID-19 pandemic, the ob-
jective is to address the data gap to (i) explain
the increase in the share of remote workers fol-
lowing the COVID-19 crisis ; (ii) investigate the ef-
fects of this shift on labor market outcomes in
two distinct areas ; and (iii) assess the potential
benefits of working from home in reducing in-
equalities between urban and rural regions.

The second chapter introduces a general
equilibrium model that incorporates matching
frictions to analyze the impact of the COVID-19
lockdown on unemployment. Themodel is cali-
brated on the subprime-crisis experience and
is then used to identify the job-specific lock-
down shocks, allowing it to predict the obser-
ved worker flows by diploma. The study finds
that the persistence of the model, which is no-
tably higher than in the Diamond-Mortensen-
Pissarides model, is mitigated by the effects of
the CARES Act. This act plays a significant role

in reducing the increase in unemployment by
reducing the dynamics of worker separations
and promoting job hires. Counterfactual expe-
riments conducted in the study demonstrate
that incorporating time-varying risk and exter-
nalities related to hiring costs are necessary to
effectively explain the dynamics of these crises.

The third and final chapter focuses on un-
derstanding the decision-making process of
firms when selecting the locations for their
establishments. The study investigates how
changes in commuting time resulting from dif-
ferent types of relocations impact job separa-
tion and wages. The findings indicate that an
increase in commuting time due to a reloca-
tion leads to a higher probability of job sepa-
ration. In order to maintain the employment
relationship, establishments that move to the
suburbs tend to increase the wages of skilled
workers, particularly those residing in the city
center. Conversely, no evidence is found to sup-
port wage adjustments for establishments relo-
cating to the center, and there is no indication
of wage cuts for workers for whom commuting
time decreases as a result of the relocation of
their establishment.
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Introduction

Researchers find fulfillment in encountering rare events that provide them with the oppor-
tunity to dig into the inner workings and mechanisms of the surrounding reality. COVID-
19 emerged as one such unique occurrence. Within a short span of time, hundreds and
thousands of papers were published as researchers seized this rare event, meticulously dis-
secting and thoroughly examining it to gain understanding and derive valuable insights.
This sanitation crisis presented researchers with a unique event that allowed them to com-
prehend various aspects of our world. As economists, we were presented with a fresh crisis
that affected economies differently and triggered distinct responses from public policies.

In the first two chapters, we explore two crucial aspects of this COVID-19 experience.
The first chapter centers around the aftermath of the working-from-home trend while the
second chapter focuses on the direct impact of this crisis on unemployment, separations,
and public policies. Both chapters employ an expanded version of the well-known Dia-
mond (1982)- Mortensen (1982)- Pissarides (1985) matching model, commonly referred
to as the DMP model.

Although many works concentrate on the impact of various crises on the labor market,
there is a broader range of tools allowing us to understand the factors that instigate shifts
in this market. One of these tools is the econometrics studies and the analysis of the data.

In fact, while the first two chapters draw conclusions from a theoretical framework, the
third chapter employs a quasi-natural experiment to investigate the determining factors
of firm localization and test the significance of commuting time in workers’ bargained
wages. Specifically, the study aims to explore the relationship between wages and com-
muting time, examine the possibility of downward wage rigidity, assess how local amenities
influence workers’ satisfaction, and investigate whether firms are inclined to easily replace
existing workers.
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0.1 Search and Matching

The DMP model revolves around the concept that both workers and firms invest time
and resources in finding a suitable match. Workers dedicate their time and financial
resources to search for and apply for job opportunities, while firms expend funds on
advertising vacancies and reviewing applications. Consequently, the process of matching
unemployed individuals with available job openings can be time-consuming. Within the
DMP framework, this dynamic is captured by a matching function. This function takes
into account the stock of unemployed workers and vacancies as inputs and produces a
flow of matches as an output. Essentially, this function represents the friction that arises
during the interaction between workers and firms throughout the matching process.

Various methods exist for determining wages, with one of the most used approach being
Nash Bargaining. When a firm and a worker establish a match, an economic rent is
generated. This rent is influenced by factors such as the firm’s profits, wages, and the
costs associated with the search process. During wage negotiations, workers secure a
portion of this rent in addition to compensation for the expenses incurred in forming the
match. For example, if workers have to pay some commuting costs, they may negotiate
for a part of these expenses in their wages.

The DMP model has emerged as a crucial framework within labor literature. While it
may not encompass every field of study, it has found extensive application in several areas.
Some notable contributions include: understanding the cyclicality of unemployment and
vacancies;1 propagation mechanisms of economic crises; 2 explaining the impact of volatil-
ity and uncertainty on the labor market;3 exploring business cycles, economic growth and
public policies.4 These are just a few examples, and the range of applications for the
DMP model extends beyond these areas.

In this thesis, we use the frictional framework of the DMP model to investigate important
mechanisms within the labor market. Chapter 1 of the thesis extends the framework by
considering three key factors: (i) regional heterogeneity between urban and rural areas,
(ii) the choice of occupation between fully on-site, remote, or hybrid arrangements, and
(iii) the intensity of working from home (WFH) in the hybrid setup. On one hand,

1See Pissarides (1985), Shimer (2005), Mortensen and Nagypal (2007) and Hagendorn and Manovskii
(2008).

2See Hall (2005), Petrosky-Nadeau et al. (2018) and Petrosky-Nadeau and Zhang (2021).
3See Schaal (2017), Den Haan et al. (2021) and Kandoussi and Langot (2022).
4See Merz (1995), Andolfatto (1996), Gertler and Trigari (2009), Pissarides (2009), and Christiano

et al. (2016).
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by incorporating these elements, we aim to forecast the potential evolution of the post-
pandemic economy, accounting not only for the changes due to COVID-19 (such as shifts
in the perception of remote work and changes in worker’s productivity) but also for the
impact of the ongoing fuel crisis. On the other, the large increase in WFH can impact
the labor market, as unemployed workers can be more encouraged to search intensively in
other areas than the one they are residing in, creating henceforth some search externalities
to be analyzed.

Furthermore, there is limited available data on the heterogeneous effects of WFH in urban
and rural areas. Urban and rural regions differ in their capacity for remote work, as urban
areas possess more infrastructure and resources that support remote work, while rural
areas are more inclined to have more agriculture and manufacturing jobs with physical
presence and face-to-face interactions. Consequently, this disparity creates inequalities
that compound existing disparities in wages, welfare, wealth, and other socioeconomic
factors. Thus, this chapter aims to address this data limitation by examining the effects
of the emerging trend of WFH, highlighting how it can benefit both economies and impact
ongoing inequalities.

In Chapter 2 of the thesis, a distinct extension of the DMP model is employed. This
extension incorporates the following elements: (i) worker heterogeneity, (ii) time-varying
microeconomic risks linked to the business cycle, (iii) congestion externalities affecting
hiring costs, and (iv) real-wage rigidity. The primary objective of this chapter is to analyze
the impact of the lockdown measures on unemployment for heterogeneous workers and
examine how public policies have assisted in mitigating these negative effects.

Two different policies that have influenced the labor market in distinct ways are explored.
Firstly, in the United States, the CARES Act introduced the Paycheck Protection Pro-
gram, which incentivized firms to retain their employees. Secondly, in France, the govern-
ment implemented measures that allowed companies to temporarily separate from certain
employees while maintaining their employment contracts through partial unemployment.
This approach facilitated a quicker return to work once the crisis subsided. Using this
extended DMP model, the chapter evaluates the extent to which these diverse policies
contributed to the adjustment of unemployment levels during and after the crisis.

Therefore, the first two chapters use the search and matching framework to analyse the
impact of the COVID-19 crisis on the labor market focusing on two distinct perspectives.
To gain a more comprehensive understanding of the mechanisms underlying the labor
market, we explain in the following how the third chapter, through natural experiment,
enables us to do so.
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0.2 Natural Experiment

Theoretical frameworks serve various purposes, including addressing data limitations,
analyzing underlying mechanisms, and simulating alternative scenarios of events. Another
approach to gaining insights into the foundations of the labor market is through the use
of natural experiments. Angrist and Pischke (2010) explain that a better research design
using real or natural (quasi-)experiments represents a huge improvement in econometrics
studies. By comparing outcomes between two groups (treated and control group), the
causal effect can be estimated, as any differences observed are attributed to the treatment.

Natural experiments have been extensively employed in economics for various purposes.5

Researchers compare outcomes between different sets of populations (i.e states, groups,
schools, or individuals) to evaluate the impact of these policies and determine whether it is
beneficial or not to expand it to other subsets of the population. Chapter 3 of this paper,
firms’ relocations serves as a quasi-natural experiment to understand firms’ localization
decisions and the impact of commuting time on wages and separation probabilities.

Drawing robust conclusions about how establishment location affects labor supply to
the firm cannot be achieved by simply comparing wages between establishments in the
center and suburbs. Therefore, in this chapter, we utilize establishment relocations within
the Paris metro area in France as a quasi-natural experiment. By doing so, we can
estimate how wages and job separation probabilities vary among employees in response
to individual differences in changes in commuting time resulting from the relocation. If
the findings reveal that firms offer higher wages and experience higher separation rates
after relocating to more remote locations, it would confirm that low commuting time is a
crucial and beneficial factor associated with being located in the center. Additionally, if
establishments are more likely to adjust wages for a specific subset of skilled workers who
tend to reside in the center, it suggests that one advantage of being located in the center
is the ability to provide these workers with a shorter commute time.

Therefore, using this firm relocation as a quasi-natural experiment allows us to examine
the complex interaction between commuting, labor supply, and firm behavior, providing
a more comprehensive understanding of the dynamics involved.

5In this exhaustive list you can find: the examination of the effects of minimum wage policies ( Card
and Krueger (2000) and Dube et al. (2010)) education interventions ( Krueger (1999) and Angrist (2004))
and health insurance policies (Card et al. (2008) and Finkelstein et al. (2012)).
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0.3 Research Objectives

This thesis is dedicated to gaining a deeper understanding of certain factors that have
the potential to influence outcomes in the labor market. It will be explored through three
chapters, each focusing on different aspects related to these influencing factors. Hence,
the purpose of this research is to enhance our comprehension of the labor market by
addressing three key research questions:

1. How does the emerging trend of remote work influence labor market outcomes and
inequalities within two distinct spatial zones?

2. How did COVID-19 impact unemployment for different types of workers, and how did
public interventions mitigate its negative effects?

The first two questions emphasize the heterogeneity of labor markets and underscore
the crucial role of public interventions in not only mitigating the negative effect of crisis
but also reducing inequalities across unequally affected markets. After investigating the
initial two questions using a theoretical search and matching model, it is important to gain
empirical insights into the factors that prompt firms to locate themselves in the central
areas of large metropolitan regions. This exploration will also provide valuable insights
into wage determinants and employee turnover, addressing the following question:

3. How does firm relocation impact wages and employee turnover?
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Chapter 1 : A New Norm? Exploring
the Shift to Working From Home in the
Post-Pandemic Labor Market
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1.1 Introduction

Since the outbreak of COVID-19, Working From Home (WFH) has gained significant
popularity. Prior to the pandemic, WFH was already being adopted by certain types
of workers and represented 5.7% of the working population in 2019 according to the
American Community Survey. However, due to concerns about the virus, governments
imposed restrictions on face-to-face interactions. In order to ensure business continuity,
many companies opted to implement WFH arrangements for their employees. Even after
the initial outbreak subsided, WFH has continued to persist. In fact, According to Barrero
et al. (2023), the number of full days worked at home has substantially increased from
2019 to mid 2023. That is to say, the share of remoters reached 28 percent in the US.

This increasing prevalence of WFH raises important questions regarding its impact on
both labor market outcomes and the inequalities that exist between diverse labor markets.
In this paper, we build a search and matching model with an original extension introducing
(i) regional heterogeneity between urban and rural areas, (ii) occupational choice between
fully on-site, remotely or in hybrid arrangement and (iii) the intensity of WFH in the
hybrid set up. Using this framework, we aim to (i) understand this increase in the
share of remote workers, (ii) study the effect of this shift on labor market outcomes in
two heterogeneous areas (urban and rural), and (iii) evaluate the benefit of WFH on
inequalities between these two areas.

It is important to understand how this shift in WFH will impact different labor markets
using a heterogeneous intensity of WFH as the perception and adoption of remote work
vary across different areas. In fact, Dingel and Neiman (2020) found that while 37% of
jobs in the US could be fully performed from home, the prevalence of WFH differs signif-
icantly in low-income economies, where the share of remote work is generally lower. This
highlights the disparities in the ability to transition to remote work based on economic
factors. Moreover, studies by Bartik et al. (2020 a) and Brynjolfsson et al. (2020) provide
evidence of inequality in WFH arrangements concerning industries, age groups, gender,
and occupations. The adoption of remote work is not evenly distributed across these
categories, indicating that certain groups may face more challenges or have less access to
remote work opportunities. Furthermore, Barrero et al. (2023) show that the informa-
tion sector, Finance, Insurance, Professional and Business Services has the highest WFH
intensity while retail, hospitality, food services, transportation, and manufacturing have
the lowest rates. They also show that this rate increases significantly with population
density and education and is the highest for workers in their thirties.
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Even during the COVID-19 outbreak, the labor market impact of the pandemic varied
unequally within countries. According to evidence presented by Adams-Prassl et al. (2020)
in the UK, US, and Germany, workers who were unable to WFH were the most likely to
lose their jobs and experienced wage decreases. This further emphasizes the disparities
in the labor market consequences of remote work and its impact on different segments
of the workforce. In summary, the adoption of WFH varies across regions and countries,
with low-income economies having a lower share of remote work. This highlights the
importance of modeling two heterogeneous areas that do not equally embrace the intensity
of WFH.

Moreover, as stated earlier, the SWAA indicates that the share of remote work quadruple
from 2019 to mid-2023. Barrero et al. (2020 a) attribute it to several factors. Firstly,
individuals have had better-than-expected experiences with remote working, leading to
a more positive perception of its feasibility. Additionally, investments in both physical
and human capital have been made to facilitate remote work. The stigma surrounding
remote work has also diminished, further contributing to its widespread adoption. Fur-
thermore, concerns regarding crowded work environments and the risk of contagion have
played a significant role in the increase of remote work. Lastly, the pandemic has spurred
technological innovations that support remote work, leading to its further growth and
acceptance.

In this paper, we take into account three main shifts in the economy since the Pre-COVID
period : (i) commuting costs, (ii) the disutility of WFH, and (iii) remote productivity.
We study the effect of this shift on labor market outcomes in the two heterogeneous areas
(urban and rural) and evaluate the benefit of WFH on inequalities between these two
areas. Particularly, we will see how WFH affects inequalities in unemployment, wages,
unemployed welfare, and economic wealth.

First, the Gasoline prices increased by 28.8% between 2018 and mid-2023 according to
the US Department of Energy making workers less willing to commute and work on
site. In fact, the relationship between commuting and labor market outcomes has been
studied several times before. Some studies highlight that longer commuting time can
reduce job matching efficiency and increase unemployment duration, as workers may face
geographical constraints reducing the pool of potential job offers available to workers.1

1In the exhaustive list you can find Berg and Gorter (1996), Nijkamp et al. (2000),Ommeren et al.
(2000), Ommeren and Fosgerau (2009), Ruppert et al. (2009), Rouwendal (2004), Guglielminetti et al.
(2020).
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Second, the COVID-19 pandemic has dramatically changed the perception of WFH. Be-
fore the pandemic, WFH was often seen as a convenience for some types of workers.
However, with the outbreak of the pandemic and the enforced social distancing measures,
the shift to remote work was mandatory to ensure business continuity. This pushed many
employees who had never worked from home before to adapt to a remote work environ-
ment. This has shown that remote work can be a viable option for many types of jobs,
and many workers have reported enjoying the flexibility and lack of commute associated
with WFH. Hence, the negative perception of remote work has shifted.2

Finally, WFH offers numerous advantages. Firstly, it reduces commute time and costs,
leading to less stress and more available time for work or other activities. Secondly, it pro-
vides greater flexibility and autonomy, allowing workers to effectively manage their time
and minimize distractions. Additionally, WFH enables individuals to create more com-
fortable working environments, enhancing focus and concentration. Lastly, it promotes
improved work-life balance, which contributes to higher job satisfaction and motivation.
Several studies have demonstrated that these advantages result in increased productivity
among remote workers.

Bloom et al. (2015) conducted a randomized controlled trial with a Chinese travel agency
and found a 13% increase in productivity among remote workers compared to the control
group. This increase was attributed to fewer breaks and sick days as well as a quieter
working environment, resulting in more calls per minute. Choudhury et al. (2021) examine
the effect of transitioning from a work-from-home to a work-from-anywhere program at
the United States Patent and Trademark Office using a natural experiment. The findings
reveal a 4.4% increase in output, indicating a positive impact on productivity. Further-
more, Etheridge et al. (2020) investigated the self-reported productivity of home workers
during the UK lockdown. They found that jobs suitable for remote work and those that
increased their WFH intensity prior to COVID reported higher productivity on average.
The study also established a strong correlation between lower productivity and decreased
mental welfare. Finally, Aksoy et al. (2022) found that most employees were favorably
surprised by their WFH productivity during the pandemic. In fact, respondent were
questioned on their WFH productivity relative to expectations. While 31% responded
the same, 56.4% have had a better experience, the remaining being negative. On average
this translates to an increase of 6.7% in productivity for all countries ( 8.1% for US only).

2See Aksoy et al. (2022), Barrero et al. (2020 a), Ozimek (2020) and Felstead and Reuschke (2020).
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On the other hand, there are arguments suggesting a decrease in productivity among
remote workers. For instance, a study conducted by Gibbs et al. (2021) analyzed data
from an Asian IT services company and found that although the number of hours worked
increased, average output declined. They estimated a productivity decrease ranging from
8% to 19% due to higher communication and coordination costs. The negative impact
was found to affect certain groups more, including women, workers with children at home,
and new employees who had not yet adapted to the firm’s culture. Another study by
Kunn et al. (2020) examined the effect of WFH on cognitive performance using data from
chess players. They compared the quality of chess moves made by players before the
COVID-19 pandemic (offline) and during the pandemic (online). The findings revealed
a significant decrease in performance, suggesting that WFH can have a negative impact
on productivity, particularly in jobs requiring high cognitive abilities. Last but not least,
using data from a Fortune 500 firm’s call centers, Emanuel and Harrington (2023) show
that remote work has a negative impact on productivity which is mainly explained by the
negative worker selection into remote work. They show that not only the number of calls
per hour drop but also with it, its quality and, thus, more prevalent for less experienced
workers.

Several factors may contribute to the decrease in productivity associated with remote
work. Firstly, there is the challenge of separating work and personal life, which can lead
to burnout or distractions. Secondly, the lack of social interaction and support in remote
work environments can result in feelings of isolation and decreased motivation. Technical
issues, such as slow internet speeds or incompatible software, can also hinder productivity.
Additionally, difficulties in collaborating with colleagues or accessing necessary resources
can slow down work processes.3 Nevertheless, we follow Barrero et al. (2023) and attribute
this debate -on the positive or negative effect of WFH on productivity- to the concept
and definition of productivity itself and focus on the effect of the time saved through
not commuting. In fact, following the SWAA, we assume an increase in productivity for
remote workers as respondents use the saved commuting time in 40% into extra work.

Taking into account those three main shifts we show that although the Post-COVID
economy suffers from the increase in commuting costs, the decrease in the disutility in
remote work and the increase in productivity of remoters offset this negative impact.
Furthermore, we show that when the disutility of remote work is sufficiently low, it leads
to lower unemployment and wage inequalities between the two zones. Moreover, we

3For more on the effects of WFH on productivity, studies such as Felstead and Reuschke (2020),
Ozimek (2020), Brynjolfsson et al. (2020), and Aksoy et al. (2022) provide extensive insights.
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conduct an analysis of the welfare of the unemployed and economic wealth. It highlights
the benefits of reducing remote work disutility. In fact, results depict a win-win situation
by improving the welfare of the unemployed and reducing the welfare gap between rural
and urban areas while increasing at the same time the overall wealth in both economies.

Finally, we use this framework to study whether the market chooses the efficient level
of vacancies and employment, as a social planner can do. Indeed, one can argue that
due to the increase in remote work possibilities, unemployed individuals might not only
intensively search for jobs in their local area but also explore opportunities globally,
leading to externalities caused by the negative congestion effect. In this paper, we contrast
the equilibrium achieved by a social planner who optimizes vacancies and employment
levels for the overall societal welfare with the equilibrium achieved by the market. Our
findings reveal that, despite the market not accounting for certain negative externalities,
the increase in remote work does not contribute to a strong increase in these externalities.

This research article not only illuminates the detrimental impact of commuting costs on
the labor market but also presents a solution to mitigate this long-standing issue. Com-
muting can pose various challenges, including time-consuming travel, stress associated
with public transportation, delays, strikes, and the high costs of fuel. On the other hand,
WFH allows individuals to evade these difficulties. However, it comes with its own set
of challenges, such as potential difficulties in collaboration with colleagues, maintaining
a healthy work-life balance, and technical issues. This paper aims to demonstrate the
extent to which WFH can benefit the labor market while also engaging with the scope
of urban and rural literature. Previous studies have already explored the connections be-
tween urban economics and labor economics.4 By examining these connections, we aim to
gain a comprehensive understanding of how WFH can benefit both these diverse markets
and contribute to reducing inequalities between them.

The remainder of this paper is organized as follows. Section 1.2 presents the model, and
Section 1.3 discusses calibration, data and the model fit regarding the Pre-COVID data.
Section 1.4 depicts the model’s results due to the Post-COVID shifts. Section 1.5 presents
the planner’s problem and its solutions. Finally, Section 1.6 concludes.

4See Zenou (2009) for insights into urban labor economic theory.
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1.2 Model

We aim to analyze, on one hand, the effect of working from home on the labor market
with search and matching frictions. On the other one, we want to forecast the effect of
this new trend on inequalities between two heterogeneous labor markers. To do so, the
DMP model is extended to feature (i) regional heterogeneity between urban and rural
areas (ii) occupational choice between fully on-site, remotely or in hybrid arrangement
and (iii) working from home intensity in the hybrid set up.

1.2.1 Search

Spatial labor market and search process : The economy is divided into 2 hetero-
geneous spatial labor markets: urban and rural. In each spatial zone, there is a repre-
sentative firm j = {u, r}. Firms in the different spatial zones produce the same good y.
However, there is a heterogeneity in the productivity levels between the two areas. Each
firm j post vacancies Vj. Unemployed worker n residing in area i can either match with
a firm within his residential area or in the other one. Following Lacava (2023), an unem-
ployed worker searches with a higher intensity γ ≥ 0.5 in the region where he is residing,
and with a lower intensity 1 − γ in the other one. This difference, in search intensity,
can be explained as cultural and language differences. It is assumed to be exogenous to
the labor market and is symmetric across regions. Once, a worker and firm meet, they
discover with whom they match and decide whether the worker should work fully on-site,
fully remote or in a hybrid set-up.

Matching: Unemployed worker seeking to find a job in zone j (i.e Job seekers JSj) is
the sum of a share of unemployed worker living in zone j and searching with intensity γ
(i.e γUj) and a share of unemployed worker living in zone i and searching with intensity
1−γ (i.e (1−γ)Ui). Those job seekers and vacancies Vj meet through a matching function.
Following Den Haan et al. (2000), the matching function for each sector is5

Mj(JSj, Vj) =
JSjVj

(JSµ
j + V µ

j )
1/µ

With JSj = γUj + (1− γ)Ui

5This matching function imply that the job finding and vacancy filling rate lay between [0; 1].
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Noting the tightness of market j as θj =
Vj

JSj
, the job finding rate in zone j is fj =

Mj

JSj
=

(1 + θ−µ
j )−1/µ. An unemployed worker meet the firm in his own region with a probability

fjj = γ× fj and in the other region with a probability fji = (1− γ)× fj. The probability
for a firm j to fill its vacancy is qj =

Mj

Vj
= (1+ θµj )

−1/µ. A vacancy meets an unemployed
worker in the other region with probability qji = qj × ωji and in the same region with a
probability qjj = qj × (1− ωji) with ωji =

(1−γ)Ui

JSj
.

1.2.2 Value function of Employed and Unemployed Worker

As stated before, there are three type of workers : On site, remote and hybrid workers
c = {o, r, h} and two spatial zones : urban and rural. Each worker can work either on
site, remotely or in a hybrid setting in his own residential area or in the other one. The
choice between working full time on-site, remotely or in a hybrid arrangement is based on
a joint decision between the firm and the worker through Nash Bargaining.

Employed Worker:

Working on-site (WOS) : When working on-site, employees might experience the
challenges of commuting, including the time spent traveling, the stress associated with
public transportation, potential delays in transportation services, and the inconvenience
of dealing with strikes. Additionally, they need to allocate time to prepare themselves
to be professionally presentable for work. All of these factors are encompassed in the
disutility of WOS, denoted as g(τ). Each period, the value of τ is randomly drawn since
these challenges can vary from one period to another. Since these parameters primarily
relate to time, we approximate this disutility using the following g(τ) = cττ , where τ
represents the commuting time and cτ represents the commuting costs. Additionally,
considering that the commuting experience varies between commuting within the same
residential area or between two different areas, we assume that these commuting costs
depend on the workers’ residential/working areas.

Working from home (WFH) : WFH presents its own set of challenges, such as
potential difficulties in collaborating with colleagues, the struggle to maintain a healthy
work-life balance, and technical issues that may arise. In addition, workers may have to
incur certain expenses related to WFH, such as managing a comfortable workspace or
dealing with increased electricity bills. All of these factors are considered in the disutility
of working from home, denoted as ζ. Similarly to the commuting costs, we acknowledge
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that the WFH experience can vary between urban and rural areas, leading us to assume
that this parameter is specific to the residential areas of the workers.

Working in Hybrid Arrangement (WHA) : In this set-up, workers allocate a por-
tion λ of their working time to WFH (referred to as the intensity of WFH in WHA), while
the remaining portion, 1 − λ, is spent WOS. Consequently, they experience a disutility
of (1 − λ)g(τ) associated with WOS. However, we assume that the intensity of WFH in
WHA has a non-linear impact on the disutility of remote work i.e ζ. This is because
the disutility of WFH may increase as the amount of time spent in remote work rises,
potentially leading to social isolation, compromised work-life balance, and blurred bound-
aries between work and personal life. Consequently, hybrid workers will also experience a
disutility of H(λ)ζ associated with WFH. Additionally, we consider that hybrid workers
incur a flexibility cost, denoted as ch, due to the transition between different work environ-
ments. This flexibility cost could arise from the need to adjust schedules to accommodate
office days or to be prepared to work with varying devices or software depending on the
location. For simplicity, we assume that the flexibility cost is proportional to the degree
of disutility experienced in WFH, leading to ch = αhζ.

Therefore, denoting L(τ, λ) as the disutility of a worker, we have the following :

L(τ, λ)


g(τ) if working on-site
ζ if working from home
(1− λ)g(τ) +H(λ)ζ + ch if working in hybrid arrangement

With H(λ) = 1 − (1− λ) (1− log(1− λ)). This function exhibits the following charac-
teristics: (i) as the intensity of WFH in WHA approaches zero (respectively, one), the
disutility experienced by workers becomes similar to that of individuals who are fully
WOS (respectively, fully WFH). Specifically, H(0) → 0 and H(1) → 1. (ii) When solving
for the optimal intensity of WFH in WHA, denoted as λ∗, this function allows for the
possibility that as the disutility of WOS approaches zero (respectively, infinity), work-
ers choose an intensity of WFH in WHA of 0% (respectively, 100%). In other words,
limτ→0λ

∗ = 0 and limτ→+∞λ
∗ = 1.6

6The maximization program leading to the determination of λ∗ is solved in this section.
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Occupational choice : Given that the disutility of WOS is randomly determined in
each period, workers and firms make their choice by maximizing the total surplus gener-
ated by the match. If the disutility is sufficiently low, they opt for WOS. If the disutility
is high enough, they choose to WFH. However, when the disutility falls within an inter-
mediate range, workers select WHA as their preferred option.

The value function of a worker n with an occupational choice c ∈ {o, r, h}, working in
zone j ∈ {u, r}and residing in zone i ∈ {u, r} is given by

W c
n,ji(τ) = wc

n,ji(τ)− Lc(τn,ji, λn,ji) + β
[
sjUi + (1− sj)

∫ τmax

0
W e

n,ji(τ)dG(τ)
]

(1.1)

With,
W e

n,ji = max
{
W o

n,ji;W
r
n,ji;W

h
n,ji

}
Unemployed Worker:

Unemployed worker, residing in zone i can find a job in his own area with a probability
fii or in the other area with a probability fji. Once a worker and firm meet, they choose
the optimal occupational choice c for the worker. Let Ui be the expected discounted flow
of income when unemployed in zone i, hence

Ui = b+ β
[
fii
∫ τmax

ii

0
W e

n,ii(τ)dG(τ) + fji
∫ τmax

ji

0 W e
n,ji(τ)dG(τ) + (1− fii − fji)Ui

]
(1.2)

1.2.3 Firms:

We make two assumptions regarding productivity levels: (i) Managerial Quality: There
exists a disparity in productivity levels among firms (ii) Quality of Labor: Workers
possess different levels of productivity. As a result, when a rural worker is employed by an
urban firm, he benefits from the superior managerial quality of the firm. Conversely, when
an urban worker is employed by a rural firm, the rural firm benefits from the high quality
of labor provided by the urban worker. Furthermore, a worker residing and working in an
urban area enjoys the advantages stemming from both. Finally, for simplicity, we make
the assumption that the managerial quality and the quality of labor induce the same
productivity gains. This translates as following
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yuu = yrr × (1 + αu)
2

yur = yrr × (1 + αu)

yru = yrr × (1 + αu)

Value of Vacancy

Firm j posts vacancies that are filled with the endogenous probability q(θj). Firms cannot
ex-ante discriminate between the residential areas of unemployed workers. Therefore,
firms cannot post different types of vacancies for each area. Noting κ the per unit of time
cost of posting a vacancy and Vj its value while unfilled, the value of an unfilled vacancy
can only be written in terms of the expected value from a filled job ( i.e J̄j)

Vj = −κ+ β[qjJ̄j + (1− qj)Vj] (1.3)

The expression for the expected value of a filled job in firm j is given by

J̄j = (1− ωji)J̄jj + ωjiJ̄ji (1.4)

With, J̄ji = G(τR1
ji )J̃o

ji+
(
G(τR2

ji )−G(τR1
ji )
)
J̃h
ji+
(
1−G(τR2

ji )
)
J̃r
ji and J̃o

ji =
∫ τ

R1
ji

0 Jo
nji(τ)dG(τ)

G(τ
R1
ji )

,

J̃h
ji =

∫ τ
R2
ji

τ
R1
ji

Jh
nji(τ)dG(τ)

G(τ
R2
ji )−G(τ

R1
ji )

.

Value of Job

Once a firm meets a worker, it can observe his residential area and commuting time.
Hence, given the wage bargaining process specified below (leading to wc

ji), a firm producing
in zone j have a value of employing a worker n, residing in area i and working in the
occupation c of the following:

J c
n,ji(τ) = yji − wc

n,ji(τ) + β[sjVj + (1− sj)J̄ji] (1.5)
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Free entry condition

The free entry condition leads to Vj = 0. Hence, equation 1.3 becomes

κ

qj
= β[(1− ωji)J̄jj + ωjiJ̄ji] (1.6)

Law of motion of employment in firm:

Firms can employ workers residing in the same location or in the other one. The WOS
disutility τ is revealed after the match. Hence the law of motion of employment for firm
j employing workers from i is given by

N c
ji = Gc(τRji )

[
(1− sj)[N

o
ji +Nh

ji +N r
ji] + q(θji)Vj

]
(1.7)

with,


Gc(τRji ) = G(τR1

ji ) for c = o

Gc(τRji ) = G(τR2
ji )−G(τR1

ji ) for c = r

Gc(τRji ) = 1−G(τR2
ji ) for c = h

Hence, nothing Nji =
∑cN c

ji, Ui = 1−Nii −Nji and Uj = 1−Njj −Nij we have

sjNji = fjiUi (1.8)

1.2.4 Nash Bargaining

The match surplus generated by worker n, residing in area i, working in occupation c

in firm j is W c
n,ji − Ui and the match surplus generated by the firm employing him is

J c
n,ji−Vj. Hence, the total surplus (Sc

n,ji) generated by this match is obtained as the sum
of those two as following

Sc
n,ji = W c

n,ji − Ui + J c
n,ji − Vj (1.9)
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Noting η, the worker’s bargaining power, wages are determined upon meeting with a
simple Nash bargaining :

wc
n,ji = argmaxwc

n,ji
{(W c

n,ji − Ui)
η(J c

n,ji − Vj)
1−η}

The Nash-bargaining solution we
n,ij for a problem with transferable utility satisfies

W c
n,ji − Ui = ηSc

n,ji (1.10)

J c
n,ji = (1− η)Sc

n,ji (1.11)

Nothing S̄ji = G(τR1
ji )S̃o

ji+
(
G(τR2

ji )−G(τR1
ji )
)
S̃h
ji+
(
1−G(τR2

ji )
)
S̃r
ji and S̃c

ji,t =
∫ I Sc

nji,t(τ)dG(τ)

Gc ,
equation 1.9 leads to

(1− β(1− sj))S̄ji = yji − L̄(τji, λji)− b− β
[
fjiηS̄ji + fiiηS̄ii

]
(1.12)

Equation 1.12 shows that the average surplus generated by the match of a worker residing
in zone i and working in zone j is related to the outside option of this worker as he can
find a job in his own residential area.

Recall the job creation condition leads to:

κ

qj
= β[(1− ωji)J̄jj + ωjiJ̄ji]

Using equation 1.11 and 1.12, we have

κ

(1− η)qj
= β[(1− ωji)S̄jj + ωjiS̄ji] (1.13)

1.2.5 Wages

The solution of Nash program gives the following wage of a worker n residing in i and
working in j

wc
n,ji(τ) = η

[
yji + β

(
fjiJ̄ji + fiiJ̄ii

)]
+ (1− η)[Lc(τn,ji, λn,ji) + b] (1.14)
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Wages can be divided into two components: (i) The first component is influenced by the
firm’s profitability and the tightness of the labor market. When the unemployed search
for a job, they can match with a firm within they residential area or in the other one.
This gives them bargaining power to negotiate wages based on this outside option. This
is represented by fjiJ̄ji+fiiJ̄ii. (ii) The second component is determined by the disutility
associated with their chosen occupation, which they also have the ability to negotiate
Lc(τn,ji, λn,ji).

1.2.6 The intensity of WFH in WHA :

The optimal intensity of WFH in WHA is given by maximising the total surplus generated
by a match (i.e ∂Sh

n,ji

∂λn,ji
= 0 ), leading to7

λ∗n,ji = 1− e
−

cji,τ τn,ji
ζi (1.15)

1.2.7 Occupational Choice:

Worker and firm engage in Nash Bargaining and then assess the occupational choice by
comparing the total surplus generated by the match for each of the three occupational
choices. They weigh these values and select the thresholds that determine which occupa-
tional choice will be ultimately chosen.

Choice between On-site and Hybrid The solution is given by equalizing the total
surplus generated by the match in the two occupations

So
n,ji − Sh

n,ji = W o
n,ji − Ui + Jo

n,ji −W h
n,ji − Ui + Jh

n,ji = 0

Leading to :

λ∗n,jicτ,jiτn,ji −H(λ∗n,ji)ζ − ch = 0 (1.16)

7In Appendix A.1 we show that this solution is the same when maximising through Nash bargaining
or profits maximisation.
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Choice between Hybrid and Remote

Sr
n,ji − Sh

n,ji = W r
n,ji − Ui + Jr

n,ji −W h
n,ji − Ui + Jh

n,ji = 0

Leading to :

ζi − (1− λ∗n,ji)cτ,jiτn,ji −H(λ∗n,ji)ζ − ch,i = 0 (1.17)

1.2.8 Numerical Resolution

The steady-state equilibrium cannot be determined analytically. However, it is computed
by the fixed point iterative algorithm described below. Noting I = {jj, ji, ij, ii}

1. The values of the reservation commuting time τRI and the intensity of WFH in WHA
λ∗n,I are exogenous to the model.

2. Guess the initial value of θj and θi.

3. Compute the job finding rate fI .

4. Using equation 1.8 solve for the employment levels NI and hence compute ωI .

5. Using equation 1.12 compute S̄I .

6. Finally using equation 1.13 update the belief on θi and θj.

1.3 Parameters’ Calibration

1.3.1 Parameters

The model parameters are calibrated on data prior to the COVID-19 crisis. Hence, the
calibration is set on data before 2018 the later included. The vector of parameters to be
calibrated:

Ψ = {β, η, b, κ, µ, cτ,w, cτ,b, µτ , στ , αu, ζu, ζr, αh, su, sr, γ},

u is for urban, r is for rural, cτ,w is the commuting cost within the same area such that
cτ,w = cτ,ii = cτ,jj and cτ,b is the commuting cost between two different areas such that
cτ,b = cτ,ij = cτ,ji.
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Usual Parameters: The time discount factor β is equal to 1/(1 + 0.0573)(1/12).8 The
value of bargaining power is set to the mean bargaining power found in the literature (
i.e η = 0.5). For the remaining parameters we summarize the data used to calibrate the
model.9

1.3.2 Data

Since we have little data on rural and urban zone, we will use data on educational at-
tainment for unemployment rate, job separation rate and wages. This data will be linked
to the one with the level of educational attainment in those two areas to build a data
specific to each zone.

Diploma

Workers in urban areas generally have higher levels of educational attainment compared
to rural areas. Table 1.1 illustrates this difference, indicating that the proportion of
workers with less than a high school degree or a high school degree is higher in rural areas
compared to urban areas. Conversely, the share of workers with a bachelor’s degree is
higher in urban areas (31.9%) than in rural areas (18.5%). This observation suggests that
the quality of the labor force may differ between the two areas.

LHS HS Coll. Bach. Share of pop
Urban 13.6% 26.1% 28.4% 31.9% 84%
Rural 16% 35.9% 29.6% 18.5% 16%

Table 1.1: Educational attainment for adults 25 and older Urban Vs Rural.
Estimated average from 2000 to 2018

8This value matches the mean discount rate in a historical cross-country panel of asset prices data
used in Petrosky-Nadeau et al. (2018), which is 5.37% per annum.

9See Appendix A.2 for the data construction and details.
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Wages

Table 1.2 reveals that urban workers enjoy an 8% wage premium. This premium can be
attributed not only to the higher quality of labor in urban areas but also to the presence
of higher managerial quality in those areas.

Median Wage
Urban 3373
Rural 3119

Table 1.2: Median monthly earning Urban versus rural from 2000 to 2018.

Unemployment, Job finding rate and Job separation rate

We follow Kandoussi and Langot (2021) to construct data on unemployment, and JSR
but we only focus on data from 2000 to 2018. Using data on educational attainment in
each zone, we obtain Table 1.3. This Table shows that unemployment rate is higher in
rural areas and that it can be partly explained by the fact that workers in rural areas
separate more easily than those in urban areas.

Urban Rural
JSR 0.0182 0.0200
UR 0.0588 0.0642

Table 1.3: Job flows Urban Versus Rural.

Worker Flow between Rural and Urban Areas

To identify the workers flow between the residing area and the working one we cross-file
between two datasets10: (i) The first one indicate the Residence County to Workplace
County Flows for the United States 2011-2015 5-Year ACS Commuting Flows while (ii)
the second indicate the Percentage of the total population of the county represented by
the urban population in 2010. We can hence build a dataset indicating the number of

10Both series are from United State Census Bureau.
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flows for the four different possibilities: (i) From Urban to Urban (ii) From Urban to
Rural (iii) From Rural to Urban (iv) From Rural to Rural. We can therefore summarize
the information in Table 1.4. We find that the share of urban workers on total workers
is 84% and that the share of workers residing in urban zone and working in rural zone is
only 11% which is not counterfactual.

pRU pTot
RU

Value 0.11 0.087

Table 1.4: Workers flows from Working County to Residence County. pRU =
NRU

NUU+NRU
and pTot

RU = NRU

NTot

Commuting parameters

As stated before, WOS disutility is primarily related to time, we approximate this disutil-
ity as g(τ) = cττ , where τ represents the commuting time and cτ represents the commuting
costs. Hence, we aim to calibrate those two parameters to match the data.11

Commuting Time and Distance : Using the American Community Survey 2018 we
estimate that commuting time follows lognormal Pdf with µτ = 3.3 and στ = 0.6.

Commuting Costs : Following The Clever Real Estate, to account for commuting cost,
3 variables will be taken into account : (i) fuel (ii) maintenance and (iii) opportunity. On
average the total monthly commute costs adds up to ctotal = cf+cm+cop = 46+83+148.4 =

277.4$.

Working From Home

Using the the 2017-18 Leave and Job Flexibilities Module of the American Time, Dey et al.
(2020) estimate that the percentage of workers who are able to work and did teleworker
in the non metropolitan area’s is about 3.4%, while this number is around 10% in metro
areas. Hence we have, SWFH,r= 0.034 and SWFH,u = 0.1. Moreover, we assume that
workers in hybrid arrangement choose to WFH for 2 to 3 days a week. Hence, this lead
to an average intensity of WFH in WHA of λ∗ = 0.5.

11See Appendix A.2 for more details.
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1.3.3 Identification

Direct identification : Using Table 1.3, we identify su = 0.0182 and sr = 0.02 and
from the commuting time data, we set G⇝ LogN(3.3, 0.6).

Indirect identification : To identify the remaining parameters

Ψ = {b, κ, µ, cτ,w, cτ,b, αu, ζz, αh, γ},

We use the following :

Φ =

{
Wu

Wr

, URz,t, pRU , p
Tot
RU ,

ctotal
w̄z

,SWFH,z, λ

}
,

with z ∈ {u, r}, we have dim(Ψ) = dim(Φ) = 10. We search for Ψ aiming to minimize
the root mean square error for each time series in Φ. Table 1.6 report the results.

1.3.4 Calibration Result

Parameters Value
Time discount factor β 0.995

Wage Bargaining power η 0.5
Job Separation rate in urban su 0.0182

Job Separation in rural sr 0.0200
Productivity of workers living in rural area and working in rural area yrr 1

Average commuting time µτ 3.3
Standard deviation of commuting time στ 0.6

Table 1.5: Parameter Using external information.

First, it appears that the gaps between the targeted and simulated moments are overly
reasonable. The value of the opportunity costs of employment b is 0.202 which is lower
than the calibration found in the literature however it is within the range of 18% to 60%
of the average wage. Moreover, in this framework workers are not only compensated for
their outside option (unemployment) they are also compensated for their disutility related
to their occupational choice. Once those two parameters are taken into account, the total
benefits, that a worker can bargain for, range from 0.28 to 0.63 . The cost of opening
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a vacancy is set to 0.211 which is close to the 20% of the expected present value of the
lifetime wage. The elasticity of the matching function (µ = 0.405 ) is close to the value
used by Petrosky-Nadeau and Zhang (2017) (0.407), however, it is significantly lower than
the value obtained by Den Haan et al. (2000) (1.27). The productivity premium in the
urban area is 0.038 meaning that both managerial and labor quality are higher in urban
areas.

Parameters Value Moments Data Model
The value of unemployment activities b 0.202 URurban 0.059 0.056

The fixed cost of vacancy posting κ 0.211 URrural 0.064 0.066
Elasticity of the matching function µ 0.405 Wurban

Wrural
1.083 1.070

Productivity premium for urban area αu 0.038 pTot
RU 0.087 0.062

Search intensity γ 0.849 pRU 0.106 0.123
Commuting costs in urban cτ,w 0.003 cτ,uτ̄

w̄urban
0.082 0.079

Commuting costs in rural cτ,b 0.004 cτ,r τ̄

w̄rural
0.089 0.104

Disutility of WFH ζu 0.281 Share of remote workers 0.100 0.101
Disutility of WFH ζr 0.424 Share of remote workers 0.034 0.033

Hybrid costs αh 0.107 Intensity of WFO in WHA 0.500 0.493

Table 1.6: Model’s Calibration, Target and Simulated Moments.

This calibration also shows that the disutility of doing remote work is higher for rural
workers than for urban ones. This reflects the fact that teleworking can be challenging
for workers who do not have access to the necessary technology and equipment. In fact,
urban areas tend to have more infrastructure and resources that support remote work,
such as high-speed internet, coworking spaces, and other amenities that make it easier
for workers to work from home or other remote locations. Moreover, rural areas tend to
have more agriculture and manufacturing jobs that may require physical presence and
face-to-face interactions.12

Finally, the search intensity is set to 0.849 which is slightly lower than the value estimated
by Lacava (2023) to match the net migration rate (i.e 0.961).

12This aligns with empirical research that indicates the unequal distribution of remote work across
countries, regions, industries, and occupations, as mentioned in Dingel and Neiman (2020).
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Vacancy filling rate Job finding rate wages
Work Urban-live Urban 0.073 0.267 1.023
Work Rural-live Urban 0.014 0.041 1.016
Work Rural-live Rural 0.095 0.232 0.949
Work Urban-live Rural 0.015 0.047 0.982

Table 1.7: Model’s Results: VFR, JFR and Wages.

Urban Versus Rural : The steady-state results, in table 1.7 show that urban workers
are always better off whether they work in urban or rural areas compared to the rural
workers. Moreover, working in the urban area is always the best option for the two types
of workers as the wages are higher in this area due to the higher productivity. This will
increase the job finding rate in this area making the rural one less attractive which creates
a congestion effect and makes the vacancy harder to be filled in urban areas.

W̄u W̄r

On-site 1.0067 0.9515
Hybrid 1.0616 1.0293
Remote 1.1199 1.1108

Table 1.8: Model’s Results: Wages and Occupational choice

On-site, Hybrid and remote : Table 1.8 presents the findings that employees who
work remotely or have hybrid work arrangements tend to earn higher wages than those who
work exclusively in a traditional office setting. This finding is not surprising nor is new.
In fact, Gariety and Shaffer (2007) finds that WFH is associated with an overall positive
wage differentials using Current Population Survey supplement on work schedules and
work at home. Moreover, Dingel and Neiman (2020) show that WFH jobs pay more than
job that cannot be done at home. One of the reason for this trend can be traced back to
the Pre-COVID era when remote work was less prevalent and perceived as risky. Workers
had concerns about the challenges and isolation that could arise from working remotely,
leading to a higher perceived disutility. To compensate for this disutility, employees
demanded higher wages.
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1.4 Model’s Implications

According to a study by Barrero et al. (2023), it is estimated that the number of full days
worked at home quadrupled from the Pre-pandemic levels. This increase in remote work
is attributed to a number of factors, including better-than-expected remote working ex-
periences, investments in physical and human capital that facilitate remote work, reduced
stigma associated with remote work, and sanitation concerns. In fact, they emphasize
that for the two quarters of 2023, full days worked at home account for 28 percent of paid
workdays among Americans 20-64 years old. In this section, we will (i) explain this 20.2
increase in the share of remote workers after the Covid-19 crisis. (ii) Study the effect of
this shift on labor market outcomes in two heterogeneous areas (urban and rural). (iii)
Finally, evaluate the benefit of WFH on inequalities between these two areas. Particu-
larly, we will see how WFH impacts inequalities in unemployment, wages, unemployed
welfare and economic wealth.

1.4.1 Post COVID-19 Economy

We consider three main shifts in the model : (i) The increase in commuting costs, (ii)
The increase in remote workers productivity and (iii) the shift in the disutility of working
from home.

Commuting costs : The model should take into account all the element that may
influence the workers’ decision to choose between WFH or WOS. Equations 1.16-1.17
show that for higher commuting costs, workers are less willing to commute and WOS.
The change in this parameter should influence labor outcomes. In fact, Gasoline prices
rose by 28.8% from 2018 to the two first quarter of 2023 according to the US Department
of Energy.13 In this model, it is equivalent to an increase of commuting cost by 5%.14

Hence, in the new economy c′τ = cτ × 1.05.

13We take Gasoline as a reference because it is the most commonly used U.S. transportation fuel
according to the U.S. Energy Information Administration

14The monthly cost of fuel will become cf = 59.3$ making the average monthly commuting costs to
ctotal = 291, which represent an increase of 5%.
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Remote workers’ productivity : There is an ongoing debate regarding whether re-
mote workers experience an increase or decrease in productivity. While some studies
suggest that remote workers benefit from reduced commuting time and costs, greater
flexibility and autonomy, improved working conditions, and a better work-life balance
resulting in higher job satisfaction and motivation, others argue that the difficulties in
separating work and personal life, lack of social interaction and support, and challenges
in collaborating with colleagues or accessing necessary resources can lead to decreased
productivity while working from home.15

In this paper, we follow the 2022 Survey of Working Arrangements and Attitudes.16 We
assume an increase in productivity for remote workers. In fact, in this survey, respondents
use the saved commuting time in 40% into extra work, 19.7% into indoor leisure, 16.2%
into chores at home and the remaining into outdoor leisure and childcare. If we establish
as in the Fair Labor Standards Act that the standard workday is 8 hours (40 hours a
week), and if we estimate that remote workers save approximately 1 hour in commuting
per day (27 minutes per round trip), and that they use 40% of this saved hours working
at home, hence this estimates that remote workers are 4.5% more productive.

The disutility of WFH : The disutility of WFH can be estimated by considering both
monetary expenses and the shift in the stigma associated with WFH. Monetary expenses
include technology and communication expenses (such as computers, software, and inter-
net) as well as workspace expenses (desk, chair, office supplies, etc.). Unfortunately, there
is no available data on the variation in workspace expenses between 2018 and 2023. How-
ever, due to disruptions in the supply chain and increased demand for furniture during
this period, it is reasonable to assume that prices may have increased, thereby increasing
the disutility of remote work. This variation could be reported as a "+x%" increase for
now. For technology expenses, we can use the Bureau of Labor Statistics (BLS) data on
the Consumer Price Index (CPI) for Computers, Peripherals, and Smart Home Assistants
in the U.S. city average for all urban consumers. Based on the 2007=100 price index,
the variation in technology expenses is approximately an 8.7% decrease between 2018 and
2023.

15See Emanuel and Harrington (2023), Bloom et al. (2015), Choudhury et al. (2021), Etheridge et al.
(2020), Gibbs et al. (2021) and Kunn et al. (2020) for both sides of arguments.

16See SWAA
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The psychological factor is related to the decrease in the stigma associated with WFH.
Before the COVID-19 crisis, remote work was perceived as risky and less prevalent. How-
ever, with the pandemic, remote work became more widespread, and workers became
accustomed to it, reducing the perceived disutility. According to a survey by Barrero
et al. (2020 a), 6.6% of respondents reported a decrease in their perception of WFH,
while 65.1% reported an increase. The remaining respondents reported no change.17 As
it is challenging to precisely quantify this variation in stigma, it can be reported as a
"-y%" decrease.

To incorporate these factors, we multiply the parameters ζ1 and ζ2 by a scaling parameter,
denoted as δ, resulting in ζ ′1 = δ × ζ1 and ζ ′2 = δ × ζ2. The available data indicates that
δ = 0.913 + ∆. Finally, ∆ will be calibrated so that the share of remote workers in
the Post-Covid economy is at 26.9% (i.e increase of 20.2 ppt compared to the Pre-Covid
economy). ∆ ≥ 0 means that the variation in work pace expenses overpowers the decrease
in the psychological factor.

1.4.2 The COVID "Shocks"

Shifts in the Model’s Parameters :

As stated before, we will study the impact of these three shifts on the model. Hence
in the new benchmark, we have : ζ ′

= δ × ζ, c′τ = cτ × 1.05 and, yr = yo × (1 + αr),
which will change the two values of τR1

ji,t and τR2
ji,t.18 Moreover, for simplicity, we assume

that hybrid workers gain half of the increase of remote workers productivity leading to
yh = yo × (1 + αr

2
). These shifts in the model’s parameters will affect workers’ and firms’

decisions as now the productivity levels are different depending on the occupational choice.

17Ozimek (2020) also reports that 56% of hiring managers experienced a better than expected shift
to WFH. Felstead and Reuschke (2020) report that 88.2% of workers who worked at home during the
lockdown would like to continue working at home.

18αr is scaled by the level of heterogeneity between on-site and remote workers, denoted as δ (i.e
αr = 4.5% × δ). It is important to note that as δ approaches zero, the heterogeneity between these
two type of workers also decreases, as every worker chooses to work remotely. Since αr is a measure of
the difference between these two states, it should decrease as the level of heterogeneity between them
decreases.
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Shift in the Value Functions :

Equations 1.1 to 1.3 remain unchanged. However, equation 1.5 becomes

J c
n,ji(τ) = ycji − wc

n,ji(τ) + β[sjVj + (1− sj)J̄ji] (1.18)

With yrji = yoji × (1 + αr) and yhji = yoji × (1 + αr/2)

Nash Bargaining leads now to the following surplus function

(1− β(1− sj))S̄ji = ȳji − L̄(τji, λji)− b− β
[
fjiηS̄ji + fiiηS̄ii

]
(1.19)

With, ȳji = G(τR1
ji )yoji+

(
G(τR2

ji )−G(τR1
ji )
)
yhji+

(
1−G(τR2

ji )
)
yrji, leading to the following

wage equation

wc
n,ji(τ) = η

[
ycji + fjiβJ̄ji + fiiβJ̄ii

]
+ (1− η)[Lc(τn,ji, λn,ji) + b] (1.20)

As the productivity level is not dependent on the intensity of WFH in WHA, the optimal
value of the latter remains unchanged. Finally, the reservation value of commuting time
leading to the choice of occupation should now be solved for

Choice between On-site and Hybrid

yhji − yoji + λ∗n,jicτ,jiτn,ji −H(λ∗n,ji)ζ − ch,i = 0 (1.21)

Choice between Hybrid and Remote

yhji − yrji + ζi − (1− λ∗n,ji)cτ,jiτn,ji −H(λ∗n,ji)ζ − ch,i = 0 (1.22)
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1.4.3 Results

We compare the labor market outcomes from the Pre-COVID crisis to the Post-COVID
economy in 2023, where the commuting costs increased, the productivity of remote workers
increased and the disutility of WFH decreased while assuming that there are no other
exogenous factors that may impact the labor market. Table 1.9 presents the main changes
in the labor market outcomes, and we investigate how each parameter shift influences the
labor outcomes by allowing one parameter at a time to remain unchanged.

The analysis reveals that ∆ must be equal to −0.201 to meet the 20.2ppt increase in the
share of remote workers. This reveals that the confinement period decreased the stigma
associated with WFH, and that this decrease overpowers the increase in the workspace
expenses. This aligns with Barrero et al. (2020 a), Ozimek (2020), and Felstead and
Reuschke (2020) who reported that the perception of WFH has shifted positively.

Second, we find that compared to the Pre-COVID period, the benchmark unemployment
rate in both rural and urban areas has slightly decreased. This is mainly due to the fact
that, although the increase in commuting costs has increased the bargained wages and
made workers less profitable for firms, the large decrease of WFH stigma coupled with the
increase of their productivity overpowers the negative effect on the firm’s profitability. In
column (3) of the table, where there is no increase in commuting costs, we observe that
if the economy experiences only a shift in productivity and in the disutility of WFH, the
unemployment rate would have decreased further while wages would have increased at
the same time. Moreover, the increase in commuting costs explains only a small portion
of the increase in the share of remote work, while the largest part of this shift is explained
by the change in remote worker productivity (see column (5)).

Additionally, in column (4) of the table, where only the disutility of remote workers did
not change, we find that the decrease in disutility has dampened the negative effect of
the increased commuting costs on the unemployment rate. Furthermore, in column (5)
of the table, where the increase in productivity of remote workers is set to 0, we observe
that the drop in unemployment rate would have been slightly higher if the increase in
productivity of remote workers did not occur and this, for both areas.

In conclusion, the main decrease in the unemployment rate between the Pre-COVID econ-
omy and the Post-COVID one is mainly due to the high level of productivity reinforced by
the decrease in worker disutility, as a higher share of remote workers is now present in the
economy with higher productivity, making them more profitable for firms. This decrease
is dampened by the increase in commuting costs but is overall overpowered. Our findings
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highlight the importance of considering the interplay between productivity, commuting
costs, and worker disutility when analyzing the labor market outcomes in a Post-COVID
economy.

Pre-COVID Post-COVID
(1) Benchmark (2) ∆cτ = 0 (3) ∆ζ = 0 (4) αr = 0 (5)

UU 0.0564 0.0561 0.0560 0.0563 0.0563
UR 0.0657 0.0655 0.0654 0.0657 0.0657
U 0.0614 0.0612 0.0611 0.0614 0.0614
wU 1.0221 1.0370 1.0366 1.0398 1.0219
wR 0.9548 0.9613 0.9606 0.9598 0.9549

Share of remote 0.0673 0.2691 0.2538 0.1722 0.1642

Table 1.9: Understanding The shift in the labor market.

1.4.4 The effect of Remote Workers Disutility

In the benchmark economy, we have seen that the increase in commuting costs has had a
negative impact on labor market outcomes, leading to a slight increase in unemployment
rates in both urban and rural areas. However, this negative effect is offset by the increase
in remote worker’s productivity and the decrease in remote worker’s disutility. Specifically,
the increase in remote worker productivity has contributed to a higher share of remote
workers in the economy, making them more profitable to firms and helping mitigate the
negative impact of higher commuting costs on labor outcomes. Additionally, the decrease
in remote worker disutility has enhanced the effect of the latter mechanism.

To analyze, further, how this WFH disutility influences the outcome of this model, we
multiply ζu , ζr with a scaling parameter in the Post-COVID benchmark case and see how
the model will evolve. Hence, we have now ζ

′
u = δ × ζu and ζ ′

r = δ × ζr with δ = [0; 1.5].

Figure 1.1 is divided into three panels. For δ = 0.712, the economy is at its Post-
COVID Benchmark. Panel a shows that the proportion of remote workers decreases as
the disutility of teleworking, denoted as ζ, increases. This means that when the disutility
of teleworking decreases, the relative value of WFH increases compared to WOS. At a
ζ = 0 level, the value of WFH (as determined by Equation 1.1) depends only on the
worker’s wage. Meanwhile, the value of WOS becomes less appealing, as workers still
incur commuting costs. Therefore, workers and firms tend to choose remote work more

45



frequently when the disutility of teleworking is lower. Moreover, Panel b of the same figure
shows that the intensity of WFH in WHA, denoted as λ∗, is also a decreasing function
of ζ for similar reasons as stated before. However, in Panel c, the total share of hybrid
workers in the economy is a non-monotonic function that initially increases and then
decreases, with a maximum at around δ = 0.33, on average. This is because when the
disutility of teleworking is low enough, workers tend to prefer fully remote work instead
of a hybrid arrangement. Conversely, when the disutility of teleworking is high enough,
workers tend to prefer fully on-site work instead of a hybrid arrangement. Therefore, the
share of hybrid workers is the highest at an intermediate level of this disutility of.
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Figure 1.1: Share of remote workers as a function of ζ

Wages : Alexandre and Pallais (2017) conducted a large-scale randomized control trial
for a national call center and found that workers are willing to accept an 8% reduction in
wages to work from home. In the same spirit, Aksoy et al. (2022) show that employees
value the option of working from home 2-3 days per week at 5% of pay on average. This
model features the same trend. In fact, Figure 1.2 presents several interesting findings
related to wages for both urban and rural workers in the benchmark economy. Panel (a)
shows that, overall, wages for urban workers are higher than for rural ones. However, panel
(b) shows that as δ decreases, wages for urban workers decrease more rapidly than for
rural ones. Interestingly, wages for rural workers working in rural areas actually increase
for intermediate values of δ in the range of 0.16 to 1, while urban wages continue to
decrease. However, for values of δ below 0.16, wages for both rural and urban workers
decrease. Hence, as in Alexandre and Pallais (2017) and Aksoy et al. (2022), workers are
willing to accept lower wages to WFH.
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Figure 1.2: Wages as a function of ζ
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Figure 1.3: Disentangling Wages
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To understand these findings, we disentangle the two parts that constitute wages in the
model. The first part is driven by market tightness, while the second part depends
on factors such as the disutility of remote work and job type (on-site, hybrid, or fully
remote). Figure 1.3 shows that there are two contradictory mechanisms at play. On one
hand, as δ decreases and workers become more profitable due to their high levels of remote
productivity, the first part of wages also increases (panel (a) and (b)). On the other hand,
as the disutility of remote work decreases, the second part of wages decreases (panel (c)
and (d)).

The total effect on wages observed in Figure 1.2 can be explained as follows. In general,
the effect of the decreased disutility in the second part of wages outweighs the increase in
worker profitability, resulting in an overall decrease in wages. However, for rural workers
working in rural areas, the effect is more complex. For intermediate values of δ (0.16 to
1), the effect of worker profitability dominates and wages increase. However, for values of
δ below 0.16, the effect is driven by lower worker disutility, resulting in lower wages for
both rural and urban workers.

Finally, in Panel c of Figure 1.2, it is shown that the wage gap between urban and rural
workers decreases as δ decreases, resulting in lower inequalities.

Unemployment rate: Figure 1.4 displays that the unemployment rate increases as the
disutility of teleworking, driven by δ, increases. For the lowest values of δ, unemployment
rates in both urban and rural areas are at their lowest points and converge respectively
toward 5.4% and 6.3% . On one hand, this is because, for low levels of disutility, workers
are willing to bargain for lower wages in exchange for working remotely, (see in Figure 1.2).
On the other hand, as the disutility of remote workers decreases, the share of this type
of workers increases and with it the overall profitability (as the productivity of remote
workers is high). The speed decline in unemployment rate through the decline of δ is more
pronounced for rural workers than urban ones as they become relatively more profitable
compared to the case where δ = 1. This decreases the unemployment gap between both
areas and hence the inequalities between these two areas.
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Figure 1.4: Unemployment rate as a function of ζ

1.4.5 The Impact of WFH on Welfare and Wealth

Are Unemployed Workers Better Off?

In his book Pissarides (2000), the author argues that measuring the welfare of society
should not be based solely on economic growth or the welfare of those who are employed.
Instead, he emphasizes the importance of considering the welfare of those who are un-
employed. Hence, we evaluate the impact of WFH disutility on unemployed welfare and
its inequalities. As depicted in Panel (a) of Figure 1.5, unemployed workers are better
off when they are residing in the urban area. This can be attributed to the fact that
rural workers experience a large gap in job finding rates, given the initial productivity
differences between them and their urban counterparts (i.e., when δ = 1) as shown in Fig-
ure 1.6. Moreover, Panel (b) of Figure 1.5 shows that the unemployed welfare inequality
decreases with the disutility of WFH only for low values of δ. As stated before, this is
because for δ = 1, there are initially more remote workers in urban areas compared to
rural areas, the higher remote productivity leads to increased demand for remote workers
in urban areas, making them more attractive to firms. Consequently, the job-finding rate
in urban areas is higher than in rural areas, leading to higher inequalities between the
two zones. Nevertheless, as the value of δ decreases, not only the welfare of unemployed
workers increases but also with it a decrease in the disparities between the two regions.
Thus, a lower WFH disutility is beneficial, for the unemployed well-being, if this disutility
is sufficiently low to attract a significant number of remote workers in both areas.
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Figure 1.5: Measuring the Welfare of Unemployed Workers. The blue (red) line
represent the urban (rural) area.
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Measuring Economic Wealth

Although we have shown that unemployed welfare is positively impacted with lower values
of WFH disutility. It is also interesting to see, how the overall economic wealth in the
two areas evolves depending on the different cases. In this framework, we approximate
the effect of WFH on wealth as its effect on net production (NP ) in each area :

NPi = ȳji −
∑
J

pjiL̄(τji, λji)− κ

with pji =
Nji

Nji+Nii
.

In Figure 1.7, Panel (a) demonstrates that decreasing disutility among remote workers
leads to an increase in overall net production in both regions. This is due to two factors:
the direct effect of the reduction of remote disutility and the indirect effect on total
commuting costs in the economy. As the disutility of WFH decreases, the proportion of
on-site workers decreases, resulting in fewer people commuting and incurring those costs.

However, Panel (b) of the same figure shows that for intermediate values of δ, this de-
crease in disutility results in greater divergence in net production, with urban zones being
favored. This is because firms in urban zones benefit not only from higher managerial and
labor quality but also from a higher proportion of remote workers. Therefore, both the
costs of commuting and working from home decrease more rapidly in the urban economy
for intermediate values of δ. Only when δ reaches very low values does the rural zone
begin to catch up.

The analysis of the welfare of the unemployed and economic wealth highlights the ben-
efits of reducing remote work disutility. It results in a win-win situation by improving
the welfare of the unemployed and reducing the welfare gap between rural and urban
areas. Additionally, it increases overall net production in both economies. However, the
reduction in disutility only narrows the welfare and the net production gap between the
two zones for low values of remote work disutility.
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Figure 1.7: Net Production
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1.5 Social Planner

Consider a social planner who, in each period, chooses a sequence of vacancies levels V ≡
[Vi, Vj] and employment levels N c ≡ [N o

jj, N
o
ij, N

o
ji, N

o
ii, N

h
jj, N

h
ij, N

h
ji, N

h
iiN

r
jj, N

r
ij, N

r
ji, N

r
ii]

in order to maximize the present discounted value of output net of vacancy costs. Hence,
the planner solves the following recursive problem

V(Nt) = max
C

Dt + βVt+1(Nt+1)

s.t


Dt =

∑I
i

∑J
j

∑C
c N

c
t,ji(yji − Lc

ji) + (2−
∑I

i

∑J
j

∑C
c Nt,ji)b− κ(Vt,j + Vt,i)

N c
ji,t = Gc(τRi,t)

[
(1− sj)

∑C
c N

c
ji,t−1 +Mj,tωji,t

]
Mj,tωji,t ≥ 0 (λpji,t)

With C = {N c
t , Vt}

The first order condition conditional on Vt,j

Noting, J̃p,c
ji = ∂V

∂Nc
ji

with J̃p,c
ji =

∫ τmax
0 Jp,c

ji dG(τ)

Gc(τRij )
and J̄p

ji =
∑C

c Gc(τRij )J̄
p,c
t,ji the first order

condition leads to the following, steady state relation (See Appendix A.3.1)

κ
∂Mj(γUj+(1−γ)Ui,Vj)

∂Vj

= β
[
(1− ωji)J̄

p
jj + ωjiJ̄

p
ji

]
(1.23)

κ
∂Mi(γUi+(1−γ)Uj ,Vi)

∂Vi

= β
[
(1− ωij)J̄

p
ii + ωijJ̄

p
ij

]
(1.24)

Noting ϵM |V = ∂M
∂V

V
M

, equation 1.23 can be rewritten as :

κ

ϵMj |Vj
qj

= β
[
(1− ωji)J̄

p
jj + ωjiJ̄

p
ji

]
(1.25)

The first order condition conditional on N c
t,I

At the steady state the FOC leads to (See Appendix A.3.2 for more details)

(1− (1− sj)β) J̄
p
ji = yji − L̄(τji, λji)− b− β

[
fjiϵMj |JSj

J̄p
ji + fiiϵMi|JSi

J̄p
ii − Eji

]
(1.26)

(1− (1− si)β) J̄
p
ii = yii − L̄(τii, λii)− b− β

[
fjiϵMj |JSj

J̄p
ji + fiiϵMi|JSi

J̄p
ii − Eji

]
(1.27)
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With,

Eji = fji(1− ωji)
[
1− ϵMj |JSj

] [
J̄p
jj − J̄p

ji

]
+ fiiωij

[
1− ϵMi|JSi

] [
J̄p
ij − J̄p

ii

]
(1.28)

1.5.1 Optimality

Recall, the equilibrium in the market is defined by

κ

(1− η)qj
= β[(1− ωji)S̄jj + ωjiS̄ji] (1.29)

(1− β(1− sj))S̄ji = yji − L̄(τji, λji)− b− β
[
fjiηS̄ji + fiiηS̄ii

]
(1.30)

(1− β(1− si))S̄ii = yii − L̄(τii, λii)− b− β
[
fjiηS̄ji + fiiηS̄ii

]
(1.31)

Proposition: If S̄ji = J̄p
ji, ϵMj |Vj

= ϵMi|Vi
= 1−η, ϵMj |JSj

= ϵMi|JSi
= η and Eji = Eij = 0,

then the search externalities are "eliminated" and the market decisions are optimal.

For the sake of simplicity let M(JS, V ) = V αJS1−α, in this case, ϵMj |Vj
= ϵMi|Vi

= α and
ϵMj |JSj

= ϵMi|JSi
= 1− α. This leads to η = 1− α which is the original Hosios condition.

In appendix A.3.3, we show that Eji = Eij = 0 leads to γ = {0, 1
2
, 1}. Therefore, the

market has the optimal level as the planner if the latter chooses a level of search intensity
such that γ = {0, 1

2
, 1} and that the share of workers (firms) in the surplus of a match is

equal to the elasticity of the matching function with respect to the corresponding search
input.

This shows, that the market allocation is not optimal. However, the source of externality
is not due to WFH itself but from the search of unemployed workers in the two markets.
Market can reach optimality in a Hosios sens if and only if the bargaining power of a
worker is equal to the elasticity of the matching function with respect to JS and that
unemployed workers either search equally in both markets or focus 100% of their search
on one market. Therefore, it is interesting to see how this externality influences the
equilibrium.
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1.5.2 Numerical Resolution of the Planner’s Problem

As in the Market equilibrium, the steady-state equilibrium cannot be determined analyt-
ically. However, it is computed by the fixed point iterative algorithm described below.
Noting I = {jj, ji, ij, ii}

1. The values of the reservation commuting time τRI and the intensity of WFH in WHA
λ∗n,I are exogenous to the model.19

2. Guess the initial value of θj and θi.

3. Compute the job finding rate fI and the matching elasticities ϵM |JS and ϵM |V .

4. Using the law of motion of employment solve for the employment levels NI and
hence compute ωI .

5. Using equation 1.26 compute J̄p
I .

6. Finally using equation 1.25 update the belief on θi and θj.

1.5.3 Results

To study the effect of this search externality we focus on the case where γ = 0.5. In
fact, the corner solutions γ = {0, 1} are not interesting, as they lead to an equilibrium
of two separate markets with no interactions. Therefore, we start by computing the
planner solution with γ = 0.5. This gives us, the optimal bargaining power for workers
i.e ϵMj |JSj

= ηj. In Appendix A.3.6 we show that ϵMj |JSj
= ϵMj |JSj

(θj) is specific to each
area. We export this ηj to the market equilibrium and compute the optimal level in the
market in the Pre and the Post-COVID economy.20 We then shutdown the condition that
the share of workers in the surplus of a match is equal to the elasticity of the matching
function (i.e η ̸= ϵM |JS) and see how it impacts the equilibrium. Finally, We compare
those two results with the benchmark economy where neither of those conditions, leading
to optimality, are respected ( i.e η ̸= ϵM |JS and γ ̸= 0.5).

19In Appendix A.3.4 and A.3.5 we show that the planner solution is similar to the market solution.
20Note that when both conditions are respected (i.e ϵMj |JSj

= ηj and γ = 0.5) the equilibrium is
similar in the market and for the social planner.
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Table 1.10 shows that whether the economy is in the Pre or Post-COVID economy the
optimal solution leads not only to a higher level of unemployment rate but also to similar
levels in both areas. First, when workers take into account the externality that one
unemployed worker put, by searching in both areas, on other unemployed workers and
internalize it in his bargaining power, this leads to higher levels of bargained wages, hence
to lower levels of profitability leading to higher levels of unemployment (See column (2)
and (5) in the table). Second, when γ = 0.5, unemployed workers search equivalently in
both areas leading to a similar probability of finding a job within the same area. This does
not mean that the tightness in both markets are similar (i.e θu ̸= θr) but that unemployed
workers have equal chances to access the job (i.e fuu = fur ) and that the low levels of
productivity of rural workers are compensated with lower wages (wuu ≥ wur). Columns
(3) and (6) of the table show that when both those conditions are not met, not only
the unemployment levels are lower but also the urban area is advantaged compared to
the rural one. In fact, unemployment levels are lower at the same time wages are higher
leading to a higher gap between those two areas.

Pre-COVID Post-COVID
Optimum (1) η ̸= ϵM |JS (2) (2) + γ ̸= 0.5 (3) Optimum (4) η ̸= ϵM |JS (5) (5) + γ ̸= 0.5 (6)

UU 0.0695 0.0618 0.0564 0.0692 0.0615 0.0561
UR 0.0695 0.0618 0.0657 0.0692 0.0615 0.0655
U 0.0695 0.0618 0.0614 0.0692 0.0615 0.0612
wU 1.0088 1.0080 1.0221 1.0251 1.0230 1.0370
wR 0.9797 0.9727 0.9548 0.9871 0.9806 0.9613

Table 1.10: The Effect of Optimality Conditions. In column (2) and (5) we take the
benchmark level of the worker’s bargaining power η = 0.5. In column (3) and (6) we take
the benchmark search intensity levels γ = 0.849.

Comparison between the Pre-COVID and Post-COVID effect of those optimality condi-
tions shows that the differences in unemployment rate between the optimal level and the
benchmark cases are similar and did not evolve with the changes that occurred in the
economy between these two periods. Although it is out of the scope of our model, one
can directly see that with the decrease in the disutility of remote work, it is easier for
workers to search in other areas than the one where they reside in. In this case, the search
intensity γ is a decreasing but asymptotic function of WFH. Hence, with the shift that
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happened in the economy between the two periods (i.e the increase in commuting costs,
increase in remote worker’s productivity and the decrease in the disutility of remote work)
workers may be willing to search more intensely in other areas, as remote work is more
widespread, leading to a closer solution to the optimal one.

To have an insight on the matter, we simulate the Post-COVID economy as in section
1.4.4 (i.e ζ ′

= δ×ζ). However, in this case, we impose that the search intensity within the
same residential area is positively correlated with this disutility. That is to say, when the
level of WFH disutility is at its Pre-COVID levels so does the search intensity. However,
when this WFH disutility is at its lowest levels, the search intensity reaches the 50%
levels, leading to an equal search in both areas. Figure 1.8 shows that when the level of
the disutility reaches zero, the unemployment rates are at 6.7%, and this for both areas.
Although Panel (a) of this figure shows that this market equilibrium is not optimal for
higher values of δ, Panel (b) of this same figure shows that the decrease of WFH disutility
makes the equilibrium reaches its optimum at a faster pace.
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Figure 1.8: Unemployment Rate when Search Intensity depends on WFH levels.
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1.6 Conclusion

This study examines the impact of the new WFH trend on labor market outcomes. Using
a structural model we explain the 20ppt increase in the share of remote workers after
the Covid-19 crisis and its effect on labor market outcomes in two heterogeneous areas.
More precisely, we show that the increase in commuting costs has led to a slight increase
in the unemployment rate in both urban and rural areas, which has been offset by the
increase in remote workers’ productivity and the decrease in worker disutility. Moreover,
we evaluate the benefit of WFH on inequalities between these two areas. We find that
reducing remote work disutility results in a win-win situation by improving the welfare of
the unemployed, narrowing the welfare gap between rural and urban areas, and increasing
overall wealth in both economies.

In this paper, our primary focus has been on examining the direct impact of WFH on
the labor market and inequalities between two specific areas. However, it is important to
recognize that WFH can have broader implications for the economy, leading us to highlight
a few key areas that warrant further exploration in the near future. Firstly, it would be
valuable to extend the model to encompass several regions that are not easily accessible
through commuting, where WFH becomes the primary option for employment matching.
For instance, we anticipate that permitting workers to reside in Bali while working for
firms in France could have a more pronounced effect on labor markets, highlighting the
importance of considering a wider geographic scope. Furthermore, as WFH becomes more
prevalent, firms can potentially reduce costs associated with office space. A decrease in
those costs may influence firms’ employment decisions. To incentivize WFH, companies
may choose to allocate a portion of their saved office rent towards WFH expenses and
utilities for their employees. This approach not only enhances productivity but also
helps alleviate concerns employees may have about WFH. Lastly, this study also raises
interesting possibilities regarding the potential of WFH or working anywhere in mitigating
rural-urban migration patterns while improving labor market outcomes. Exploring this
aspect in future research, using an expanded version of this structural model, could provide
valuable insights into the dynamics at play.
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2.1 Introduction

The COVID-19 crisis has led to severe lockdown measures, on account of heightened health
and sanitation concerns. These sanitation measures have generated an unprecedented
increase in US unemployment. Moreover, these measures did not affect all workers in the
same way. In fact, as depicted in Figure 2.1, the impact is the highest for workers with less
than a high school diploma.1 Furthermore, the two last crises have induced very different
changes in workers’ flows. In fact, while the COVID-19 crisis induced a brutal and high,
in magnitude, response of unemployment and its flows, the subprime crisis impact was
lower in magnitude but much higher in persistence (see Figure 2.2). This makes it harder
to identify a parsimonious model able to explain this particular succession of crises.2
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Figure 2.1: Rises in monthly unemployment rates by diploma after Subprime
and COVID-19 crises. Increases in percentage points relative to the pre-crisis levels. Black: Less
than High School diploma. Khaki: High School diploma. Gray: College degree. Camel: Bachelor and
more degree. Panel a: COVID-19 crisis. Panel b: Subprime crisis.

One of the important factors explaining the differences between those two crises is the
large increase in temporary separations, during the COVID-19 crisis, leading to a higher
use of recalls. In fact, Hall and Kudlyak (2022) explain that the subprime crisis leads to a
higher number of "jobless" unemployed workers (i.e not temporally furloughed) causing

1See also Lee et al. (2021) and Falk et al. (2021) for detailed analysis of the unequal unemployment
rise during the COVID-19 crisis.

2Note that the COVID-19 crisis has strongly raised the non-participation rate (-3.2 pp from February
to April 2020). However, we observe that the speed at which the unemployment and the non-employment
(unemployed and non-participants) come back to their pre-crisis level are the same (see Appendix B.1 for
more details on these data). This leads us to focus on only unemployment adjustments in the following.
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a highly persistent unemployment rate. On the other hand, the number of unemployed
workers with jobs (i.e temporally furloughed) has increased largely during the COVID-19
crisis which led to a less time-consuming search and matching process and hence to a
more rapid recovery of the unemployment rate.
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Figure 2.2: Dynamics of monthly workers flows and stock after Subprime and
COVID-19 crises. Red: COVID-19 crisis. Orange: Subprime crisis. Increases in percentage points

relative to the pre-crisis levels.

In the current study, we develop a general equilibrium model with matching frictions
that reproduces the impact of the lockdown on heterogeneous workers in the United
States (U.S.).3 We propose an original extension of the DMP model, which introduces
(H1) worker heterogeneity, (H2) time-varying microeconomic risks over the business cycle,
(H3) congestion externalities in the hiring costs, and (H4) real-wage rigidity. This model
is calibrated to reproduce the impact of the 2008 subprime crisis on unemployment and
workers’ flows. Using this calibrated model, we reveal the COVID-19 shocks, specific to
each type of job, that allow it to fit the monthly labor market data since March 2020.
The constraints on market exchanges induced by the lockdown are modeled as reductions
in Total Factor Productivity (TFP). We introduce two measures of the Coronavirus Aid,
Relief, and Economic Security (CARES) Act. On one hand, unemployed workers benefit
from an important increase in unemployment benefits.4 On the other, the CARES act
provides incentives for firms to hold back their workers through the Paycheck Protection

3Our work thus pursues those of Petrosky-Nadeau and Zhang (2021), Hall (2017) and Hall and Kudlyak
(2020), which shows how the DMP model can explain previous crises.

4Government add $600 in weekly benefits for all eligible unemployed workers during the first wave
and $300 during the second wave.
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Program (PPP).5 There were two rounds of PPP, the first begins in April 2020 and ends
in August 2020 and the second takes place in January 2021 and ends by May 2021. Taking
advantage of our structural approach, we estimate the lockdown induced constraints for
different jobs, as well as the effectiveness of the CARES act to dampen the impact of this
recession on the unemployment risk of different workers.

The main challenge consists of extending the DMP model such that it explains large crises.
First, the unemployment rate more than doubled within one month of the COVID-19 cri-
sis. Second, the unemployment rate has never experienced a rapid decline suggesting that
the nature of the crisis and its related public intervention may explain the non-persistence
of unemployment compared to the previous crisis.6 Third, the increase in unemployment
risk during the crisis depends highly on the worker type (i.e., heterogeneity matters).7,8 Fi-
nally, not only specific to the COVID-19, the distribution of job productivity for each job
varies during the business cycle, with heterogeneity increasing during times of recession.9

To explain the impact of various crises on US unemployment, an extended version of the
DMP model including assumptions (H1)-(H4) is developed for an economy where workers
have heterogeneous educational attainments.10 We start by showing that our model can

5The PPP of the CARES provides loans to firms. These loans become subsidies if covered operating
costs exceed the loan amount and the borrower maintains headcount. A large majority of firms have
asked for loan forgiveness by holding their workforce. See section 2.4 and Baker et al. (2020) for more
details.

6Hall and Kudlyak (2020) show that, during periods of recovery over the past 70 years, we can see
a 0.5-percentage-point reduction in unemployment per year, which suggests that the COVID-19 crisis
would be resolved within 15 years.

7Robin (2011) and Lise and Robin (2017) show that heterogeneity matters in accounting for aggregate
labor dynamics. See also Ferraro (2018) & (2000) and Adjemian et al. (2021).

8Empirical investigations of Adams-Prassl et al. (2020) show that, for some occupations, workers’
ability to undertake a large percentage of their tasks from home (i.e., “telework”) is limited; this is
especially true for low-income professions. Using the European Union labor force survey, Fana et al.
(2020) show that most of the negative effects of the lockdown measures are concentrated on less-skilled
workers. Indeed, the sectors forcefully closed by decree of their decomposition are characterized by
low wages and high separation rates. These findings suggest that worker heterogeneity matters in the
evaluation of the lockdown impacts on unemployment.

9This fact has been underscored by Bloom (2009) and put in light again for the COVID crisis in Bloom
et al. (2020).

10Heterogeneity in educational attainment is fixed over time so as it is consistent with a model that
lacks mobility among submarkets. This distinguishes our modeling strategy from that of Gregory et al.
(2020), who define three worker groups on the basis of their “performance” with respect to labor market
transitions. Heterogeneity by education level seems to be well suited to predicting workers’ type-specific
effects of the lockdown measures, and their heterogeneous effects (see Adams-Prassl et al. (2020), Fana
et al. (2020), Lee et al. (2021) or Falk et al. (2021)).
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reproduce the impact of the 2008 subprime crisis. Although this crisis is not similar to the
COVID-19 one, having a model that reproduces the observed asymmetric adjustments of
the US labor market (i.e., rapid increase and slow recovery), and the unemployment risk
inequalities (i.e., the least educated are strongly impacted), is essential to forecast the
impact of the COVID-19 crisis.

Using this calibrated model, we identify the size of the shocks needed to reproduce the
COVID-19 crisis. We show that the “direct” impact of the lockdown measures significantly
differs across educational levels: in April 2020, workers without a high school diploma
suffered from a 35% drop in their TFP, while those holding a bachelor degree or more saw
their TFP decreased by only 3%. The negative impact of the lockdown on worker TFP
thus lies between these two extreme cases for the two other worker types (i.e., -22% and
-12.5% for those with a high school diploma and college diploma, respectively ). When
the second wave of restrictions ended in June 2021, productivity levels returned to their
pre-crisis levels.

Moreover, although we do not directly distinguish in our model between temporary layoffs
and jobless unemployed workers, we take into account the effect of this historical increase
in temporary layoffs during the COVID-19 crisis on the (non)-persistence of the unem-
ployment rate. To do so, we assume that the costs of job vacancies are inversely related
to the increase in temporary layoffs. In fact, as the firm-worker match is preserved, the
use of recalls exempts firms from paying the usual costs associated with hiring a jobless
unemployed worker. The decrease in those costs will, hence, boost the job finding rate
and help employment gain its pre-crisis levels more rapidly.11

We also show that the CARES act helps the economy by stimulating job findings and low-
ering separations. In fact, the CARES act through its large employment subsidies damps
significantly the unemployment increase by braking the separation dynamics and kicking
the hirings: without the CARES act, the unemployment rate would be higher by 18.4 pp
in August 2020, 8.5 pp in January 2021, and 4 pp in June 2021. By assuming that the wage
bargaining process, as all social activity, has been shutdown during the lockdown, the in-
crease of unemployment benefits has only a moderate effect on unemployment dynamics.
This wage rigidity assumption during the lockdown period is supported by Cortes and
Forsythe (2020) who show that conditional on remaining employed, earnings changes dur-
ing the pandemic were not atypical on average, suggesting that the time-limited increase
in unemployment benefits has not affected the wages.

11See Gertler et al. (2022) for a framework with both temporary layoff and jobless unemployment.
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Furthermore, this crisis had also an unprecedented impact on the French labor market.
The unemployment rate went from 7.7% in February 2020 to 23.7% in April 2020 when
including individuals on short-time work as part of the unemployed population. After
reaching this peak in just two months, the subsequent decline in unemployment was also
unprecedented. By September, the unemployment rate, including those on short-time
work, had dropped to 10.65%. As for the US case, these adjustments differed greatly
from those observed in previous crises. However, the government intervention was dif-
ferent in those countries. While in the US the CARES act carried the economy through
unemployment benefits and the PPP program, in France, the government allowed compa-
nies to separate from certain employees without breaking their contracts through partial
unemployment. This enables a faster resumption of work, as it is less costly. Hence, we
use the same conceptual framework recalibrated and adjusted to the French experience
and compare the consequences of those different public policies.

There is already a significant literature studying the impact of the COVID-19 crisis on the
US labor market. Numerous empirical studies, including Gallant et al. (2020), Barrero
et al. (2020 b), Bartik et al. (2020 b), Sahin et al. (2021) among others, attest to the
unprecedented amplitude of the drop in hirings and the increase in separations, both
leading to the spike in US unemployment. Other works based on structural approaches
improve our understanding of the propagation mechanisms of this crisis, such as Gregory
et al. (2020), Hall and Kudlyak (2020) or Bernstein et al. (2020).12 Our paper complements
these previous studies by determining the most parsimonious structural model making it
possible to quantitatively account for the impact of the COVID-19 crisis on the US labor
market, in terms of its amplitude, its persistence, and the resulting inequalities.

The remainder of this paper is organized as follows. Section 2.2 presents the model, and
Section 2.3 discusses calibration and model-fits regarding the 2008 subprime crisis data.
Section 2.4 presents projections for the impact of COVID-19 on the US labor market and
the effect of the CARES act followed by the analysis of the French experience in section
2.5. Finally, Section 2.6 concludes.

12Kapicka and Rupert (2020) and Birinci et al. (2020) integrate DMP type models into epidemiological
models in order to better analyze the interplay between public health policies and economic efficiency.
Bianchi et al. (2021) provide empirical support on links between unemployment changes and health
outcomes. This very interesting normative approach is beyond the scope of the present paper.
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2.2 Model

We aim to analyze the effect of aggregated and disaggregated shocks within a general
equilibrium model with Search and Matching frictions.13 We add two important exter-
nalities with respect to the canonical DMP model —both of which aim to account for the
greatest difficulties in times of crisis. First, the units’ recruitment costs increase when
unemployment rises, thus magnifying the congestion externality on hirings. Second, the
dispersion of idiosyncratic productivities (microeconomic uncertainty) is countercyclical.
The consumption choices generate interactions among different labor markets through the
endogenous relative prices of goods.14 Only a mass 1 − φ of the population has access
to financial markets and can finance firms wishing to reopen after activity cessations.15

We make the assumption that in the financial market, the capitalists can either use their
savings to accumulate a storable good or to finance the opening of new jobs.

2.2.1 Consumers

The labor market for each skill s is segmented, and we assume that each skill s can
produce only one type of product j (perfect correspondence between s and j). The mass
of workers of each skill (educational attainment) is ωs. The preferences are defined over
goods j ∈ Jt ⇔ s ∈ St. When all markets are open, St is s = 1, ..., S, where S is the
maximal number of varieties (skills). Otherwise, dim(St) = St < S.

Financially unconstrained agents: the capitalist. The capitalists aim to maximize
the sum of their discounted utility, which is given by

∞∑
t=0

βt
t

(
(CK

t )1−ν

1− ν
+ AbBt

)
with CK

t = S
1

1−σ

t

(∑
s∈St

(CK
s,t)

σ−1
σ

) σ
σ−1

,

where CK
t denotes the basket of consumption goods and Bt the composite storable goods

that provide utility. The consumer price index (CPI) is defined by pt =
(

1
St

∑
s∈St

p1−σ
s,t

) 1
1−σ

13We make abusive use of the term "shock" because we will perform deterministic simulations of
unanticipated sequences of exogenous variables.

14This strategy allows to account for substitution between goods that can be affected differently by the
lockdown (see Krueger et al. (2020)).

15These financial markets are necessary for the borrowing of firms wishing to reenter the market after
periods of closure.
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and is normalized to unity (pt = 1, ∀t). Storable goods accumulate as follows:

Bt+1 = (1− δ)Bt + S
1

1−σ

t

(∑
s∈St

(IKs,t)
σ−1
σ

) σ
σ−1

− φ

1− φ

∑
s/∈St

ωsψsκs,tVs,t,

If a firm chooses to open a vacancy at time t (i.e Vs,t), it will pay related costs κs,t.16

Hence, we assume that a capitalist finances the firm’s reopening costs (i.e., the last term
of the last equation). Because markets s /∈ St are not open at this period t, the unit
cost of each transaction between the capitalist and a reopening firm is ψs. The budgetary
constraint of this representative agent is

CK
t + IKt =

φ

1− φ

(∑
s∈St

ωsDs,t −
∑
s/∈St

ωsψsκs,tVs,t

)
− Ts,t ≡ Rt − Ts,t

⇒ Bt+1 = (1− δ)Bt +Rt − Ts,t − CK
t ,

where Ds,t and Ts,t are, respectively, the dividends earned collected from the firms of
sectors s = 1, ..., S and the taxes . When s ∈ St, this dividend is positive, whereas when
s /∈ St, this dividend is negative and equal to κs,tVs,t for each firm planning to reopen in

the next period. The Euler equation defines the discount factor β̃t = βt

(
CK

t+1

CK
t

)−ν

, where
βt is the discount factor shocks.

In the following, we assume that Bt > 0, ∀t.17 This assumption is sustainable because the
pricing of the vacancy costs prior to reopening (ψs) can be arbitrarily low. The particular
assumptions made with regard to the capitalist’s preferences drive consumption to be
autonomous; this property implies that all the income fluctuations of the capitalist are
absorbed by changes to their inventories Bt+1.18

Financially constrained agents: the workers. Workers are risk-neutral and are
characterized by their skill q = 1, ..., S. The preferences of each agent i with the skill q
are defined as follows:

CL
i,q,t = S

1
1−σ

n,t

(∑
s∈St

(CL
i,q,s,t)

σ−1
σ

) σ
σ−1

.

Their resource constraint is given by

Ii,q,t =
∑
s∈St

ps,tC
L
i,q,s,t = CL

i,q,t for Ii,q,t = {wi,q,t(α), bi,q,t} ∀q = 1, ..., S,

16See the firms’ problem below for more details on κs,t
17Indeed, we must have Bt ≥ 0, ∀t. When this constraint is binding, this implies that the capitalist

cannot finance the reopening costs of the firms; this leads them to close, regardless of anticipated profits.

18With the solution for the consumption CK
t =

(
β̃tAb

1−β̃t(1−δ)

)−1
ν

, we have Bt+1 − (1− δ)Bt = Rt −CK
t .
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where wi,t(α) denotes the real wage of the employed worker and bi,t is the real unemploy-
ment benefit of the unemployed worker.

The value functions of each worker are

Wi,q,t(α) =wi,q,t(α) + β̃t

[
(1− sq,t+1)

∫ ∞

αr
q,t+1

Wi,q,t
dG(α)

1−G(αr
q,t+1)

+ sq,t+1Ui,q,t+1

]

Ui,q,t =bi,q,t + β̃t

[
fq,t+1(1− sq,t+1)

∫ ∞

αr
q,t+1

Wi,q,t
dG(α)

1−G(αr
q,t+1)

+ (1− fq,t+1(1− sq,t+1))Ui,q,t+1

]
,

where β̃t is the discount factor and depends on time t because is it is a function of the
discount factor shocks. sq,t is the endogenous job-separation rate, and fq,t is the meeting
rate between an unemployed job seeker and a vacant job position.

2.2.2 Labor market flows

As in the DMP model, a matching function generates meetings, whereas separations result
from the selection of workers that are more productive than an endogenous threshold.
Workers and firms direct their search efforts in one submarket corresponding to a skill
s = 1, ..., S. Following Den Haan et al. (2000), the matching function for each sector is

Ms(Us,t, Vs,t) =
Us,tVs,t

(U τ
s,t + V τ

s,t)
1/τ
,

ensuring that the probabilities of an unemployed worker finding a job per unit of time
fs(θs,t) = M(Ut,Vs,t)

Us,t
= (1 + θ−τ

s,t )
−1/τ and the vacancy to be filled qs(θs,t) = M(Us,t,Vs,t)

Vs,t
=

(1 + θτs,t)
−1/τ are in the interval [0; 1].

At the beginning of each period t, the number of workers inside the firm is the sum of the
hirings in the previous period (qs,t−1Vs,t−1) and the previous employment stock (Ns,t−1).
Then, in each firm i of sector s, an idiosyncratic shock takes place and the productivity
of worker (αi,s,t) is discovered. There are separations if α < αr

i,s,t. This threshold provides
the mass of endogenous separations. Note that the pool of separation includes old and new
matches. The microeconomic shock α is drawn in the time-varying distribution Gs,t(α),
which is a log-normal distribution with a mean µG and a variation σs,t. To account for
the increase in microeconomic risk in a recession, we assume that

σs,t = σG

(
Ut

U

)ξs

, (2.1)

where the current unemployment rate level Ut and its long-term value U are taken as given
at the level of the firm i on the labor market segment s. We choose Ut

U
to be an indicator
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of the crisis. The higher the unemployment rate is far from its steady level, the deeper the
economy is in the crisis and the higher the microeconomic risk. Moreover, the parameter
ξ controls the impact of the recession on σt.19 Once the information on productivity is
revealed, the stock of employment available for production can be determined; from there,
wage-bargaining can occur and, finally, production takes place. It is only at the end of
period t that the stocks of unemployment (Us,t) and employment (Ns,t) are given, allowing
one to determine new matches that occur through the choice of Vs,t, based on qs,t.

The law of motion of employment is

Ns,t = (1− ss)(1−Gs,t(α
r
s,t))(Ns,t−1 + q(θs,t−1)Vs,t−1), (2.2)

where 0 < ss < 1 is the exogenous probability of job destruction. The job-separation rate
is defined by JSRt ≡ ss,t = ss + (1− ss)Gs,t(α

r
s,t), and it gives the INs to unemployment,

given the information of the period t. The job-finding rate is defined by JFRt ≡ fs,t =

(1− ss,t+1)fs(θs,t), and it gives the OUTs to unemployment, taking into account not only
the information of period t but also that of period t+1. Finally, the normalization of the
population size to unity leads to φ

∑S
s=1 ωs(Us,t +Ns,t) + (1− φ) = 1.

2.2.3 Firms

For firm i from sector s, hirings result from a search process that consists of posting the
number of vacancies Vi,s,t that will be matched with unemployed workers with a probability
qs,t; this is not controlled by the firm. The unit cost, in production units, of each vacancy
is given by

κi,s,t = κs,t = κs

(
Us,t

Us

)γs

∀j, (2.3)

where both the current unemployment rate level Us,t and its long-term value Us are taken
as given at the level of the firm i on the labor market segment s; this leads one to
interpret the time-varying component of the vacancy cost as a congestion externality.20

Given that γs depends on s, this congestion externality is sector-specific. Unit costs are
higher during a recession because at such a time, each vacant job (which is scarce in such
a period) receives a very large number of applications (and the number of unemployed

19The countercyclicality of firm-level microeconomic risk is documented by Bloom (2009) and Bloom
et al. (2018) and put in light again for the COVID crisis in Bloom et al. (2020).

20We choose the same functional form as Hall and Kudlyak (2020), but we introduce a sector-specific
parameter γs that induces a sector-specific congestion externality.
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individuals is important). Therefore, recessions increase the cost of treatment for each
application.21

Denoting α̃s,t =

∫+∞
αr
s,t

αdGs,t(α)

1−Gs,t(αr
s,t)

, the production function is22 Ys,t = As,tAtα̃s,tNs,t, where As,t

and At are the skill-specific and aggregate productivity, respectively. Denoting w̃s,t =∫+∞
αr
s,t

ws,t(α)dGs,t(α)

1−Gs,t(αr
s,t)

, and sws,t wage subsidies that a firm may receive, the firm’s objective is
to maximize its discounted profits:

max
+∞∑
τ=0

β̃τ
tDs,t+τ = max

+∞∑
τ=0

β̃τ
t

{
ps,t+τYs,t+τ − (1− sws,t+τ )w̃s,t+τNs,t+τ − κs,t+τVs,t+τ

}
,

subject to Equation (2.2) and the Kuhn–Tucker conditions, given by23

qs(θs,t)Vs,t ≥ 0, λs,t ≥ 0, and λs,tqs(θs,t)Vs,t = 0.

Regime 1. If the expectation of the average job value is sufficiently large to lead Vs,t > 0,
then λs,t = 0. In this case, the dynamics are given by

0 = ps,tAs,tAtα
r
s,t − (1− sws,t)ws,t(α

r
s,t) +

ps,tκs,t
q(θs,t)

ps,tκs,t
qs(θs,t)

= β̃t

[
(1− ss,t+1)

(
ps,t+1As,t+1At+1α̃s,t+1 − (1− sws,t+1)w̃s,t+1 +

ps,t+1κs,t+1

qs(θs,t+1)
− λs,t+1

)]
Note that when the firm cannot sell today (i.e., ps,t does not exist) but expects a recovery,
it can borrow resources from the capitalist and then restart its activity, even after activity
cessation in period t.

21Blanchard and Diamond (1994) were the first to elucidate the foundations of these countercyclical
unit costs, based on the existence of exchange externalities: they show that in a labor market where
entrepreneurs prefer hiring short-term unemployed workers, recessions lead to an increase in the share of
long-term unemployed workers who then congest the hiring process. Hall and Kudlyak (2020) show why
this congestion effect matters if the DMP model is to reproduce the observed persistence of unemployment
after a recession. Moreover, Engbom (2019) and Molavi (2018) suggest that countercyclical hiring unit
costs are supported by the data.

22In the following, we omit for simplicity the index i, which denotes firm i in each sector s because the
equilibrium is symmetrical within sectors.

23See Appendix B.2 for more details on the firm’s problem solutions.
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Regime 2. If the expectation of the average job value is sufficiently low leading to
Vs,t = 0, then λs,t > 0. When Vs,t = 0, we have θs,t = 0 ⇔ q(θs,t) → 1. Therefore, the
dynamics are given by

0 = ps,tAs,tAtα
r
s,t − (1− sws,t)ws,t(α

r
s,t) + (ps,tκs,t − λs,t)

λs,t = ps,tκs,t − β̃t

[
(1− ss,t+1)

(
ps,t+1As,t+1At+1α̃s,t+1 − (1− sws,t+1)w̃s,t+1 +

ps,t+1κs,t+1

qs(θs,t+1)
− λs,t+1

)]
When the solution is constrained at θs,t = 0, then we haveNs,t = (1−ss)(1−Gs,t(α

r
s,t))Ns,t−1

until θs,t+n > 0 in n periods. Note that it is possible to reach Ns,t = 0 if αr
s,t leads to

Gs,t(α
r
s,t) = 1.

2.2.4 Wages

To determine the equilibrium wage, we use a sharing rule of a generalized Nash bargaining
process between the worker and the firm where ηs ∈ (0, 1) is the heterogeneous workers’
relative bargaining weight and bs,t is the heterogeneous workers’ flow value of unemploy-
ment activities. Moreover, as usual in quantitative evaluation of standard DMP models,
it is relevant to introduce real wage rigidities24 — recently reaffirmed by the studies of
Kurmann and McEntarfer (2019) and Jardim et al. (2019)25 and put back in the spotlight
by Cortes and Forsythe (2020) using the COVID-19 crisis experience26. There are several
ways to introduce real wage rigidities in DMP models: (i) an alternating offer bargaining
game as in Hall and Milgrom (2008) or (ii) the incorporation of a wage norm or social con-
sensus as in Hall (2005). Following Blanchard and Gali (2010) or Leduc and Liu (2019),
we adopt the second modeling strategy, knowing that its implications are quite similar to
the first one. Therefore, the real wage is a weighted average of the Nash bargaining wage
and the steady state wage:

ws,t(α) = ϱs

[
ηs

1− sws,t
(ps,tαAsAt + ps,tκs,tθs,t) + (1− ηs)bs,t

]
+ (1− ϱs)ws, (2.4)

24See, among others, Blanchard and Gali (2010), Christiano et al. (2016), Leduc and Liu (2019),
Petrosky-Nadeau and Zhang (2021) . These papers show that DSGE models with a labor market à la
DMP must introduce real wage rigidities to fit the observed characteristics of the US business cycle.

25These studies show that roughly 20% of job stayers experienced nominal wage cuts during the reces-
sion, while less than 10% had their earnings frozen. See also the survey of Elsby and Solon (2019).

26They show that earnings changes for workers who remain employed during the COVID-19 crisis are
not atypical during this time period.
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The free parameter ϱs ∈ [0, 1] measures the skill specific wage rigidity, and ws the steady-
state average wage for each s-type worker. Following Daly et al. (2012) empirical study27,
we assume that wage rigidity decreases with educational level. Hence, we assume that
ϱs = aϱx+ bϱ where aϱ < 0.

2.2.5 General equilibrium

In the following, we normalize the CPI pt = 1, ∀t.

Demand. Given that the baskets of consumption and inventories are described by the
same constant elasticity substitution functions, the aggregate demand for each sector
(Y D

s,t) is given by

Y D
s,t = p−σ

s,t

(
φ
∑

j∈St
ωjC

L
j,t + (1− φ)

(
CK

t + IKt
)

St

)
,

implying that the aggregate demand is Y D
t =

∑
s∈St

ps,tY
D
s,t.

Supply. In each goods market, the aggregate supply Y S
s,t is given by

Y S
s,t = ωs (Ys,t − κs,tVs,t) ,

implying that the aggregate supply is Y S
t =

∑
s∈St

ps,tY
S
s,t.

Government. The budgetary constraint of the government is

(1− φ)Ts,t = φ(bs,t(1−Ns,t) + sws,tws,tNs,t).

Equilibrium. Given that Y D
s,t = Y S

s,t ≡ Y ∗
s,t at the equilibrium, ∀s—which implies Y D

t =

Y S
t ≡ Y ∗

t —the equilibrium prices are deduced from

ps,t =

(
1

St

Y ∗
t

Y ∗
s,t

) 1
σ

∀s ∈ St.

Labor market. Using the wage equation (Equation (2.4)), we obtain the job-destruction
condition (reservation productivity), and the job-creation condition (hirings)28:

αr
s,t = max

{
0;

1

(1− ηsϱs)ps,tAs,tAt

(
ϱs(1− ηs)(1− sws,t)bs,t + ϱsηsps,tκs,tθs,t

+(1− ϱs)(1− sws,t)ws −
(

ps,tκs,t

q(θs,t)
− λs,t

) )} (2.5)

ps,tκs,t
qs(θs,t)

− λs,t = β̃t

[
(1− ss,t+1)

(
ps,t+1As,t+1At+1α̃s,t+1 − (1− sws,t+1)w̃s,t+1

+
(

ps,t+1κs,t+1

qs(θs,t+1)
− λs,t+1

) )]
(2.6)

27See frbsf website for updated data until 2020
28The job-creation condition is obtained by regrouping Equations (B.4)–(B.7) of Appendix B.2.
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Closure and reopening of a business sector. A recession can lead one sector s to
close (Ns,t = 0) or be unable to sell (Ys,t < κs,tVs,t) in period t. If this is the case, then
the number of exchanged varieties is lower than its maximal number (i.e., dim(St) < S).
At the same time, the entrepreneur’s expectations can lead them to reopen in t + 1.
Therefore, it is necessary to borrow in t from the capitalist an amount of their storable
goods to post vacancies at period t in order to restart the activity in t + 1. Given that
this sector s has a “negative” net supply (Y S

s,t = ωs (Ys,t − κs,tVs,t) < 0), there are no sales
for sector s in period t. Without any information on the relative price of these goods s
in t, this transaction is valued at the price ψs in the budget constraint of the capitalist.29

If the capitalist does not exist, firms cannot reopen after a period without sales.

Note that we choose to focus on sectors that match the educational attainment. Hence,
neither this crisis nor the previous ones have resulted in a total shutdown of the production
of one of those sectors. Nevertheless, COVID-19 led to a total shutdown of some industries
(non-food retail, restaurants, hotels, or leisure services). Hence, if the model aims to
replicate the impact on industries rather than education, we would need to address the
scenario of "closure and reopening of a business sector". Therefore, in Appendix B.3, we
run a simulation where the economy is hit by a shock high enough to result in the closure
of some sectors. This sheds light on the importance of this formulation of the capitalist.

2.3 Calibration based on the subprime crisis experience

This section presents our calibration strategy. We use worker flows by education level to
identify the parameters allowing the model to explain the 2008 subprime crisis, driven by
a common shock in each labor market segment.

2.3.1 Parameters based on external information

The model is calibrated at a monthly rate. Thus, the average value for β̃ = 1/(1 +

0.0573)1/12.30 For the capitalist’s preference parameters, we set δ = 0.025/12 following
Harding et al. (2007); we also set ν = 1.7, which is in the range of the estimation of
Attanasio and Vissing-Jorgensen (2003). We calibrate the share of this population to
represent 2% of the overall population, with a saving rate of 10% (See Saez and Zucman

29This shadow price ψs is calibrated such that the storable goods of the capitalist always respect Bt > 0.
30This value matches the mean discount rate in a historical cross-country panel of asset prices data

used in Petrosky-Nadeau et al. (2018), which is 5.37% per annum.

72



(2014)). This allows us to deduce the steady-state values for CK and BK and identify Ab.

For the workers, we normalize the average of the aggregate productivity component to
unity (A = 1). Each “sector” represents the production of a worker type, which is identified
by their educational attainment.31 We restrict the log-normal distributions of α to be the
same for each subpopulation, with a zero mean and a standard deviation equal to 0.12,
as in Krause and Lubik (2007).

2.3.2 Parameters based on first-order moments restrictions

Using data from Cairo and Cajner (2016), we derive worker flows based on Current
Population Survey (CPS) data (January 1976–January 2014). To use a larger sample,
we rescale these data to be coherent with aggregate worker flows calculated from US
Bureau of Labor Statistics (BLS) data (1947–2020).32 The first-order moments of worker
flows used to identify the model parameters are shown in Table 2.1, where all job-finding
rates (JFR) are the same, as they are not significantly different from the average. At the
steady state, these moments are linked by the restrictions URs =

JSRs

JSRs+JFRs
. Assuming,

LHS HS Coll. Bach.
JFR 0.408 0.408 0.408 0.408
JSR 0.051 0.029 0.024 0.013
UR 0.112 0.066 0.056 0.030

Population shares 9.480% 31.976% 31.166% 27.378%

Table 2.1: Worker flows and stocks. Data came from Cairo and Cajner (2016) and cover

the 1976–2014 period; we rescaled these data. For population shares, the data came from the BLS and

cover the 2000–2020 period. The educational attainment typologies are as follows: less that high school

diploma (LHS), high school diploma (HS), college diploma (Coll.) and bachelor degree or more (Bach.).

as in Den Haan et al. (2000) or Krause and Lubik (2007), that 68% of the separations
are exogenous, the job-separation rates by skill (JSRs) give the equilibrium values of the
productivity reservation threshold (αr

s). Using the job-finding rates by skill (JFRs), we
deduce the equilibrium value of the skill specific unemployment rate (θs). Applying the
definitions of the skill specific unemployment rate (URs), we can then deduce vacancies
(Vs) at the steady state. Finally, with the log-normal distribution of α, we deduce the

31As this characteristic practically does not change after entering the labor market, this segmentation
justifies the absence of mobility between “sectors” assumed in our model.

32See Appendix B.4 for more details on the data.
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LHS HS Coll. Bach.
Endogenous separation rate sendos 0.0171 0.0094 0.0078 0.0041
Exogenous separation rate sexos 0.0350 0.0196 0.0163 0.0086

Average worker’s productivity α̃s 1.0118 1.0099 1.0095 1.0085
Bargaining power ηs 0.4247 0.4849 0.4999 0.5410

Ratio of home production to production in business b̃s/α̃s 0.9467 0.9418 0.9401 0.9342
Skill-specific firm productivity As 0.5145 3.4297 4.6644 8.5056

Table 2.2: Results of the calibration using labor market restrictions.

mean productivity of each skill (α̃s). Using Equations (2.5)–(2.6) taken at the steady
state and assuming that κs is proportional to As, s.t. κs = kAs, we identify ηs and
b̃s ≡ bs/(psAs), which are thus skill-specific. The value of k is chosen such that the
average bargaining power over all skills is equal to 1/2.33

Moreover, we restrict the set of parameters to minimize the distance between the skill-
specific relative wage in the model and its empirical counterpart.34 Hence we restrict the
values of {As}Ss=1 such that the model matches the average wages by education level, as
observed in the United States:

wdata
s

mean(wdata
s )

=
psAsΓs∑4

s=1 ω̃spsAsΓs

with Γs = ηs(α̃s + kθs) + (1− ηs)̃bs,

where empirical data are denoted as wdata
s . Nevertheless, this restriction depends on the

equilibrium prices ps. Therefore, this identifying system is solved using all the general
equilibrium restrictions:

ps =

(
1

S

∑S
s=1 psωs (Ys − κsVs)

ωs (Ys − κsVs)

) 1
σ

with Ys,t = AsNsα̃s,

which give the consistent relative prices ps, ∀s. This procedure obtains a unique solution
if we add the normalization

∑
s ωspsAs = 1 (i.e., the average productivity is equal to

unity). The results of this calibration procedure are reported in Table 2.2.

2.3.3 Parameters based on out-of-steady state model implications

To generate a financial crisis, we introduce a common financial shock—which is to say,
one that strikes all economic players uniformly—to reproduce the depression and recovery

33See Appendix B.5 for more details.
34The wage statistics derive from weekly and hourly earnings data from the CPS, over the 2000 Q1 to

2020 Q1 period.
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observed in the US labor market. Following Hall (2017), we model this financial shock as
a drop in the discount rate, as if this rate included variations in the risk premium.35,36

Given that the DMP model is an asset-pricing model, expectations in the risk premium are
important for valuating jobs, and so they have a direct impact on hiring and separation
decisions. By reducing the discount factor, the financial crisis reduces the discounted
value of expected profits, then instantaneously reduces (increases) hirings (separations).
We assume that the sequence of βt is given by the following process:

βt = ρbβt−1 + (1− ρb)β − ϵb,0

ϑ
(t/µb)
b

,

Which is closed to an ARMA(1,1) process, where the AR component is driven by the
parameter ρb, and the MA component is given by, ϵb,0

ϑ
(t/µb)

b

(the parameters µb determines

the hump-shape of MA component).37 To identify the remaining parameters

Ψ = {σ, τ, {ξ}Ss=1, {γs}Ss=1, aϱ, bϱ, ρβ, ϵβ,0, ϑβ, µβ},

with dim(Ψ) = 8 + 2× S and S = 4, we choose moments that describe the worker flows
during the 2008 subprime crisis (i.e., the most recent crisis, prior to COVID-19). This
allows the model to reveal under which restrictions it can generate a deep crisis.38

We identify Ψ using
Φ =

{
{JSRs,t}t1t=t0 , {JFRs,t}t1t=t0

}S
s=1

,

where t0 corresponds to September 2008 and t1 to December 2013. Given that dim(Φ) =

64 × 4 × 2 = 512 > dim(Ψ) = 16, this strategy can be interpreted as an informal test
35Indeed, the risk premium data exhibited a prominent spike in 2008–2009, when it exceeded its

historical average during this Great Recession: the difference between the yield on a risky bond (given by
the 5-Year High Quality Market (HQM) Corporate Bond Spot Rate) and the yield on a Treasury bond
of equivalent maturity rose from 0.6 points in January 2007 to 5.45 points in October 2008. In 2008, the
expectations of an increase in risk led to an increase in the risk premium and thus induced a drop in the
discount factor. Since the risk premium measures expectations of credit risk and default in the economy,
it serves as an important measure by which to monitor markets and ascertain whether a downturn is
expected in the near future.

36In Martellini et al. (2020), a discount rate decrease- by reducing the expected profits- cuts incentives
to open vacancies, but also the job-to-job mobilities and thus job separations, given that agents can
search on-the-job. Hence, the impact of discount rate changes on unemployment is ambiguous. This is
not the case in our model where the reduction of the expected profits cuts the job finding rates and raises
job separation rates leading unambiguously to unemployment increases.

37See Appendix B.6 for the figure of βt.
38We assume that the economy is initially at the steady state. At date t0, the aggregate shock makes

the economy deviate from its steady path. At the final date t⋆, the economy converges back to its steady
state. We set T = t⋆ − t0 = 120, which means that 10 years after the shock, the economy has reverted to
its steady state.
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of the model.39 We search Ψ, which minimizes the root mean square error for each time
series in Φ. Table 2.3 reports the value of the identified parameters.

σ τ aϱ bϱ

Common 2 1.5 -0.14 0.57
Parameters ρb ϵb,0 ϑb µb

0.1 0.085 1.17 2.6

LHS HS Coll. Bach.
Specific Parameters ξs 0.6 0.55 0.5 0.35

γs 0.9 0.6 0.5 0.3

Equilibrium values
ps 4.68 0.96 0.83 0.65
psAs 2.41 3.30 3.88 5.51
ws∑
s ωsws

0.61 0.83 0.96 1.36

Table 2.3: Results of the calibration.

With these parameters, our model appears to reproduce the magnitude and persistence of
the impact of this crisis, as well as these contrasted impacts on heterogeneous workers (see
the Figures in Appendix B.6). The peak in unemployment for those with a diploma, lower
than those issued in high schools, saw a four points increase in the unemployment rate
compared to the 2008 summer level. This increase was by only 3.3 points for those who
graduated from a high school, 3 points for those with a diploma issued by a college, and
1.7 points for those having a bachelor degree or more. The model succeeds in reproducing
this heterogeneity in the labor market. Consistent with the work of Cairo and Cajner
(2016), these differences in the adjustment of unemployment rates are due to the greater
amplitudes of separations according to educational attainment: less-educated graduates
lose their jobs more easily than more-educated ones, while for all types of graduates
the chances of finding a job decrease in the same proportions. Therefore, endogenous
separations are crucial for explaining heterogeneity in unemployment dynamics.

39In accordance with the model where the participation rate is constant and mobility across submarket
is nil, the job finding and separation rates (JFRs,t, JSRs,t) give the unemployment rate (URs,t), ∀s, t.
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Our model generates a large endogenous persistence: unemployment reverts to its initial
value after seven years. Hence, it appears to reproduce the magnitude and the persistence
of a crisis, as well as the contrasted impacts on heterogeneous workers.40 For these reasons,
this model can be used to predict economic fallout dovetailing from the COVID-19 crisis.

2.4 Explaining the impact of COVID-19

We model the lockdown as restrictions on transactions that change supply as if the TFP
has been reduced. To damp the impact of these restrictions, government has implemented
a new policy: the CARES act.

2.4.1 Modelling the CARES acts

We consider the CARES acts in two ways: (i) The Pandemic unemployment programs
and (ii) The Paycheck Protection Program.

The Pandemic unemployment programs. Government launched a $439 Billion Fed-
eral Pandemic Unemployment Compensation (FPUC) program in two rounds. The first
round (r1) adds $600 in weekly benefits for all eligible unemployed workers from April
through the end of July while the second (r2) adds $300 from December through Septem-
ber. Nevertheless, all claimers did not perceive these benefits: only a half (49.3% exactly)
of initial claimers received it between March 2020 and July 2021 (see the Unemployment
Insurance Data Dashboard of The Century Foundation). This leads us to increase the UI
by only $300 and $150 respectively in the first and second rounds of the FPUC.41 More-
over, although, the FPUC was approved to last until September, almost half of states
chose to end it by June, leading us to weight this benefit increase by a probability from
June onward (see Table 2.4). Despite this imperfect coverage, the FPUC pushed up the
average unemployment benefits close to the average wage for workers with the lowest
educational attainment.

40Note that during this crisis all four sectors remained open (i.e S=4 ∀t during the crisis)
41Ganong et al. (2020) show that the median statutory replacement rate was 145%. This is significantly

larger than the largest replacement rate -taking into account the percentage of claimers who have received
this benefit- in our calibration. We restrict the model to the case where employment is the dominant
strategy for the workers, otherwise, no equilibrium can be found.
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LHS HS Coll. Bach.
Basic UI program
w ($ per week) 592 746.8 856 1368
UI = min{τ × w;UImax} ($ per week) 266 336 385 500
FPUC round 1 (r1)
UIr1, April-July 2020 ($ per week) 566 636 685 800
UIr1/UI 2.13 1.89 1.78 1.6
FPUC round 2 (r2)
UIr,0, December 2020-May 2021 ($ per week) 416 486 535 650
UIr2,0/UI 1.56 1.44 1.39 1.3
UIr2,1, June 2021 ($ per week) 347 417 466 581
UIr2,1/UI 1.30 1.24 1.21 1.16
UIr2,2, July-August 2021 ($ per week) 338 406 454 570
UIr2,2/UI 1.27 1.21 1.18 1.14

Table 2.4: The Pandemic unemployment programs. w are the average 2019 wages
from BLS. τ = 0.45 is the homogeneous replacement rate from the US Department Of
Labor: UI Replacement Rates and the maximum of UI is set to UImax = 500. The
eligibity rate: As 23 States interrupted the program in June 2021, and 3 additional in
July, the probability of a US unemployed worker to benefit from the program goes from
1 to 1− 23/50 = 0.54 in June and 1− 26/50 = 0.48 from July.

The Paycheck Protection Program. CARES act also provides incentives for firms
to hold back their workers through the Paycheck Protection Program (PPP). Firms that
borrowed from the government through the Paycheck Protection Program (PPP), may be
eligible for loan forgiveness if (i) employee and compensation levels are maintained, (ii)
the loan proceeds are spent on payroll costs and other eligible expenses, and (iii) at least
60% of the proceeds are spent on payroll costs.42 There were two draws of PPP, the first
begins in April 2020 and ends by August 2020 and the second takes place from January
2021 to May 2021. Each firm can claim up to 2.5 times its average monthly payroll costs
during the first round and up to 3.5 for the second. Borrowers can ask for a loan during
the first, the second or both draws. Small Business Administration (see SBA) provides
information on the number of loans granted and the amount of these loans (see Table B.2
in Appendix B.7 ). We transform these loans into employment subsidies, assuming for

42Up to January 2, 2022, 80% of the loans were forgiven according to Small Business Administration
see the Forgiveness reports.
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simplicity that 100% of the PPP are subsidies. This due to the fact that in October 2021,
73% of the PPP loans are actually transformed to subsidies, 25% of the PPP are loans
for which firms ask a transformation to a subsidy, and only 2% are loans (source: Small
Business Administration).

Let’s denote the average transfer TPPP received one time by a representative firm during
the period going from April to July 2020 (this transfer is given by the total amount of
loan divided by the total number of borrowers). If all US jobs were covered by these
loans, then the total payroll (wN) subsided would be TPPP/(wN). Nevertheless, only
84% of jobs were covered by a PPP loan in July, thus leading to actual subsidies for a
representative job to be 0.84×TPPP/(wN) ≈ 0.41 over these 4 months.43 Using the stock
of the total amount of loans and of the total number of borrowers observed in August, we
can estimate that 90% of jobs were covered by the PPP over these first 5 months. This
leads to an average subsidy for each firm of 44% of its monthly payroll. We have smoothed
this transfer over these 5 months by assuming that the larger amount of it is used at the
beginning of the crisis when the restrictive measures of the lockdown are stricter. We
assume that sws,t = ιws (aw1 × t+ bw1,s), with aw < 0. We introduce the parameter ιws which
depends on the distribution of educational attainment by industry and thus accounts that
the job subsidies are heterogeneous among workers’ types (see Table B.1 in Appendix B.7).
The 5 parameters {aw1, {bw1,s}4s=1} will be estimated through the model but are restricted
to satisfy

∑
s

∑5
t=1 ωss

w
s,t = 0.44, which is the target for the PPP loans actually distributed

during the first draw. For the second PPP round (between January 2021 to May 2021),
we use the same strategy to calibrate the payroll subsidies (aw2 and bw2,s), except that the
covered employment is only 47% (52% of the covered employment of the first round, i.e.
90%) as the total amount of loans in this round represents 52% of the first one. Hence,
over these last 5 months, the average subsidy for each firm is 9.4% of its monthly payroll.

Lockdown restrictions: TFP and wage bargaining. Using the COVID-19 Strin-
gency Index44,45, we determine the relevant lockdown months. We assume that lockdown
also blocks the wage bargaining processes. Therefore, wages keep their February 2020
level until July 2020 (March 2021) during the first (second) lockdown. After this period,
we assume that the bargaining processes take place progressively as the other activities.

43We calibrate w = 962, 81 and N = 50 based on BLS: Employment by size of establishment.
44The stringency index is a composite measure based on nine response indicators including school

closures, workplace closures, and travel bans, rescaled to a value from 0 to 100 (100 =strictest). If
policies vary at the subnational level, the index shows the response level of the strictest subregion.

45Data is available from the Oxford COVID-19 Government Response Tracker
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Hence, an "intermediate" wage rigidity is implemented until it converges toward its pre-
crisis level. With these assumptions, the large increases in the UB do not affect the
workers’ wages. This absence of wage reaction to changes in UB has some empirical sup-
port. First, Cortes and Forsythe (2020) showed that conditional on remaining employed,
earnings changes during the pandemic were not atypical on average. Second, given the
insignificant number of hires during the lockdown, we can not observe re-employment
wages. These two points support our assumption of a zero-elasticity of wages to UB
during these periods.

Wave 1 Wave 2
TFP shocks

Lockdown
March to September 2020

Period T1
November 2020 to May 2021

Period T2
Wage Bargaining

Blocked (ϱs,t = 0)
April to July 2020

Period Tw1

November 2020 to March 2021
Period Tw2

Intermediate wage
rigidity (0 < ϱs,t < ϱs)

August to September 2020
Period T3

April 2020 to August 2021
Period T4

Table 2.5: Lockdown Timing.

Recalls. Figure 2.3 illustrates that during the COVID-19 crisis, there was a significant
rise in temporary separations, indicating a higher utilization of recalls. This option reduces
the expenses associated with hiring during the recovery period since recalled workers
do not need to go through the same interviewing process as unemployed individuals.46

Therefore, we assume that the costs of job vacancies is inversely related to the occurrence
of temporary layoffs. In other words, if the proportion of permanent layoffs decreases
from the pre-crisis level observed in February, the costs associated with job vacancies will
decrease accordingly. Moreover, we assume that a reduction in permanent layoffs during
period t will lead to a decrease in vacancy costs in the subsequent period t + 1 as they
will be recalled in future periods. To express this relationship more formally, let’s denote
the data on permanent layoff levels as PL. Consequently, we assume that the unit cost of
a vacancy (κ̃s,t) is given by:

κ̃s,t =

(
PLt−1

PLFebruary

)υκ

× κs,t

46This point has been already suggested by Gregory et al. (2020) and supported by empirical analysis
provided by Chodorow-Reich and Coglianese (2021).
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Figure 2.3: Temporary Layoffs.

Model calibration. The empirical studies of Adams-Prassl et al. (2020) and Fana et al.
(2020) have also shown that the lockdown measures have unequal impacts on workers.
This suggests that the lockdown shocks are worker-skill-specific. Assuming that the struc-
ture of the US economy has not changed, we use our model, calibrated on the subprime
crisis, to reveal the monthly sequences of shocks that have hit each type of job since March
2020. We find these sequences of skill-specific shocks by minimizing the distance between
data and simulated data. Hence, we aim to identify the following parameters

Γ =
{
{As,t}t∈T1

⋃
T2, {ϱs,t}t∈T3

⋃
T4, aw1, bw1,s, aw2, bw2,s, υκ

}S
s=1

dim(Γ) = 95

that allow the model to match the following moments:

Υ = {{URs,t}S−1
s=1 , JFRt, JSRt}December 2022

t=March 2020 .

Given that dim(Υ) = 34 × 5 = 170 > dim(Γ), this strategy can be interpreted as an
informal test of the model. Beyond revealing the unequal impact of the lockdown shocks
on each specific occupation, we can also use the model to predict the persistence of the
crisis and the effect of the CARES act.

2.4.2 Explaining unemployment during the pandemic crisis

Identifying economic counterparts of restrictive measures. Figure 2.4 shows the
sequences of TFP shocks that allow the model to match the disaggregate unemployment
rate, as well as the aggregate job-finding and separation rates (Υ). This figure highlights
the large unequal impact of lockdown measures, as suggested by Adams-Prassl et al.
(2020), Fana et al. (2020), Lee et al. (2021) and Falk et al. (2021). In March 2020, the

81



Jan 2020 Jul 2020 Jan 2021 Jul 2021 Jan 2022 Jul 2022 Jan 2023

-0.35

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

LHS

HS

Col.

Bach.

Figure 2.4: The economic counterparts of restrictive measures: TFP changes.

lockdown measures had a negative but moderate impact, estimated between -1% and -
2.85% of TFP. In April, the impact of the lockdown was much greater and very unequal.
For those with less than a high school diploma, the lockdown reduced workers’ produc-
tivity by 35%, while those who hold a bachelor degree or more saw their productivity
decrease by only 3%. For the two other worker types, the negative impact of the lock-
down on TFP was between these two extremes (i.e., -22% for those with a high school
diploma and -12.5% for those with a college diploma). Subsequently—which is to say,
from June 2021, the month in which the severe restrictions ended—productivity returned
to its pre-crisis levels, suggesting that economic efficiency is no longer reduced by these
restrictive measures. During the second wave, the restrictions were less strict and induced
a decrease in the workers’ productivity from -4.88% for workers holding a College degree
to -9.75% for those with less than a high school diploma (see Figure 2.4). Note that the
larger price increase of goods produced by the more restricted activities mitigates the
negative impact of the reductions in TFP (modeling the sales’ restrictions).47 This makes
an echo to Krueger et al. (2020)’s results showing that endogenous shifts in private con-
sumption behavior across sectors of the economy can dampen the impact of a lockdown
episode. But, given the observed skill-specific unemployment dynamics, price adjustments
are dominated by the TFP declines.

Identifying the CARES act shock. For the government subventions on wages, the
estimated impact of the CARES act are reductions from 25% for Less than High School
workers to 10.2% for those with a Bachelor and more. These cost reductions linearly
decline at the same speed for all workers until becoming nil by the end of August 2020

47See Appendix B.8 for the prices dynamics.
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Figure 2.5: CARES act shocks.

for the first round and by the end of May 2021 for the second one (see panel (a) of Figure
2.5). Finally, for the UIB, the estimated impact of the CARES act are increases up to
113% for less than high school workers and up to 60% for those having a Bachelor or more
(see panel (b) of Figure 2.5). This underlines the unequal effect of COVID-19 on different
worker types.

Model fit. Figure 2.6 shows that (i) data includes a turning point directly by the end
of the lockdown and (ii) the recovery observed after this date is, at this time, largely
more rapid than those seen in previous crises. This suggests that the shock was brutal
and stronger than in previous crises. However, the smaller persistence suggests that the
large incentives for holding back workers offered by the CARES act have changed the
hiring and separation behaviors. Note that, these supportive results for the CARES acts
depend on the absence of wage bargaining during the lockdowns which largely dampens
the potentially negative impact of the UI rise on employment.

Unemployment peak. With the calibrated shocks, the model reproduces the 11-percentage-
point increase in US unemployment (see Panel (c) of Figure 2.6). The shock sequences
that allow the model to match the disaggregated unemployment rates must hit workers
unequally, because the increase in unemployment rate among those with less than a high
school diploma was by 14.8 percentage points, whereas for those with a bachelor degree or
more was by only 6.3 percentage points (see Figure 2.7). This sharp rise in unemployment
is largely due to the impressive rise in layoffs (see Panel (b) of Figure 2.6). Panel (d) of
Figure 2.6 shows the contributions of separations and findings in unemployment dynamics.
The initial increase in unemployment is mainly due to separations (84% of the initial jump
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Figure 2.6: Aggregate outcomes. Panels (a)–(c). Red lines: data; Blue lines: model. Panel (d).

Line: benchmark case; Dotted line with circles: unemployment rates when JSR are at their steady-state

levels; Dotted line with squares: unemployment rates when JFR are at their steady-state levels.

in the unemployment rate); however, after three months, unemployment rate adjustments
are driven by both separations and the job-finding rate.48

Unemployment persistence. The rapid decline in unemployment is observed for all worker
types: in the four labor markets, the fall in unemployment in June had already absorbed
nearly half of the increase recorded in April, at the peak of the crisis. Therefore, this
very strong recovery requires a very sudden shock sequence for some submarkets, but
very little persistence for all. This explains the shapes of the TFP drops. At the same
time, the high speed of unemployment decline, which has never been observed in the
previous crisis, requires a significant government intervention explained by the generous
wage subventions (see panel (a) of Figure 2.5). This allows the model to match a lower
unemployment persistence compared to the previous crises.49

48See Appendix B.8 for more details on labor market indicators by education level.
49The model underestimates the power of the recovery. Greig et al. (2021) examine the path of liquid

balances during the pandemic for different income levels and family structure. They show that the
economic stimulus has led to elevated balances, especially for lower-income families and also families with
kids (those with high marginal propensities to consume). This suggests that some demand shocks, not
taken into account in our model, would be useful to better model the recovery.
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Figure 2.7: Disaggregate unemployment rate.

2.4.3 Disentangling the impact of the CARES act

To isolate the impact of the CARES act, we build the counterfactual simulation where
the labor market institutions are stable: (i) the PPP subsidies are not introduced and
(ii) there is no change in UB nor in wage rigidity. Without the CARES act, simulation
results show that the unemployment rate would be higher by 18.4 pp in August 2020,
8.5 pp in January 2021, and 4 pp in June 2021. More precisely, Figure 2.8 shows that
without any government intervention, separations (respectively findings) are persistently
above (respectively below) their pre-crisis level. Hence, this not only induces high levels
of unemployment but also a long persistent effect over time.
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Figure 2.8: Aggregate outcomes. Panels (a)–(c). Red lines : data. Blue lines: benchmark

model. Black lines: model without any government intervention.

There are two potential opposite effects that can affect the labor market through the
CARES act: on one hand, employment subsidies encourage labor hoarding and therefore
reduce the rise in unemployment, and on the other hand, unemployment benefits increase
reservation wages and therefore unemployment. Our model shows that the experience
of removing all CARES act measures implies that the effect leading to lower labor costs
is dominant. In fact, even if the UB increase encourages separation, the total effect of
the CARES act helps the economy to overcome the persistent recovery (see Figure 2.8).
Finally, the CARES act makes it possible to significantly reduce the average duration of
unemployment, which was one of its priority objectives.

2.4.4 Contributions of each extension

In this section, we analyze the contribution of (i) the hiring cost function that accounts
for congestion effects varying with unemployment and (iii) varying risk, which accounts
for the increase in microeconomic uncertainty in recession.

We then shut off one of these extensions and re-calibrate the T ×S = 136-specific shocks,
thus allowing the model to match the 136 unemployment rates moments by education
level, observed from March 2020 to December 2022. We assume that the government
spending induced by the CARES act is the same as in the benchmark model.50 For
March 2020, the identified shocks, nearly, all remain the same, irrespective of the model’s
restrictions: this can be attributed to the small impact of the crisis during that month.
For April and later on, the shocks identification largely depends on restriction introduced
in the model, emphasizing the importance of each extension of our DMP model. When

50Figure B.11 and B.12 in Appendix B.11 reports the estimated sequences of the productivity shocks.
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the hiring costs are constant—as in the basic DMP model—then the amplitude of the
April shock must be smaller, irrespective of education level. However, they must be more
persistently higher onward: indeed, without the externality on hiring cost, the internal
persistence of the DMP model is very low and must therefore be "replaced" by a persis-
tently high negative shocks, so that the model reproduces the observed data. A constant
microeconomic risk (which is countercyclical in our benchmark model) drives some esti-
mated shocks to become larger than the one in our benchmark model. Moreover, in the
second wave, some shocks need to be positive to match the data which is counterfactual.

One can also determine the importance of each of the aforementioned extensions by mea-
suring gaps relative to data. Indeed, our calibration strategy constraints the model to
match the monthly unemployment rate by diploma but leaves free the worker flows (JFR
and JSR) observed at the aggregate level from March 2020 to December 2022. The large
differences between the constrained models and the JFR and JSR data show that each
extension makes a significant contribution (see Figures 2.9 and 2.10).
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Figure 2.9: Hiring cost. Red: data; Blue: benchmark model; Green: models with γs = 0.

When the externality in the hiring cost is suppressed, we re-encounter the usual drawback
of the DMP model: the persistence in the job-finding rate below its pre-crisis value is
largely underestimated (Panel (a) of Figure 2.9): without congestion externality on unit
hiring costs, the larger number of unemployed workers in a recession facilitates hiring.
To counterbalance this shortcoming, the negative TFP changes for LHS, HS and Coll.
workers needed to mimic unemployment rates are more persistent, and thus lead to an
overestimation of the job-separation rates (Panel (b) of Figure 2.9).

When the time-varying risk of microeconomic shocks is removed (σs,t = σG, ∀s, t), both
the JSR and JFR are biased, despite the good fit of unemployment. During a recession,
the increase in σs,t (with the average of the distribution remaining constant) expands
the weight of both excellent and very bad draws. Since the distribution that matters for
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Figure 2.10: Varying risk. Red: data; Blue: benchmark model; Green: models with ξ = 0.

evaluating expected profits is cut to the left by reservation productivity, an increase in
variance raises the expected profits, which in turn boosts hires. Panel (a) of Figure 2.10
shows that without this effect, the expected profits would be lower, which would lead to
fewer hires. For separations, this effect also acts to reduce JSR but is overcompensated by
(i) the increase in labor market tightness, which increases wages, and (ii) the thickening
of the left-tail distribution, which pushes up the mass of firings. Hence, an increase in
the variance of the distribution implies an increase in the mass of low-productive jobs
at the profitability limit.51 Therefore, in the absence of this effect, there would be fewer
separations (see Panel (c) of Figure 2.10).

2.5 COVID-19 in France

As for the US case, we model the lockdown as restrictions on transactions that change
supply as if the TFP has been reduced. However, to dampen the impact of these restric-
tions, the French government has implemented a different policy : Partial Unemployment.
Moreover, the French lockdown was done in three waves compared to two waves in the
US (see table 2.6 for more details).

Wave 1 Wave 2 Wave 3
TFP shocks

Lockdown
March to May 2020

Total and strict
November 2020

Partial
January 2021 to April 2021

National curfew

Table 2.6: Lockdown Timing in France.

51See Pissarides (2000), ch.2, for analytical derivations of these results.
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2.5.1 Explaining unemployment during the pandemic crisis

Partial Unemployment. Partial unemployment allows companies to retain a portion
of their employees who are unable to work while still providing them with compensation.
It is a transfer initiated by the government that covers the costs of a workforce that is
unable to produce due to confinement-related constraints. Beyond ensuring compensation
for those affected by activity restrictions, the distinction between partial unemployment
and traditional unemployment arises during the phase of deconfinement and the return of
activity. The return to work of those on partial unemployment, who have remained under
contract, is less costly. Appendix B.9 describes the choices made by the company when it
selects, for each period, the fraction of its workforce on partial unemployment whose costs
are covered by the government. This alters labor productivity and hiring costs, without
modifying other behaviors. In particular, we showed that κs,t is reduced proportionally
to the number of employees on partial unemployment work in each segment of the labor
market, as long as the government finances this measure.
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Figure 2.11: Impact of the lockdowns from March 2020 to December 2022 on
productivity.

Identifying economic counterparts of restrictive measures. Figure 2.11 repre-
sents the negative variations in TFP, interpreted as the restrictions induced by the lock-
down. The decrease in TFP reached 50% in April for non-graduates. This decrease is
larger than the one in the US (35%) and is explained, on one hand, by the stricter restric-
tions in France. On the other one, it is also explained by the fact that, in the French case,
the unemployment rate also included partially unemployed workers. Similarly, individuals
with a diploma higher than a Bachelor’s degree experienced an almost negligible loss.
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Unemployment Panel (a) of Figure 2.12 demonstrates that the calibration of this
extended DMP model enables us to replicate the monthly dynamics of the French un-
employment rate since March 2020. Panel (b) shows that the unequal amplitudes of
unemployment increases based on education levels are also accurately reproduced by the
model: including partial unemployment, the rise is 25 percentage points in April 2020 for
individuals without a diploma and around 8 percentage points for those with at least a
Bac+2 qualification.
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Figure 2.12: Impact of the lockdowns from March 2020 to December 2022 on
the unemployment rate. Panel (a): Red lines : data; Blue lines: model. Panel (b): Black :

non-graduates; Khaki: CAP-BEP; Gray: Bac-Bac+2; Camel: higher education. All series are shown as

deviations from their pre-crisis values, i.e., those of February 2020. In Panel (b): Solid lines indicate the

observed unemployment rates by education level in April 2020.
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Figure 2.13: Impact of the lockdowns from March 2020 to December 2022 on
the Job Finding Rate.
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Figures 2.13 and 2.14 illustrate the evolutions of the worker flows that generate these
stock dynamics. For the first wave of the lockdown, Panel (a) in Figure 2.13 indicates a
22 percentage point decrease in hiring, reaching zero hiring in April, then, peaking in May,
remaining above pre-crisis levels in June and July, and then falling below the reference
level from August 2020. Thus, after three months of strong job recoveries from May to
July 2020, largely explained by the return to work of employees on partial unemployment,
the hiring rate remains below its reference value. After the end of the third lockdown, it
can be observed that hiring gradually converges towards its initial level while remaining
slightly below its long-term level. Panel (b) of Figure 2.13 indicates that all types of
employment are affected by the halt in hiring in April, and job recoveries are very strong
for all education levels.
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Figure 2.14: Impact of the lockdowns from March 2020 to December 2022 on
the separation rate.

Panel (a) of Figure 2.14 shows that the separation rate increased by 10.7 percentage
points between February and April. This combination of zero hirings in April and a
significant increase in separations explains the peak in unemployment in April 2020. By
July 2021, the separation rate had returned to its pre-crisis level. Panel (b) of this Figure
demonstrates that all types of employment were affected by these major waves of activity
cessation, although they impacted lower-educated individuals more.

2.5.2 Disentangling the impact of Partial Unemployment

The impact of partial unemployment measures, which help mitigate the costs associated
with hiring during the recovery period, can also be revealed by our model. This temporary
moderation of costs during the deconfinement phase can be interpreted as the efficiency
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Figure 2.15: Impact of partial unemployment on hiring costs.

of partial unemployment measures.52

Panel (a) of Figure 2.15 shows the magnitude of the cost reduction (Υ×Ps), while Panel
(b) illustrates the resulting evolution of the unit cost of hiring, i.e., (1−Υ×Ps)κs,t.53 To
account for the rapid reduction in unemployment levels observed during the deconfine-
ment phase, we estimate that partial unemployment reduces the unit costs of resuming
employment by 54% for positions employing non-graduates and by 26% for individuals
with at least a Bachelor’s degree. These adjustments also occur during subsequent periods
of restrictions.
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Figure 2.16: Impact of partial unemployment on total unemployment. Red : data.

Blue: benchmark model. Black: model without partial unemployment

52It is important to note that our model assumes neutrality towards risk for economic agents, so we focus
solely on the employment gains rather than evaluating the welfare surplus associated with consumption
smoothing facilitated by partial unemployment insurance.

53Ps,t is the fraction of job that can operate. See Appendix B.9 to understand Υ× Ps
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Figure 2.16 compares the reference simulation with a scenario without the reduction in
costs associated with the resumption of employment for individuals on partial unemploy-
ment. The model predicts that the aggregate unemployment rate would be 2 percentage
points higher in July 2021 without the partial unemployment measures, highlighting the
positive effects of partial unemployment on job recovery. Beyond these long-term ef-
fects, the counterfactual simulation also shows that partial unemployment facilitates and
therefore amplifies layoffs: as employers anticipate that re-employment will be less costly,
they are more likely to separate from their employees more easily. The strategy known
as workforce retention is less valued. However, these significant upward adjustments in
unemployment are offset by the strong recovery in activity right from the start of the
deconfinement period, which supports the case for these measures.

Comparison US Vs France: We have shown that the CARES Act serves to encourage
labor hoarding, thereby mitigating the increase in unemployment. Moreover, the standard
recall system implemented in the United States contributes to a robust recovery. In the
case of France, the utilization of partial unemployment help also in the long-term recovery.

2.6 Conclusion

This study evaluates the impact of the COVID-19 crisis on the US labor market. This is
done using an extension of the Diamond–Mortensen–Pissarides model in a general equi-
librium setup. We introduce several extensions: (i) heterogeneity of workers by education
level, making it possible to combine heterogeneous adjustments in labor markets; (ii)
endogenous separations, accounting for sharp increases in unemployment and business
closures; (iii) time-varying microeconomic risks over the economic cycle; (iv) congestion
externalities explaining the persistence of unemployment during recovery; and (v) wage
rigidity, allowing the model to account for job separations even after the lockdown.

The model makes it possible to identify the size of the shocks needed to reproduce the
observed first months of the crisis. These shocks induced by lockdown are identified
conditionally to policy changes due to the CARES act. Given the large changes in labor
market policies, the economic impact of the lockdown is very large, in particular for
workers without university degrees. We show that the CARES act allows to significantly
dampen the impact of the lockdown. In particular, it reduces significantly unemployment
persistence. Finally, counterfactual simulations, in which one of the above extensions is
shut down, stress the importance of each one in explaining labor market dynamics.
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3.1 Introduction

One of a firm’s most important decisions is choosing its establishments’ locations. A large
empirical literature in urban economics has highlighted that firms locate in large metro
areas despite their more expensive rents because agglomeration economies increase their
productivity (Combes and Gobillon (2015)). Such higher levels of productivity partly
reflect the fact that the labor supply to a firm varies dramatically with its location. Being
in a large agglomeration might improve both the quantity and quality of matches between
firms and workers (Duranton and Puga (2004, 2020)).

As suggested by standard urban economics models (see Zenou, 2009, for an overview),
similar considerations might influence the location choice of firms within metro areas.
Nonmonetary job characteristics, such as a shorter commuting time or a more pleasant
work environment, have long been regarded as important factors influencing workers’
utility and, thus, labor supply. As jobs more distant from the worker’s residency are
less attractive because they are associated with longer commuting time (Manning and
Petrongolo (2017)), and high-skilled workers are increasingly segregated within metro ar-
eas (Musterd et al. (2017)), the location of establishments within a metro area might
influence not only the quantity but also the quality of the labor supply to the establish-
ment. In the largest metro areas such as New York, London, or Paris, where the most
productive workers are living (Combes et al. (2008), Card et al. (2021)), establishments
located in the expensive center have access to a unique pool of workers attracted by low
commuting times by public transportation and an abundance of leisure amenities offered
by the concentration of shops and restaurants (Carlino and Saiz (2019)).

In recent years, however, in response to a dramatic increase in renting costs in the center,
the share of jobs in the suburbs has grown rapidly (Hill and Brennan (2005), Glaeser
et al. (2001)). By moving to the suburbs where rents are cheaper, firms can rent more
space at a lower cost. However, being far from the center also induces longer commuting
times by public transportation for most metro area workers and is often associated with a
less pleasant environment in the neighborhood of the establishment. If workers from the
center cannot be easily substituted by workers living closer in the suburbs, and a longer
commuting time and less prestigious location affect the utility of workers, firms in more
remote locations might have to pay higher wages in compensation to attract workers.
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Despite the importance of these questions, credible evidence on how locating an estab-
lishment to the suburbs instead of the center affects the composition of its employment
and wages remains scarce. One empirical challenge is that firms and workers located in
the suburbs and the center are systematically different in terms of sector or composition
of employment. As a result, naive comparisons between wages paid by establishments
located in the center and the suburbs cannot be used to draw any robust conclusion
regarding how the establishment’s location affects the labor supply to the firm.

To assess the relative costs and benefits of being in the center relative to the suburbs,
we exploit establishments’ relocation within the Paris metro area in France. Using these
relocations, we first assess how local establishments are hiring within the metro area by
comparing the geographical origins of workers hired before and after the location. Second,
to understand the costs of locating in less central locations which tend to induce a longer
commuting time for most workers in the metro area, we use increases in commuting time
associated with the relocation in different parts of the metro area to estimate how they
affect job separation and wages. We investigate, in particular, whether similar commuting
time increases affect these outcomes differently when an establishment relocates from the
center to the suburbs relative to an establishment relocating from the suburbs to the
center.

To guide our empirical investigation, we first discuss a simple non-competitive model in
which due to search frictions, wages are determined by Nash bargaining. We assume
firms and workers renegotiate wages after the relocation to take into account the effects
on utility of both changes in commuting time and differences in consumption amenities
next to the neighborhood of the establishment. We highlight that if wages are downward
rigid and firms do not reduce the wages of workers for whom commuting time decreases,
consistent with our empirical evidence and the literature pointing to an aversion to wage
cuts (Kahneman et al. (1986)), the within-establishment correlation between changes in
wages and changes in commuting time depends on how differences in local amenities
affect the utility of the worker. The model predicts, in particular, a stronger correlation
between changes in wages and commuting time when the relocation is also associated
with a decline in amenities, as for a relocation from the center to the suburbs. In this
case, even workers for whom commuting time declines might need to be compensated for
remaining in the firm. In contrast, when the change in amenities associated with the
relocation increases the utility of workers, such as might be the case for relocations from
the suburbs to the center, workers might not even need to be compensated for preserving
the match as the positive effects on their utility due to the change in amenities might
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compensate the negative consequences of the increase in commuting time.

We also highlight that the firm’s incentives to preserve the match might also depend on
the labor supply in the new location. In particular, firms moving into the center, which
is easily accessible from most parts of the metro area, might have fewer incentives to
preserve the match, as hiring a worker with a lower commuting time might be easier for
them. When workers can be easily replaced, an increase in commuting time associated
with the relocation should affect the separation probability. However, it should not affect
wages, as predicted by frictionless urban economics models à la Fujita et al. (1997).

The consequences of commuting time increases associated with the relocation might also
depend on the workers’ residency. In particular, workers living in the center might be
more difficult to retain for establishments moving to the suburbs as they might be more
able to find another employer offering a shorter commuting time after the relocation. As
a result, we expect to find stronger effects of relocation to the suburbs on job separation
probability for workers living in the center of Paris.

The Paris metro area is an ideal setting to study these questions, and we believe general
lessons could be drawn from understanding the functioning of the labor market in such a
large metro area. With more than 6 million workers and 12 million inhabitants, it is the
largest metro area in Europe after London and accounts for 23% of French employment.
As in most metro areas, many establishments relocated to the suburbs in recent decades
(Aguilera (2005), Guillain et al. (2006)), a process facilitated by the expansion of rapid
transit suburban transportation lines (Mayer and Trevien (2017)). Large metro areas
such as Paris also concentrate the most paid workers and higher-paying establishments
(Behrens et al. (2014)), and understanding the organization of these large labor markets
is of prime interest.

As a result of the large size of the Paris metro area and because we have access to exhaus-
tive administrative data, we can exploit the relocation of more than 4 400 establishments
between 2003 and 2018 that had more than 20 employees before the relocation. Such a
large sample allows us to document how the effects of an increase in commuting time de-
pend on the establishment’s destination within the metro area and to capture differences
across workers by skill levels or depending on their residency in the metro area.

Our empirical approach allows us to deal with some of the limitations affecting previous
works that have attempted to understand how the location of an establishment affects its
labor supply. By following the same establishments and workers over time, our estimates
are unaffected by systematic differences between firms and workers in different parts of
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the metro area. Our models also include establishment fixed effects that absorb any
systematic establishment level increases in wages or separation probability associated
with the relocation. We also include occupation fixed effects at the three-digit level to
account for any systematic correlation between commuting time increase and occupations
which might be driven by the fact that skilled workers are concentrated in the center of
the metro area. Our key identification hypothesis is that, conditional on including these
fixed effects, within establishments’ differences in commuting time following the relocation
are not correlated with preexisting wage trends or higher risks of job separation. Using
changes in commuting time exogenous to the workers’ decision ensures that our estimates
are not affected by unobserved worker levels shock.

Empirically, we find that establishments relocate relatively far from their initial location
as there is a 7 km average distance between the old and the new locations. As, within
establishments, workers tend to live in many different parts of the metro area, the effects
of relocations on their commuting time vary dramatically across workers. The effects also
depend strongly on where the establishments relocate. Relocations from the center to the
suburbs, in particular, are associated with a large and persistent increase in commuting
time by public transportation. In this case, the average commuting time by public trans-
portation of employees in the establishment increases dramatically by 20% (8 minutes),
corresponding to a third of the standard deviation. Symmetrically, relocations from the
suburbs to the center decrease by 16% (7 minutes) average commuting time by public
transportation.

Despite these significant effects on commuting time, the relocations do not strongly affect
where recently hired workers live in the metro area, thus suggesting remarkable stability
in the geographical perimeters within the metro area where the firm is hiring. Even if
workers hired after the relocation tend to live closer to the new location than those hired
before, their geographical origins are very similar. In addition, there is no evidence of a
dramatic turnover in which workers affected by the largest increase in commuting time
are replaced by workers living much closer to the firm’s new location.

To understand these results, we turn to our within-establishment estimates of the con-
sequences of commuting time increases on job separation and wages. Across all types of
relocations, we find that the risks of job separation increase after the relocation for work-
ers affected by an increase in commuting time by public transportation. Interestingly,
the consequences of commuting time increases vary dramatically depending on where the
establishment relocates, with point estimates that are twice as large for relocations from
the center to the suburbs. However, the effects tend to be small as they range between
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a 7.5 and 4 p.p. increase in the job separation probability in response to a one-hour
increase in commuting time two years after the relocation. In addition, consistent with
the hypothesis that workers in the center might have more employment opportunities, we
find stronger effects of relocations on job separation probability for workers living in the
center of Paris.

A possible explanation for these relatively moderate effects of commuting time increases
on job separation is that firms compensate workers for the increase in commuting time
to preserve the match. Consistent with this explanation, we find that, for establishments
relocating from the center into the suburbs, one hour increase in commuting time in public
transportation is associated with a 4,6% larger wage increase in the first year after the
relocation. On the other hand, we find no evidence that firms are cutting the wages of
those experiencing a decrease in commuting time.

As expected, if, in addition to commuting time, amenities in the neighborhood of the
establishment also affect the utility of workers, the adjustment of wages to commuting
time also depends dramatically on the destination of the establishment following the
relocation. For establishments relocating between different parts of the suburbs, for which
local amenities might not be so affected by the relocation, the adjustment of wages to
commuting time increases tends to be twice as low. Importantly, we find no evidence of
any wage increase associated with increased commuting time for firms relocating to the
center. Given the fact that commuting time increases are also associated with a lower but
significant increase in job separation in these cases, such lack of wage adjustment suggests
that establishments relocating into the center might have fewer incentives to preserve the
match as they are more able to replace workers that might leave the establishment in
response to an increase in their commuting time.

Whether firms adjust wages to an idiosyncratic increase in commuting time also depends
strongly on the skill levels of the workers, consistent with the evidence that skilled workers
might be more costly to replace. Using occupations to classify workers in three broad skill
groups, we only find a significant wage adjustment to longer commuting time for high- and
medium-skilled workers, with larger effects for high-skilled workers. For low-skill workers,
on the other hand, even though their risk of job separation increases dramatically in
response to commuting time increases, we find little evidence that their wages also adjust
to an increase in commuting time.
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Our results are robust to alternative specifications of the empirical model. Within each
relocation type, our estimates are broadly similar across sectors, thus suggesting that
sectoral differences in the composition of establishments that relocate in different parts
of the metro area do not drive the previous differences. Our results are also robust to
including fixed effects for the municipality of residency, which absorb any systematic
correlation between commuting time increases and specific wage trends for workers living
in the same municipality of the metro area. We also find similar estimates when we restrict
the sample to workers hired three years before the relocation, thus suggesting that our
results are not affected by any differential hiring of workers just before the relocation.

Related literature— We contribute to several strands of the literature. Our work is
first related to the literature relating commuting time to wages and labor supply, which
includes Zax (1991), Gronberg and Reed (1994), Calfee and Winston (1998), Van Om-
meren et al. (2000) and more recently Manning and Petrongolo (2017) and Le Barbanchon
et al. (2021). As the earlier literature used cross-sectional data, omitted variable biases
might affect these estimates as suggested by panel data estimates using voluntary changes
in commuting time reported by Manning (2003). However, even if they control for time-
invariant worker unobserved heterogeneity, panel data estimates using voluntary changes
might be problematic as they might be associated with unobserved shocks at the worker
level. In contrast, by using changes in commuting time driven by the relocation of an
establishment, we exploit variations that are more likely to be uncorrelated to unob-
served worker-specific shock. One key additional advantage of using within-establishment
variations associated with relocations is that it allows us to control for any permanent
establishment-specific differences in workers’ or establishments’ characteristics between
the center and the suburbs.

Such an empirical approach is similar to Zax and Kain (1996), who document how the
relocation of a large firm from the center to the suburbs in Detroit increased the job
separation probability of black workers who tend to live in the center relative to white
workers, that tend to live in the suburbs. This approach was also recently followed more
systematically by Mulalic et al. (2014) who estimate compensating wage differentials for
commuting time using firms relocation in Denmark. However, our work differs in several
important ways. First, we concentrate on a large metro area in which relocations tend
to have a large effect on commuting time by public transportation, and differences in
local amenities or the characteristics of labor supply across parts of the metro area are
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important. As our time span is larger1 and the population of the metro area of Paris is
more than double the population of Denmark, our sample size is 50 times larger. Such
a larger size allows us to capture differences in wage adjustment across relocation types
and workers. Second, while Mulalic et al. (2014) approximate changes in commuting time
using the distance in km, we underline the empirical importance in the context of a large
metro area of using specific measures of commuting time by public transportation and by
car, as these two measures tend to differ widely between the center and the suburbs of
such a large metro area, as we document below.

Finally, our work is also related to the literature exploring the determinants of spatial wage
disparities following Combes et al. (2008) and more recently Card et al. (2021). While
these papers describe the sorting of establishments and workers across local labor markets,
we investigate the consequences on the employment composition of the establishments’
location within a large metro area.

The remainder of this paper is organized as follows. Section 3.2 presents the conceptual
framework, and Section 3.3 presents the data used for this research. Section 3.4 discusses
the main characteristics of the Paris Metro Area followed by Section 3.5 which explains
the empirical approach and the econometric models used. In section 3.6 we present
the results of the estimation to analyze the consequences of establishments’ relocations
on the composition of employment and on wages paid to workers that remained in the
establishment. Section 3.7 presents the robustness tests for our results. Finally, Section
3.8 concludes.

1We can consider establishments’ relocation over 13 years while they consider relocations over four
years.
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3.2 Conceptual framework

Differences in rental costs for firms within metro areas are enormous. In the Paris Metro
area, office rents per square meter are six times higher in the center relative to the inner
ring (BNP Real Estate (2022)). Spatial equilibrium models, as in Roback (1982), suggest
that despite these differences, firms find it profitable to pay these expensive rents because
they are more productive by doing so. One potential source of these productivity dif-
ferences might be agglomeration economies driven by the fact that the concentration of
firms from the same sector increases their productivity (Ellison et al. (2010)) or the fact
that higher density levels permit more direct interactions between workers with positive
effects on productivity (Combes and Gobillon (2015)).

A second class of explanations, on which we concentrate here, is that locating in the
center affects the labor supply to the firm, particularly by allowing firms to offer shorter
commuting times by public transportation to most workers in the metro area. Existing
evidence suggests that commuting time is one of the most important characteristics of a
job for a worker.2 As documented in detail below, given the centralization of the mass
rapid transit network and despite the increase in the share of workers living in the suburbs,
being located in the suburbs instead of the center is associated with a substantial increase
in average commuting time by public transportation for the employees.

Another advantage of being located in the center is that similar to other monocentric
metro areas such as New York or London (Brueckner et al. (1999)), it offers exceptional
amenities through the concentration of leisure amenities offered by shops and restaurants
and picturesque locations (Carlino and Saiz (2019)). These amenities might be crucial to
attracting the most talented workers living in the center of the metro area, similar to other
metro areas in Europe (Pareja-Eastaway et al. (2010)) or the US (Couture and Handbury
(2020)) and, if they affect the utility of workers, they might decrease their reservation
wages.

To formalize how using shocks to commuting time associated with establishments’ reloca-
tion can help us to understand the importance of commuting time and local amenities in
the labor supply to the firm, we sketch a simple non-competitive model in which a worker
and the firm renegotiate wages after the relocation of the establishment to adjust to an

2According to Kahneman et al. (2004), commuting generates the lowest level of positive affect and
high levels of negative affect among all other daily activities. Stutzer and Frey (2008) finds that longer
commuting times are associated with lower subjective well-being.
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idiosyncratic change in commuting time to a different part of the metro area.3

Workers are assumed to be hand-to-mouth and consume all their income at each period.
Following Manning (2003), we assume that the instantaneous (indirect) utility of worker
i is linear in log wage, commuting time, and amenities such that U(wi, τi, a) = wi−cτi+a
where c is the unit cost of commuting, τi is the time spent on commuting and a is the
effect of the local level of amenities associated with the location of the establishment on
utility. These amenities, valued similarly across workers in the establishment, capture
the fact that working in different parts of the metro area might affect utility through the
prestige associated with a given location or its proximity to leisure amenities. Denoting
by bi the reservation utility of the worker, workers stay in the establishment if their utility
is superior to their reservation utility, that is U(wi, τi, a) ≥ bi.

For firms, the profit of a match is given by J = yi − wi in which yi is the real output of
the worker. We assume that, in each period, workers and establishments that previously
matched renegotiate to decide whether they find it profitable to preserve the match.
Suppose they find it profitable to preserve the match. In that case, wages are determined
according to the Nash solution to a bargaining problem with bargaining power η, such
that, if the match is preserved, wages are given at each period by wi = ηyi+(1− η)(cτi−
a+ bi).

An exogenous relocation of the establishment affects commuting time by ∆τi = τ ′i−τi with
τ ′i denoting the new commuting time, which can be longer or shorter. For expositional
simplicity, we assume that ∆yi = 0 such that there is no change in worker’s productivity as
a consequence of the relocation.4 However, the relocation changes the amenities associated
with the neighborhood of the establishment by ∆a = a′ − a. This term can be positive
when the new location has better amenities or negative otherwise.

If the firm and the worker find it profitable to preserve the match after the relocation,
the change in wage is given by:

∆wi = −(1− η)∆a+ (1− η)c∆τi (3.1)

3We focus on the case in which the residential choice of the workers is exogenous and fixed. As shown
empirically, we find no evidence that workers relocate their residency as a consequence of the relocation
of their establishment.

4We could alternatively assume that we could decompose ∆yi by a change in productivity affecting
similarly to all workers in the establishment, and that could be absorbed by establishment fixed effects,
and a share idiosyncratic to the worker but uncorrelated with the increase in commuting time.
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The previous equation implies that using data on wage and commuting time changes
associated with establishments’ relocation, the parameters (1 − η)c that determine the
impact of commuting time on wages can be easily estimated with a linear regression of
changes in wage on changes in commuting time including establishment fixed effects to
absorb the establishment specific changes in amenities −(1− η)∆a that affects the wages
of all workers similarly.5

The assumption of symmetrical Nash bargaining implies that any positive or negative
change in commuting time will affect wages. Net of the effect of amenities, this assumption
implies that while the wages of workers observed as remaining in the establishment and
experiencing an increase in commuting time should increase, the wages of workers that
benefit from a decrease in commuting time should symmetrically decrease. In practice,
as demonstrated below, and consistent with a large literature on downward nominal wage
rigidity (Altonji and Devereux (2000)), we find little evidence of wage cuts associated with
a decrease in commuting time. If wages are downward rigid, then it is straightforward
to see that the empirical correlation between wages and changes in commuting time will
also depend on the change in amenities. To see this, notice that if there are no wage cuts,
then there exists a threshold in the change in commuting time ∆ti denoted ∆t∗i = ∆a/c,
and which thus directly depends on the change in amenities ∆a, such that ∆wi = 0 when
∆ti ≤ ∆a/c while ∆wi remains determined by Eq 3.1 when instead ∆ti > ∆a/c.

As demonstrated formally in the appendix, this implies that relative to the case in which
wages adjust fully to any positive or negative change in the utility of workers, the coeffi-
cient of the regression of the changes in wages on change in commuting time will be atten-
uated the larger ∆a. This is due to the fact that the correlation now depends directly on
the share of workers that needs to be compensated which is given by γ = Pr(∆ti > ∆a/c).
It is only when ∆a is sufficiently negative such that γ = 1 and all workers in the estab-
lishment need to be compensated, as when wages are not downward rigid, that a linear
regression of changes in wages on changes in commuting time within establishments recov-
ers the structural parameters (1 − η)c. In contrast, when ∆a is positive and sufficiently
large such that γ = 0, even workers for whom the increase in commuting time is the
largest see their utility increase as the consequence of the change in amenities, then there
is no correlation between changes in commuting time and changes in wage.

5Formally, let j denote the establishment and ∆wj and ∆tj be the establishment average change in
wage and commuting time, and by ∆̃wi = ∆wi −∆wk and ∆̃ti = ∆ti −∆tj , the coefficient of a linear
regression of ∆̃wi on ∆̃ti is the sample equivalent of cov(∆̃wi, ∆̃ti)/var(∆̃ti).
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Until here, we have focused on the effect of the relocation on wage change for workers
who have remained employed and thus for whom continuing the match was profitable for
the worker and the firm. However, the relocation also affects the maximum commuting
time required for the match to be preserved given by τ ∗ = (yi + a′ − bi)/c, and this
threshold increases with the level of amenities a′ in the new location. The probability
of job destruction associated with the constraint of profitability of the match is given
by P (τ ′ > (yi + a′ − bi)/c). It depends positively on the worker’s productivity in the
establishment and the new amenities.

Even if the match remains profitable, there might be situations in which firms might
not be willing to preserve it. This is the case when they can find, after the relocation,
a worker with a similar level of productivity who lives closer to the firm and will thus
accept lower wages. To formalize this intuition, assume that, even if preserving the match
is profitable, firms can also decide to find another worker. However, they can only receive
one application per period and cannot be sure whether they will find a worker with whom it
is possible to find a profitable match. Assuming the firm is risk neutral and the profits are
zero if they match with a worker with a commuting time superior to τ ∗, the expected profit
from searching for a new match is Jnew = yi−wnew =

∫ τ∗

0
(1− η)(yi− cτnew +a′− b)dG(τ)

where G(.) denotes the cumulative distribution function of the distribution of commuting
time in the new location. Denoting by Jold the profits from the existing match, the
firm prefers to destroy the match and search for another worker after the relocation if:
Jnew ≥ Jold which simplifies to c

(
τ ′i −

∫ τ∗

0
τnewdG(τ)

)
≥ (1 − G(τ ∗))(yi + a′ − b). The

previous expression indicates that the firm will search for another worker if the expected
wage reduction associated with a lower commuting time for the new worker is superior
to the reduction in expected profit associated with the uncertainty of finding a worker
with whom the match might be profitable. When G(τ ∗) is close to one, which implies
that most matches are profitable, the previous condition only depends on whether the
actual commuting time of the worker in the existing match is superior to the expected
commuting time from the matching with a new worker.

Symmetrically, workers might also prefer to leave the match to find another firm offering
lower commuting time. In that case, the effect of relocation might vary across workers in
the same establishment and depend on the density of firms next to the worker’s residency.
Such a case can be easily modeled by assuming that the reservation wage of the worker, bi,
which captures what the worker would expect to earn if she decides to search for another
firm, depends on the residency of the worker as it would determine the probability to
match with a firm offering a certain level of commuting time and amenities. Given the
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concentration of employment in the center, it implies that workers in the center might have
a higher bi, as they might be more able to find an establishment with lower commuting
time and higher amenities.

While simple, our theoretical framework allows us to derive three empirically testable
hypotheses to analyze how wages should adjust to an exogenous commuting time change
depending on where the establishment relocates within the metro area. First, our model
predicts that if wages do not decrease for workers for whom commuting time decreases,
then differences in local amenities will influence the correlation between commuting time
increase, the adjustment of wages, and the separation probability.

Second, at the firm level, the probability of a firm being willing to preserve the match
might depend on its ability to replace workers with long commuting time with workers
with low commuting time. Suppose workers are quickly replaced by workers leaving
closer, as might be the case for a firm relocating into the center. In that case, increases
in commuting time might have a strong effect on job separation but little effect on wages.

Third, for workers, the probability of leaving the match might also depend on the density
of establishments close to them. We might thus expect that workers who live in the center,
close to a large number of establishments, are more likely to leave the match.

We assess the empirical relevance of these three hypotheses in the rest of the paper.

3.3 The data

To investigate the consequences of relocations on commuting time, job separation, and
wages, we combine employer-employee longitudinal administrative data that contains in-
formation on establishments’ locations and workers’ residencies within the metro area
with publicly available commuting time data.

Longitudinal Employer-employee data — We use administrative data at the worker
level for each French establishment of the Paris metro area from the DADS (Déclaration
administrative des données sociale) over 2003-2018. The DADS is a compulsory annual
declaration that needs to be filled by employers for all of their employees.6 We exploit
the wage earner files (DADS salarié) that report information about the main job held by

6We accessed these data from the French Secure Access Data (CASD). We do not use data from before
2002 as they do not contain information allowing us to follow workers over time.
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the worker in a given year. As a result, our sample only contains workers for whom the
establishment was their main employer during the year.

The data contain a separate administrative identifier for each firm and its establishments.
Each identifier is associated with a unique address of the establishment. Thus, as dis-
cussed below, establishments’ relocations are easy to identify empirically, as when an
establishment relocates, the administration issues a new identifier.

The original files do not contain an identifier allowing tracking workers across years.7

However, workers can be matched easily over time as each yearly file contains variables
not only for the current year but also retrospective information for the past year (Babet
et al. (2022)).8 Using programs from Babet et al. (2022), we can assign a pseudo-identifier
to 98% of the workers in our sample.9

Sample restriction — Our sample includes all standard private sector jobs for men
and women from the Paris metro area. We focus on standard employment relationships
and exclude subsidized contracts for young workers, interns, and apprenticeships (4% of
observations). The data report information on annual earnings, number of hours, days, the
industry code, and occupation.10 We use hourly wages as our main measure of earnings
that we calculate using information on the annual number of hours and annual total
earnings. In the supplementary Appendix C.4, in accordance with recent results from
Lachowska et al. (2022 a) for the US, we provide evidence corroborating the quality of
the hours’ information. In particular, in Figure C.1 in the Supplementary Appendix, we
show that the share of jobs paid less than the hourly minimum wage is very small across
years (inferior to 1%). Following Babet et al. (2022), we exclude jobs with an hourly wage
inferior to 80% of the legal minimum hourly wage for the corresponding year (0.1%) or
above 100 times the minimum hourly wage (0.01%).

7No identifier was included to reinforce confidentiality even though the files included the entire pop-
ulation of employees. These constraints have been recently relaxed, and the French Statistical Institute
has authorized researchers to match workers over time using the procedure described here.

8For year t, the file report information on establishment ID, gender, number of hours, job duration in
days, start and end dates of the job, municipality of work and residence, earnings and age for both year
t and t− 1.

9A limitation of this procedure is that, as it exploits annual retrospective information, a worker can
only be matched between two years if she is observed to work during at least one day of work per year. As
a result, workers not observed in the panel during an entire year because they did not work a single day
of that year or became self-employed cannot be matched. If they reenter the sample later, the algorithm
will assign them another identifier.

10No information on education is reported, so we approximate workers’ skill levels using the occupation.
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Geographical definitions— Consistent with the organization of the local public trans-
portation networks, the Paris metro area, displayed in Panel A of Figure 3.1, is defined
using the boundaries of the Île-de-France region.11 Following the common practice, the
center of the metro area is defined using the municipality of Paris, and the inner and
outer rings of the metro area are defined using the boundaries of the eight departments
of the region.12 As illustrated in Panel A of Figure 3.1, the inner ring includes the three
densest departments that are just next to the municipality of Paris, and the departments
at the edge of the metro area are included in the outer ring.

Our sample includes all workers living and working in the Paris metro area. However, to
study establishment relocation, we restrict our sample to establishments relocating be-
tween the center and the inner suburbs, where the composition of economic activities is
the most similar relative to the outer ring. As discussed below, one additional advantage
of focusing on such a geographical zone is that most commuting to work occurs by public
transportation in these zones, as most employers cannot offer a parking space. Since most
establishments concentrate there, these relocations account for more than 90% of the relo-
cations identified in our sample. Thus, except when indicated otherwise, throughout the
rest of the paper, the term relocations to the ‘suburbs’ is thus used to refer to relocations
into the inner suburbs of Paris.

Establishment selection — We focus on establishments with more than 20 employees
to ensure there is enough variation in the change in commuting time across employees
associated with the relocation of the establishment.13 We also focus on establishments
from the service industries that are not selling their production locally and thus for which
the location of the establishment does not directly affect the demand to the firm.14 Among
these industries, we distinguish four one-digit sectors: Information and Communication,

11An alternative would have been to use the urban area (aire urbaine) of Paris which is based on
daily commuting patterns. In practice, using the region or the urban area would have little empirical
consequences as the region includes 97% of the population of the urban area. See McAvay and Verdugo
(2021) for a more detailed discussion.

12The French departments are an administrative division equivalent to a US or UK county.
13We also have eliminated two very large establishments with more than 2 500 workers in our relocation

sample in which all workers were erroneously declared as working in the head office instead of being
declared separately in each establishment.

14Establishments from the Construction or Transportation sector are excluded as their workers do not
necessarily work where the establishment is located. We also exclude establishments from agricultural
and manufacturing sectors, very rare nowadays in the Paris metro area, and industries from wholesale
and retail trade, which sells goods locally and for which the establishments’ location directly influences
consumer demand.
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Finance and Insurance, Professional, Scientific and Technical Services, and Administrative
and Support Services. These industries include 50% of private sector employment in the
metro area and up to 65% in the center.

40 km

Center (Paris)

Inner suburbs

Outer suburbs

A. Municipalities and arrondissements of Paris

40 km

B. Mass rapid transit: Metro and suburban trains

40 km 20
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C. Residential density
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30

40

50

D. Average Wage by Municipality of Residency

Figure 3.1: Paris Metro Area. Sources: Maps from Geofla and DADS Data. Notes: Panel A
reports the limits of the municipalities in the Paris Metro areas. The limits of the 20 arrondissements are
also reported for the municipality of Paris in the center. Panel B reports in red the lines of metros and
suburban trains. Panels C and D describe differences in residential density and average hourly wages by
the municipality of residency across municipalities.
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Commuting time data— We estimate commuting time to work using the municipality
of residency of the worker as the data does not contain the detailed street-level addresses
of workers’ residencies. While the exact address would be preferable, municipalities are
small in practice, and the differences will likely be limited. Panel A in Figure 3.1 shows
that the Paris metro area is fragmented between 1 268 different municipalities. With an
average population of 7 900 inhabitants, the average population size of these municipalities
is only slightly larger than a US census tract. Importantly, for the larger municipality
of Paris in the center, the data also report the establishment’s location and residency
of workers at the detailed level of the 20 arrondissements that divide Paris and are also
represented in Figure 3.1.

Commuting times by public transportation are obtained from the itinerary calculator
Navitia.io, developed by a French National Railways company subsidiary. This calculator
exploits data from all alternative public transportation modes, including the metro, sub-
urban train, tramways, and buses, to calculate the fastest itinerary possible by combining
different transportation modes. The same data is used by popular commercial distance
planners such as Google Maps or Mappy, and we have checked that our commuting data
match closely the results from a request on these websites.

Commuting time by car and distance by road in km are obtained from the Metric database
developed by the French statistical institute. While the mode of calculation differs, these
commuting times by car are very similar to those obtained from a request on a commercial
navigation app. Appendix C.2 provides further details on these datasets.

For each worker and transportation mode, we use as a departure point the official co-
ordinate of the municipalities of residency and, as an arrival point, the municipality of
the establishment.15 For public transportation, we request commuting time for itineraries
starting on Monday at 8 a.m. For commuting time by car, we use travel time during peak
hours, which are the most relevant commuting times for those commuting to work.

3.4 Main Characteristics of the Paris Metro Area

To understand the consequences of the relocation of establishments between the center
and the suburbs, we describe in this section the main characteristics of the metro area,
particularly between the center and the suburbs. Overall, relative to the suburbs, the

15In most cases, this corresponds to the town hall’s location, which tends to be in the center of the
municipality.
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center of Paris is characterized by an exceptional concentration of transportation network
and high-paying establishments associated with a high density of high-wage workers living
there. We also show that most of the higher wages paid to workers who live or work in
the center reflect primarily differences in worker heterogeneity more than in establishment
pay.

Public transport organization— Road congestion and a lack of parking spaces imply
that commuting by car is very rare for workers living in the center and, albeit to a
lower extent, for those living in the inner suburbs.16 As most establishments in the
center and the inner suburbs cannot offer a parking space to their workers, an important
factor influencing the location choice of firms might thus be how many workers can access
rapidly the establishment by public transportation. To assess these differences, Panel B of
Figure 3.1 describes the mass rapid transit network of the metro area. As in most metro
areas, the transportation network follows a hub and spoke structure, and, as a result,
the network’s density decreases rapidly with distance from the center. The network is
particularly concentrated in the center of Paris, which includes 244 out of 303 subway
stations from 14 metro lines. These metro lines are connected with 15 suburban train
lines that allow them to reach the inner and outer suburbs rapidly. As we document
below, when we study the consequences of relocation to the suburbs, such concentration
of the transportation network in the center implies that a firm located in the center can be
easily reached by workers from different parts of the metro area while average commuting
times by public transportation increase dramatically in the suburbs relative to the center.

Density differences— The share of workers living in different parts of the metro
areas also varies dramatically. Like most European metro areas, the residential density
of the center of Paris remains very high as 17% of the population live in the center of
Paris, which remains one of the densest in the world. Panel C of Figure 3.1 shows that
residential density declines rapidly in the inner ring and, to a larger extent, in the outer
ring, which is much less dense. The differences in residential density broadly mirror those
of employment concentration. Employment is even more concentrated in the center as
31% of the employment of the metro area is in the municipality of Paris, and 38% is in
the inner suburbs.

16Less than 9% of workers living in the center of Paris and only a third of those living in the inner
suburbs commute to work by car. In contrast, in the outer suburbs, 58% of workers are commuting by
car (Acs and Laurent (2021)). For comparison, 74% of French workers are commuting to work by car,
and only 16% are taking public transportation (Brutel and Pages (2021)).
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Spatial wage differences— Panel D of Figure 3.1 documents differences in the char-
acteristics of workers across the commuting zone using the average wage of inhabitants
for each municipality. Workers living in the center are paid higher wages, particularly
those living in the Western part of Paris. In comparison, workers living in the suburbs
are paid lower wages, particularly those living in the Eastern suburbs.17

To summarize these differences, Table 3.1 reports the residual log wage gap between
workers living in the center and the suburbs, adjusted for age differences using a third-
order polynomial in age. Average residual wage differences between residents living in
the center and the suburbs are large, close to 22 log points. In Panel B, we consider the
gap by place of work instead of by residency: the wage gap between the center and the
suburbs is divided by two but remains large. In Panel C, we restrict the sample to workers
living and working either in the center or within the suburbs to focus on workers with
lower commuting time. In this case, the wage gap is similar to the wage gap by place of
residency, thus suggesting that workers receiving the highest wages in the metro area are
more likely to live and work in the center of the metro area.

Role of workers and firm’s heterogeneity in the suburbs/center wage gap—
While the previous evidence suggests that workers living in the center receive higher wages
than those in the suburbs, these differences might not necessarily reflect that these work-
ers are more productive. Another possibility might be that workers in the center receive
higher wages because firms located in the center pay higher wages to all of their work-
ers. Indeed, recent literature has documented the importance of establishment-specific
premia in explaining wage inequality (Card et al. (2013)), and more recently, their role in
explaining spatial wage disparities (Card et al. (2021)).

To separate the contribution of differences in workers or establishment characteristics in
explaining wage differences between the center and the suburbs, we follow Abowd et al.
(1999) and use the mobility of workers across establishments to separate the contribution
of unobserved workers and firms’ heterogeneity. We estimate a two-way fixed effects AKM
model given by yit = X ′

itβ + αi + ψj(i,t) + ϵit where yit is the log-earnings of worker i in
period t and X ′

it is a third-order polynomial in age, that we interact with an unrestricted
set of year and gender dummies as in Card et al. (2018). The worker effect αi can be
interpreted as capturing the combination of observable and unobservable worker skills that
are rewarded equally across employers. The term ψj(i,t) is a constant over time additive

17Heblich et al. (2021) documents that such relative deprivation in the Eastern part of the metro area
characterizes many industrial cities.
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wage premium associated with establishment j(i, t), which denotes the establishment
where worker i works at period t. This term captures proportional pay premiums paid by
the establishment to all its employees.18Table 1 Decomposition of differences in average residual wages between the Center and 

Suburbs of the Paris Metro Area 
TabDAwage 

 
 

Difference in 

mean residual 

log wage 

Difference in 

mean person 

effect 

Difference in mean 

establishment 

effect 

Remainder 

Difference in average residual wage Center / Suburbs 

A. Live in Center – Live in Suburbs 

Difference 0.228 0.196 0.031 0.000 

Share of total 100.0 86.2 13.7 0.0 

B. Work in Center – Work in Suburbs 

Difference 0.114 0.097 0.017 0.001 

Share of total 100.0 85.1 15.2 -0.3 

C. Live and work in Center – Live and work in Suburbs 

Difference 0.241 0.211 0.032 -0.001 

Share of total 100.0 87.2 13.2 -0.4 

 
  
Table 3.1: Wage differences between the center and inner suburbs. Source: DADS
data 2010-2015. Note: Column 1 in the table reports the average differences in residual log wages between
the center and the suburbs of the Paris metro area. Wages are residualized using a third-order polynomial
in age estimated separately per year and gender. Columns 2-4 report the results from a decomposition
using the AKM model with person and establishment effect. Column 2 reports differences in average
worker effect, column 3 in establishment effects, and column 4 is the residual. Panel A reports these
differences by place of residency between workers living in the center and the suburbs. Panel B reports
these differences by place of work between workers working in the center and the suburbs. Panel C
reports these differences for workers that live and work in the center and the suburbs. (**) and (***)
denote statistical significance at 5% and 1% level.

The AKM model can be directly used to assess the importance of worker and establishment
heterogeneity to wage differences between the center and the suburbs. Conditional on the
worker working or residing in location Li = l, either the center or the suburbs, the
mean residual wage can be decomposed as: El [yit −X ′

itβ] = El [αi] + El

[
ψj(i,t)

]
where

El [.] = E [.|Li = l]. In such decomposition, the first term captures the contribution of
18Ordinary least squares (OLS) estimates of the previous model are unbiased under the conditional

‘exogenous mobility’ assumption. Such an assumption requires there should be no correlation between
the error term ϵit and the assignment of workers to employers across years. Even if formal tests often
reject such a strong hypothesis (Abowd et al. (2019), Bonhomme et al. (2019)), recent work by Card
et al. (2018) suggests that it constitutes a reasonable approximation.
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average person effects in the center or the suburbs, while the second term captures the
contribution of the average establishment effect.

The results of this decomposition are reported in columns 2 to 3 of Table 3.1.19 The
figure confirms that establishments in the center pay higher wages than those in the
suburbs. However, the importance of establishment-specific premia is limited as they
only account for 15% of the residual wage gap. In practice, most of the difference in
average residual wage gaps between the center and the suburbs reflects differences in
workers’ characteristics which account for 85% of the overall difference.

3.5 Empirical approach

In this section, we present our econometric models designed to understand the conse-
quences for firms relocating an establishment in different parts of the metro area. Next,
we describe how we identify establishments’ relocation in the data.

3.5.1 Econometric models

To assess how much an idiosyncratic increase in commuting time associated with the relo-
cation affects the probability of job separation, we consider the following linear-probability
model:

yij,t = β0 + β1∆CTimeij + ηj + uij (3.2)

where yij,t = 1 is a dummy variable equals to one if worker i is not observed in establish-
ment j in t years after the relocation, ηj is an establishment fixed effect, while uij is an
error term. The variable ∆CTimeij measures the change in commuting time by public
transportation, defined in hours, associated with the relocation between the residency of
the worker in year t = −1, before the relocation, and the new establishment’ location
in t = 0.20 In our baseline model, this variable can be negative or positive, depending
on whether the establishment is closer or farther away from the worker’s residency after

19Models are estimated using a five years period on the connected sets of firms and workers as, even
if establishments fixed effects appear persistent over time (Lachowska et al. (2022 b)), assuming time-
invariant heterogeneity of workers over longer periods may not be appropriate. In any case, our results
are robust to considering alternative periods or windows of estimation.

20To take into account the fact that workers could endogenously change residency to get closer to the
establishment after the relocation, a hypothesis we explore empirically below, changes in commuting time
are always calculated by fixing the municipality of residency to the one observed before the relocation.
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the relocation. Estimates of β1 should be different from zero if commuting time increases
affect workers’ utility and firms do not perfectly adjust workers’ wages in compensation.

To capture the consequences on wages of changes in commuting time across workers
associated with the relocation of an establishment, we estimate linear models of the form:

∆wij,t = γ0 + γ1∆CTimeij + ηj + uij,t (3.3)

where ∆wij,t = wij,t − wij,−1 is the change in log hourly wages for worker i observed in
the establishment j in period t after the relocation relative to t = −1, the year before
the relocation, with t = 0 denoting the year in which the relocation occurred. As for job
separations, ηj is an establishment fixed effect, while uij is an error term.

Using first differences, we eliminate unobserved individual or firm-specific determinants
of log wages that are constant over time. Our coefficient of interest is γ1 which captures
the effects of a change in commuting time on the change in log wages. Estimates of γ1
significantly different from zero would be consistent with non-competitive models of wage
formation in which firms differentially compensate workers for an idiosyncratic increase
in commuting time after the relocation to preserve the match.

As discussed before, an increase and a decrease in commuting time might not have the
same effects, as firms might not want to cut the wages of those experiencing a decrease
in commuting time if workers have an aversion to wage losses. We directly test this
hypothesis by estimating models allowing for a different effect of an increase and a decrease
in commuting time.

In both models, the inclusion of establishments’ fixed effects ηj captures all establishment-
level changes in wages or job separation affecting all workers in the establishment simi-
larly. Their inclusion implies that our parameters of interest are identified using within-
establishment differences across workers in job separation and wage changes.

A concern for our estimates is that workers living in some municipalities are also more
likely to work in specific occupations due to spatial segregation by residency within the
metro area. As illustrated earlier in Figure 3.1, the highest-paid workers are more likely
to live in the center and the West, while the lowest-paid workers are more likely to live in
the suburbs and the East. Our results might thus be biased if, due to spatial segregation,
different occupation groups systematically experience longer or lower commuting time
increases following a relocation. To address this concern, our estimates systematically
include occupation fixed effects at the three-digit level, which absorb systematic differ-
ences in job separation probability and wage changes for about 404 occupations. We also
include municipality and arrondissement of residency fixed effects that capture systematic
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wage trends or job separation across workers living in one of the 1 268 municipalities or
arrondissements of the Paris metro area.

Composition of sample— Our baseline sample includes all workers observed in the
establishment at least one year before the relocation (i.e., in year t = −1). A concern
with this restriction is that firms might have anticipated the consequences of relocation
in their hiring decision before the relocation by hiring workers with a lower disutility
of commuting time in case the relocation increases dramatically their commuting time.
If it is empirically important, such selective hiring should bias our results towards zero.
To investigate whether any selective hiring before the relocation affects our results, we
document in the robustness section that our main results are very similar if we restrict the
sample to workers present earlier in the establishment, three years before the relocation,
and who were less likely to anticipate the relocation when they where hired.

Commuting time measure— A limitation of our data is that it does not contain the
commuting mode of the worker, which could also respond endogenously to the relocation.
As a result, we cannot assess any effect of the relocation on the commuting mode of the
worker. Our estimates might thus be biased if workers shift endogenously to commuting by
car when their commuting time by public transportation increases. However, in practice,
the probability of commuting by car is very small when the establishment is located in
the center of Paris or when the worker lives in the center of Paris. In contrast, while
not frequent, commuting by car might be less exceptional for workers living in the inner
suburbs and commuting into an establishment in the inner suburbs, even if it is rare for
an employer to supply parking space to its employees in these zones. To assess whether
empirically commuting time by public transportation is the most relevant commuting
time measure, we also report estimates controlling simultaneously for commuting time by
car and by public transportation.

3.5.2 Identification of establishments’ relocation

We identify relocation events when at least 50% of workers observed in an establishment
in year t−1 are working in year t in a new establishment located in a different municipality
or arrondissement of Paris.21 To test for potential anticipation, we restrict our sample to
establishments observed for at least two years before the relocation. As the wage responses

21We show in the robustness section that our results are not sensitive to this 50% threshold.
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to the relocation may differ in the medium run (Mulalic et al. (2014)), we additionally
restrict our sample to establishments observed at least three years after the relocation.

A second important restriction is that, as discussed earlier, to minimize concerns about
mismeasurement of commuting time changes due to the possibility of commuting by car,
we focus on relocations between the center and the inner suburbs, where commuting by
public transportation is the dominant commuting mode. However, our sample includes
all workers living in the Paris metro area, including those living in the large ring.

Characteristics of relocation— In Table 3.2, we describe the main characteristics of
our sample of establishments identified as relocating within the metro area. Using this
definition, we identify 4 492 relocations of establishments in the Paris metro area between
the (inner) suburbs and the center. Relocations from suburbs to suburbs, which account
for 72% of the identified relocations, are the most common. However, relocations from
center to suburbs or suburbs to center are not rare as they account for 18% and 9% of
relocations in our sample, respectively.

A significant result from Table 3.2 is that most employees remain in the establishment after
the relocation. Although we only require 50% of workers from the former establishment to
be observed in the new establishment, we observe in practice about 83% of workers from
the previous establishment in the new establishment. That most workers remain in the
establishment after the relocation diminishes the risk that the relocations are associated
with changes in activities within the establishments. Relocations are also associated with
an increase in employment of the establishment, in particular for establishments relocating
from the center to the suburbs, thus suggesting that relocations are associated with an
expansion of the activities of the establishments.

Panel B in Table 3.2 documents differences in the sectoral compositions of establishments
across different types of relocation. We find little differences across all types of relocations,
which suggests that differences in the sectoral composition of establishments will not
explain differences in our estimates across relocation types. The only noticeable exception
is observed for establishments from the Information and Communication sector, which
accounts for a larger share of relocations from the suburbs to the center.
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Table 1 Suburbanization of employment in Paris metro area 
 

  2009 2019 
All employment     
Finance     
Info Com     
Other     
High-skilled     
Low-skilled     

 
 

Table 2 Characteristics of relocation 
T_CarRel 

 
Type of relocation All Center to 

suburbs 
Suburbs to 

center 
Suburbs to 

suburbs 
Center to 

Center 
A. Characteristics of establishment relocation 

Number of establishments 4,385 818 398 1755 1414 

Share of all relocation 100% 18.6 9.1 40.0 32.2 
Average share of employees in new 
establishment after relocation 83.5% 83.1 85.0 84.6 81.5 

Median number of employees before relocation 139 175 126 159 102 

Median number of employees after relocation 172 208 200 197 99 

B. Sectoral Composition 

Information and communication 21.4 19.0 31.6 21.4 19.5 

Finance and Insurance 22.3 24.8 22.2 15.4 30.7 
Professional, Scientific, and Technical 
Services 41.6 39.9 39.5 47.0 35.8 

Administrative and Support Services 14.7 16.3 6.7 16.2 14.0 

 
Note:  

  Table 3.2: Characteristics of relocations. Source: DADS data 2010-2015, Navitia and Metric.
Note: Panel A reports the characteristics of establishments identified as relocating within the Paris metro
area. Each column reports these characteristics separately for firms that relocate from the center to the
suburbs, suburbs to the suburbs, suburbs to the suburbs, and center to the center. Panel B reports the
establishments’ sectoral distribution for each relocation type.

3.6 Results

In this section, we analyze the consequences of establishments’ relocations on the compo-
sition of employment and on wages paid to workers who remained in the establishment.
Our goal is to answer two key questions: First, do relocations affect the distribution of
commuting time in the establishment? Conversely, do we observe instead a large turnover
from employees, in which those that experience an increase in commuting time are re-
placed by workers living closer, leaving the distribution of commuting time unchanged as a
result? Second, do the relocations affect the geographical origins of recently hired workers
within the metro area? In particular, how much closer are workers hired after the relo-
cation relative to the new location? In order to answer these questions, we first describe
how relocations affect commuting time distribution within the establishment. Next, to
understand the previous aggregate patterns, we assess whether firms compensate workers
for an increase in commuting time by estimating at the worker level the consequences of
idiosyncratic changes in commuting time on job separation and wages.
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3.6.1 Effect of relocations on the distribution of commuting time

We start by describing in Panel A of Table 3.3 how far firms relocate their establishment by
reporting the distance and the commuting time between the two locations. We find that
firms relocate their establishment relatively far, at 7 km away on average from the initial
location, with distances longer by 2 km for relocation from the center to the suburbs.
Due to the density of the Paris metro area, such distances are associated with 35 to 42
minutes of commuting by public transportation and from 25 to 36 minutes of commuting
by car between the new and old locations of the establishment.

Given these non-negligible distances, Panel B in Table 3.3 documents that relocations
between the center and the suburb have a substantial effect on average commuting time
in the establishment as they are associated with an 8 minute increase in commuting time,
which corresponds to an 18% increase relative to the pre-relocation average. In contrast,
relocations from the suburbs into the center are associated with a 7 minute decrease in
commuting time by public transportation.

Even when the effects of relocations on average commuting time are close to zero, such
as for relocation within the center or suburbs, the fact that most establishments employ
workers from different parts of the metro area implies that within-establishment differences
across workers in the effects of relocation on commuting time are substantial. To document
these differences, Table 3.4 reports the distribution of changes in commuting time for
workers present in the establishment both before and after the relocation. The table
shows that the consequences of relocations are quite heterogeneous within establishments
as the standard deviation of the change in commuting time is comprised between 27 to 40
minutes across these different types of relocation. Even for relocation within the center
or the suburbs, for which the average change is close to zero, commuting time by public
transportation increases for more than half of the workers. For at least 10% of them, the
increase is superior to 20 minutes. We exploit such within-establishment diversity in our
individual-level estimates.

Table 3.3 also illustrates that these relocations tend to have a very different effect on com-
muting time by car, which suggests it might be empirically crucial to distinguish between
these two alternative measures of commuting time. For relocations between the center
and the suburbs, given the traffic congestion and centralization of the transportation net-
work in the center, the sign of the effect is even reversed as they are associated with a
2-minute decrease in average commuting time by car. In comparison, relocations from
the suburbs to the center are associated with a 3-minute increase in commuting time by
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car. However, as emphasized earlier, commuting by car might not be a relevant option
for most workers as most employers in the center or inner suburbs cannot offer a parking
space.

Table 2 Characteristics of relocation 
T_Comt 

 
Type of relocation All Center to 

suburbs 
Suburbs to 

center 
Suburbs to 

suburbs 
Center to 

Center 
A. Average distance between the old and new location of the establishment 

Distance in km 7.3 8.8 10.5 8.0 3.3 

Distance by public transportation (in min) 37.1 39.2 42.4 41.6 25.0 

Distance by car (in min) 27.7 36.4 37.3 25.4 20.2 

B. Average change in commuting time for employees 

∆Distance in km 0.7 2.3 -1.3 0.6 0.1 
∆Commuting time by public transportation (in 
min) 1.7 8.1 -6.8 1.4 -0.1 

∆Commuting time by car (in min) 0.4 -1.0 2.9 0.4 0.6 

 
 

Distribution of changes in commuting time by public transportation 
T_Distrib 

 

  

Share 
∆Commuting 

time>0 
P10 Q1 P50 Q3 P90 

 A. ∆Commuting time by public transportation (in min) 

Center to suburbs 67.2 -14.9 -0.7 8.7 20.0 30.4 

Suburbs to center 30.8 -32.8 -21.0 -8.0 4.7 22.3 

Suburbs to suburbs 49.4 -23.0 -9.1 0.0 12.2 26.7 

Center to center 47.1 -18.7 -7.7 0.0 8.3 17.8 

 B. ∆Commuting time by car (in min) 

Center to suburbs 39.6 -22.0 -11.0 -1.0 9.0 23.0 

Suburbs to center 56.6 -24.0 -9.0 4.0 15.0 27.0 

Suburbs to suburbs 47.7 -17.0 -7.0 0.0 8.0 17.0 

Center to center 47.6 -17.0 -7.0 0.0 8.0 18.0 

 
  

 
Characteristics of relocation from Center to suburbs 

 

Type of relocation 
Center to 
Western 

Ring 

Center to 
Eastern 

ring 

Center to 
large ring 

A. Characteristics of establishment relocation 

Number of establishments    

Share of all relocation    
Average share of employees in new 
establishment after relocation    

Median number of employees before relocation    

Median number of employees after relocation    

C. Sectoral composition 

Table 3.3: Commuting time of relocation. Source: DADS data 2010-2015, Navitia and
Metric. Note: Panel A reports the distance in km and by public transportation and car between the old
and new locations of establishments that relocate for each different type of relocation. Panel B reports
how each relocation has affected the average distance and commuting time by public transportation and
car of workers within the establishment.

Distribution of changes in commuting time by public transportation 
T_Distrib 

 
 ∆Commuting time by public transportation (in min) 

 

Share 

(∆Commuting 

Time) >0 

Standard 

deviation 
P10 Q1 P50 Q3 P90 

Center to suburbs 67.2 34.1 -14.9 -0.7 8.7 20.0 30.4 

Suburbs to center 30.8 39.4 -32.8 -21.0 -8.0 4.7 22.3 

Suburbs to suburbs 49.4 37.9 -23.0 -9.1 0.0 12.2 26.7 

Center to center 47.1 27.5 -18.7 -7.7 0.0 8.3 17.8 

 
 

xxx 

  

Share 

(∆Commuting 

Time) >0 

Standard 

deviation 
P10 Q1 P50 Q3 P90 

 ∆Commuting time by public transportation (in min) 

Center to suburbs 67.2 34.1 -14.9 -0.7 8.7 20.0 30.4 

Suburbs to center 30.8 39.4 -32.8 -21.0 -8.0 4.7 22.3 

Suburbs to suburbs 49.4 37.9 -23.0 -9.1 0.0 12.2 26.7 

Center to center 47.1 27.5 -18.7 -7.7 0.0 8.3 17.8 

 A. ∆Commuting time by car (in min) 

Center to suburbs 39.6  -22.0 -11.0 -1.0 9.0 23.0 

Suburbs to center 56.6  -24.0 -9.0 4.0 15.0 27.0 

Suburbs to suburbs 47.7  -17.0 -7.0 0.0 8.0 17.0 

Center to center 47.6  -17.0 -7.0 0.0 8.0 18.0 

 
  

 
  

Table 3.4: Distribution of commuting time change. Source: DADS data 2010-2015,
Navitia and Metric. Note: The Table reports the distribution of change in commuting time by public
transportation. Each line reports this distribution for alternative types of relocation. The first column
shows the share of workers with increased commuting time. Other columns report the distribution’s
standard deviation, the first decile, first quartile, median, third quartile, and last decile.
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Trends in commuting time— Given the significant increase in commuting time asso-
ciated with the relocation for some workers, particularly for relocations to the suburbs, an
important question is whether establishments anticipate the relocation by hiring workers
living closer to the future location prior to the relocation event, and hence separating from
workers living farther away. To visualize any anticipatory change in commuting time, Fig-
ure 3.2 represents the evolution of average commuting time from 2 years before to 2 years
after the relocation. Despite the large effects of the relocation, we find little evidence of
pre-trends in commuting time in the years before. Figure C.2 in the supplementary Ap-
pendix C.5 shows that such a conclusion is unchanged when using establishments observed
at least three years before the relocation.

Establishment relocation

50

55

60

65

−2 −1 0 1 2
Event Time (Years)

Average commuting time

A. Center to suburbs

Establishment relocation

50

55

60

65

−2 −1 0 1 2
Event Time (Years)

Average commuting time

B. Suburbs to Center

All workers Hired before relocation Hired after

Figure 3.2: Commuting time before and after relocation. Sources: DADS Data and
Navitia. Notes: The panels report the average commuting time across establishments that relocate
in event time t = 0. Commuting times are calculated using the municipality of residency and the
municipality of the establishment. After the relocation year, we report separately the commuting time
of workers observed in the establishment before the relocation and the commuting time of workers hired
after the relocation.

Another significant result from Figures 3.2 and C.2 is that, after the relocation, average
commuting times do not return to their pre-relocation levels, even three years after, thus
suggesting that the relocation permanently shifted the distribution of commuting time
in these establishments. To understand how much this increase reflects the contribution
of workers hired before relative to workers hired after the relocation, Figure 3.2 and C.2
report their average commuting time separately. While recently hired workers tend to
live closer and have a shorter commute, the differences are small as they are inferior
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to 3 to 4 minutes, corresponding to a 6% difference. Overall, while workers hired after
the relocation tend to live closer than workers hired before and who remained in the
establishment, differences in average commuting time between workers hired before and
after the relocation are moderate, thus suggesting no dramatic change in the geographical
origins of workers after the relocation.

Workers hired and observed 2 years before relocation Workers hired and observed 2 year after relocation

0.000

0.005

0.010

0.015

0 50 100 150

D
en

si
ty

Center to suburbs

0.000

0.005

0.010

0.015

0 50 100 150

Suburbs to center

0.000

0.005

0.010

0 50 100 150

Suburbs to suburbs

Commuting time to new location by public transportation (in minutes)

Figure 3.3: Distribution of commuting time to new location 2 years before and
after the relocation. Sources: DADS Data and Navitia. Notes: The paper shows the overlay
histograms of the distribution of commuting time for workers in the establishment 2 years before the
relocation and 2 years after the relocation for workers hired after the relocation. Each histogram from
left to right considers relocation from center to suburb, suburb to center, and suburb to suburb.

An issue with interpreting these results is that such small differences might reflect that
workers with the longest commute have left the establishment after the relocation. To
understand more systematically how the relocations affect where workers hired by the
establishment live in the metro area, we compare in Figure 3.3 the distribution of com-
muting time to the new location between workers observed two years before the relocation,
and that did not necessarily stay in the new establishment after the relocation, relative
to workers hired after the relocation and observed two years after the relocation. While
workers hired after the relocation tend to have a lower commuting time to the new lo-
cation, a striking result is that the two distributions largely overlap, as confirmed by
standard estimators for distributional overlap (Anderson et al. (2009)), which are com-
prised between 88% and 90% for relocation from suburbs to center and from center to
suburbs, respectively, thus suggesting that most of them tend to live in the same pool of
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municipalities. Overall, even if employees hired after the relocation tend to live closer,
these small differences in commuting time between workers employed before and after the
relocation suggest that, despite the distance between the two locations, the geographical
origins of workers hired by the establishment remained very similar.

3.6.2 Commuting time, job separation and wages

The previous results suggest that, even when they increase the commuting time of most
workers, as for relocation from the center to the suburbs, the effects of relocations on
average commuting time appear persistent. Relocations are not associated with a large
turnover of workers in which workers living far from the new location are replaced by
workers living closer. This result implies that if increased commuting time diminishes
workers’ utility, firms need to compensate workers experiencing an increase in commuting
time to preserve the match. To assess these possibilities, we turn now to individual-level
estimates of the impact of commuting time changes on job separation probability and on
the wages of workers that remained in the establishment.

Validity of the empirical strategy— We start by providing evidence regarding the
validity of our empirical strategy designed to capture a causal effect of a change in com-
muting time on job separation and wages. Our key identification hypothesis is that
changes in commuting time following the relocation do not affect workers in a way cor-
related with preexisting wage trends. A first important threat to this hypothesis would
be that firms optimize their relocations such that they affect less the commuting time of
workers that, even without the relocation, would have experienced specific wage trends
or would have been less likely to separate. While including occupation fixed effects might
moderate these concerns, any remaining correlation between changes in commuting time
and unobserved wage determinants might affect our results. Another possibility is that
workers might anticipate the consequences of the relocation by leaving the firm before the
relocation, or firms might increase their wages before the relocation to retain them. If
these effects are empirically important, we should find that wage increases or job separa-
tion probabilities before the relocation are associated with future increases in commuting
time. To assess these possibilities empirically, the first two columns of Table 3.5 report
estimates in which we test whether changes in separation probability in Panel A or in log
wages in Panel B that occurred one and two years before the relocation are affected by
future changes in commuting time due to the relocation. Overall, for both outcomes and
years, the estimated coefficients are precisely estimated zeros, and there is little evidence
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that preexisting changes in wages or job separation are associated with future changes in
commuting time associated with the relocation.

Table 2a Testing for asymmetric effects. 
T_AsyWage 

 
Outcome A. Separation probability 

Event year 
Two years 

before 
relocation 

One year 
before 

relocation 
One year after relocation 

∆Commuting time by 
public transportation -0.001 0.001 0.014*** 0.012***  

 (0.003) (0.004) (0.002) (0.003)  

∆Commuting time by car    0.004 0.004 

    (0.004) (0.004) 
∆Commuting time by 
public transportation > 0     0.038*** 
     (0.004) 
∆Commuting time by 
public transportation < 0     0.005*** 

     (0.002) 
N 222,037 222,037 259,370 259,370 259,370 

Outcome B. Change in wage 
∆Commuting time by 
public transportation 0.004 -0.003 0.011*** 0.012***  

 (0.002) (0.001) (0.002) (0.002)  
∆Commuting time by car    -0.001 -0.001 
    (0.003) (0.003) 
∆Commuting time by 
public transportation > 0     0.028*** 

     (0.003) 
∆Commuting time by 
public transportation < 0     -0.005 

     (0.004) 
N 163,035 217,779 257,127 257,127 257,127 

 
  
Table 3.5: The effects of changes in commuting time on wages and separation
probability. Source: DADS data 2010-2015. Note: The Table shows the results of regressions in
which the dependent variable is the separation probability in Panel A and the change in wage relative to
before relocation in Panel B. The main variables of interest are various measures of changes in commuting
time by car and public transportation. Columns 1 and 2 show placebo regression in which we regress
separation probability and change in wage occurring two and one year before the relocation. Columns 3 to
5 report the effect after the relocation. All regressions include establishment and occupation fixed effects.
Standard errors are clustered at the establishment level. (**) and (***) denote statistical significance at
5% and 1% level.
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Baseline estimates— Column 3 in Table 3.5 reports the baseline estimates of our
model assessing the effects of commuting time changes on job separation in Panel A and
on wages in Panel B. Overall, we find strong evidence that idiosyncratic commuting time
changes affect the risks of job separation and wages. However, the effects are economi-
cally small as the estimates suggest that a one-hour increase in commuting time, which
corresponds to about two standard deviations according to Table 3.4, is associated with
1.4% increase in job separation probability and a 1.1% increase in wage.

Taking into account commuting time by car— As discussed earlier, a limitation
of our data is that we do not observe the actual commuting mode of the worker. As a
result, the relatively small effects estimated previously might be explained by the fact
that commuting time by car and not by public transportation is the relevant measure for
some workers. To test this hypothesis, we report in column 4 of Table 3.5 estimates of
specifications that additionally control for changes in commuting time by car. Consistent
with the fact that most commuting to work in the center and the inner suburbs use public
transportation, the coefficients associated with changes in commuting time by car are both
economically very small and statistically insignificant. In addition, their inclusion barely
affects the estimated coefficient of commuting time by public transportation.

While unlikely for workers living in the center, a possibility is that commuting by car
might be a relevant alternative for workers living in the suburbs, particularly if they have
to commute to an establishment in the inner suburbs. To explore this possibility, the
supplementary Appendix Table C.2 reports additional estimates in which we include an
interaction term between the change in commuting time by car and the probability of
living in the suburbs. We also estimate the model separately for establishments that
relocate to the inner suburbs, as commuting by car is more likely to be a relevant alter-
native in that case. Consistent with the previous evidence, we find little effect of adding
commuting time by car for these workers.

Testing for symmetrical effects— Commuting time increases and decreases might
not have a symmetric effect on wages, particularly if workers have an aversion to wage cuts.
If this hypothesis is true, this could explain why we found small effects of commuting time
changes on job separation and wages. To investigate this hypothesis, we report estimates
in column 4 in Table 3.5 that allow the effects of commuting time decreases and increases
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to differ.22

Overall, the estimates strongly reject the hypothesis of symmetric effects, as the differences
between commuting time increases and decreases are large and statistically significant for
both outcomes. For the job separation probability, while commuting time decreases are
associated with a small decrease in the probability of separation, the effects of an increase
in commuting time are seven times larger, indicating that the job separation probability
would increase by 4 p.p. in response to one hour of additional commuting time.

For wages, the differences are even more striking. On the one hand, we find little evidence
that firms cut the wages of employees benefiting from a decline in commuting time as the
coefficient associated with a decrease in commuting time is economically small and not
statistically significant. In contrast, the coefficients associated with increased commuting
time are large and measured precisely, indicating an hourly wage increase of 3 log points
associated with one hour of additional commuting time.

As a consequence of these significant differences, and to save space, we only report the
estimates of coefficients associated with increased commuting time in the rest of the paper.

3.6.3 Differences across relocation types

As discussed earlier, relocations might also change the amenities associated with working
in a given establishment. If these amenities also affect workers’ utility, commuting time
increases might have a stronger effect on both job separation probabilities and wages. We
expect, in particular, to find a stronger effect of commuting time increases on workers
from establishments that relocate from the center into the suburbs relative to those that
relocate into the prestigious center of Paris. Another possibility is that differences in
the characteristics of the new location also affect the ability of establishments to replace
workers. Establishments that relocate into the center might have less incentive to preserve
the match if they can easily replace workers. If this hypothesis is true, we should find
no effects of commuting time increases on wages in this case, even if they affect the
probability of job separation.

To assess the empirical relevance of these two hypotheses, we report in Table 3.6 and 3.7
separate estimates of the effects of commuting time increases on the job separation prob-
ability and wages, respectively, across different types of relocation from the relocation

22While not reported here, we also tested for asymmetric effects of increases or decreases in commuting
time by car and found no effects.
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year up to 2 years after. The Tables also report separate placebo estimates up to 2 years
before the relocation, allowing for testing for pretends.

Job separation probability 
T_Sep 

 
 Annual job separation 

probability 
Separation probability relative to before 

relocation 
Event year -2 -1 0 1 2 

 A. Center to Suburbs 
∆Commuting by public 
transportation > 0 0.002 -0.001 0.052*** 0.061*** 0.075*** 
 (0.002) (0.001) (0.007) (0.008) (0.008) 

N 46,489 46,489 56,386 56,386 56,386 

 B. Suburbs to center 
∆Commuting by public 
transportation > 0 -0.001 -0.001 0.022** 0.042*** 0.039*** 

 (0.001) (0.001) (0.011) (0.013) (0.014) 

N 22,606 22,606 24,656 24,656 24,656 

 C. Suburbs to suburbs 
∆Commuting by public 
transportation > 0 0.002 -0.001 0.031*** 0.047*** 0.048*** 

 (0.001) (0.00004) (0.005) (0.006) (0.006) 

N 100,075 100,075 116,385 116,385 116,385 

 D. Center to Center 
∆Commuting by public 
transportation > 0 0.005 0.001 0.022** 0.041*** 0.044*** 

 (0.002) (0.002) (0.010) (0.011) (0.012) 

N 52,867 52,867 62,943 62,943 61,943 

 
 
 
  
Table 3.6: Effects of relocation on job separation probability. Source: DADS data
2010-2015. Note: The Table shows the results of regressions in which the dependent variable is the sepa-
ration probability. Columns 1 and 2 show placebo regression in which we regress separation probability
two and one year before the relocation. Columns 3 to 5 report the effects one, two, and three years after
the relocation. Panel A, B, C, and D consider a different type of relocation depending on the origin
and destination of the establishment that relocates. All regressions include establishment and occupation
fixed effects. Standard errors are clustered at the establishment level. (**) and (***) denote statistical
significance at 5% and 1% level.
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Table 2 Effects of the relocation from center to suburbs on wages 
T_Wage 

 
 Two-year change in wage Change in wage relative to before relocation 

Event year -2 -1 0 1 2 

 A. Center to suburbs 
∆Commuting by public 
transportation > 0 0.004 -0.007 0.046*** 0.036*** 0.043*** 
 (0.004) (0.004) (0.005) (0.006) (0.006) 

N 34,184 45,063 55,806 48,263 41,434 

 B. Suburbs to center 
∆Commuting by public 
transportation > 0 0.009 0.004 -0.004 -0.003 0.006 

 (0.006) (0.007) (0.008) (0.008) (0.008) 

N 16,445 21,030 24,434 20,978 18,521 

 C. Suburbs to Suburbs 
∆Commuting by public 
transportation > 0 0.005 0.005 0.021*** 0.014*** 0.017*** 

 (0.003) (0.002) (0.004) (0.004) (0.004) 

N 74,764 96,684 115,605 99,005 88,242 

 D. Center to Center 
∆Commuting by public 
transportation > 0 0.011 0.001 0.024*** 0.015** 0.026*** 

 (0.006) (0.005) (0.007) (0.007) (0.009) 

N 38,013 55,747 61,730 52,095 46,250 

 
 
  Table 3.7: Effects of relocation on wages. Source: DADS data 2010-2015. Note: The Table
shows the results of regressions in which the dependent variable is the change in wage. Columns 1 and 2
show placebo regression in which we regress the change in wage two and one year before the relocation.
Columns 3 to 5 report the effects one, two, and three years after the relocation. Panel A, B, C, and D
consider alternative types of relocation depending on the origin and destination of the establishment that
relocates. The explanatory variable is the commuting time increase by public transportation associated
with the relocation measured in hours. All regressions include establishment and occupation fixed effects.
Standard errors are clustered at the establishment level. (**) and (***) denote statistical significance at
5% and 1% level.
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Overall, the results strongly confirm that the effects of commuting time increases vary
dramatically across different types of relocation. For the job separation probability in
Table 3.6, the point estimates have the same sign and are highly statistically significant
across relocation types. However, the estimated coefficients tend to be 25% larger for
relocations to the suburbs, for which we find that, after two years, a one-hour increase
in commuting time is associated with a 7 p.p. increase in the job separation probability
against 4 to 5 p.p. for other types of relocation. Table 3.7 shows that relocations to the
suburbs are also associated with a 4 log points increase in hourly wages for each additional
hour of commuting time, which is more than twice as large relative to the estimated effects
for relocation within the suburbs.

In contrast, the effects of commuting time increase on wages are dramatically different for
establishments that relocate from the suburbs into the center. Even though commuting
time increases associated with these relocations increase the probability of job separation,
there is little evidence that establishments that relocate from the suburbs into the cen-
ter adjust their workers’ wages proportionally, as the estimated coefficients on the wage
regression are close to zero in this specification.

Overall, our results are consistent with the hypothesis that commuting time increases
associated with relocations to the suburbs are more costly for establishments as they are
associated with higher increases in job separation probabilities and wages. In contrast,
the fact that we find no wage adjustment for relocation to the center despite the increasing
risks of job separation is consistent with the hypothesis that preserving the match has
less value for establishments relocating to the center.

Placebo regression on workers hired after the relocation— A concern with the
previous estimates is that the relocation affected differentially the productivity and, thus,
the wages of workers in a way correlated with their residency. If this is the case, part of
the previous results might reflect differential productivity trends across workers affecting
wages and correlated with their residency. Assuming such trends persist over time, they
should also be observed in workers hired after the relocation. In order to assess this
hypothesis, we report in Table 3.8 regression estimates in which we compare our baseline
estimates with estimates on workers hired after the relocation for whom we impute a
placebo change in commuting time had they been in the firm before the relocation. For
both the job separation probability in Panel A and wages in Panel B, the results confirm
that the previously estimated effects appear specific to workers hired before the relocation,
as no differential risks of job separation or changes in wages are observed on workers hired
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after the relocation.
Effects on those observed in the firm after relocation 

T_HAfter 
 

 A. Job separation probability 

 All relocation Center to suburbs Suburbs to center 
∆Commuting by public 
transportation >0 0.035*** 0.006 0.052*** 0.022 0.022** -0.023 
 (0.003) (0.008) (0.007) (0.013) (0.011) (0.027) 

N 259,370 109,791 53,386 25,093 24,656 9,733 

Type of worker Hired 
before Hired after Hired before Hired after Hired 

before Hired after 

 B. Change in wage 
∆Commuting by public 
transportation >0 0.026*** -0.001 0.046*** 0.001 -0.004 0.022 

 (0.003) (0.005) (0.005) (0.009) (0.008) (0.017) 

N 257,127 94,290 55,806 22,218 24,434 8,534 

Type of worker Hired 
before Hired after Hired before Hired after Hired 

before Hired after 

 
 
 

Table Effects on workers living in the center 
T_LCent 

 
 

Type of relocation All 
relocation 

Center to 
suburbs 

Suburbs to 
center 

Suburbs to 
suburbs 

Center to 
Center 

 A. Separation probability relative to before relocation 

∆Commuting by public transportation > 0 0.025*** 0.025*** 0.025*** 0.025*** 0.025*** 

 (0.004) (0.004) (0.004) (0.004) (0.004) 
∆Commuting by public transportation > 0 
x Workers live Center 0.067*** 0.067*** 0.067*** 0.067*** 0.067*** 

 (0.007) (0.007) (0.007) (0.007) (0.007) 

N 259,370 259,370 259,370 259,370 259,370 

 B. Change in wage relative to before relocation 

∆Commuting by public transportation > 0 0.023*** 0.023*** 0.023*** 0.023*** 0.023*** 

 (0.003) (0.003) (0.003) (0.003) (0.003) 
∆Commuting by public transportation > 0 
x Workers live Center 0.015*** 0.015*** 0.015*** 0.015*** 0.015*** 

 (0.006) (0.006) (0.006) (0.006) (0.006) 

N 257,127 257,127 257,127 257,127 257,127 

 
 
 
  

Table 3.8: Placebo regression on workers hired after the relocation Source: DADS
data 2010-2015. Note: The Table shows the results of regressions in which the dependent variable is
the job separation probability in Panel A and the change in wage in Panel B for different types of
establishment relocation. Within each group, we report separate regression for workers hired before
and after the relocation on the commuting time change. The explanatory variable is the commuting
time increase by public transportation associated with the relocation measured in hours. All regressions
include establishment and occupation fixed effects. Standard errors are clustered at the establishment
level. (**) and (***) denote statistical significance at 5% and 1% level.

3.6.4 Differences by workers’ residency

Another possibility is that relocation’s consequences vary with the workers’ residencies.
Workers living in the center of the Paris metro area might have access to more or better
job opportunities for a low commuting time relative to those living in the suburbs. To
assess this possibility, Table 3.9 reports regressions in which the coefficient of commuting
time increase is allowed to differ depending on whether the worker’s residency is in the
center of the Paris metro area or the suburbs.

The results confirm that commuting time increases tend to have a larger effect on workers
living in the center of the Paris metro area, particularly for the probability of job sepa-
ration. The additional risks of job separation appear particularly large as the estimates
imply that the effects of commuting time increase appear to be three times larger on job
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separations. The differences are more moderate for wages, but the estimated effects are
nevertheless 50% larger for workers living in the center of Paris relative to workers in the
suburbs.

Effects on those observed in the firm after relocation 
T_HAfter 

 
 A. Job separation probability 

 All relocation Center to suburbs Suburbs to center 

∆Commuting by public 

transportation >0 
0.035*** 0.006 0.052*** 0.022 0.022** -0.023 

 (0.003) (0.008) (0.007) (0.013) (0.011) (0.027) 

N 259,370 109,791 53,386 25,093 24,656 9,733 

Type of worker 
Hired 

before 
Hired after Hired before Hired after 

Hired 

before 
Hired after 

 B. Change in wage 

∆Commuting by public 

transportation >0 
0.026*** -0.001 0.046*** 0.001 -0.004 0.022 

 (0.003) (0.005) (0.005) (0.009) (0.008) (0.017) 

N 257,127 94,290 55,806 22,218 24,434 8,534 

Type of worker 
Hired 

before 
Hired after Hired before Hired after 

Hired 

before 
Hired after 

 
 
 

Table Effects on workers living in the center 
T_LCent 

 
 

Type of relocation 
All 

relocation 

Center to 

suburbs 

Suburbs to 

center 

Suburbs to 

suburbs 

Center to 

Center 

 A. Separation probability relative to before relocation 

∆Commuting by public transportation > 0 0.025*** 0.032*** 0.021*** 0.028*** -0.005 

 (0.004) (0.008) (0.011) (0.005) (0.011) 

∆Commuting by public transportation > 0 

x Workers live Center 
0.067*** 0.063*** 0.038 0.067*** 0.085*** 

 (0.007) (0.011) (0.062) (0.014) (0.017) 

N 259,370 56,386 24,656 116,385 61,943 

 B. Change in wage relative to before relocation 

∆Commuting by public transportation > 0 0.023*** 0.044*** -0.001 0.020*** 0.018** 

 (0.003) (0.003) (0.008) (0.003) (0.008) 

∆Commuting by public transportation > 0 

x Workers live Center 
0.015*** 0.007 -0.103 0.017** 0.017** 

 (0.006) (0.006) (0.056) (0.006) (0.006) 

N 257,127 55,806 24,434 115,605 61,282 

 
 
 
  
Table 3.9: Effects of relocation on workers living in center relative to suburbs.
Source: DADS data 2010-2015. Note: The Table shows the results of regressions in which the dependent
variable is the separation probability one year after the relocation in Panel A and the change in wage one
year after relative to the year before the relocation in Panel B. Each column report separate estimates for
a different type of establishment relocation. The explanatory variables are the increase in commuting time
by public transportation measured in hours associated with the relocation and the interaction between
this variable and a variable equal to one if the worker lives in the center of Paris. All regressions include
establishment and occupation fixed effects. Standard errors are clustered at the establishment level. (**)
and (***) denote statistical significance at 5% and 1% level.

3.6.5 Heterogeneity by skills and gender

The consequences of commuting time increases might also differ across workers by skill
levels. As skilled workers are more costly to replace (Blatter et al. (2012)), firms might
be more willing to increase their wages to preserve the match. To test this hypothesis, as
education is not reported in the data, we use the workers’ occupations to distinguish be-
tween three broad skill groups high, medium, and low-skill occupations defined using the
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French occupational classification codes.23 Results of these separate estimates reported
in Table 3.10 for relocations to the suburbs point to large differences in the adjustment
to commuting time increases across these groups. While commuting time increases sub-
stantially affect job separation probability for low-skill workers, we find they have little
effect on their wages, in contrast to high- and medium-skill workers. For relocations to
the center, the estimation results are once again very different are we find no effects of
commuting time increase on wages in any of these groups, thus suggesting that differ-
ences in the composition of employment by skills across establishments do not explain the
differences between these two types of relocations.

Gender differences in the effects of commuting time increase might also be important
as commuting time might have a larger disutility for women than men (Le Barbanchon
et al. (2021)). To test this hypothesis, the last two columns of Table 3.10 report separate
estimates by gender. Consistent with this hypothesis, we find a larger and more precise
effect of commuting time increases on the job separation probability for women associated
with a relocation to the center. On the other hand, the coefficients are very similar for
relocation to the suburbs while, for wages, the adjustment to commuting time increases
appear rather similar for men and women.

3.6.6 Differences across sectors

As emphasized earlier in Table 3.2, the distribution of establishments across sectors is
broadly similar across our different categories of relocation with the important exception of
the share of establishments from the Information and Communication sector, which tends
to be slightly larger among relocations to the center. If the consequences of relocations
are heterogeneous across sectors, these differences in sectoral compositions might explain
some of the differences between relocations from the center to the suburbs and relocations
from the suburbs to the center. To investigate this hypothesis, Table 3.11 reports separate
estimates across sectors for these two types of relocation.

Overall, the estimates reported in Table 3.11 are inconsistent with the hypothesis that
differences in the sectoral composition of establishments explain differences between relo-
cations. Overall, we find relatively few differences in estimates across sectors relative to
differences between each type of relocation as, within sectors, relocations to the suburbs
tend to have a systematically larger and statistically significant effect on wages and job
separation relative to relocation from the suburbs to the center. A notable exception is

23See appendix for details on the match.
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the Administrative and Support Services sector, for which we find no effect of commuting
time change on wages for any relocation.

Differences by skill and gender 
T_Occup 

 
 High Skill Medium Skill  Low Skill Men Women 

 A Job separation probability after relocation 

 A1. Center to suburbs 
∆Commuting by public 
transportation > 0 0.056*** 0.121*** 0.058*** 0.069*** 0.055*** 
 (0.015) (0.029) (0.015) (0.012) (0.012) 

N 16,983 4,810 16,115 30,132 26,254 

 A2. Suburbs to Center 
∆Commuting by public 
transportation > 0 0.025 0.036 0.067*** 0.029 0.050*** 

 (0.028) (0.041) (0.023) (0.019) (0.018) 

N 7,416 2,394 6,972 12,991 11,665 

 B Change in wage relative to before relocation 

 B1. Center to suburbs 
∆Commuting by public 
transportation > 0 0.051*** 0.039** 0.012 0.038*** 0.036*** 

 (0.011) (0.018) (0.009) (0.008) (0.009) 

N 15,395 3,931 12,378 25,640 22,623 

 B2. Suburbs to Center 
∆Commuting by public 
transportation > 0 -0.025 0.009 0.006 -0.011 -0.002 

 (0.020) (0.024) (0.009) (0.012) (0.010) 

N 6,470 1,947 5,727 11,056 9,922 

 
 

 
  
Table 3.10: Differences in effects of commuting time increases by occupation
groups and gender. Source: DADS data 2010-2015. Note: The Table shows the results of
regressions in which the dependent variable is the separation probability in Panel A and the change in
wage in Panel B. Panels A1 and B1 consider relocation from the center to the suburbs. Panels A2 and
B2 consider relocation from the suburbs to the center. Columns 1, 2, and 3 show estimates for High-skill,
medium-skill, and low-skill workers. Columns 4 and 5 show results for men and women. The explanatory
variable is the commuting time increase by public transportation associated with the relocation measured
in hours. All regressions include establishment and occupation fixed effects. Standard errors are clustered
at the establishment level. (**) and (***) denote statistical significance at 5% and 1% level.
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Separation estimates across sectors 
T_Sector 

 
 A Job separation probability after relocation 

 
Information 

and 
communication 

Finance and 
Insurance 

Professional, 
Scientific, 

and 
Technical 
Services 

Administrative 
and Support 

Services 

 A1 Center to suburbs 
∆Commuting by public 
transportation > 0 0.071*** 0.052*** 0.062*** 0.069*** 

 (0.021) (0.017) (0.015) (0.023) 

N 9,746 11,488 17,985 6,890 

 A2 Suburbs to Center 
∆Commuting by public 
transportation > 0 0.039 0.042 0.043** 0.069 

 (0.032) (0.027) (0.020) (0.052) 

N 6,331 4,822 7,676 2,304 

 B Change in wage relative to before relocation 

 B1 Center to suburbs 
∆Commuting by public 
transportation > 0 0.065*** 0.044*** 0.046*** -0.015 

 (0.013) (0.012) (0.013) (0.010) 

N 9,512 10,487 12,724 6,948 

 B2 Suburbs to Center 
∆Commuting by public 
transportation > 0 0.032 -0.010 -0.011 -0.016 

 (0.022) (0.020) (0.010) (0.016) 

N 5,462 4,726 5,513 2,399 

 
 
xxx 

 
 

  

Table 3.11: Differences across sectors. Source: DADS data 2010-2015. Note: The Table shows
the results of regressions in which the dependent variable is the separation probability in Panel A and the
change in wage in Panel B. Each column show estimates for establishments in a different sector. Panels A1
and B1 consider relocation from the center to the suburbs, while Panels A2 and B2 consider relocation
from the suburbs to the center. The explanatory variable is the commuting time increase by public
transportation associated with the relocation measured in hours. All regressions include establishment
and occupation fixed effects. Standard errors are clustered at the establishment level. (**) and (***)
denote statistical significance at 5% and 1% level.
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3.7 Robustness

We assess the robustness of our main results in Table 3.12. For reference, our baseline
results are reported in column 1. As discussed earlier, a first threat to the interpretation
of our results is that firms might have anticipated the relocation by hiring workers just
before the relocation for whom an increase in commuting time has a lower effect on their
utility. If this hypothesis is true, the estimates should differ when performed on a sample
of workers hired much before the relocation, and that thus were less likely to anticipate
the change. To investigate this hypothesis, column 2 reports results using only workers
observed in the establishment three years before the relocation. While such restriction
significantly decreases the sample size, the results appear unchanged relative to our main
results.

Another threat to the interpretation of our results is that the relocation of an establish-
ment might be associated with a change in the activities performed in the establishment.
These changes in activities might affect our results if they affect the wages or job separation
probability of workers differentially in a way correlated with the increase in commuting
time. To assess the importance of this issue, we report results in column 3, estimated
using establishments in which more than 80% of workers observed in the previous es-
tablishment are also observed in the new establishment, while only a share of 50% was
required in our baseline sample. Focusing on establishments in which the composition
of workers relative to the past establishment remained unchanged should decrease the
risk that the relocation is associated with a change in the activities of the establishment
affecting workers. While such restriction also significantly decreases the sample size, it
has little qualitative effect on our point estimates.

In column 4, we assess the robustness of our results to the inclusion of municipality and,
for the municipality of Paris, arrondissements fixed effects associated with the worker’s
residency. Including these fixed effects should absorb any correlation between change in
commuting time and change in wages common to workers living in the same municipality
or arrondissement. Reassuringly, our results are unaffected by their inclusion.
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Differences by municipality of residency 
 

 
Change 

in wage 

Job 

separation 

probability 

Prob 

Separate and 

return to 

Paris 

Prob change 

residency 

location to be 

close 

∆Commuting by public transportation 

x (live in Suburbs) 
0.026*** 0.060*** 0.023*** 

 

 (0.005) (0.006) (0.004)  

∆ Commuting by public transportation 

x (Live in Paris Center) 
0.039*** 0.094*** 0.029*** 

 

 (0.009) (0.011) (0.008)  

Live in Paris Center 0.005 0.024*** 0.019***  

 (0.003) (0.004) (0.003)  

N  83,341 83,341  

 
 

Robustness 
T_Robust 

 
 (1) (2) (3) (4) 

Specification Baseline 

Only 

workers 

hired 3 years 

before 

relocation 

More than 

80% of 

workers in 

the new 

establishment 

Municipality 

fixed effects 

 A. Job separation probability after relocation 

∆Commuting by public 

transportation>0 
0.034*** 0.038*** 0.032*** 0.038*** 

 (0.004) (0.005) (0.005) (0.004) 

N 259,370 160,652 192,990 259,370 

 B. Change in wage relative to before relocation 

∆Commuting by public 

transportation>0 
0.028*** 0.027*** 0.028*** 0.029*** 

 (0.003) (0.004) (0.004) (0.003) 

N 257,127 159,808 191,354 257,127 

 
 

Xxx 
 

 (1) (2) (3) (4) (5) (6) 

Specification Baseline 

Only 

workers 

hired 3 years 

before 

relocation 

More than 80% of 

workers in the new 

establishment 

Municipality 

fixed effects 
xxx xxx 

 A. Job separation probability after relocation 

∆Commuting by public 

transportation>0 
0.034*** 0.038*** 0.032*** 0.038*** 0.000*** 0.000*** 

 (0.004) (0.005) (0.005) (0.004)   

N 259,370 160,652 192,990 259,370   

 B. Change in wage relative to before relocation 

∆Commuting by public 

transportation>0 
0.028*** 0.027*** 0.028*** 0.029***   

Table 3.12: Robustness of the main results. Source: DADS data 2010-2015. Note: The
Table shows the results of regressions in which the dependent variable is the separation probability in
Panel A and the change in wage in Panel B. The explanatory variable is the commuting time increase by
public transportation associated with the relocation measured in hours. Column 1 reproduces the baseline
estimates from Table 3.5. Column 2 reports estimates using only workers observed in the establishment
at least three years before the relocations. Column 3 reports estimates using a sample of establishments
in which more than 80% of the workers from the initial establishment are also observed in the new
establishment. Column 4 reproduces results from a specification including municipality and, for the
municipality of Paris, arrondissement fixed effects. All regressions include establishments and occupation
fixed effects. Standard errors are clustered at the establishment level. (**) and (***) denote statistical
significance at 5% and 1% level.

3.8 Conclusion

To understand the trade-offs firms face when choosing an establishment’s location in a
large metro area, we investigated the consequences of establishments’ relocation across
different parts of the Paris metro area, particularly between the center and the suburbs.
We first documented that relocations significantly affect commuting time by public trans-
portation within establishments. The effects appear particularly large for relocations from
the center into the suburbs, which are associated with a persistent increase in commut-
ing time by public transportation for most workers from the establishment. Despite this
increase, there is a significant overlap in the geographical origins within the metro area
between workers hired before and after the relocation. Even if workers hired after the

136



relocation tend to live closer to the establishment, workers hired after the relocation live
in the same parts of the metro area as those hired before.

To explain these patterns, we investigate how differences in increases in commuting time
associated with the relocations affect the job separation probabilities and wages across
workers within the establishment. We find that increases in commuting time increase the
risks of job separation, but their effects are, on average small. Importantly, consistent
with the hypothesis that differences in amenities across parts of the metro area also influ-
ence workers’ utility, the effects of similar commuting time increases differ dramatically
depending on which part of the establishment relocates. In particular, we find that in-
creases in job separation risk tend to be twice as large for relocations to the suburbs. The
effects on job separation appear also larger for workers living in the center of Paris, who
might have access to more job opportunities for a low commuting time relative to workers
in the suburbs.

We find evidence that one explanation for the relatively moderate effects of commuting
time increases on the job separation probability is that establishments increase the wage
of workers in compensation differently, consistent with a non-competitive model of wage
formation. We find particularly large wage increases for relocations from the center to
the suburbs, particularly for workers living in the center of Paris. In contrast, we find
no evidence that establishments relocating to the center also adjust workers’ wages to
commuting time increases, consistent with the hypothesis that they have less incentive
to preserve the match and can more easily replace workers in the center. We also find
no wage cut for workers benefiting from a decrease in commuting time on wage, thus
suggesting that these workers benefit from an increase in their share of the surplus from
the match.

Overall, our results are consistent with the hypothesis that relocations to the suburbs
are more costly for firms as they appear associated with both lower levels of amenities,
which increases the risk of separation and longer commuting time for a larger share of
workers in the metro area, in particular for workers living in the center which tend to
react more strongly to increases in commuting-time. These results are consistent with
extensive urban economics literature emphasizing the role of commuting time on workers’
labor supply to the firm. For skilled workers, these results are also consistent with non-
competitive models of the labor market in which firms can increase wages to preserve the
match when a change in the working environment affects the workers’ utility.

An important limitation of our results is that, given the data requirements, our results are
specific to a single metro area, Paris, as we do not have access to data that would allow
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us to replicate our study in other large metro areas in which there remains a substantial
concentration of employment in the center, such as London or New York. Further studies
should also investigate the trade-off of firms in polycentric metro areas, such as Los
Angeles or Dallas, characterized by a lower density of the public transportation network
and where most commuting to work occurs by car.
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Conclusion

Through this doctoral thesis, I aim to gain new insight into the labor market. To do so,
I use both theoretical search and matching model and econometric methods. This thesis
consists of three chapters, each providing a response to the following questions. : (1) How
does the emerging trend of remote work influence labor market outcomes and inequalities
within two distinct spatial zones? (2) How did COVID-19 impact unemployment for
different types of workers, and how did public interventions mitigate its negative effects?
And (3) How does firm relocation impact wages and employee turnover?

Chapter 1 focuses on the first question by examining the impact of working from home
on labor market outcomes using an extension of the search and matching model. This
chapter not only reveals the shifts that occurred, in the economy, due to the COVID-19
pandemic but also addresses the data gap to (i) explain the increase in the share of remote
workers following the COVID-19 crisis; (ii) investigate the effects of this shift on labor
market outcomes in two distinct areas; and (iii) assess the potential benefits of working
from home in reducing inequalities between urban and rural regions.

In this chapter, we show that the increase in commuting costs has a negative impact on
the unemployment rate in both urban and rural areas. However, this negative impact is
offset by the increase in remote workers’ productivity and the decrease in WFH disutility.
Furthermore, we find that reducing remote work disutility results in a win-win situation
by improving the welfare of the unemployed, narrowing the welfare gap between rural
and urban areas, and increasing overall wealth in both economies emphasizing its positive
impact on the economy.

Chapter 2 brings an answer to the second question through a general equilibrium model
that incorporates matching frictions to analyze the impact of the COVID-19 lockdown
on unemployment. In this chapter, we show that the economic impact of the lockdown is
very large, in particular for workers without a university degree. Nevertheless, the study
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finds that both the CARES Act (in the US) and partial unemployment (in France) play a
significant role in helping the labor market absorb the COVID-19 shock. In fact, we show
that the CARES Act serves to encourage labor hoarding. Moreover, the recall system
implemented in the United States contributes to a robust recovery. Finally, we show that
in France, the utilization of partial unemployment help also in the long-term recovery.
A key message of this chapter is that, although the subprime and the COVID-19 crises
are in nature different, the remarkable public interventions during the latter crisis have
facilitated an unprecedented speed of economic recovery.

Finally, Chapter 3 focuses on understanding the decision-making process of firms when
selecting the locations for their establishments. Particularly, through this chapter, we
aim to gain insight into the effect of relocation on wages and employee turnover. The
findings indicate that an increase in commuting time due to a relocation leads to a higher
probability of job separation. Hence, in order to maintain the employment relationship,
establishments that move to the suburbs tend to increase the wages for skilled workers,
particularly those residing in the city center. The study also shows that these findings are
not similar for every relocation. Particularly, we show that there are no wage adjustments
for establishments relocating to the center. Finally, the study rejects the hypothesis of
wage cuts for workers for whom commuting time decreases as a result of the relocation of
their establishment.
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Appendix A

A.1 The intensity of WFH in WHA

A.1.1 By surplus maximisation

Recall, Sh
n,ji = W h

n,ji − Ui + Jh
n,ji

Hence, by differentiating

∂Sh
n,ji

∂λn,ji
=
∂(W h

n,ji − Ui)

∂λn,ji
+
∂Jh

n,ji

∂λn,ji
= 0 (A.1)

Using equation 1.1, 1.2, 1.5 and the free entry condition, we have

∂(W h
n,ji − Ui)
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=
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(A.2)

∂Jh
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= −

∂wh
n,ji(τ)

∂λn,ji
(A.3)

Putting A.3 and A.2 in A.1
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−
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Leading to

λ∗n,ji = 1− e
−

cτ,jiτn,ji
ζi

A.1.2 Through Nash Bargaining

wh
n,ji = argmaxwh
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{(W h
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η(Jh
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η
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From wage bargaining we find: (1− η)(W c
n,ji − Ui) = ηJ c

n,ji leading to

∂wh
n,ji(τ)− Lh(τn,ji, λn,ji)

∂λn,ji
=
∂wh

n,ji(τ)

∂λn,ji

Which is the same solution as directly maximizing the total surplus.

∂Lh(τn,ji, λn,ji)

∂λn,ji
= 0

A.1.3 Through profit maximisation

Equation 1.5, shows that maximizing, the marginal value of a worker ∂Jh
n,ji(τ)

∂λn,ji
is equivalent

to maximizing directly his wage ∂wh
n,ji(τ)

∂λn,ji
= 0

From equation 1.14 we can easily show that

∂wh
n,ji(τ)

∂λn,ji
=
∂(1− η)Lh(τn,ji, λn,ji)

∂λn,ji
= 0

Which is the same solution as directly maximizing the total surplus.
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A.2 Data

A.2.1 Diploma

The data on educational attainment is obtained from USDA, which compiles information
by combining multiple data files. This includes data on county metro-non-metro status
based on the Office of Management and Budget’s metropolitan area definitions, as well
as the American Community Survey 5-year period estimates. However, we only have
data available for the years 2000, 2015, 2016, and 2019. To address this limitation, we
included data from 2019 as an estimate for 2018, assuming that during the first year of
the COVID-19 pandemic, the economy was largely stagnant and educational changes were
not a central focus. Additionally, based on the data from 2015 and 2016, which showed
minimal to no change between consecutive years, we used the average of the four-year
data to compute the educational attainment shares in both rural and urban areas from
2000 to 2018.

A.2.2 Wages

The quarterly wage data is obtained from the Bureau of Labor Statistics (BLS). However,
since the model is calibrated using monthly data, we convert the quarterly data into
monthly data.
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Figure A.1: Quarterly Weekly Wages
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LHS HS Coll. Bach.
Median Wage 2009 2786 3209 4578

Table A.1: Median earning by educational attainment from 2000 to 2018. Source

: Weekly and hourly earnings data from the Current Population Survey BLS

A.2.3 Flows

Unemployment, Job finding rate and Job separation rate

• Aggregate data: The macro-level unemployment rate and job-separation rate
data that we use are constructed from BLS data, from 2000 to 2018. Data pertaining
to monthly employment and unemployment levels for all people aged 16 and over
are seasonally adjusted. To construct worker flows following Adjemian et al. (2019),
we use the number of unemployed workers who have been unemployed for less than
five weeks. After dividing the unemployment levels in each month by the sum of
unemployment and employment, we obtain monthly series for Um (where m refers
to the monthly frequency). We also have data on individuals unemployed for less
than five weeks U5

m . We can then construct, the worker flows which is given by
JSRm =

Um+1−U5
m+1

Em
.

• Data by educational attainment: Using data from Cairo and Cajner (2016)
and BLS data on the aggregated Unemployment and Job separation rate, we derive
worker flows based on educational attainment (January 2000–January 2018)1. The
first-order moments of worker flows used to identify the model parameters are shown
in Table A.2.

LHS HS Coll. Bach. Aggregate
JSR 0.0367 0.0204 0.0169 0.0095 0.0184
UR 0.1059 0.0677 0.0566 0.0333 0.0600

Share of population 0.11 0.33 0.31 0.25 1

Table A.2: Worker flows and stocks. Data came from Cairo and Cajner (2016) and cover

the 2000–2014 period; we rescaled these data. For population shares, the data came from the BLS and

cover the 2000–2018 period. The educational attainment typologies are as follows: less that high school

diploma (LHS), high school diploma (HS), college diploma (Coll.) and bachelor degree or more (Bach.).

1See Kandoussi and Langot (2021) for the rescalling method
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A.2.4 Commuting Time and Distance

Using the American Community Survey 2018 for workers 16 years and over who did not
work at home, we can produce the data on the daily commuting time in US. We then
estimate the parameters and the law that fits this data. Figure A.2 plots the estimation
of a lognormal Pdf with µτ = 3.3 and στ = 0.6 which will be the calibration of the log
normal law in the model.

Figure A.2: Commuting time estimation in US.
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A.2.5 Commuting Costs:

Following The Clever Real Estate, to account for commuting cost, 3 variables will be
taken into account :

• Fuel: The monthly cost of fuel is estimated by dividing the distance to work (i.e d

per day which represent 42 miles2) by the average miles per gallon (50 to 60mpg).
This will be multiplied by the number of business days in a month (19-22 business
days) and then by the average gas price per gallon (the average cost of gas in 2018:
2.74 $ a gallon). In this case : cf = 42

55
× 22× 2.74 = 46$.

• Maintenance: The monthly cost of maintenance is the average cost of maintenance
per mile (9 cents) multiplied by the average number of miles to work: cm = 0.09×
42× 22 = 83$.

• Opportunity: We estimated the monthly opportunity cost of a person’s time as
the amount of money they could have earned had they been working instead of
commuting by multiplying the median hourly wages in 2018 (14.99$) by the number
of hours spent commuting to work. However, we make the assumption that this
opportunity cost applies to only 1 way trip as workers will usually use the extra time
in the morning to rest and do home chores meaning3 : cop = 22× 14.99× 27/60 =

148, 4$

2Assuming that typical car speed on residential roads or busy city roads is 50km/h and that the speed
of vehicles on the main road, traveling reasonably fast is between 80 and 90km/h. We take an average of
speed of 75km/h. Then we can assume that the distance is d̄ = 75× τ × 2

60 = 67.5km
3This aligns with Aksoy et al. (2023)
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A.3 Social Planner

A.3.1 The first order condition conditional on Vt,j
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t+1,ij

∂Nh
t,ji

+ ∂Vt+1

∂No
t+1,ji

∂No
t+1,ji

∂Nh
t,ji

+ ∂Vt+1

∂Nh
t+1,ji

∂Nh
t+1,ji

∂Nh
t,ji

+ ∂Vt+1

∂Nr
t+1,ji

∂Nr
t+1,ji

∂Nh
t,ji

+ ∂Vt+1

∂No
t+1,ii

∂No
t+1,ii

∂Nh
t,ji

+ ∂Vt+1

∂Nh
t+1,ii

∂Nh
t+1,ii

∂Nh
t,ji

+ ∂Vt+1

∂Nr
t+1,ii

∂Nr
t+1,ii

∂Nh
t,ji



∂Vt

∂N r
t,ji

= yji − Lr
ji(τt,ji, λt,ji)− b+ β



∂Vt+1

∂No
t+1,jj

∂No
t+1,jj

∂Nr
t,ji

+ ∂Vt+1

∂Nh
t+1,jj

∂Nh
t+1,jj

∂Nr
t,ji

+ ∂Vt+1

∂Nr
t+1,jj

∂Nr
t+1,jj

∂Nr
t,ji

+ ∂Vt+1

∂No
t+1,ij

∂No
t+1,ij

∂Nr
t,ji

+ ∂Vt+1

∂Nh
t+1,ij

∂Nh
t+1,ij

∂Nr
t,ji

+ ∂Vt+1

∂Nr
t+1,ij

∂Nr
t+1,ij

∂Nr
t,ji

+ ∂Vt+1

∂No
t+1,ji

∂No
t+1,ji

∂Nr
t,ji

+ ∂Vt+1

∂Nh
t+1,ji

∂Nh
t+1,ji

∂Nr
t,ji

+ ∂Vt+1

∂Nr
t+1,ji

∂Nr
t+1,ji

∂Nr
t,ji

+ ∂Vt+1

∂No
t+1,ii

∂No
t+1,ii

∂Nr
t,ji

+ ∂Vt+1

∂Nh
t+1,ii

∂Nh
t+1,ii

∂Nr
t,ji

+ ∂Vt+1

∂Nr
t+1,ii

∂Nr
t+1,ii

∂Nr
t,ji



∂Vt

∂N o
t,ii

= yii − Lo
ii(τt,ii, λt,ii)− b+ β



∂Vt+1

∂No
t+1,jj

∂No
t+1,jj

∂No
t,ii

+ ∂Vt+1

∂Nh
t+1,jj

∂Nh
t+1,jj

∂No
t,ii

+ ∂Vt+1

∂Nr
t+1,jj

∂Nr
t+1,jj

∂No
t,ii

+ ∂Vt+1

∂No
t+1,ij

∂No
t+1,ij

∂No
t,ii

+ ∂Vt+1

∂Nh
t+1,ij

∂Nh
t+1,ij

∂No
t,ii

+ ∂Vt+1

∂Nr
t+1,ij

∂Nr
t+1,ij

∂No
t,ii

+ ∂Vt+1

∂No
t+1,ji

∂No
t+1,ji

∂No
t,ii

+ ∂Vt+1

∂Nh
t+1,ji

∂Nh
t+1,ji

∂No
t,ii

+ ∂Vt+1

∂Nr
t+1,ji

∂Nr
t+1,ji

∂No
t,ii

+ ∂Vt+1

∂No
t+1,ii

∂No
t+1,ii

∂No
t,ii

+ ∂Vt+1

∂Nh
t+1,ii

∂Nh
t+1,ii

∂No
t,ii

+ ∂Vt+1

∂Nr
t+1,ii

∂Nr
t+1,ii

∂No
t,ii



∂Vt

∂Nh
t,ii

= yii − Lh
ii(τt,ii, λt,ii)− b+ β



∂Vt+1

∂No
t+1,jj

∂No
t+1,jj

∂Nh
t,ii

+ ∂Vt+1

∂Nh
t+1,jj

∂Nh
t+1,jj

∂Nh
t,ii

+ ∂Vt+1

∂Nr
t+1,jj

∂Nr
t+1,jj

∂Nh
t,ii

+ ∂Vt+1

∂No
t+1,ij

∂No
t+1,ij

∂Nh
t,ii

+ ∂Vt+1

∂Nh
t+1,ij

∂Nh
t+1,ij

∂Nh
t,ii

+ ∂Vt+1

∂Nr
t+1,ij

∂Nr
t+1,ij

∂Nh
t,ii

+ ∂Vt+1

∂No
t+1,ji

∂No
t+1,ji

∂Nh
t,ii

+ ∂Vt+1

∂Nh
t+1,ji

∂Nh
t+1,ji

∂Nh
t,ii

+ ∂Vt+1

∂Nr
t+1,ji

∂Nr
t+1,ji

∂Nh
t,ii

+ ∂Vt+1

∂No
t+1,ii

∂No
t+1,ii

∂Nh
t,ii

+ ∂Vt+1

∂Nh
t+1,ii

∂Nh
t+1,ii

∂Nh
t,ii

+ ∂Vt+1

∂Nr
t+1,ii

∂Nr
t+1,ii

∂Nh
t,ii



∂Vt

∂N r
t,ii

= yii − Lr
ii(τt,ii, λt,ii)− b+ β



∂Vt+1

∂No
t+1,jj

∂No
t+1,jj

∂Nr
t,ii

+ ∂Vt+1

∂Nh
t+1,jj

∂Nh
t+1,jj

∂Nr
t,ii

+ ∂Vt+1

∂Nr
t+1,jj

∂Nr
t+1,jj

∂Nr
t,ii

+ ∂Vt+1

∂No
t+1,ij

∂No
t+1,ij

∂Nr
t,ii

+ ∂Vt+1

∂Nh
t+1,ij

∂Nh
t+1,ij

∂Nr
t,ii

+ ∂Vt+1

∂Nr
t+1,ij

∂Nr
t+1,ij

∂Nr
t,ii

+ ∂Vt+1

∂No
t+1,ji

∂No
t+1,ji

∂Nr
t,ii

+ ∂Vt+1

∂Nh
t+1,ji

∂Nh
t+1,ji

∂Nr
t,ii

+ ∂Vt+1

∂Nr
t+1,ji

∂Nr
t+1,ji

∂Nr
t,ii

+ ∂Vt+1

∂No
t+1,ii

∂No
t+1,ii

∂Nr
t,ii

+ ∂Vt+1

∂Nh
t+1,ii

∂Nh
t+1,ii

∂Nr
t,ii

+ ∂Vt+1

∂Nr
t+1,ii

∂Nr
t+1,ii

∂Nr
t,ii
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As ∂Mt,j

∂Nc
t,ji

=
∂Mt,j

∂Nc
t,ii

and ∂1−ωji

∂Nc
t,ji

= ∂1−ωii

∂Nc
t,ii

, the derivative that are needed are the following

I =
∂Mt,j

∂N c
t,ji

(1− ωji) +Mt,j
∂1− ωji

∂N c
t,ji

J =
∂Mt,i

∂N c
t,ji

ωij +Mt,i
∂ωij

∂N c
t,ji

K =
∂Mt,j

∂N c
t,ji

ωji +Mt,j
∂ωji

∂N c
t,ji

L =
∂Mt,i

∂N c
t,ji

(1− ωij) +Mt,i
∂1− ωij

∂N c
t,ji

Using, J̄p
t,ji =

∑C
c Gc(τRt,ij)J̄

p,c
t,ji we have

(1− (1− sj)β) J̄
p
t,ji = yji − L̄ji(τt,ji, λt,ji)− b+ β


(1− ωji)fji

[
1− ϵMj |JSj

]
J̄p
t+1,jj

+ωijfii
[
1− ϵMi|JSi

]
J̄p
t+1,ij

−fji
[
ϵMj |JSj

ωji + (1− ωji)
]
J̄p
t+1,ji

−fii
[
ϵMi|JSi

(1− ωij) + ωij

]
J̄p
t+1,ii



(1− (1− si)β) J̄
p
t,ii = yii − L̄ii(τt,ii, λt,ii)− b+ β


(1− ωji)fji

[
1− ϵMj |JSj

]
J̄p
t+1,jj

+ωijfii
[
1− ϵMi|JSi

]
J̄p
t+1,ij

−fji
[
ϵMj |JSj

ωji + (1− ωji)
]
J̄p
t+1,ji

−fii
[
ϵMi|JSi

(1− ωij) + ωij

]
J̄p
t+1,ii


Noting :

Pji =
(1− ωji)fji

[
1− ϵMj |JSj

]
J̄p
t+1,jj + ωijfii

[
1− ϵMi|JSi

]
J̄p
t+1,ij

−fji
[
ϵMj |JSj

ωji + (1− ωji)
]
J̄p
t+1,ji − fii

[
ϵMi|JSi

(1− ωij) + ωij

]
J̄p
t+1,ii

This leads

Pji =
−fjiϵMj |JSj

J̄p
t+1,ji − fiiϵMi|JSi

J̄p
t+1,ii

+fji(1− ωji)
[
1− ϵMj |JSj

] [
J̄p
t+1,jj − J̄p

t+1,ji

]
+ fiiωij

[
1− ϵMi|JSi

] [
J̄p
t+1,ij − J̄p

t+1,ii

]
Hence,

(1− (1− sj)β) J̄
p
t,ji = yji − L̄ji(τt,ji, λt,ji)− b− β

 +fjiϵMj |JSj
J̄p
t+1,ji + fiiϵMi|JSi

J̄p
t+1,ii

−fji(1− ωji)
[
1− ϵMj |JSj

] [
J̄p
t+1,jj − J̄p

t+1,ji

]
−fiiωij

[
1− ϵMi|JSi

] [
J̄p
t+1,ij − J̄p

t+1,ii

]


(1− (1− si)β) J̄
p
t,ii = yii − L̄ii(τt,ii, λt,ii)− b+ β

 +fjiϵMj |JSj
J̄p
t+1,ji + fiiϵMi|JSi

J̄p
t+1,ii

−fji(1− ωji)
[
1− ϵMj |JSj

] [
J̄p
t+1,jj − J̄p

t+1,ji

]
−fiiωij

[
1− ϵMi|JSi

] [
J̄p
t+1,ij − J̄p

t+1,ii

]
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A.3.3 Condition to optimality

We have

Eji = fji(1− ωji)
[
1− ϵMj |JSj

] [
J̄p
jj − J̄p

ji

]
+ fiiωij

[
1− ϵMi|JSi

] [
J̄p
ij − J̄p

ii

]
Eij = fij(1− ωij)

[
1− ϵMi|JSi

] [
J̄p
ii − J̄p

ij

]
+ fjjωji

[
1− ϵMj |JSj

] [
J̄p
ji − J̄p

jj

]
Hence, Eji = Eij = 0 leads to

fji(1− ωji)
[
1− ϵMj |JSj

] [
J̄p
jj − J̄p

ji

]
= fiiωij

[
1− ϵMi|JSi

] [
J̄p
ii − J̄p

ij

]
fjjωji

[
1− ϵMj |JSj

] [
J̄p
jj − J̄p

ji

]
= fij(1− ωij)

[
1− ϵMi|JSi

] [
J̄p
ii − J̄p

ij

]
By dividing term by term the two equality

fji(1− ωji)
[
1− ϵMj |JSj

] [
J̄p
jj − J̄p

ji

]
fjjωji

[
1− ϵMj |JSj

] [
J̄p
jj − J̄p

ji

] =
fiiωij

[
1− ϵMi|JSi

] [
J̄p
ii − J̄p

ij

]
fij(1− ωij)

[
1− ϵMi|JSi

] [
J̄p
ii − J̄p

ij

]
Leading to

fji(1− ωji)

fjjωji

=
fiiωij

fij(1− ωij)

fj(1− γ)(1− ωji)

fjγωji

=
fiγωij

fi(1− γ)(1− ωij)

(1− γ)(1− ωji)

γωji

=
γωij

(1− γ)(1− ωij)

3 solutions can be deduced

• If γ = 0.5 then JSi = JSj = JS leading to 1 − ωji = ωij. Hence, the solution to
optimality is given by γ = 0.5.

• γ = 1

• γ = 0
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A.3.4 The intensity of WFH in WHA for the Planner

We have shown that

Jp,h
t,n,ji = yji − Lh

ji(τt,ji, λt,n,ji)− b+ β


I × J̄p

t+1,jj

+J × J̄p
t+1,ij

+K × J̄p
t+1,ji + (1− sj)J̄

p
t+1,ji

+L× J̄p
t+1,ii



Hence,

∂Jp,h
t,n,ji

∂λt,n,ji
= 0

Leading to

∂Lh
t,n,ji(τt,n,ji, λt,n,ji)

∂λt,n,ji
= 0

At the steady state, this leads to:

λ∗n,ji = 1− e
−

cτ,jiτn,ji
ζi

λ∗n,ii = 1− e
−

cτ,iiτn,ii
ζi
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A.3.5 Occupational Choice for the Planner

We have shown that

Jp,o
t,n,ji = yji − Lo

ji(τt,n,ji, λt,n,ji)− b+ β


I × J̄p

t+1,jj

+J × J̄p
t+1,ij

+K × J̄p
t+1,ji + (1− sj)J̄

p
t+1,ji

+L× J̄p
t+1,ii



Jp,h
t,n,ji = yji − Lh

ji(τt,ji, λt,n,ji)− b+ β


I × J̄p

t+1,jj

+J × J̄p
t+1,ij

+K × J̄p
t+1,ji + (1− sj)J̄

p
t+1,ji

+L× J̄p
t+1,ii



Jp,r
t,n,ji = yji − Lr

ji(τt,n,ji, λt,n,ji)− b+ β


I × J̄p

t+1,jj

+J × J̄p
t+1,ij

+K × J̄p
t+1,ji + (1− sj)J̄

p
t+1,ji

+L× J̄p
t+1,ii



Choice between On-site and Hybrid

Jp,o
t,n,ji − Jp,h

t,n,ji = −Lo
ji(τt,n,ji, λ

∗
t,n,ji) + Lh

ji(τt,n,ji, λ
∗
t,n,ji)

Hence at the steady state, the choice is given by :

Lo
ji(τn,ji, λ

∗
n,ji)− Lh

ji(τn,ji, λ
∗
n,ji) = 0

Choice between Hybrid and Remote

Similary we find :

Lr
ji(τn,ji, λ

∗
n,ji)− Lh

ji(τn,ji, λ
∗
n,ji) = 0
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A.3.6 Derivative of the matching function

Recall,

Mj(JSj, Vj) =
JSjVj

(JSµ
j + V µ

j )
1/µ

With JSj = γUj + (1− γ)Ui

Subject to Vacancies

∂M

∂V
=

M

V

1

1 + θµ

Hence,

ϵM |V =
∂M

∂V

V

M
=

1

1 + θµ

Subject to Job Seekers

∂M

∂JS
=

M

JS

θµ

1 + θµ

Hence,

ϵM |JS =
∂M

∂JS

JS

M
=

θµ

1 + θµ

Link between ϵM |V and ϵM |JS

1− ϵM |JS = 1− θµ

1 + θµ

=
1

1 + θµ

= ϵM |V
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Appendix B

B.1 Non-Employment

To construct Non-employment data, we use three set of data : (i) Civilian Labor Force
Levels (CLF) which includes Employed and Unemployed workers, (ii) Participation rate
(PR) and (iii) Unemployed levels (U). Using, (i) and (ii) we construct Total Civilian
Population (TCP), including non-participants as TCP = CLF

PR
. This allows us to compute

non-participant levels as: NP = TCP−CLF . Finally, we compute the Non-Employment
Rate (NER) as follows: NER = U+NP

TCP
.

Figure B.1 illustrates the changes in the unemployment rate (UR) and the non-employment
rate (NER). This graph demonstrates that both rates exhibit a similar speed in returning
to their pre-crisis levels.
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Figure B.1: Convergence Speed of Unemployment rate and Non-employment
rates. ∆UR = URt − URt−1 and ∆NER = NERt −NERt−1.
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B.2 The first-order conditions of the firm’s problem

Denoting α̃s,t =

∫+∞
αr
s,t

αdGs,t(α)

1−Gs,t(αr
s,t)

, the production function is

Ys,t = As,tAtNs,t
1

1−Gs,t(αr
t )

∫ +∞

αr
s,t

αdGs,t(α) = As,tAtα̃s,tNs,t,

where As,t and At are the skill-specific and aggregate productivity, respectively. Denoting

w̃s,t =

∫+∞
αr
s,t

ws,t(α)dGs,t(α)

1−Gs,t(αr
s,t)

, the firm maximizes the following problem:

Vs,t(Ns,t, At) = max
Vs,t,Ns,t,αr

s,t

Ds,t + β̃tVs,t+1(Ns,t+1, At+1)

s.t


Ds,t = Ns,t

(
ps,tAsAtα̃s,t − (1− sws,t)w̃s,t

)
− ps,tκs,tVs,t

Ns,t+1 = (1− ss,t+1)(Ns,t + q(θs,t)Vs,t)

Vs,t ≥ 0 (λs,t)

The first-order conditions (FOCs) are

0 = −ps,tκs,t + q(θs,t)β̃t(1− ss,t+1)
∂Vs,t+1

∂Ns,t+1

+ λs,tq(θs,t) (B.1)

0 =
∂Ns,t

∂αr
s,t

(ps,tAsAtα̃s,t − (1− sws,t)w̃s,t) +Ns,t

(
ps,tAsAt

∂α̃s,t

∂αr
s,t

− (1− sws,t)
∂w̃s,t

∂αr
s,t

)
+β̃t

∂Vs,t+1

∂Ns,t+1

∂Ns,t+1

∂Ns,t

∂Ns,t

∂αr
s,t

(B.2)

∂Vs,t

∂Ns,t

= ps,tAsAtα̃s,t − (1− sws,t)w̃s,t + β̃t(1− ss,t+1)
∂Vs,t+1

∂Ns,t+1

(B.3)

. The Kuhn–Tucker conditions are given by

qs(θs,t)Vs,t ≥ 0, λs,t ≥ 0, and λs,tqs(θs,t)Vs,t = 0.

Knowing that 1− ss,t = (1− ss)(1−Gs(α
r
s,t)) and using

∂Ns,t

∂αr
s,t

= −(1− ss)(Ns,t−1 + q(θs,t−1)Vs,t−1)dGs(α
r
s,t) = −(1− ss)

Ns,t

1− ss,t
dGs(α

r
s,t)

∂α̃s,t

∂αr
s,t

=
dGs(α

r
s,t)

1−Gs(αr
s,t)

(α̃s,t − αr
s,t)

∂w̃s,t

∂αr
s,t

=
dGs(α

r
s,t)

1−Gs(αr
s,t)

(w̃s,t − ws,t(α
r
s,t)),

the equation (B.2) can be rewritten as follows.

0 = ps,tAsAtα
r
s,t − (1− sws,t)ws,t(α

r
s,t) +

(
ps,tκs,t
q(θs,t)

− λs,t

)
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These FOCs of the firm’s program lead to the following intertemporal job-destruction and
job-creation conditions:

Js,t(αs,t) = ps,tAs,tAtαs,t − (1− sws,t)w(αs,t) + β̃t(1− ss,t+1)Js,t+1 ∀αs,t ≥ αr
s,t (B.4)

Js,t(α
r
s,t) = 0 (B.5)

Js,t = ps,tAs,tAtα̃s,t − (1− sws,t)w̃s,t + β̃t(1− ss,t+1)Js,t+1 (B.6)
ps,tκs,t
q(θs,t)

− λs,t = β̃t(1− ss,t+1)Js,t+1, (B.7)

where Js,t = ∂Vs,t

∂Ns,t
is the marginal value of employment, which can also be defined as

Js,t ≡
∫+∞
αr
s,t

Js,t(α)dGs,t(α)

1−Gs,t(αr
s,t)

, where Js,t(α) is the marginal value of a job after the realization
of the idiosyncratic productivity α. Because Js,t(α) ≥ 0, ∀α ≥ αr

s,t, the average job
value, defined by Js,t, is necessarily positive. The intertemporal job-destruction condition
indicates that the current losses (ps,tAs,tAtα

r
s,t−(1−sws,t)ws,t(α

r
s,t)) must be compensated by

the expected future gains generated by the job. The intertemporal job-creation condition
equalizes the marginal costs of hiring at time t to the firm’s marginal value of hiring,
which is represented by the marginal benefits of hiring at time t+ 1 discounted to t with
the stochastic discount factor β. Hirings are based on the expectations of this average
value of a job Js,t+1, as α is revealed after the contact.

Using the wage equation, and given that α ∈ [0,+∞) when the distribution is log-normal,
the equilibrium reservation productivity is

αr
s,t = max

{
0;

1

(1− ηsϱs)ps,tAs,tAt

(
ϱs(1− ηs)(1− sws,t)bs,t + ϱsηsps,tκs,tθs,t

+(1− ϱs)(1− sws,t)ws −
(

ps,tκs,t

q(θs,t)
− λs,t

) )}

The FOCs of the firm’s program lead to the following intertemporal job-creation condition:

ps,tκs,t
qs(θs,t)

− λs,t = β̃t

[
(1− ss,t+1)

(
ps,t+1As,t+1At+1α̃s,t+1

−(1− sws,t+1)w̃s,t+1 +
ps,t+1κs,t+1

qs(θs,t+1)
− λs,t+1

)]

The Kuhn–Tucker conditions are given by

qs(θs,t)Vs,t ≥ 0, λs,t ≥ 0, and λs,tqs(θs,t)Vs,t = 0.

When λs,t = 0, the equilibrium paths are the same as in the DMP model. When λt > 0,
we have Vs,t = 0, and the solution is constrained with θs,t = 0 and Nt = (1 − ss)(1 −
Gs(α

r
s,t))Ns,t−1.
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B.3 Sector Closure

For the sake of simplicity, we conduct an economic simulation where a heterogeneous
two-period TFP shock affects both sectors 1 and 2 significantly (see Figure B.2). The
abruptness of this shock results in the complete closure of these sectors, leading to a 100%
unemployment rate (see in Figure B.3). This closure is due to a complete separation
between firms and workers (see Panel (c) of Figure B.4).

In Panel (d) of Figure B.4, we observe that sectors 1 and 2 do not engage in any sales
or production for two consecutive periods. However, three months after the shock, these
sectors gradually reopen. To achieve this, they begin posting job vacancies and incurring
the associated costs one month before reopening, even though they generate no revenue
during this period (since their sales remain at zero). They are able to manage this
by borrowing a quantity of storable goods from the capitalist to cover the expenses of
posting these vacancies. Figure B.5 illustrates that the dividends received by the capitalist
decrease during these closure periods, resulting in a balanced budget constraint for the
capitalist as they borrow the reopening costs incurred by the firms.
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Figure B.2: Case with Sector Closure: TFP Shock.
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Figure B.3: Case with Sector Closure: Disaggregate unemployment rate.
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Figure B.4: Case with Sector Closure: Disaggregate Flows and Prices.
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Figure B.5: Case with Sector Closure: The Capitalist.
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B.4 Data

Aggregate data. The macro-level unemployment rate, job-finding rate, and job-separation
rate data that we use are constructed from BLS data, from 1948 to the present. Data
pertaining to monthly employment and unemployment levels for all people aged 16 and
over are seasonally adjusted. To construct worker flows following Adjemian et al. (2019),
we use the number of unemployed workers who have been unemployed for more than five
weeks. After dividing the unemployment levels in each month by the sum of unemploy-
ment and employment, we obtain monthly series for Um and U5

m (where m refers to the
monthly frequency); these correspond to the proportion of unemployed individuals and
the proportion of individuals unemployed for more than five weeks, respectively. The
worker flows are given by JSRm = Um+1−U5m+1

Em
and JFRm =

Um−U5
m+1

Um
.

Data by skill. We use constructed data from Cairo and Cajner (2016), which are
based on CPS basic monthly data from January 1976 to January 2014. They construct
the number of short-term unemployed individuals (i.e., unemployed for fewer than five
weeks) for each education group; doing so allowed them to calculate the heterogeneous
job-finding and separation rates.

Rescaling method. To use both data sets, we first need to rescale them. We assume
our aggregate data would remain unchanged.

First, we construct the artificial macro-level unemployment rate (burt, bjsrt, and bjfrt)
by using micro data (urs,t, jsrs,t, and jfrs,t) and the weight of each skill in the economy
ωs: burt =

∑S
s=1 ωsurs,t, bjsrt =

∑S
s=1 ωsjsrs,t, and bjfrt =

∑S
s=1 ωsjfrs,t. We then

calculate the coefficient of rescaling xi such that x1s,t = jfrs,t/bjfrt, x2s,t = urs,t/burt, and
x3s,t = jsrs,t/bjsrt.

Second, we reconstruct the micro data to match the macro data (UR, JFR, and JSR):
hjsrs,t = x1s,tJFRt, hurs,t = x2s,tURt, and hjsrs,t = x3s,tJSRt.

Finally, to test our estimation, we calculate the macro data using the rescaled micro data:
hburt =

∑S
s=1 ωshurs,t, hbjfrt =

∑S
s=1 ωshjfrs,t, and hbjsrt =

∑S
s=1 ωshjsrs,t; we then

compare these data to the original data (UR, JFR, and JSR). We find that the rescaling
matches the data well.
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Figure B.6: Fit of the rescaled data.
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B.5 Steady-state restrictions identifying ηs and bs

We use the two FOCs of the firm’s program with respect to θs,t and αr
s,t to identify two

parameters in each sector. We choose to identify ηs and b̃s ≡ bs/(psAs), which are thus
skill-specific. If we assume that the steady-state value of κs is proportional to As, s.t.
κs = kAs, then we identify ηs as follows.

ηs = 1− k

qs(θs)β(1− jsrs)(α̃s − αr
s)
,

where k is chosen s.t.
∑

s ωsNsηs∑
s ωsNs

= 0.5, leading to k = 0.103. The other FOC allows us to

identify b̃s = bs
psAs

:

b̃s = αr
s −

ηs
1− ηs

kθs +
1

1− ηs

k

q(θs)
,

which leads to a ratio of home production to production in business of b̃s/α̃s.
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B.6 The fit of the 2008 crisis

Figure B.7 shows that, although the persistence of the AR process is low, the speed
resumption of the initial shock (through ϑb and µb) makes the shock persistent enough to
be able to reproduce the crisis.
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Figure B.7: Discount factor shock during the subprime crisis.
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Figure B.8 presents the results and shows that the model can match the dynamics of the
four labor markets (LHS, HS, Coll., and Bach. or more).
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Figure B.8: Worker flows and stock by education level. The circles represent the raw

monthly data leading to smoothed polynomials (in red), with confidence bands (95%) (in gray). The blue

lines represent smoothed polynomials generated by the model.
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B.7 Calibration of the COVID-19 crisis

Loan Count Net Dollars % of Amount.
Bachelor and more higher than 40%
Educational Services 101,773 $ 5,122,704,390 2%
Professional, Scientific, and Technical Services 657,326 $28,559,859,211 10%
Arts, Entertainment, and Recreation 223,882 $ 7,452,355,755 3%
Management of Companies and Enterprises 6,812 $ 464,310,239 0%
Public Administration 18,359 $ 784,812,141 0%
Bachelor and more between 25% and 40%
Health Care and Social Assistance 485,698 $28,820,477,425 10%
Finance and Insurance 127,088 $ 3,423,154,208 1%
Real Estate and Rental and Leasing 262,928 $ 7,335,291,000 3%
Information 75,128 $ 4,123,673,365 1%
Wholesale Trade 187,490 $10,379,776,487 4%
Bachelor and more lower than 25% and
High school and less lower than 40%
Manufacturing 221,216 $ 22,148,692,329 8%
Retail Trade 468,043 $ 15,263,246,977 5%
Utilities 5,827 $ 392,258,537 0%
Transportation and Warehousing 763,810 $ 15,772,271,550 6%
Other Services (except Public Administration) 1,107,768 $27,345,366,128 10%
Bachelor and more lower than 25% and
High school and less higher than 40%
Construction 558,180 $ 33,443,602,502 12%
Mining 21,676 $ 2,383,826,599 1%
Agriculture, Forestry, Fishing and Hunting 532,884 $ 10,022,835,191 4%
Adm., Waste and Remediation Services 393,563 $ 12,955,372,474 5%
Accommodation and Food Services 462,478 $ 41,506,221,571 15%

Table B.1: The PPP by Industry. Data source: US Small Business Administration.
Shares of educational attainment by industry: Oregon Office of Economic Analysis.
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Number of loans Value of loan Subsidy.
Round 1 5,212,128 $525,012,201,124 0.44
Round 2 6,611,466 $274,820,665,396 0.094

Table B.2: The PPP spendings.
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B.8 Labor market indicators of the benchmark model
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Figure B.9: Outcomes by education level for US. Panels (a)–(c): Black lines for the less

than high school diploma (LHS); Khaki lines for the for the high school diploma (HS); Gray lines for the

college diploma (Coll.); Camel lines for the bachelor degree or more (Bach.).

Panel (c) of Figure B.9 shows that the CARES act, targeted on low skilled workers, allows
firms to reduce separations after the lockdown episode: the JSR of LHS and HS workers
are below their steady state levels from May to September 2020. This policy favors labor
hoarding, however, congestion externalities explain why these subsidies are not sufficient
to incentive firm to hire more of these low skilled workers (see Panel (b) of Figure B.9).
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Figure B.10: Outcomes by education level for France. Panels (a)–(c): Black lines for

Non-graduates; Khaki lines for Vocational training diploma (CAP-BEP); Gray lines for High school

diploma up to two years of higher education (Bac-Bac+2); Camel lines for Higher education (sup.).
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B.9 French Model

B.9.1 Partial unemployment plan implemented by the govern-

ment.

Assumptions. Sanitation restrictions introduce constraints: within each firm, only a
fraction Ps,t of each type of job s can operate. The portion of jobs that can remain
active is determined by the government (as explained below) when deciding the extent
of the restrictions. To accompany these new constraints, the government implements an
insurance plan that benefits the non-operational positions: partial unemployment, which
involves transferring funds to companies for positions that cannot operate but still bear
(partial) labor costs.

For Firms In exchange for preserving employment, the government commits to com-
pensating companies: the (1 − Ps, t) non-operational positions receive a compensation
Bs,t if the employees retain their jobs.1 The expected gross operating surplus2 (EBEs,t)
can be expressed as follows:

EBEs,t = Ps,t

(
ps,tAs,tα̃s,tNs,t − w̃s,tNs,t

)
+ (1− Ps,t)

(
−w̃c

s,tNs,t +Bs,t

)
,

with Ys,t = As,tα̃s,tNs,t and w̃c
s,t = w̃s,t−χs,t is the compensation received by employees in

the case of partial unemployment, i.e., χs,t ≥ 0 is the reduced salary amount in the event
of partial compensation.

The government opts for full insurance, which results in full compensation of the amount.

Bs,t = (ps,tAs,tα̃s,t − χs,t)Ns,t.

Ex-post, i.e. once the government’s decision rules are taken into account, the gross oper-
ating surplus (EBE) is.

EBEs,t =
(
ps,t(1− cs,t(1− Ps,t))As,tα̃s,t − w̃s,t

)
Ns,t,

1It should be noted that employees on partial unemployment in period t may still be part of the active
workforce in period t+ 1 with the same probability as if they had worked in period t

2The gross operating surplus does not include hiring costs, which remain less observable during this
period for the government.
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Assuming χs,t = cs,tps,tAs,tα̃s,t, with 0 ≤ cs,t < 1. For what follows we note

As,t = (1− cs,t(1− Ps,t))As,t.

This expression indicates that the TFP is reduced by the introduction of the partial
unemployment program. ∂As,t/∂Ps,t > 0 and ∂As,t/∂cs,t < 0. This decrease in TFP
offsets the incomplete wage coverage (cs,t % of productivity) for the (1− Ps,t) employees
on partial unemployment.

For workers. This partial unemployment program implies that, in each period, the
expected earnings of an employee become

Ps,tw̃s,t + (1− Ps,t)w̃
c
s,t = w̃s,t − (1− Ps,t)χs,t,

and the surplus obtained upon signing an employment contract is (with j = s).

Wi,s,t(α)− Ui,s,t = wi,s,t(α)− bi,s − (1− Ps,t)χs,t

+β

[
(1− ss,t+1)

∫ ∞

αr
s,t+1

Wi,s,t
dG(α)

1−G(αr
s,t+1)

+ ss,t+1Ui,s,t+1

]

−β

[
fs,t+1(1− ss,t+1)

∫ ∞

αr
s,t+1

Wi,s,t
dG(α)

1−G(αr
s,t+1)

+ (1− fs,t+1(1− ss,t+1))Ui,s,t+1

]
,

where the opportunity cost of employment in the presence of partial unemployment is
increased and given by b̃i,s,t = bi,s + (1− Ps,t)χs,t.

Government’s trade-off. The government chooses the magnitude of the constraint
imposed by the lockdown measures by minimizing the following cost function:

min
Ps,t

{
(1− Ps,t)Bs,t +

Φt

2
P2

s,t

}
⇒ Ps,t =

1

Φt

Bs,t

where the budget allocations for each segment s are assumed to be independent of each
other. The first part of the cost function ((1−Ps, t)Bs,t) represents the costs of partial un-
employment compensation3, while the second part (Φt

2
P2

s,t) represents the organizational
and other costs associated with the implementation and management of such a program.

For simplification, we assume Φt = ϕtBs,t: The scale parameter defining the management
costs (Φt) is proportional to the value of compensation (Bs,t). The solution to the cost

3Once this amount Bs,t is transferred to the companies, they are responsible for paying their employees
on partial unemployment.
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minimization program is: Ps,t =
1
ϕt

,with ϕt ≥ 1, as 0 ≤ Ps,t ≤ 1. Ps,t decreases when
ϕt increases, i.e. The number of active participants is lower when the insurance program
expands.

Impact on the matching functions. There are Us,t + (1− Ps,t)Ns,t individuals who
are not working on each labor market, i.e., individuals without an employment contract
(Us,t = 1 − Ns,t) and those on partial unemployment ((1 − Ps,t)Ns,t). In the matching
function, we assume that the job search efforts of these two types of agents are different:
au,t for individuals without a contract and ap,t for those on partial unemployment. Simi-
larly, we assume that the effectiveness of a vacant job in finding an employee, denoted as
av,t, is affected by the lockdown. The matching function then becomes:

Ms(au,tUs,t + ap,t(1−Ps,t)Ns,t, av,tVs,t) =
(au,tUs,t + ap,t(1− Ps,t)Ns,t)av,tVs,t

((au,tUs,t + ap,t(1− Ps,t)Ns,t)τs + (av,tVs,t)τs)1/τs

We assume that (i) ap,t = 0, meaning that individuals on partial unemployment cannot
change jobs during the periods of partial unemployment benefits, and (ii) au,t = av,t ≡
auv,t, indicating that the partial unemployment program equally affects the search effi-
ciencies of both unemployed individuals and firms. Under these assumptions, we obtain:

Ms(auv,tUs,t, auv,tVs,t) = auv,t
Us,tVs,t

(U τs
s,t + V τs

s,t )
1/τs

where, implicitly, auv,t depend on ϕs,t, i.e. auv,t = auv(ϕs,t). The probability of an un-
employed individual finding a job is given by: fs(θs,t) = auv(ϕs,t)(1 + θ−τs

s,t )−1/τs and the
probability of a job vacancy being filled is given by: qs(θs,t) = auv(ϕs,t)(1 + θτss,t)

−1/τs .

B.9.2 Firm’s problem

As previously we have

Ys,t = As,tNs,t
1

1−Gs,t(αr
t )

∫ +∞

αr
s,t

αdGs,t(α) = As,tα̃s,tNs,t, (B.8)

And the firm problem is given by

Vs,t(Ns,t, As,t) = max
Vs,t,Ns,t,αr

s,t

Ds,t + βtVs,t+1(Ns,t+1, As,t+1)

s.t


Ds,t = ps,tAs,tα̃s,tNs,t − w̃s,tNs,t − ps,tκs,tPs,tVs,t

Ns,t+1 = (1− ss,t+1)(Ns,t + q(θs,t)Vs,t)

Vs,t ≥ 0 (λs,t)
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where As,t incorporates the changes related to the restrictions of the lockdown measures
and the policy of partial unemployment. It should be noted that the costs associated
with recruitment decrease proportionally to the magnitude of the partial unemployment
program (Ps,t =

1
ϕt

) because hiring can only take place for active positions.

Optimality conditions The CPO give

0 = −ps,tκs,t
1

ϕs,t

+ q(θs,t)βt(1− ss,t+1)
∂Vs,t+1

∂Ns,t+1

+ λs,tq(θs,t)

⇔ 0 = −ps,tκs,t
1

auv(ϕs,t)ϕs,t

+ (1 + θτss,t)
−1/τsβt(1− ss,t+1)

∂Vs,t+1

∂Ns,t+1

+ λs,t(1 + θτss,t)
−1/τs (B.9)

where
κs,t ≡ κs,t

1

auv(ϕs,t)ϕs,t

.

Therefore, the partial unemployment policy affects hiring if auv(·) is not proportional to
1/ϕs,t. The variations in the function κs,t will be identified in such a way that the model
replicates the data.

The remaining of the firms’ problem is the same as previously.

B.9.3 Identification

The solution of the model allows us to identify the sequences of As,t and κs,t that are
affected by:

• The confinement measures, as As,t can directly be reduced due to the inability to
produce or exchange goods (variations in As,t).

• Partial unemployment program, as ϕt causes variations in As,t and the corresponding
κs,t.

B.10 Calibration

Parameters based on external information As in US case.

Parameters based on first-order moments restrictions The data used in the
model refer to the year 2016. The population shares (ωs) and the specific unemploy-
ment rates by education level (Us) are constructed following Beck and Vidalenc (2017).
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The hiring rates by education level (JFRs) are obtained from the work of Fontaine et
al. (2020). In the steady state, these moments are related by the following restriction:
URs =

JSRs

JSRs+JFRs
, which gives us consistent values for the separation rates (JSRs). Since

the data from Fontaine et al. (2020) are only available for three education levels, aggregat-
ing all individuals with education beyond high school, we assume that the hiring rate for
individuals with a university degree is the same as that for individuals with a Bachelor’s
or Associate’s degree. 4 Table B.3 summarizes all of these moments.

non dipl CAP-BEP Bac-Bac+2 Sup Total
JFR 16 % 20 % 25 % 25 % 22 %
JSR 3.5 % 2.4 % 2.3 % 1.5 % 2.35 %
UR 17.9 % 10.8 % 8.42 % 5.7 % 10.03 %

Part de la population 17 % 25 % 36 % 22 % 100 %

Table B.3: Worker flows and stocks.

We use the same strategy of identification as in the US case. All results obtained through
these steady-state restrictions are presented in Table B.4.

non dipl CAP-BEP Bac-Bac+2 Sup
Parameters As 2.3063 2.9690 4.5065 6.2296

specific ηs 0.4827 0.5031 0.4923 0.5205
b̃s 0.9814 0.9759 0.9700 0.9676

Equilibrium Values
psAs 2.9895 3.2120 3.9844 5.7020
ws∑
s ωsws

0.7406 0.7961 0.9874 1.4136

Table B.4: Results of the calibration using labor market restrictions

Calibrations based on the COVID-19 crisis. To measure unemployment, we use
the series of the number of unemployed provided by the OECD, to which we add the
number of full-time equivalent (FTE) workers actually placed on partial employment5.

4This assumption (equal hiring rates between individuals with higher education and those with a
Bachelor’s or Associate’s degree) does not seem to be rejected by data on employment outcomes: the
2018 survey on the professional integration of university graduates indicates that the employment rate
30 months after graduation for the 2016 cohort is 92% for students with a DUT degree, 93% for those
with a professional Bachelor’s degree, and between 92% and 98% for those with a Master’s degree. See
Menard (2019).

5See DARES (2020) for a description of the data used.
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The time series of the TFP shocks (i.e., the magnitude of confinement-related restrictions)
by type of employment, as well as the reductions in the cost of resuming salaried activity
due to partial employment, are calibrated so that the model reproduces the observed
inequality in unemployment by education during the first lockdown6:

Ψ =
{
{URt}December 2022

t=March 2020 , {URs,April 2020}Ss=1

}
with dim(Ψ) = 34 + 3 = 37

where URs,April 2020 is derived from the unemployment rate data by occupational category
(CSP), which is only available for the month of April 2020.

Regarding the fraction of individuals on partial unemployment, denoted as 1 − P , in-
formation by occupational category (CSP)7 allows us to deduce that 53.9% of the non-
graduates, 36.3% of those with a vocational certificate (BEP-CAP), 32.8% of those with
a high school diploma (Bac-Bac+2), and 25.6% of those with a higher education degree
would have been on partial unemployment in April 2020. Compared to April 2020, but
now at the aggregate level, we observe a decrease of 34% in the number of people on
partial unemployment in May 2020, 64% in November 2020, and 76% in January 2021.
Thus, we extrapolate the partial unemployment data from April 2020 using the following
formula Ps,t = (Pt/PApril 2020)×Ps,April 2020. Therefore, we have four observations of Ps,t,
which allows us to calibrate the decrease in hiring costs by segment of the labor market
based on the magnitude of specific partial unemployment in each sub-market. To do this,
we assume that the decrease in costs per job reintegration will be greater as the number of
people on partial unemployment is larger. We then have κs,t becoming (1−Υs×Ps,t)κs,t,
where the proportionality factor Υs remains to be determined, along with the variations
in TFP (As,t) induced by the confinement.

As Ψ contains 37 moments, we can only identify 37 unknown parameters. Therefore, we
need to impose restrictions. To do so, we set Υs = Υ for all segments, and At,s = 0

for all months and labor market segments that are not listed in Table 2.6. The absence
of a decrease in TFP in December 2020 assumes that the additional activity during the
holiday season compensates for the restrictions imposed on certain activities during the

6Since we do not have data by education level, we approximate the statistic by education level using
the one by occupational category that includes the most individuals with that education level. Thus,
the non-graduates are approximated by manual workers, individuals with a vocational degree (BEP-
CAP) by employees, those with a high school diploma or a two-year degree (Bac-Bac+2) by intermediate
occupations, and finally, individuals with a degree higher than a two-year degree by managers. See Givord
and Silhol (2020) for a description of the data used.

7The link between CSP and education level is the same as for the unemployment by education level
in April 2020.
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same month. Finally, we restrict the impact of the second partial lockdown (November
2020) and the curfew (January 2021) to the labor market segments of non-graduates and
those with a Vocational Cert because according to Insee-Deep-Cereq-Dares-SIES (2018),
sectors experiencing the strongest restrictions (accommodation, restaurants, etc.) employ
a higher proportion of non-graduates and individuals with a Vocational Cert.

The parameters to be determined are:

Φ =
{{

{As,t}Ss=1

}April 2020
t=March 2020 , A1,May 2020, {As,November 2020}2s=1, {{As}2s=1}

,April 2021
January 2021,Υ

}
with dim(Φ) = 20 and therefore dim(Φ) ≤ dim(Ψ).
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B.11 Model fit when one extension is removed
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Figure B.11: TFP changes First lockdown. Black: Benchmark model. Dark gray: Model

without wage rigidity. Khaki: Model without congestion effect on hiring costs. Gray: Model without

microeconomic uncertainty. For each scenario, each bar reports the gap relative to the steady-state values.
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Figure B.12: TFP changes Second lockdown. Black: Benchmark model. Dark gray: Model

without wage rigidity. Khaki: Model without congestion effect on hiring costs. Gray: Model without

microeconomic uncertainty. For each scenario, each bar reports the gap relative to the steady-state values.
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Figure B.13: Unemployment rate by education level. In Panels (a)–(l), the red lines

represent the data.
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Appendix C

C.1 Theoretical Appendix

Denote by γ, the share of workers that experience a wage increase ∆wi > 0 such that
γ = Pr(c∆ti − ∆a > 0) = Pr(∆ti > ∆a/c). Denoting the threshold as t∗ = ∆a/c, the
law of total covariance implies that:

cov(∆wi,∆ti) = (1− γ)cov(∆wi,∆ti|∆ti ≤ t∗) + γcov(∆wi,∆ti|∆ti > t∗) +

(1− γ)(E(∆wi|ti ≤ t∗)− E(∆wi))(E(∆ti|ti ≤ t∗)− E(∆ti)) +

γ(E(∆wi|ti > t∗)− E(∆wi))(E(∆ti|ti > t∗)− E(∆ti))

If wages are downward rigid, then for workers with ti > ∆a/c, ∆wi = (1− η)(c∆ti−∆a),
while for those with ti < ∆a/c, we have ∆wi = 0. This implies that cov(∆wi,∆ti|∆ti ≤
t∗) = 0 and E(∆wi|ti ≤ t∗) = 0. Rearranging the previous expression and simplifying, we
get:

covWR(∆wi,∆ti) = γ(1− η)c× var(∆ti|∆ti > t∗) +

γE(∆wi|ti > t∗)(E(∆ti|ti > t∗)− E(∆ti))

where covWR denote the covariance under wage rigidity. The difference between the two
gives:

cov(∆wi,∆ti)− covWR(∆wi,∆ti) =

(1− γ)cov(∆wi,∆ti|∆ti ≤ t∗) +

(1− γ)(E(∆wi|ti ≤ t∗)− E(∆wi))(E(∆ti|ti ≤ t∗)− E(∆ti))

The first term is equal to (1 − γ)(1 − η)c × var(∆ti|∆ti ≤ t∗) and is thus positive. As
∆wi is a linear function of ∆ti, it is easy to see that E(∆wi|ti ≤ t∗) < E(∆wi) and
E(∆ti|ti ≤ t∗) < E(∆ti) and thus that the second term is also positive.
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C.2 Data Appendix

Skill group classification We use one digit codes of the occupational classification to
group workers into three skill groups. Low skill workers correspond to Agricultural Work-
ers, Craft and Related Trades Workers, Plant and Machine Operators and Assemblers,
Elementary Occupations. Medium skill workers correspond to Technicians and Associate
Professionals, Clerical Support Workers, Services and Sales Workers. High skilled workers
correspond to Managers and Professionals.

C.3 Estimation of the AKM model

To separate the contribution of establishments and workers heterogeneity, we use the
mobility of workers across establishments to estimate a two-way fixed effects AKM model
of wage determination of the form:

yit = X ′
itβ + αi + ψj(i,t) + ϵit (C.1)

where yit is the log-earnings of worker i in period t and X ′
it is a vector of time-varying

exogenous covariates. Our parameters of interests are αi, the unobserved worker effect,
and ψj(i,t) a constant over time additive wage premium associated with establishment
j(i, t) which denotes the establishment where worker i works at period t. Following Card
et al. (2018), we include in X ′

it a third-order polynomial in age restricted to be flat
at age 40, that we interact with an unrestricted set of year and gender dummies. In
our decomposition, we concentrate on differences in average ‘residual’ wages, defined as
yit −X ′

itβ, net of the effect of age.
The model is estimated using 5 years period over 2010-2015 on the connected sets of firms.
Two sets of firms are disconnected if no worker in the sample worked for a firm in each
group. A connected set then includes all workers who ever worked in the set’s firms.
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C.4 Validity of work hours in DADS data

Following Lachowska et al. (2022), we report two empirical tests regarding the quality
of hours of work in the DADS data: (i) First, we study the correlation between annual
changes in log earnings and annual changes in the log of paid hours between two con-
secutive years. (ii) Second, we study how the distribution of hourly wages is affected by
annual increases of the minimum wage.

C.4.1 A regression-based test of signal-to-noise in hours data

To capture the correlation between annual changes in log earnings on changes in log hours
for workers, we estimate the following linear model on a sample of workers did not change
employers:

∆log(earnit) = β0 + β1∆log(hoursit) + ϵit (C.2)

where ∆log(earnit) is the annual change in log annual earnings for individual i in period
t, ∆log(hoursit) is the annual change in log hours and ϵit is an error term.
As discussed extensively by Lachowska et al. (2022), if hours are measured accurately,
and all workers are paid by the hour, the coefficient β1 should be close to 1. However, in
practice, the sample also includes workers with a fixed number of hours or who are not
paid hourly which should attenuate the coefficient.
Estimation results are reported in Table C.1 using workers employed by the same em-
ployer in 2013 and 2012. Our baseline model is reported in column 1, column 2 reports
regression with establishment fixed effects, and column 3 reports estimates using clustered
standard errors at the establishment level instead of robust standard error. Across these
specifications, the estimated slope coefficients are equal to 0.86, which is very similar to
the estimate of 0.8 reported by Lachowska et al. (2022) using administrative data from
the State of Washington in the US. Finally, while the results presented here are obtained
only using the year 2013, the results are very similar across all years in the sample.
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C.4.2 Minimum wage and the hourly wage distributions in the

DADS data

Since 2010, the French minimum wage has been indexed annually in January on the
past annual increase in the consumer price index and half of the real annual increase of
a wage index published quarterly, the base hourly wage rate of blue-collar workers. A
straightforward way to capture whether our data on hours is of good quality is to assess
whether the distribution of hourly wages exhibits a peak at the minimum wage and how
this peak varies across years following minimum wage increases. To investigate this issue,
we report the annual distribution of hourly wage rates from 2010 to 2018, defined as
the ratio between annual earnings and annual hours worked. We concentrate on years
after 2010 as, before that year, the annual adjustment of the minimum wage occurred in
July instead of January, and within a single calendar year, there were thus two different
minimum wages. The minimum wage can also be updated during the year if the annual
increase in CPI observed in the monthly series is superior to 2%, which only happened
twice in December 2011 and in July 2012. For these two years, the graphs report the
lowest value of the minimum wage.
The hourly wage distributions for different years are reported in Figure C.1 for workers
paid less than 16 euros per hour, using a vertical bar to indicate the hourly wage rate
of the French minimum wage. Consistent with the hypothesis that the hours data is of
good quality, the distribution of hourly wages exhibits a distinct peak at the minimum
wage, which shifts annually following the minimum wage increases. In addition, in most
years, the share of workers with hourly wages lower than the minimum wage is very small,
typically inferior to 2%, except in 2011 and 2012, in which this share is slightly higher
due to the within-year increase in the minimum wage.
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C.5 Additional Figures

Figure C.1: Hourly wage rate distributions and the national minimum wage,
2010-2018. Source: DADS. Note: Each figure represents the distribution of hourly wage rates in the
indicated calendar year restricted to hourly wages inferior to 16 euros. Each black vertical line denotes
the value of national minimum wage in that year.
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Figure C.2: Commuting time before and after relocation over 7 year Sources:
DADS Data and Navitia. Notes: The panels report the average commuting time across establishments
that relocate in event time t = 0. The sample is restricted to establishments observed over a 7 year
period. Commuting times are calculated using the municipality of residency and the municipality of the
establishment. After the relocation year, we report separately the commuting time of workers observed
in the establishment before the relocation and the commuting time of workers hired after the relocation.

195



C.6 Additional Tables

Dependent variable: Change in Log Annual Earnings
(1) (2) (3)

Change in log hours 0.86*** 0.86*** 0.86***
(0.0003) (0.0004) (0.00067)

Employer fixed effects No Yes No
Standard errors Robust Robust Clustered
Adjusted R2 0.760 0.783 0.760

Table C.1: Regression estimates of the change in log annual earnings on the
change of log hours in the DADS (year 2013). Source: DADS data 2013-2012. Note:
The Table shows the regression results of the log annual earnings change on the log annual hours using
workers that stayed in the same employer in both years. Columns 1 and 2 report heteroscedastic robust
standard errors, while Column 3 reports standard errors clustered at the establishment level.

Table Appendix Estimates with commuting by car 
T_ComCar 

 
 A. Separation probability 

relative to before relocation B. Change in wage 

Relocation type All relocation Suburbs to 
suburbs 

All 
relocation 

Suburbs to 
suburbs 

∆Commuting time by 
public transportation 0.012*** 0.011*** 0.012*** 0.007** 

 (0.003) (0.004) (0.002) (0.003) 

∆Commuting time by car 0.003 0.006 -0.001 0.005 

 (0.004) (0.007) (0.003) (0.005) 
∆Commuting time by car 
x (Live in outer ring) 0.002 -0.003 -0.001 0.005 
 (0.006) (0.009) (0.003) (0.007) 
N 259,370 116,385 257,127 115,605 

 
 
  Table C.2: Does commuting time by car matter for workers living in the sub-
urbs? Source: DADS data 2010-2015. Note: The Table shows regression results on job separation
probability one year after the relocation in Panel A and on wage changes relative to before the relocation.
Within each panel, we report results for all relocations and relocations from the center to the suburbs in
the second column. The explanatory variables are changes in commuting time by public transportation
and car associated with the relocation, measured in hours, and the interaction between changes in com-
muting time by car and living in the suburbs for the worker. All regressions include establishment and
occupation fixed effects. Standard errors are clustered at the establishment level. (**) and (***) denote
statistical significance at 5% and 1% level.
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Estimates with workers present three years before relocation 

T_3yB 
 

A Separation probability relative to before relocation 

 Center to 
suburbs 

Suburbs to 
center 

Suburbs to 
suburbs 

Center to 
Center 

 All workers 
∆Commuting by public 
transportation > 0 0.052*** 0.022** 0.031*** 0.022** 

 (0.007) (0.011) (0.005) (0.010) 

N 56,386 24,656 116,386 61,943 

 Workers present 3 years before 
∆Commuting by public 
transportation > 0 0.045*** 0.030** 0.034*** 0.026** 

 (0.009) (0.013) (0.006) (0.012) 

N 34,368 14,833 74,452 36,999 

B Change in wage relative to before relocation 

 Center to 
suburbs 

Suburbs to 
center 

Suburbs to 
suburbs 

Center to 
Center 

 All workers 
∆Commuting by public 
transportation > 0 0.036*** -0.003 0.014*** 0.015* 

 (0.006) (0.008) (0.004) (0.008) 

N 48,263 20,978 99,005 51,658 

 Workers present 3 years before 
∆Commuting by public 
transportation > 0 0.033*** -0.001 0.014*** 0.005 

 (0.007) (0.009) (0.006) (0.010) 

N 30,578 13,290 65,893 32,213 

 
 
  Table C.3: Does using only workers hired three years before affect the results?
Source: DADS data 2010-2015. Note: The Table shows the regression results on job separation probability
one year after the relocation in Panel A and on the wage changes relative to before the relocation. Across
columns, results are reported for different types of relocations. The explanatory variables are changes in
commuting time by public transportation and car associated with the relocation, measured in hours, and
the interaction between changes in commuting time by public transportation and living in the suburbs
for the worker. Within each panel, we compare our baseline results using workers observed at least one
year before the relocation to estimation results using only workers observed at least three years before
the relocation. All regressions include establishment and occupation fixed effects. Standard errors are
clustered at the establishment level. (**) and (***) denote statistical significance at 5% and 1% level.
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