MATHS, TELECOMS NV Université
INFORMATIQUE, SIGNAL :>/\<:
i

de Rennes

BRETAGNE | SYSTEMES, ELECTRONIQUE

THESE DE DOCTORAT DE

LUUNIVERSITE DE RENNES

ECOLE DOCTORALE N° 601 :
Mathématiques, Télécommunications, Informatique, Signal, Systemes,

Electronique
Spécialité : Automatique, productique, robotique

Par

([ EVdl-Ra{el=][e

Visual Servoing of the Orientation of an Earth Observation Satellite

Theése présentée et soutenue a Rennes, le 12 décembre 2023
Unité de recherche : Centre Inria de I’Université de Rennes

Rapporteurs avant soutenance :

Viviane CADENAT Maitre de conférences a I'Université Paul Sabatier
Pascal VASSEUR  Professeur a I'Université Picardie Jules Verne

Composition du Jury :

Président : Paolo ROBUFFO GIORDANO Directeur de recherche CNRS, IRISA

Rapporteurs : Viviane CADENAT Maitre de conférences a I'Université Paul Sabatier
Pascal VASSEUR Professeur a I’'Université Picardie Jules Verne

Examinateurs : Guillaume ALLIBERT Professeur a I'Université Cote d’Azur

Dir. de thése : Frangois CHAUMETTE Directeur de recherche Inria, IRISA

Co-dir. de thése :  Eric MARCHAND Professeur a I'Université de Rennes

Invité : Renaud FRAISSE Ingénieur Airbus D&S






REMERCIEMENTS

On y est! Avant de commencer ces remerciements, il m’est important de souligner que la
these est avant tout une aventure humaine, et que je suis si heureux d’avoir choisi ce chemin
pour toutes ces rencontres qui m’auront fait grandir, d’un point de vue scientifique bien sar,
mais aussi d’un point de vue plus personnel. Pour étre honnéte, ces trois ans n’ont pas été un
long fleuve tranquille, mais le fait d’avoir été entouré de personnes bienveillantes et vraies, a
rendu la traversée plus qu’agréable.

Je tiens avant tout & remercier Eric et Frangois, mes encadrants de luxe, deux grands scien-
tifiqgues mais surtout deux tres belles personnes qui m’auront énormément appris. Je réalise la
chance que j’aie eue d’avoir pu les déranger chaque jour avec de nouvelles questions plus ou
moins pertinentes. Ce fut un réel honneur et un grand plaisir pour moi d’avoir pu marcher a
leurs cOtés. Je tiens également a remercier Renaud, mon encadrant a Airbus D&S, pour son
accessibilité et pour m’avoir mis des étoiles dans les yeux.

Je souhaite remercier mon jury Viviane, Pascal, et Guillaume pour avoir évalué mes travaux
de doctorat et s’étre déplacé pour partager ce moment avec moi. Merci enfin a Paolo pour avoir
présidé ce jury, et avoir été un chef d’équipe au top, avec qui j’ai pu échanger énormément,
notamment sur Star Wars...

J’aimerais d’ailleurs remercier cette équipe, la meilleure équipe de I’univers, j’ai nommé
la Rainbow Team. Je pense ne surprendre personne lorsque je dis que j’ai vraiment passé des
moments incroyables au sein de cette équipe. Chacun de ses membres m’a un jour apporté
quelque chose et je les en remercie tellement. Je ne peux citer tout le monde (a I’oral, c’était
plus simple!) ils ne m’en voudront pas, cependant j’aimerais tout de méme remercier Fabien,
Claudio, et Héléne pour leur gentillesse, leur accessibilité et pour I’aide, les conseils et le sou-
tien qu’ils m’auront offerts en continu. Merci également a Vincent, Alexandre et Marie qui
m’auront toujours accordé des discussions agréables et positives. Enfin, merci a Marco pour
son dynamisme pour continuer a faire vivre cette chouette équipe.



J’ai également pu rencontrer dans cette équipe des personnes qui ont partagé mon quotidien
pendant et au-dela des heures de labo, j’aimerais remercier mes co-bureaux Thomas, Lev et
Pierre (le king de I’impression), mais également Samuel qui était par moments plus dans ce
bureau que dans le sien, & ma rescousse pour debugger certaines de mes créations douteuses...

Je souhaiterais bien évidemment remercier Nicola, avec qui j’ai dd passer le plus de temps
dans cette équipe, que ce soit au labo, au bar, au Tiffany’s (surtout au Tiffany’s en fait) et un
peu au foot aussi. Je voudrais remercier Antonio qui est vite devenu un incontournable de mon
quotidien, un pilier sur lequel je me suis beaucoup appuyé. J’aimerais aussi remercier Esteban
aka Dr. Petit Monsieur, qui n’est d’ailleurs pas si petit que ¢a, il faudrait penser a arréter cette
blague a un moment donne, tout ¢a a cause de Salva et Tommasso... Merci @ Maxime, Thibault
et John, avec qui j’aurai vécu le Japon, et des moments que je n’aurais jamais pensé vivre durant
ma thése. Merci les gars.

J’avais dit que je ne citerai pas tout le monde mais bon comment ne pas le faire? Merci
Marco, merci Elodie, merci Alberto, merci Katja, merci Ali, merci Fouad, merci Erwan, merci
Lendy, merci Ines, , merci Louise, merci Diane, merci Joudy, merci Lorenzo, merci Lisheng,
merci Olivier, merci Mandela, merci Danilo, merci Massi, merci Francesca, merci Riccardo...
merci a tous ceux qui auront partagé cette aventure avec moi, de prés ou de loin, plus ou moins
longtemps, vous faites partie de moi maintenant, je ne vous oublierai pas.

Je voudrais également remercier la Beauce Team au complet, qui aura suivi mon périple
jusqu’au bout, je ne leur dis pas souvent mais je ne sais pas ce que je ferais sans eux. Parmi
eux, mon pote Vincent, qui sait déja au combien je suis reconnaissant de I’avoir a mes cotés. Je
souhaite également remercier la team ENSMA (dont je tairai le véritable nom) et Loric qui aura
VEcu sa propre aventure a Toulouse, mais auquel j’avais toujours une penseée.

Enfin, j"aimerais remercier ma famille, en commencgant par ma petite Marie-Valentine qui
aura vécu cette aventure en premiere ligne avec moi, qui m’aura soutenu tout du long et qui
m’aura tres souvent fait sortir la téte de I’eau, et enfin avec qui j’aurais pu profiter de tous les
moments cool de cette thése, qui n’auraient jamais été aussi joyeux sans elle. J’aimerais éga-
lement remercier Caroline et Olivier, ses parents, qui ont été d’une gentillesse et générosité
sans égale avec moi. J’aimerais remercier toute ma famille, des Robic au Niel, mon papa, ma
grand-mere, mon petit-frére, et aussi papi, mamie et Mimi auxquelles je pense tous les jours,

4



mes oncles et mes tantes, et plus spécialement a Marie-Laurence qui m’aura beaucoup aidé et
soutenu, et a qui j’envoie énormément de force, et enfin a mes cousins. Mais bien sdr, je sou-
haite remercier également les Thion, et plus spécialement mon beau-pere Christian, qui m’aura
offert un cadre chaleureux auquel je pouvais me réfugier quand je le souhaitais.

Et bien sQr, merci a ma petite maman, mon phare dans le brouillard, la nuit, la tempéte, qui
aura été mon carburant principal pour accomplir tout ce chemin, qui a été présente a chaque mo-
ment, qui le sera toujours. Merci d’avoir construit tout cet environnement bienveillant autour de
moi, de m’avoir transmis toutes ces belles valeurs qui m’auront finalement permis d’approcher
les étoiles. Tout ¢a c’est notre victoire. Merci Maman.






RESUME

Depuis le debut de I’ére spatiale et le lancement des premiers satellites en orbite, les satellites
artificiels se sont multipliés en nombre, diversifiés dans leurs applications et perfectionnés dans
leurs performances. Suite au lancement de Spoutnik 1 en 1957 pour démontrer la capacité de
I’humanité a accéder au domaine orbital de la Terre et a en tirer parti, plus de 10 000 engins
spatiaux sont maintenant en orbite autour de notre planete. Ces satellites sont dotés de missions
variées et passionnantes, allant de la démonstration scientifique a la télécommunication, de
la géolocalisation a I’observation. Cette derniere catégorie comprend des satellites équipés de
capteurs a longue portée pour mesurer et enregistrer des informations de la surface de la Terre,
fournissant des données a grande échelle, permettant un suivi global et précis de la planéte.

Les satellites d’observation de la Terre bénéficient de leur orbite, une trajectoire induite au-
tour de la Terre qui est souvent considérée comme leur principal propulseur naturel. Elle est
déterminée en grande partie lors du lancement et permet aux satellites de balayer une partie
de la surface terrestre a un moment spécifique. Les missions nécessitant une capacité de re-
visite rapide, c’est-a-dire d’une durée faible entre deux passages d’une méme zone d’intérét,
se tourneront vers des orbites relativement basses et sont appelées satellites en orbite terrestre
basse (LEO). Parmi eux, les satellites d’observation équipés d’un capteur de vision, ou satel-
lites imageurs, tirent avantages de I’orbite basse en acquérant des images de la Terre avec une
fréguence élevée et une grande résolution. Par exemple, Pléiades HR, une constellation de deux
satellites d’observations sur une orbite quasicirculaire héliosynchrone (695 km), acquiert des
images de la Terre avec une résolution de 70 cm et un intervalle de revisite inférieur a 24 heures
pour chaque satellite. Le systeme d’acquisition d’images Pléiades utilise une technologie de
balayage linéaire ou "push-broom", une ligne de capteurs permet I’acquisition d’une bande co-
lorée qui est ensuite reconstituée en image.

L’acquisition nécessite de pointer précisément le capteur du satellite vers la surface de
la Terre, ce qui est fait par la commande de I’orientation du satellite, communément appelé
contréle d’attitude. Lors d’une mission d’observation, un ensemble désiré d’attitudes est opérée
par le satellite grace a une loi de commande embarquée. Cependant, cette tache peut étre assez
difficile en orbite basse, car le mouvement orbital du satellite et d’autres perturbations externes
deviennent plus marquantes prés de la Terre, ce qui entraine une dérive de I’attitude et des in-
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exactitudes de pointage. De plus, ces attitudes désirées, également appelées guidage d’attitudes,
ne sont pas supposées changer pendant I’acquisition, car étant souvent calculées au préalable
par un segment sol. La commande de I’orientation d’un satellite visant a effectuer un pointage
d’une zone précise sur Terre est donc généralement un processus en boucle ouverte.

Cependant, un guidage en temps réel de I’attitude a partir des informations d’un capteur
visuel pourrait étre pertinent pour corriger la propagation d’incertitudes de pointage. De plus,
il pourrait offrir plus de fonctionnalités aux satellites d’observation de la Terre, telles que la
modification rapide de I’emplacement cible et surtout la définition de la mission d’observation
en termes d’information visuelle, offrant encore plus de flexibilité et permettant des missions
plus complexes, par exemple le suivi d’une cible mobile depuis le satellite, qui reste encore un
probleme ouvert.

Cette thése s’inscrit dans le cadre du projet LICHIE, une collaboration scientifique avec
Airbus Defence & Space visant a développer des satellites reposant sur un nouveau systéme
d’acquisition appelé "Starer", traduit littéralement par "Regard fixe". L’ instrument est constitué
d’une matrice de capteurs permettant I’acquisition en temps réel d’images. Airbus DS prévoit
d’incorporer cette nouvelle technologie dans la future constellation LION, composée de plu-
sieurs satellites vidéos agiles. Ainsi, la "caméra” du satellite pourra étre utilisée en tant que
capteur d’entrée pour que le guidage d’attitude puisse étre effectué en temps réel, en utilisant
des images satellite d’une résolution exceptionnelle (jusqu’a 50 cm au sol). Dans cette these,
nous démontrerons qu’une commande précise de I’orientation du satellite peut étre congue par
asservissement visuel.

L’asservissement visuel est une approche de commande basée vision en boucle fermée qui
résulte de I’association entre I’automatique et la vision par ordinateur. Il est désormais tres pré-
sent dans le domaine de la robotique et a pu prouver son efficacité et sa robustesse en étant
largement utilisé pour des tadches de manipulation et pour du suivi visuel. Finalement, un sa-
tellite LION peut étre modélisé par une caméra commandable en rotation et intégrée dans un
vehicule extrémement rapide dont le mouvement n’est pas controlé, suivant un objet mobile.
Si nous pouvons ensuite definir sa mission d’observation comme une tache d’asservissement
visuel, il devient possible de commander précisément son orientation. C’est I’hypothése princi-
pale de notre travail.

En robotique spatiale, I’asservissement visuel a deja été utilisé pour accomplir des missions
en orbite, mais son application pour les satellites d’observations pose encore de nombreuses
problématiques. Parmi celles-ci, nous traitons le mouvement relatif entre le satellite et la cible
qui est bien plus conséquent que lors de I’interaction entre deux satellites sur une méme orbite.
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Vis-a-vis des quelques stratégies existantes pour les satellites d’observations, celles-ci consi-
derent des résolutions au sol moins importantes qui ne les confrontent pas aux mémes ordres
de précisions et par conséquent pas aux mémes solutions pour leur commande. De plus, nous
envisageons le fait que la localisation pointée puisse changer au cours de la mission, soit par la
redéfinition de cette localisation, soit par le suivi d’un objet en mouvement. Dans les deux cas,
la cible est définie a I’aide de mesures dans I’image, ce qui représente également une différence
notable par rapport aux satellites classiques de pointage terrestre. Les contraintes mécaniques et
dynamiques du satellite ne sont pas non plus négligées, cette thése vise a proposer des solutions
personnalisées pour les gérer dans la loi de commande.

En parlant de contraintes, I’une des plus importantes lorsque I’on travaille avec un satellite
imageur, ou chaque acquisition est importante, est celle de la qualité de I’image. Mais comment
la qualité d’image peut-elle étre quantifiable? Une caractéristique remarquable est la netteté
de I’image, qui peut étre estimée a travers des métriques spécifiques. Dans notre contexte, la
netteté est dégradée par le flou de mouvement induit par le mouvement de la caméra et celui
des objets en mouvement dans la scéne que nous souhaitons observer.

Cette perte de qualité n’est pas souhaitable du point de vue de I’utilisateur désireux d’ex-
ploiter ces images, mais aussi pour la robustesse de la commande, car les commandes visuelles
s’appuient sur des mesures dans I’image. Dans cette these, nous proposons de gérer le flou
de bougé pendant le mouvement de la caméra en considérant la netteté comme une contrainte
de la commande. Cela est rendu possible grace a des techniques avancées de commande sous
contraintes, qui peuvent étre appliquées pour I’asservissement visuel. Notre travail se concentre
sur la conception de cette contrainte de netteté que nous pensons étre un probleme intrigant et
intéressant.

Structure de la these

La thése débute par une vue d’ensemble sur I’asservissement visuel. Le chapitre 1 présente
un systeme cameéra avec les bases mathématiques nécessaires pour expliquer et représenter sa
position et son mouvement dans I’espace cartésien. Le modeéle de caméra sténopé est également
présenté, car il nous permet d’introduire les équations de perspective sur lequel repose la plupart
des lois de commande que nous developperons. Ensuite, des contrdleurs visuels sont présentés,
avec une attention particuliére pour I’asservissement visuel. Enfin, nous mettons I’accent sur les
perturbations causées par les mouvements externes a la caméra et a la maniere de les traiter en
asservissement visuel, dans I’espoir d’appliquer ces techniques a un satellite.
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Le chapitre 2 se concentre sur I’étude d’un satellite en orbite terrestre basse, tout d’abord
en décrivant son mouvement de translation autour de la Terre sous certaines hypothéses adé-
quates, mais aussi le mouvement d’un objet situé sur la surface terrestre, ce qui nous permet de
créer un modele réaliste d’une mission d’observation. Les contrbleurs d’attitude traditionnels
sont ensuite présentés a partir de la littérature, ainsi que les différentes applications de I’asser-
vissement visuel dans la robotique spatiale. Nous rappelons les principaux objectifs des lois de
commande visuelle que nous visons a concevoir au regard des références existantes, et nous les
développerons dans le prochain chapitre.

Dans le chapitre 3, nous présentons nos contributions a la fois dans le domaine de la robo-
tique spatiale et de I’asservissement visuel. Nous développons des lois d’asservissement visuel
visant a orienter précisément un satellite pour qu’il pointe vers un objet terrestre spécifique, en
tenant compte des mouvements orbitaux, et en explorant les solutions disponibles afin de créer
un contréleur robuste, rapide et fiable. Cette contribution a été publiée dans [RoBIC, FRAISSE,
MARCHAND & CHAUMETTE, 2022]. Dans la deuxieme partie de ce chapitre, nous avons in-
clus la dynamique interne du satellite dans le modele pour une représentation plus réaliste. Nous
avons également détaillé différentes commandes basées sur un algorithme de saturation prédic-
tive. Cette approche a été présentée a la communauté astronautique dans [RoOBIC, FRAISSE,
LAGADEC et al., 2022]. Ces lois de commande sont ensuite testées avec plusieurs expérimenta-
tions a différents niveaux, en commencant par des simulations avec un simulateur de trajectoire
de satellite avec des caractéristiques visuelles simulées, puis avec des images a I’échelle réelle,
jusqu’a leur mise en ceuvre sur une plateforme robotique.

Dans le chapitre 4, nous introduisons un contréleur visuel visant a limiter la création de flou
de mouvement. Nous commencons par examiner ce flou et les techniques de traitement d’image
traditionnellement utilisées pour I’estimer et restaurer des images dégradées. Nous discutons en-
suite des métriques utilisées dans le domaine de la vision par ordinateur pour mesurer la netteté
des images. Puis, nous sélectionnons la norme du gradient de I’image comme une métrique
adéquate car sensible au flou de mouvement. Nous explorons ensuite les techniques d’asservis-
sement visuel contraint, en particulier celles qui peuvent gérer des contraintes complexes, nous
conduisant a envisager des méthodes d’optimisation. Nous proposons un contrdleur d’asser-
vissement visuel basé sur la programmation quadratique (QP) capable de geérer les contraintes
mécaniques et dynamiques du satellite, ainsi que d’autres contraintes de vitesse. La contrainte
de netteté est ensuite congue en fonction de la norme des gradients de I’image, et la Jacobienne
de cette métrique est développée analytiqguement pour déterminer et injecter une contrainte de
vitesse dans le contréleur. Enfin, des expériences sont menées avec les mémes simulateurs de
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trajectoire satellitaire. Ce travail a été proposé dans un article de journal dans [Robic et al,
Soumis en Sept. 2023].

Enfin, nous concluons ce manuscrit en rappelant nos contributions dans un premier temps,
puis nous discutons des limites de nos différentes stratégies et des perspectives potentielles de
cette thése. Parmi elles, nous détaillons la généralisation de notre approche a une constellation
de satellites.
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INTRODUCTION

Since the beginning of the space age and the launch of the rst satellite into orbit, arti cial
satellites have proliferated in number, diversi ed in applications, and advanced in performance.
Indeed, starting byspoutnik lin 1957 to demonstrate humanity's ability to access the Earth's
orbital domain and to take advantage of it, more than 10,000 spacecraft are now in orbit around
the Earth, aimed with diverse and appealing missions, ranging from scienti c demonstration to
telecommunications, from geolocation to observation. This last category encompasses satellites
equipped with long-range sensors to measure and record information from the Earth's surface,
providing data in a big scale, allowing for a global and accurate monitoring of the planet.

Earth observation satellites bene t from their orbits, an induced trajectory around the Earth
that is often considered as the main natural thruster, and mostly determined during the satellite
launch. This asset allows satellites to scan a certain location on the Earth's surface at a speci c
moment. Missions requiring a fast revisit capability use relatively low orbits, they are called
Low Earth Orbit (LEO) satellites. Among them, observation satellites equipped with a vision
sensor, or imaging satellites, take advantage of LEO to frequently acquire images of the Earth
with high resolution. For instance, Pléiades HR, a constellation of two imagery satellites on a
Sun-synchronous quasicircular orbit (695 km), acquires Earth images with 70-cm resolution,
with a revisit interval of less than 24 hours for each satellite. Pléiades image acquisition system
uses push-broom technology (see Figure 1), i.e., a sensor line allows scanning of a 20 km high-
guality image swath and reconstructs the image afterwards.

The acquisition requires to precisely point the satellite's sensor toward the Earth's surface,
which is done through the control of the orientation of the satellite, called satellite attitude.
To operate an acquisition mission, a desired set of attitude is maintained thanks to an onboard
attitude control law. However, this task can be quite challenging in LEO, as the extreme orbital
motion of the satellite, and other external perturbations becoming more salient near the Earth,
leads to attitude drifting and to pointing inaccuracies. Furthermore, the requested set of attitudes
Is not supposed to change during the acquisition, as it is often computed of ine by a ground
segment, which classi es the global pointing control as an open-loop process.

However, real-time attitude guidance through the feedback of a vision sensor might be of
relevance to correct the propagation of uncertainties. Moreover, it could offer more features
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Introduction

to Earth-pointing satellites, such as the fast rede nition of the target location and especially
the de nition of the mission in terms of sensor information. This powerful asset would allow
for more exibility and more complex missions, e.g. the tracking of a moving target from the
satellite, which remains an open problem.

This thesis is part of the LICHIE project, a scienti c collaboration with Airbus Defence &
Space to develop a new satellite system with a "Starer" acquisition principle (see Figure 1). Ac-
quisition is carried out using a sensor matrix that allows real-time acquisition of images. Airbus
DS plans to incorporate this new technology into the future LION constellation composed of
several agile video satellites. This way, the satellite "camera" can be used as an input sensor for
real-time attitude guidance process using satellite images of rare resolution (up to 50 cm). In
this thesis, we will show that precise control of the satellite orientation can be achieved using
visual servo-control schemes.

Figure 1 — Push-broom and starer technologies

Visual servoing is a vision-based control approach that results from the association between
robotic control and computer vision. It is now widely used in the robotics eld because of its
appealing features for operating precision tasks using data obtained from camera feedback. As
a closed-loop control, it is resilient to error propagation and is widely used for manipulation
tasks, mobile robotics, and visual tracking. In fact, a LION satellite can be seen as a pan-tilt-roll
camera embedded in a fast vehicle and subject to its uncontrolled motion, tracking a mobile
object. This is the main consideration of our work.

In space robotics, visual servoing has already been used to solve on-orbit tasks, but its poten-
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tial application to high-resolution observation satellites yields unique challenges. Among them,
we deal with the relative motion between the satellite and the target, which is far more conse-
guent compared to on-orbit servicing scenarios. Also, compared to the few existing strategies
for observation satellites, we consider tracking a moving reference either through the rede ni-
tion of a xed target location on the Earth's surface or through the tracking of a moving object.

In both cases, the target is de ned with image measurements, which also represents a noticeable
difference from classical Earth-pointing satellites. The mechanical and dynamical constraints of
the satellite are also not left behind. This thesis aims to propose personalized solutions to handle
them within the control.

Speaking about constraints, one of the most important ones when working with an imag-
ing satellite, where every output is important, is the one of image quality. But how can image
quality be quanti able? A noticeable characteristic is the sharpness of the image, which can be
estimated through speci ¢c metrics. In our context, the sharpness is threatened by motion blur
induced by the motion of the camera and by the potential motion of the object in the scene we
intend to observe (see Figure 2).

This loss of quality is not desirable from the point of view of the customer but also for the
robustness of the control, as visual controllers rely on image measurements. In this thesis, we
propose to handle motion blur during the camera motion by considering sharpness as a con-
straint in the control scheme. This is made possible through advanced constraint management
techniques that can be applied for visual servoing. Our work is focused on the design of this
sharpness constraint, from what we believe to be an intriguing and interesting issue.

Figure 2 — Satellite image of 50-cm resolution of Brest (a) Sharp (b) Motion-blurred
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Thesis structure

The thesis begins with an overview of visual servoing. Chapter 1 presents a camera sys-
tem with the mathematical background needed to explain and represent its motion in Cartesian
space. The pinhole camera model will also be presented, as it allows us to introduce the image
frame on which most of the control we will develop is based. Then, visual controllers will be
presented, with a special emphasis on visual servoing. Finally, particular attention will be paid
to disturbances from external motions and how to address them in visual control, with the goal
of applying these techniques to a satellite.

Chapter 2 focuses on the control of a Low Earth Orbit satellite, rst by describing its trans-
lational motion around the Earth under adequate hypotheses, and also the motion of an object
lying on the Earth's surface, which will help us to create our realistic model in Chapter 3.
Traditional attitude controllers will be presented from the literature, and then the different ap-
plications of visual servoing for space robots. We will nally point out what challenges an Earth
observation satellite controlled through its camera would face, yielding the different speci ca-
tions that have to be respected by the visual control laws we aim to design. We will delve into
their conception in the next chapter.

In Chapter 3, we present our contributions to both space control and visual servoing. We
develop control laws to accurately orient a satellite to point at a speci c terrestrial object of
interest, taking into account orbital motions and all the visual control capabilities to create a
robust, fast, and reliable controller. This contribution has been published in [Robic, Fraisse,
Marchand, & Chaumette, 2022]. In the second part of this work, we have included the inner
dynamic of the satellite in the model for a more realistic representation. We have also detailed
different controllers based on a predictive saturation algorithm. This approach has been pre-
sented to the astronautic community in [Robic, Fraisse, Lagadec, et al., 2022]. These control
laws are then tested with several experiments at different stakes, from projective simulations,
with a satellite path simulator with real-scaled images, and nally implemented in a robotics
platform.

In Chapter 4, we introduce a visual controller to limit motion blur creation. We begin by
examining motion blur and traditional image processing techniques used to estimate it and
restore motion-blurred images. We then discuss the metrics used in the computer vision eld to
measure image sharpness, selecting the norm of the image gradient as a sensitive one to motion
blur. We then explore constrained visual servoing techniques, particularly those that can handle
complex constraints, leading us to consider optimization frameworks. We propose a QP-based
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visual servoing controller that can manage the satellite’s mechanical and dynamical constraints,
as well as other velocity constraints. The sharpness constraint is then designed based on the
norm of the image gradients, and the Jacobian with respect to the control input is determined
to inject a velocity constraint into the controller. Finally, experiments are conducted with the
same satellite path simulator. This work has been proposed to a journal paper in [Robic et al,
Submitted in Sept. 2023].
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CHAPTER1

BASICS ON VISUAL SERVOING

1.1 Introduction

In this chapter, we propose to introduce some basics on visual servoing and present the
mathematical tools that we will use throughout the thesis. We will begin with a rst part on
kinematics, speci cally oriented for the representation of the physical world from a geometric
point of view. Following this, we will introduce the classical model to represent the world as
perceived through the lens of a digital camera. Subsequently, we will look at the techniques
allowing a camera to navigate in this world based on its visual information, with a particular
emphasis on visual servoing, our preferred control approach in this thesis. Finally, we will
look at how the vision-based control community deals with disturbances caused by external
motions from observed objects or from the system dynamics, a subject that will interest us for
the following chapters.

1.2 Computer vision background

To fully understand visual servoing approaches, one needs to rst have an overview of com-
puter vision techniques [Jain et al., 1995][Stockman & Shapiro, 2001], to connect the physical
3D world and the world perceived by a camera. This is done through Euclidean geometry and
adequate projection model that will be expressed in this section.

1.2.1 Rigid transformation

In order to express the position of an object in the world, we need to introduce the concept
of frames, a geometrical structure de ned by a speci c point in space, its origin, and three
orthogonal axes that parameterize a coordinate system. Let us introduce two Faraed
Fg located and oriented differently in the world, we can now, for instance, express the position
of a 3D point with respect to the franfg,, denoted®X = (AX;A YA Z)>. Of course, it is
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Chapter 1 -Basics on visual servoing

also possible to express this point with respedtgo giving 8 X, but we need to determine the
transformation betweelR, andFg, also called the rigid transformation. It is made up of:

a translation vectoft, 2 R®, representing the position of the origin of the frafg
expressed iffrg,

a rotation matrix R, 2 SO(3), expressing the orientation of the frarfig with respect
toFg.

SO(3) is the Special Orthogonal Group, de ned by:

(0]

SO(3) = nR 2R 3jRR” = I3 det(R)=1 : (1.1)

From these, a 3D poirftX expressed irF, can be transformed ifg, giving BX, by the
following:
BX = BRA"X + Bty (1.2)

1.2.2 Rotation

Let us have a look at the speci ¢ case of orientation in 3D space. We de ne an orientation
by the rotation matrbR simply expressed by:
0 1
g ri2 ras
R = %"21 22 l’zsg (1.3)
31 32 r33

The three lines and the three columnsRofexpress a basis in the 3D space. If we sRtéo

be a valid rotation, i.e R 2 SO(3), the matrix is orthonormal and its determinant is equal to
1, according to de nition (1.1). One resulting property is that the inverse matrix is equal to the
transpose. For example, takiR@R o the previous matrix that rotates the frafg to the frame

Fg, its inverse corresponds to:

BRy, "= BR, = ARg (1.4)

which gives us the rotation matrix that rotates to F5. Moreover, rotation matrices can be
composed to obtain new rotations. Taking into account a third filagehe orientation of¢
with respect td-, is given by:

ARc = "RgBRc = BRa BRc = BRA BR¢ (1.5)
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1.2. Computer vision background

In addition, a rotation matrix is generally parameterized under three possible representations.

1.2.2.1 Euler angles

One classical representation, especially used in the astronautic community to de ne orbital
parameters, is thEuler angles representation or more precisely the consideration of a triplet
( ; ;) ,where each angle parametrizes one rotation matrix that is successively multiplied to
attain an in nite possibility of orientation. This succession is called an Euler angle sequence,
which can be, for instance:

R = Rx() Ry() Rz()
0 10

_ 10 _ 1
1 0 0 coSs 0 sin coS sin O (1.6)
= B0 cos sin 0 1 0 sin coSs 0
0 sin cos sin 0 cos 0 0 1
whereR;(j) 2 SO(3) is the rotation matrix along axis2 f x;y;zgofananglg 2f ; ; g.

The multiplication order and the rotation axes have meaning, and each sequence induces a
different parameterization. The main issue of this representation is that a singularity occurs if
two rotational axes align with each other during successive rotations, resulting in a loss of a
degree of freedom callegimbal lock Moreover, the inverse operation (obtaining the triplet
from a matrix) is sometimes a tricky computation, which will not be expressed here.

1.2.2.2 Axis-angle

The axis-angle representationis a compact representation of a rotation extensively used
in the robotics community, whenre is a unit vector describing the axis around which to rotate
and is the amplitude in radians of the rotation aroundrhe function that maps the rotation
matrix of SO(3) with the axis-angle ifR® is called the logarithmic map, and its inverse function
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Chapter 1 -Basics on visual servoing

is called the exponential map. They are de ned as follows:

log:SO@3)! R
u=IlogR |

. Tr(R) 1

2
0 1

3o I23
- % §
- r r
2sin 13 81

o1 I

= Cos

(1.7)

with Tr(R) the trace oR . Then, the exponential map is the Taylor expansion given by:

exp:R¥! SO(3)
[ u]

R = exp( u):)% = l3+[ u] +21|[u]2+ o

i=0

with [ u] the skew-symmetric matrix ofu de ned by:

0 1
0 Uy Uy

[u] = %uz 0 ux§
Uy Uy 0

A closed-form solution of Eq.(1.8) is obtained using Rodrigues formula:

R=I3+Sm[u] +1 (;os[u]2

1.2.2.3 Quaternion

Another useful representation, which is now frequently used in the astronautic community

(1.8)

(1.9)

(1.10)

to avoid the gimbal lock singularity evoked previously, is tluaternion g. Quaternions are an
extension of complex numbe@; represented ag= a+ bi+ cj + dk, or also commonly by the
4D vectorg = ( a;b;c; d with the basiq1;i;j; k ), wherea; b; c;d2 R are the real parts, and

i:j;k 2 | the imaginary parts. In this representation, we hidve j2 = k? = ijk =
q represents a valid rotationaf + b? + ¢ + d? = 1. In summary, it offers more mathematical
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1.2. Computer vision background

assets, and a rotation matrix can be obtained from a quaternion such as:

02(a2+ ) 1 20bc ad) 2(bd+ ac) ;

R = 2(bc+ ad) 2@+ c?) 1 2(cd ab (1.11)
2(bd ac) 2(cd+ ab 2@+ d?) 1

The inverse operation is easily obtained through axis-angle representation using the logarithmic
map. Thenq is obtained by taking = cos; and(b;c;g = sin ;u with andu de ned in
equation (1.7).

1.2.3 Homogeneous transformation

The rigid transformation expressed in the af ne equation (1.2) is traditionally expressed
linearly by considering homogeneous transformation. For fi¥atand® X are expressed with
homogeneous coordinates, suchKas (wX;wY;wZ;w) with w 2 R, and equation (1.2) can
be mapped as:

BX = BT, X (1.12)
with ATg 2 R* 4 the homogeneous transformation from the frafeto the frameF,, ex-
pressed by: 0 1

BT, = @ Ra “lag (1.13)

A 0 1 .

Once the homogeneous coordindtés are computed, they can be converted back into their 3D
representation by dividingX by w and removing the fourth coordinaf€. is a homogeneous
matrix. Homogeneous matrices are widely used to represent frame transformations, they are
more generally de ned such as:

8 0 1 9

< =
T2 T= @'; tlAj (R;t) 2 SE(3). : (1.14)

with SE(3) = SO(3) R?3the Special Euclidean Group. They have interesting mathematical
properties, among them the composition of homogeneous matrices to obtain new frame trans-
formations. For example, taking a frarie, the transformation between framieés andF, is
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Chapter 1 -Basics on visual servoing

given byAT ¢ = ATgBT. We can inverf T g to obtain:

0 1 0

1 >

1
*Rg “to, _ o'Re”  “Rs °tn,

1.15
0 1 0 1 ( )

These several transformations can be seen in Figure 1.1.

Figure 1.1 — Frame transformations

Transformation with a null translation

In this case the transformation matrix from one frame to another is a pure rotation, and
equation (1.2) is now linear without switching to homogeneous coordinates. In these
cases, we will prefer to use the resulting relationship:

BX = BRAMX (1.16)

1.2.4 Camera system
1.2.4.1 Camera pose

After having represented the 3D world with adequate Euclidean geometry, a classic camera
system can be introduced by three frames of reference, the world ffgntee camera frame
F. and the object framg,. The world frameF,, refers to an arbitrary xed frame in the world,
the camera framE. is the frame attached to the camera, &gads the object frame, xed to the
object we intend to observe (see Figure 1.2). As previously seen, each frame can be positioned
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1.2. Computer vision background

Figure 1.2 — Representation of the camera system. A camera referred to its cameraf@rserves a
point®X expressed in the object frarkg.

and oriented in the space with respect to another frame of reference thanks to the associated
homogeneous matriX . In robotics, the term gposeis further used to represent the position
and orientation of any frame with respect to another frame and is directly associated with a
homogeneous matrix. One possible representation of this pose is a 6D pgaoameterized
by the translation vectar of a givenT and the axis-angle representation of the rotaRof
this sameT , such as: 0o 1

p=@"' A (1.17)

u

Applied to our system, the po¥®. is the pose of the camera in the world frame, linked with
the homogeneous matriXT ., and similarly,’p. is the pose of the camera with respect to the
object frame associated 0 ..

The camera pose is essential in visual servoing as it is the vector we intend to modify.

1.2.4.2 Camera model

Now that we have modeled the world and established where the camera is located, our aim
is to observe an object of interés{ through the lens of the camera. FirsX is expressed in
the camera frame as follows:
°X = °T °X (1.18)
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Chapter 1 -Basics on visual servoing

so the geometrical position of the point with respect to the camera is known. Yet, a camera is
unable to sense the complete 3D information of the world, especially for a classic camera (that
does not acquire depth information), but captures a projection of the 3D world and maps it into
a 2D digitized representation called an image.

Figure 1.3 — Thecamera obscurathe light from the outside reaches a dark room through a minute
aperture and produces an inverted image of the world.

The rst step, the projection, is allowed by selecting an adequate camera model. The one
used in this thesis, and commonly used by the computer vision community, is the one of a pin-
hole camera [Hartley & Zisserman, 2003], inspired bydhenera obscurdéFigure 1.3). Within
this representation, light from the outside world passes through a pinhole and is then projected
onto a plane in the dark chamber, which produces a two-dimensional representation of the en-
vironment. Current cameras are using the same principle to capture visual information. Applied
to our situation, we will consider the projection plane to be in front of the projection point
(the pinhole) in order to obtain an image that is not inverted by the geometry. This projection
plane is also called the image plane. Hence, the 2D coordirateéx;y) of the object point
X = (°X; °Y;¢Z) expressed in the camera frame and projected into the image plane are given

by: 0 1 0 1

X f _tX
@A = Q@CYA (1.19)
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1.2. Computer vision background

with f the focal length of the lens of the camefd, also called the depth of the target in
the camera frame, angk;y) are also called the normalized coordinates of an image point.
This equation can also be expressed with homogeneous coordinatdsc;y; 1) and®X =
(°X;¢Y£Z; 1), such as:

0 1
f 00 Q

X = A°X with A= %O f 0 (§ (1.20)
O 010

However, one last step is needed to obtain a digitized image.

1.2.4.3 Digital image

A digital image is basically the sampling of the image plane in a regular array of dimension
(N M) whereN is the height of the image aM its width in pixels. Each pixel contains the
amount of light received by the sensor at their location, which is referred to as an intensity value
for grayscale images. From the image point (X;y) in normalized coordinates, its position

Figure 1.4 — A 3D point is projected and sampled in a digital image in pixel coordinates thanks to camera
intrinsic parameterd:, (Xp,; Yp,), Mx andmy.

in the array is given by its pixel coordinates = ( Xp; Yp). The conversion betweenandx, is
an af ne transformation if we neglect any distortion effect from the camera, it is expressed by
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(see Figure 1.4): o1 0 1 o0 10 1
%A = @ma s @ Oada (1.21)
Yo Yoo 0 &+ vy
with:
(Xpo: Ypo) Pixel coordinates of the principal poiry,, the intersection point between the
optical axis, aligned with the.-axis of the camera, and the image plane.
my andmy respectively the width and height in meters of a pixel on the sensor.

Once again, this af ne equation can be expressed linearly using the homogeneous coordinates
Xp = (Xp; Yp; 1) andx, we obtain from equation (1.21):

0 1
Xpo
xp = K% where K®= % yp0§ (1.22)

o o2
o3 o

with K °an af ne transformation matrix.
Finally, we can now combine equation (1.20) and equation (1.22) to obtain the complete

perspective model that follows:

0 1
Px 0 Xp,
with K= %O Py ypo§
0O 0 1
Xp= KASX = K °X (1.23)
1
1 00
and 0 10
0010
with p, = — andpy = —. K is called the intrinsic parameter matrix of the camera and

is the prolectlon matrix. We can go deeper and express the 3D point in its original frame in
equation (1.23) which gives us:

Xp= K °T°X (1.24)
The previous equation provides us the complete mapping of a 3D point expressed in its object
frame into its pixel position in a digitized image, and highlights the in uence of the camera pose

through the homogeneous matfik,. This equation is the basis for many applications, such as
camera calibration (determination Kf) [Remondino & Fraser, 2006], image simulation (de-
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1.3. Vision-based control

termination ofxp)[Kang, 1998][S. Chen & Williams, 2023], 3D localization (determination of
“To)[Wu et al., 2018], 3D reconstruction (determinatior?¥f)[Zollhofer et al., 2018][Aharchi
& Ait Kbir, 2020], and, of course, vision-based control.

1.3 Vision-based control

Once we know how the world is represented, how the camera is located in it, and how
the surrounding and, for instance, a speci ¢ object, are perceived from the camera, one may
consider to move in this world. In this section, we focus on the techniques to move the camera
with respect to visual information, more precisely, the types of control that consider vision with
a high-level implication in their design.

Controlling the pose of a camera to observe an object of interest (and in some cases interact
with it) has always been an appealing subject of research. An extensive survey proposed by
[Corke, 1993] relates the blooming of the visual control approach. At this point, two categories
of visual controllers stand out, theok and movepproach, an open-loop control using visual
information, andvisual servoinga closed-loop visual control approach.

1.3.1 Open-loop visual control

Open-loop visual control is a control strategy in which a camera rst acquires visual infor-
mation from the object of intereskopk), then a pose or a sequence of poses (trajectory) are
computed in advance before being executed\yg and without being adjusted due to cam-
era feedback (or other sensor feedback) during the motion. This behavior can be likened to a
camera head that takes in visual information, plans its next move, pauses the acquisition, and
then resumes it once the control is achieved. The next action is determined directly from the
perception of the surrounding environment at the moment the information is acquired. For that,
this control approach can be really fast, as the next pose to reach is known, and the robot can
operate a quick motion (a saccade for angular control) to attain it. Therefore, open-loop control
can be effective in an environment that is known, static or predictable, in this case the computed
pose will be relatively accurate. However, it may be less robust in an unknown or dynamic en-
vironment and induce a consequent positioning error in the worst cases as it does not adapt to
changes in real-time.

Consequently, open-loop controls still present a lot of interest in devices that are prioritiz-
ing a fast motion, or reorientation for angular control, over a reasonable loss of precision. For
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Chapter 1 -Basics on visual servoing

Figure 1.5 — (a) Frame transformations, experimental platform (b-c) and camera view (d) taken from
[Sharp et al., 2001], the camera head can be oriented thanks to a pan-tilt unit to keep the landing target
in the eld of view of the camera.

example, camera surveillance systems [Lim et al., 2003] and [Senior et al., 2005], or pan-tilt
cameras for general observations [Stolle & Rysdyk, 2003], which do not necessarily need to
precisely focus on a speci ¢ object, but also vision systems for landing assistance [Sharp et al.,
2001] where the camera is used to estimate the position of the landing target and only needs to
occasionally adjust its orientation to keep it in its eld of view (see Figure 1.5).

Nevertheless, the drawback in accuracy led the community to develop techniques that use
real-time camera feedback to address more complex scenarios.

1.3.2 Visual servoing

Visual servoing(VS) is a closed-loop visual control approach that uses computer vision
data as feedback to control and adjust the motion of a camera, and more generally of a robot,
in real time [Espiau et al., 1992][Chaumette & Hutchinson, 2008]. Visual servoing tackles the
main drawback of the previous approach, proposing controls of high accuracy and reactive to
changes so particularly ef cient in dynamic environments. It is based on visual features, a set
of speci c visual data designed from image measurements. These features can be expressed in
many ways, directly from 2D image information (coordinates of a set of image points, global
metric of an image, etc.) to 3D data (camera pose..) derived from image measurements.

From the beginning, a visual servoing control scheme aims to regulate to O ae(¢)riat
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1.3. Vision-based control

is designed according to the task to perform and the number of degrees of freedom to control.
It is de ned by:
e(t) = s(t) s (1) (1.25)

wheres(t) 2 R¥ represents a set &f visual features and (t) are their desired values. The
dimension ofe(t) is at least the number of degrees of freedom (DOF) that we want to control,
i.e., k  m to control them degrees of freedom of a single camera with 6. The visual

error vector, by itself, represents a signi cant deviation from open-loop approaches. Instead of
directly calculating the camera pose variation according to the geometry model, we aim for
speci ¢ features to reach prede ned values (see Figure 1.6). Two major approaches to visual
servoing can be detailed:

— Image-Based Visual Servoing (IBVS): the visual features vestor is expressed in
terms of 2D image information, generally the image coordinates of a set of points,
but also more complex geometrical shapes [Chaumette et al., 1993], image moments
[Chaumette, 2004], photometric data [Collewet & Marchand, 2011], etc. In the usual
IBVS casesk m.

— Pose-Based Visual Servoing (PBVS): the visual feature vector is expressed in terms of
camera pose computed from image measurements using 3D localization. In the usual
PBVS casesk = m.

Both methods have pros and cons. IBVS has the advantage of expressing the visual features
only in the image plane without requiring the complete 3D model of the object, except for
the depth of the target (which can be roughly estimated). However, the focus is on the image
trajectory, and the camera may have a complex trajectory in the 3D space when controlling the
6DOF. PBVS offers more tools for specifying the trajectory of the camera in Cartesian space.
Yet, it requires the complete 3D model of the target object, and since the control is not designed
through direct image data, the target used to compute the camera pose may exit its eld of view,
leading to control failure2-1=2-D visual servoing [Malis et al., 1999] proposes to combine
image features with camera pose in the visual feature vector, which can tackle some drawbacks
of IBVS and PBVS, ensuring, for instance, a convenient camera and image trajectory.

Once the error vector is designed, it must be related to the camera motion. The most common

approach is to associate this vector with the instantaneous camera velpeityf ;! ) 2

sq3) (with sg3) the Lie algebra o6E(3)), also called the camera kinematic screw, expressed
in the camera frame. The componentsvgfare . the instantaneous translational velocity of

the camera antl . the instantaneous angular velocity of the camera. Depending on how many
degrees of freedom are controllable (and want to be controlled), the camera velocity is often
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Figure 1.6 — Example of a visual servoing task taken from [Chaumette & Hutchinson, 2008], (a) repre-
sents the desired camera pose wrt. a target, (b) is the initial camera pose and (c) is the initial (blue) and
desired (red) image of the target from the camera.

reduced €.g:for a pan-tilt-roll camera, only the instantaneous angular velocity is considered,
i.e., up to 3 DOF). The relationship between the camera veleogignd the time-variation of
the error is expressed by [Chaumette & Hutchinson, 2008]:

e= Leve (1.26)

whereL, 2 R< ™ is the interaction matrix related to the error, which depends on the chosen
visual features.

Finally, to design a velocity controller, i.e.y. being the control input, we also need to
specify the desired evolution of the errer The most simple is to consider an exponential
decay of the error, such as:

e= e (1.27)

with > 0 a scalar gain. The velocity controller is then obtained from equations (1.26) and
(1.27) giving:
ve= Lle (1.28)

with L} 2 R™ * the Moore-Penrose pseudo-inverse matristgf In theory, the interaction

matrix is designed analytically through the derivative of visual features, its pseudo-inverse is
then computed and used to obtain the control input. In practice, néitheor L} is known
accurately, especially whdn, contains 3D parameters that must be evaluated at each iteration
and are not available or, at most, barely known. Therefore, estimations of these matrices are used
to compute the control, one may then consider, respectifiglgndf * the approximations of
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Le andL, providing the following control law:
ve= Bre (1.29)

This control law is the basis of visual servoing controllers. Of course, it can be re ned according
to the scenario, but a lot of control laws are derived from equation (1.29). In the following, we
present one example of the IBVS scheme, as it is one of the concepts on which this thesis relies.

1.3.3 Image-Based Visual Servoing with Image Points Coordinates

Image-Based Visual Servoing (IBVS) is a visual servoing approach whose control law is
designed through the consideration of image features. The most common image feature are
the 2D coordinates of an image pomt= ( X;y) expressed with its normalized coordinates,
captured from a 3D poirfiX = (X;Y;Z). Itis possible to relate the time variation fwith
the camera velocity through the well-known relationship [Chaumette & Hutchinson, 2008]:

X = LyVe (1.30)

with L, the interaction matrix of a 2D point, whose full expression is given by:

0 1
— — 2
L, =@ 1=Z 0 x=Z xy (1 + x9) N

(1.31)
0 1=Z y=Z 1+y? Xy X

Usually,x andy are obtained from image measurements of a pixel pgjrt ( X,; Yp), mapped

into its normalized coordinates with the camera intrinsic parameters/ andhe depth of the

target in the camera frame. To control the 6 DOF of the camera and operate a positioning task,
we needk visual features wittkk 6. When using image point features, the ckse 6, i.e.,

3 points, is practically not used in IBVS because there exist 4 possible camera pose leading
to e = 0, which does not allow to reach a unique speci ed desired pose. To have it, 4 points
are traditionally used at minima, the visual er2 R® and its complete interaction matrix

L. 2 R® 8 are thus:

0 1 0 1
X]_ Xl LX]_
X2 X L
e=R > 72 and Le= B * (1.32)
X3  Xj Lx,
X4 Xg4 Lx,
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Chapter 1 -Basics on visual servoing

Figure 1.7 — Example of an IBVS behavior from [Chaumette & Hutchinson, 2008] \Eiéen Lg
(a) are the image trajectory of the four points and also the center of the square that is not used
in the control law (b) are the control inputs (in cm/s and deg/s) (c) 3D trajectory of the camera
(in cm). Each image point follows an almost straight-line trajectory, whereas the camera
trajectory describes a circular arc.

Figure 1.8 — Example of an IBVS behavior from [Chaumette & Hutchinson, 2008] Wher L.
Image and camera trajectories are more complex and less foreseeable, yet, the convergence of the control
law is not impacted.

The control law is then obtained through equation (1.29). Once again, the parameéte(aaf

malized coordinates and depth of each point at each iteration of the control) are rarely perfectly
established and the interaction matrix is often approximated under certain hypotheses (cam-
era intrinsic parameters roughly set, constant depth, constant interaction matrix computed at a
known instant, etc.), which induces a different behavior of the control. Some of these behaviors
are shown in Figure 1.7 for a perfect estimation of the interaction mzﬂgix:( L:)andin Fig-

ure 1.8 for an approximation considering that the matrix is constant and evaluated at the desired
image positions with the corresponding desired deﬂlps@ Le with e = (Xg;X5; X3 X,)

andz, = Z,;Z, = Z,, etc.). Indeed, the choice of the approximation for the interaction ma-
trix is essential to ensure or not the expected behavior and preserve the stability of the system.
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1.3. Vision-based control

Special importance is given to the estimation or approximation of the defitin each point
considered, which is the only 3D parameter involved when considering image point features,
but has a noticeable effect on the trajectories. However, the demtbes not in uence the
accuracy of the scheme.

1.3.4 Dealing with external motions

After this introduction on visual servoing and the example of an IBVS control scheme, we
consider the case of visual control of a camera in the presence of external motions from the
scene. These external motions can arise from two causes, either due to the inherent motion of
the observed object or as a result of the motion of the robot or vehicle to which the camera is
attached, and may disturb the regulation of the visual error. In this case, the equation (1.26) is
completed with an additional term [Chaumette & Hutchinson, 2008]:

@
€= Levet ot (1.33)
where% is the variation ofe due to unknown external motions. Consequently, from Equation
here2 is th tion of due to unk ternal motions. Consequently, from Equat

(1.33), the velocity controller taking into account external motions and still designed to ensure
an exponential decay of the error is expressed by:

@
ve= Bre E;@t (1.34)
Where%t is the estimation o%t to be compensated in the control law. With respect to the source

and the characteristic of the motion, different approaches are proposed to cc%qputtthus
improve the behavior of the system.

1.3.4.1 Target tracking

We consider the target to have its own unknown velocity. It is indeed a well-known issue,
as it generally induces a tracking error on the control using the basic control scheme (equation
(1.29)), i.e., the visual features never reach their desired values. This phenomenon becomes
even more signi cant when the target moves fast, the camera’s frequency is low (resulting in
the target image drifting further), and the target's velocity is non-linear.

The easiest case appears when the target velocity is known. In this context, this issue is ad-
dressed by compensating for the target motion directly in the control law, i.e., w%;aa/%t,
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and the control law can be obtained directly from equation (1.38). For example, a challenging
scenario is presented in [Keipour et al., 2022], where a UAV is operating an autonomous landing
on a moving vehicle whose motion is supposed to be estimated before visual control.

If the target velocity is unknown, a classic approach in automatic control is to consider
that %t can be compensated by introducing an integral term into the control law. T%grﬂl@
estimation of the perturbation, the expression of the "visual" integrator is given by [Chaumette
etal., 1991]:

& X!

et .

where is the integral gain anHd is the current iteration of the control loop. In case the target

e(j) (1.35)

moves with a constant velocity, the tracking error is fully regulated after several iterations. This
technique has been used, for example, in underwater robotics [E. Marchand et al., 2001] where
the pan-tilt orientation of a camera is adjusted to always maintain in the camera eld of view
the end effector of a manipulator, whose exact motion is not speci ed in the camera control
law. This is an effective way to address tracking errors without having to use more complex
estimation methods.

Another approach presented in [Chaumette & Santos, 1993] computes the esti%ption
from equation (1.33) such as:

@ _
o B E.v (1.36)

and discretizes the quant®= [e(t) e(t t)]= twith t=1=F,F beingthe frequency of

the control loop. Equation (1.36) shows that the estimation is based on velocity measurements
from the image and from the output of the controller. The estim%p’e thus sensitive to noise

and can be improved through Itering methods.

Among these, the Kalman Iter [Welch & Bishop, 1995][S. Chen, 2011] is widely used to
measure, estimate, and predict certain states of a robotic system. In our scenario, the Kalman |-
ter is used to measure and pre(%tthrough equation (1.36). It can also be used more generally
to track the motion of the target. In this context, linear Kalman Iters handle constant velocity
and constant acceleration models, while extended Kalman Iters allow considering nonlinear
motions through a local linearization process. In [Bensalah & Chaumette, 1995], the authors
propose to re ne linear Kalman lters by detecting jumps in velocity and acceleration that im-
prove the convergence of the estimation. Other lItering approaches can be used to estimate
complex target motion, for example, particle lters [Arulampalam et al., 2002][X. Wang et al.,
2017], or learning-based lters [Yaqi et al., 2022]. Moreover, if some information on target
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1.3. Vision-based control

motion is available, it can be used to improve the estimation, as in [Allen et al., 1993] where
the authors propose to estimate the 3D rigid motion of the target whose repetitive trajectory is
barely known and obtain the different motion parameters using several low-pass lters.

Visual servoing together with visual target tracking is now extensively present in the lit-
erature, some examples can be found in [C. Liu et al., 2012] and [Zhao et al., 2019] where a
Kalman lIter is explicitly used in the controller.

1.3.4.2 Perturbations from the system dynamics

The variation of%t can also be caused by the dynamics of the system, or more precisely the
motion of the robot or vehicle to which the camera is attached. An adequate example is that of a
pan-tilt-roll (PTR) camera embedded in a moving vehicle (see Figure 1.9). In this con guration,
the frameF,, is free- ying in the world and induces its motion to its end effector frafaeand
by transition to the camera franke, rigidly attached td-.. In fact, from the point of view of

Figure 1.9 — Camera embedded on a moving vehicle (here a drone). Among the commorHyamgs
andF,, the framery is attached to the body of the drone and the fr&georresponds to the end effector
frame which is here a pan-tilt-roll unit.

the camera, the motion of the vehicle is external, and it is a priori impossible to decorrelate the
motion of the target from the motion of the vehicle in the image. We are in the same situation
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as expressed by equation (1.33). For example, in [Crétual & Chaumette, 2000] the image-based
visual servoing of a pan-tilt camera mounted on an underwater robot is subject to unknown
uncontrolled motions, either the one of the target or the one of the submarine, summarized as
the motion of the scene. This joint motion is then estimated by a Kalman Iter and compensated
in the control law. A similar approach is used for the control of an embedded gimbal in a drone
[X. Liu et al., 2020] where a Kalman Iter is used to estimate and compensate for both the
motion of the UAV and the target.

Still, when system dynamics can be established, i.e., when uncontrolled motions are known
or very well estimated, it is adequate to incorporate these motions directly in the visual control
law [Hashimoto & Kimura, 1995]. It is indeed the same situation as when tracking an object
with a known velocity. Let us consider, the velocity of the vehicle in its body frame, equation
(1.33) can be rewritten as:

0 1
@ _ @ Ro [l “Roy

€= LeVe+ LoV vp+ — where V=

1.37
at 0, CR, (1.37)

with ¢V, the velocity twist matrix from framé, to F., and%‘t the variation ofe due to the
unknwon motion of the target only. Consequently, to obtain a controller that compensates for
the motion of its inner system (and which is still designed for inducing an exponential decay of
the error), we isolate. from equation (1.37) and get:

. &
Ee@t

with ¢y, the estimation or approximation of the vehicle's velocity.

This approach has been used for different mobile robots that embed a camera controlled in
rotations, for instance, for exploration robots [Ma et al., 2020], and in aerial robotics for auto-
landing [C. Chen et al., 2021], where the landing target is de ned as an image point to center in
the image frame of the camera using an IBVS scheme.

Ve = Ege EgEeWbe (138)

1.4 Conclusion

This rst chapter allowed us to present the common tools on visual servoing that we will
require throughout this thesis. We rstintroduced some computer vision concepts and presented
the main mathematical objects that we will manipulate. Thus, we have discussed homogeneous
transformations between frames and de ned important notions and properties of these matrices.
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1.4. Conclusion

We then introduced a camera system by de ning the concept of pose, which is widely used in
the vision-based control community, and also the pinhole camera model and its associated per-
spective equations. We then presented the vision-based control approaches, focusing on visual
servoing, which is the main scheme we will use in this thesis. With the same intention, we pre-
sented in more details the case of IBVS, but also control laws to manage disturbances due to
external movements to the system. With this background in robotics and visual control in mind,
we can now delve into the main system considered in this thesis: a Low Earth Orbit satellite.
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CHAPTER 2

CONTROL OF A Low EARTH ORBIT
SATELLITE

2.1 Introduction

Our focus in this chapter is on the control of Low Earth Orbit (LEO) satellite. A Low Earth
Orbit satellite, as the name suggests, follows an elliptical path around the Earth at an altitude
below 2000 km. LEO orbits have gained signi cant interest in recent times as a result of several
advantages in terms of cost, dynamics, and performance.

Firstly, placing satellites in LEO requires less energy compared to other orbit types, resulting
in lower costs and relatively affordable access to space. Then, LEO satellites can complete more
than 10 orbits per day, depending on their altitude, allowing for frequent ybys of the Earth. This
frequent coverage is particularly appealing for Earth observation satellites, allowing for regular
acquisitions of Earth data, especially images, in the case of imagery satellites.

However, Earth observation satellites face a challenge when it comes to pointing their in-
struments toward a precise location on the ground. The consequent orbital motion of the satellite
requires the use of an agile attitude control system to compensate for this motion and maintain
a precise pointing accuracy. Indeed, the actuation of such systems plays an essential role but is
subject to orbital constraints, which necessitates the consideration of appropriate technologies.
In the pursuit of controlling a satellite to map precise locations on the ground, these actuators
must be accompanied by precise commands.

In this chapter, we will present the principle laws of mechanics to describe celestial mo-
tions. The case of a satellite in a circular orbit will be studied, together with the motion of a
static object on the Earth's surface. Then, we will explore how the satellite attitude is typically
controlled, allowing us to explain the architecture of the Attitude Control Subsystem. Later,
this will lead us to consider vision-based control as a popular and modern approach for satel-
lite guidance. Finally, we will conclude this study and discuss the objectives of the project this
thesis belongs to and the directions we assume to take to design an agile video satellite.
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Chapter 2 -Control of a Low Earth Orbit satellite

Figure 2.1 — Reference frames, Earth-Centered Inertial (ECI) frame in black, Earth-Centered Earth- xed
(ECEF) frame in gray, Body Reference Frame (BRF) in red, and Orbit Reference Frame (ORF) in blue.

2.2 Orbital mechanics

This section recalls orbital mechanics laws for satellites in a low circular Earth orbit and the
spherical motion of an object lying on the Earth's surface. First, we de ne the reference frames,
then, we simplify Kepler's law of motion in the case of a circular orbit satellite, and we express
the satellite's position relatively to the Earth-Centered Inertial frame. Finally, we express the
position of any particular point on Earth with respect to the same reference frame.

2.2.1 Reference frames

Within the astronautical community, orbital and terrestrial motions are expressed in different
reference frames, de ned in Figure 2.1. They are explained below:
— ECI: the Earth-Centered Inertial coordinate frame has its origin at the center of mass of
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2.2. Orbital mechanics

the Earth and is xed with respect to the stars. Therefore, this frame does not rotate with
the Earth and is particularly useful for describing orbital motions
— ECEF: the Earth-Centered Earth-Fixed coordinate frame has its origin located in the cen-
ter of mass of the Earth similarly to the inertial frame. However, it rotates with the Earth,
and this frame is often used to express terrestrial locations with latitude and longitude.
— BRF: the Body Reference Frame, has its origin in the center of mass of the satellite. Its
axes are xed within the satellite body, typically aligned with the satellite's rotational
axes.
— ORF: the Orbit Reference Frame, shares the same origin as the BRF, wataits
pointing toward the center of the Earth, anddtaxis tangent to the orbit in the direction
of the motion.
Each of these frames has a speci c interest, especially in expressing orbital and terrestrial tra-
jectories.

2.2.2 Satellite trajectory

Let us now consider the few laws that allow to describe satellite movements around the
Earth based on [Curtis, 2013]. In this subsection, we focus only on point mechanics, i.e., we
focus on the natural translations of a satellite around the Earth, summarized by its center of
massX s, which will eventually be expressed in the ECI frarh€: X 2 R®. We decide to use
the same notation as used in [Curtis, 2013] as they are common in the astronautic area. Yet,
these notations might be confusing with other notations of the robotics community, so, we will
consider them in this chapter only. Furthermore, we only study circular orbit, rst because itis
faster to express and secondly because the satellite that we will consider is supposed to have a
circular orbit.

First, we know that, according to Kepler's rst law or the law of orbits, every object in orbit
around the Earth describes an elliptical motion. Let us consider that the satellite is at a distance
r = jjE¢' Xjj from the Earth center, we have= Rg + z,; with Rg andz,; respectively the
radius of the Earth and the altitude of the satellite. It is commonly said that the satellite has an
orbit of z,; km. The expression of Kepler's rst law is given by:

h? 1

r= ————
1+ ecos (t)

(2.1)

with:
— h the relative angular momentum of the satellite per unit of mass, which measures the
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revolution of the satellite around the Earth, it will be speci ed later,

— the geocentric gravitational constant, which represents the strength of the Earth's grav-
itational attraction,

— e the eccentricity of the orbit, it measures the shape of an orbit, baseally) for a
perfect circular orbit ané = 1 for a perfect ellipse.

— isthe true anomaly, it is the angle position of the satellite in its perifocal frame.

Since we consider a circular orb&= 0 andr is constant with respect to time, we have directly:
r=— (2.2)

Let us consider the planes; u;; U, ), which is the plane where the motion of the satellite is
contained withu, the radial unit vector and, the azimuthal unit vector. When considering
circular orbits,u, is perpendicular to the orbital trajectory and oriented outward winiles
tangent to the orbital motion and oriented in its direction. They are shown in Figure 2.2. The
velocity s 2 R? of the satellite in this planeiss = ( ; - )T with v» the azimuth component
of the satellite's velocity in its orbit. In a circular orbit, the second component of the velocity,
the radial velocity, = r = 0 because r is constant. The angular momentusiexpressed as
follows:

h=jir i (2.3)
with r the translation vector representing the distance of the satellite to the Earth expressed
in terms of radial and azimuthal components. In a circular orbit, this vector is expressed by
r = (r; 0). Therefore, we can simplify the angular momentumhby r - . By substituting
equation (2.3) into equation (2.2) we obtain the expression of the azimuth velocity of the satellite
in a circular orbit: r

o= — (2.4)

» IS constant, so we can calculate the period of a circular orbit, which is the ratio of the
trajectory circumference to the speed:

2 2
T = r:pir

?

Nlw

(2.5)

Now we will express the position of the satellite in its perifocal pldhe i.e., the plane
(O;%,:Y,) with O the center of the Eartlx, andy, are lying in thePoge , with X, directed
towards the periapsis of the orbit (i.e., the position of the satellite wfigr= 0) andy, is 90

48



2.2. Orbital mechanics

Figure 2.2 — Satellite trajectory on its perifocal plane

degrees counterclockwise (see Figure 2.2). We consider the parameter that varies the position

of the satellite in its orbit, the true anomaly(t). We wish to relate this parameter to tirn&

be able to express the position of the satellite at any moment. We can use another expression for
» based on the tangential velocity of a circular motion, expressed by:

> =TI - (26)
which then gives:
h=r2 d_nh (2.7)
ST dt 2 '

It follows, after using equation (2.2) in equation (2.7) and separating the variables, that:

2

d = dt (2.8)

We integrate the previous expression betwgeandt wheret, is the time at the passage of the
periapsis, andlis the current time.

2
0 o= et ) (2.9)
with , the true anomaly of the periapsis which is by de nition equal to zero. Substithting
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using equation (2.2) in equation (2.9) we obtain:

t= po () + t,= 2T 0+ t, (2.10)

The position of the satellite in its perifocal plane can now be expressed as a 2D translation
vector” x5 2 R? such as: 0 1
Py, = @' €os (t)A

rsin (t) (2.11)

We nally aim to express the coordinates of the satellite in the Earth-Centered Inertial frame
(Xeer 3 Yea 3 Zee, ) (see Figure 2.3). As the ECI and the perifocal frame have the same origin,
the transition between the perifocal frame and the ECI is simply a rotation matrix, traditionally
expressed by the classical Euler angle sequé&hde R (i)R,(! ). These angles are called
orbital parameters, they are de ned by:

— 1 is the orbit inclinationj 2 [0; 180F;

— is the longitude of the ascending node, it determines where the two intersections of
the orbit with the equatorial plane will be located? [0; 360F;

— | is the argument of periapsis,2 [0; 360F.

However, in the case of a circular orbit, we can assume that the periapsis has no direct meaning
here, and it is often placed on the ascending nodd, so 0 andR,(!) = Iz . The two
arguments allowing us to de ne the position of the circular orbit according to the Earth-Centered
Inertial frame are thus the inclinatidnand the longitude of the ascending nodeWe now
introduce®®' Rp 2 SO(3) the rotation matrix between the perifocal plane and the ECI, given

by: 0 1

ECIRp = R,() Ry(i) = %sm cos O g%p cos SII‘]I§ (2.12)

0 sini cosi

Then we obtain:

1
sin cosi sin sin i

0
ECIRp %sm COS COS i cos sin i§ (2.13)
sini Cosi
Finally, after converting the 2D vectéixs into a 3D vector" X 2 R® such that’ X =
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Figure 2.3 — Earth-Centered Inertial frame with orbital parameters

(P xs; 1), the satellite position is given by:

0 1
r cos (t)cos rsin (t)sin cos i

ECIx = ECIR, PX, = %)r cos (t)sin + rsin (t)cos cosi§ (2.14)
rsin (t)sini

which determines the position of the satellite in the ECI frame at anyttirAe the pointX s is
located in the center of mass of the satellite, it is also the origin of the BRF. We directly have

ECl tpre = ECIX..

2.2.3 Terrestrial object trajectory

The satellite targets a terrestrial object, we thus want to express the position of an object
pointoin the Earth-Centered Inertial franf€' X, 2 R®.

Traditionally, a location on the Earth is expressed by its longitud2 [ 18Q 180F and
latitude 2 [ 90 90F which are xed wrt. to the Earth-Centered Earth-Fixed frame. The
position of an object in the ECEF frame can be expressed using the projection of the spherical
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Figure 2.4 — Object in the Earth-Centered Earth-Fixed frame

coordinates (see Figure 2.4) with the hypothesis that the Earth is a perfect sphere:

0 1
Rge cos cos

ECEF X = %RE cos sin E (2.15)
Rg sin

The transition matrix between the ECI and the ECEF frames can be hypothesized to be simply
arotation matrix around the,.. if we assume that_... andz., perfectly coincides. Under

this hypothesis, we introduce the rotation mafitt Recer 2 SO(3). The argument of this
rotation is ( t) 2 [0; 360F, the Greenwich Sidereal Angle, a time-dependent argument that will
be detailed later. Thu§®' Recer = R3(( t)) and we have:

0 1
cos (t) sin (t) O

B¢ Recer = %)sin (t) cos (t) O (2.16)
0 0 1
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Then, the position of the Earth object in the ECI is given by:

° Re cos (cos cos (t) sin sin (t))1
FC X o= F' Rgcer FCFF XOE,RE cos (cos sin (t)+sin  cos (t)) (2.17)
Rg sin
which can be simpli ed by:
0 1
Re cos cos( + ( t))
ECI X = %RE cos sin( + (1)) (2.18)
RE sin

The Greenwich Sidereal Anglét) is generally computed through a deeper process that allows
expressing the orientation of the ECEF at any monmigexpressed in a certain time reference.
We are not interested in expressing perfectly this quantity, we assume:

()= let+ o (2.19)

with ! ¢ =7:29217 10 5rad/s the Earth's rotation speed, anglis the original angle.
Assumption ort, and o

In our work, the time at the passage of the periapssnd , are supposed arbitrarily
set to attain any initial con guration. For instance, if we pgit= 0; o = 0, att = 0 the
satellite is initially in the equatorial plane, and the ECEF is oriented from the latitude
wrt. to the ECI.

However,EC! X, is only correct for a static object on the Earth's surface. Indeed, if the Earth
object is a vehicle, then and are time-dependent and vary according to the object's motion.

2.3 Control of the satellite attitude

The termcontrol can have different signi cations. Indeed, thentrol in the robotics com-
munity encompasses all the techniques to govern the behavior of a robot, from high-level strate-
gies (perception, planning) to low-level ones (execution). In the astronautical community, the
control, and especially thattitude controlrefers primarily to the low-level controller. Indeed,
the full modi cation of the satellite attitude is handled by two classically decorrelated processes.

— The attitudeguidance which aims to compute a desired attitude from the user speci -
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cations (for instance, a certain position on the Earth). The attitude guidance represents
the mission of the satellite.

— The attitudecontrol, which aims to actuate the satellite in order to obtain a certain
orientation speci ed by the attitude guidance subsystem. It encompasses the study of the
actuators, the dynamics of the satellite, and the external torques that might be applied
to the spacecraft. It relies on attitude measurements to estimate and adjust the current
attitude. The attitude control is the execution of the satellite, it converts a command into
an orientation.

With these de nitions, we propose two categories of satellite control:

— Classical control: the attitude guidance is an open-loop process, the attitude control re-
acts to a pre-computed trajectory.

— Real-time sensor-based control: the attitude guidance is a closed-loop process, the de-
sired attitude is adjusted continuously according to sensor feedback. The attitude control
responds to a trajectory computed online.

Classical control is widely studied in the literature because it is the conventional way to control
Earth-pointing satellites, and we will brie y present it in the following. Real-time sensor-based
control is an interesting solution in order to enhance the pointing accuracy of observation satel-
lites and automate on-orbit servicing. Vision-based control, which is a real-time sensor-based
control, will be explored in the next subsection.

The satellite attitude is the orientation of the satellite body frame (BRF) with respect to a
reference frame. In the literature, the frame of reference for the orientation of the satellite can
vary between the ECI and the orbital frame of reference (ORF). In our case, we will consider
the orientation wrt. the ECI, because taking a rotating frame as the reference frame assumes that
this rotation is also naturally operated by the satellite, which is most of the time not the case for
LEO satellites, where the orientation is generally fully controlled.

2.3.1 Classical control

Let us present the traditional attitude control and attitude guidance subsystems, i.e., the
attitude control is reacting to a precomputed trajectory provided by the attitude guidance, which
de nes the satellite mission.
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Figure 2.5 — Attitude Control Subsystem

2.3.1.1 Attitude control

The classical and overseen techniques to control a satellite is the consideration of the ACS:
Attitude Control Subsystem. It is in charge of controlling the 3 axes of the satellite attitude
by receiving a command and operating it through actuators. Figure 2.5 show an example of
a typical ACS. Such subsystems are prevalent in satellites accross all orbits, yet, they can be
speci ed for LEO satellites.

First, the external torques applied to the satellite in LEO are the followipgiy the torque
due to the Earth's gravity gradient,e,, the aerodynamic torque due to the atmospheric drag,
magnetic the torque due to magnetic eld and,r the torque due to the solar radiation pres-
sure [Won, 1999]. The three rsts are more present in LEO than in geostationary orbit (GEO)
because of their proximity to the Earth. These torques can be grouped as external perturbations,
denoted:
+

+ +

solar (2.20)

ext — gravity aero magnetic

To set the satellite in motion, the most common actuators for LEO satellites are either reaction
wheels (RW) or control momentum gyroscopes (CMG). These actuators use electricity obtained
from the solar panels to exert a torque on the rotational axes of the satellite from a motorized
wheel. For the reaction wheels, the motor alters the angular speed of the wheel which provides
a torque to the whole system. To control the 3 rotational axes, the same amount of RWs are
commonly used, one per axis of rotation. The positions of the RW with respect to the BRF
induce different rotational axes and, consequently, different performances. Still, it overstands
other passive controllers, such as gravity gradient stabilization or magnetic control, in terms of
pointing accuracy because of their dependency on either the gravitational eld or the geomag-
netic eld [Ismail & Varatharajoo, 2010]. For the control momentum gyroscope (CMG) one
single wheel is used, which now rotates at a constant speed. The wheel is then tilted by a gimbal
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Figure 2.6 — Principles of reaction wheel and control moment gyroscope, (a) RW exerting a torque

i = h; with h; the angular momentum of the rotating wheel, (b) Composition of RWs to control 3
rotational axes, (c) CMG exerting a torque= 5 h; with 5 the angular speed of the gimbal, (d)
CMGs: a 3 DOF gimbal to orientate the rotating wheel and so the resulting torque.

to generate a torque whose possible direction relies on the number of degrees of freedom of the
gimbal (Figure 2.6). These electric actuators are widely used as they do not require onboard
fuel and provide consequent torques. In fact, CMGs can provide considerably more torque than
RWs for less power [Votel & Sinclair, 2012]. Consequently, CMGs become more appealing
because of the agility they can provide to a satellite. They offer more torque for less energy, en-
abling higher angular accelerations and the ability to operate at higher velocity levels compared
to RWs, which can achieve similar results but require more power and additional mass [Lappas
et al., 2002][Thieuw & Marcille, 2007]. In the end, these technologies can provide a toggue

to actuate up to three rotational axes of the satellite.

Finally, the control law designs the torqug; to be sent to the actuators. This controller
Is designed based on satellite dynamics. One possible model for it can be obtained considering
the rotation of a rigid body, the Euler's rotation equations give us:

Jls="ts s+ ext aa (2.21)

with J the inertial matrix and s = EC¢'! gzre the angular velocity of the satellite, expressed in
the inertial frame here.

The torque controller 5 is then chosen to induce a particular behavior of the system. The
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Figure 2.7 — Architecture of the Pléiades satellite from [Gleyzes et al., 2012]. The CMGs are located
near the center of mass of the satellite.

most well-known and most used in the ACS is a Proportional Derivative (PD) controller con-
sidering that the external torques are negligibles, inducing a rst-order system on the angular
velocity [Won, 1999]. The advantages of such controllers is the design simplicity and their ro-
bustness. [X. Chen et al., 2000] proposes a Proportional Integral Derivative (PID) controller
with the same speci cations that also takes into account the external disturbances of the system,
together with a quaternion formulation in order to avoid the singularity of Euler's angle rep-
resentation. More intricate control approaches have also been investigated, for instance, [Kris-
tiansen & Nicklasson, 2005] proposes a nonlinear control based on quaternion representation
and an integrator backstepping. [Won, 1999] also considers the resolution of the attitude track-
ing as an optimal control problem, through the minimization of the state of the system (attitude
and angular velocity) and the control (the actuator torques) with respect to the satellite dynam-
ics. More recently, an optimal control approach using a nonlinear model-predictive control is
presented in [Elbeltagy et al., 2018].

Now that the ACS has been detailed, it can be considered as an independent process that
reacts to an attitude request and orientates the satellite. In terms of control, we will consider it
as the low-level controller.

2.3.1.2 Attitude guidance

Classical satellite control, as previously de ned, involves adjusting the satellite's orienta-
tion based on a pre-computed attitude pro le provided by the attitude guidance subsystem,
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and maintaining it. For Earth observation satellites, this pro le consists of the set of orienta-
tions required to align the satellite's instruments with a speci c location on the Earth's surface.
Typically, this desired orientation is determined by using kinematics to calculate the angular
difference necessary to align the sensor’s line of sight with the desired terrestrial loXation

To account for the Earth's rotation, the desired locabonis traditionally expressed in a xed
reference frame, commonly the Earth-Centered Inertial (ECI) frame.

Initially, the sensor's line of sight crosses the surface of the Earth at the focus{aattich
is standardly the Nadir point when the sensor line is aligned witlz theis of the ORF, which
always points toward the center of the Earth. It is then transformed into the satellite's body frame
(BRF) to account for the ORF's rotation, compensating for the satellite's orbital translation at
Nadir. Finally, it is expressed in the ECI frame through the satellite's orbital parameters, which
encapsulate the satellite's translational motion around the center of the Earth.

Then, if the satellite is missioned to map the surface of the Earth, the attitude pro le will
not be adjusted, so the focus point travels on the surface of the Earth to acquire an image swath
[Gleyzes et al., 2012][Soubirane, 2019]. If the satellite then needs to point and hold an exact
xed location on the ground, then the attitude pro le will always compensate for the orbital
translation of the satellite, and the rotational motion of the Earth [X. Chen et al., 2000][Elbeltagy
et al., 2018]. In [Gleyzes et al., 2012], the satellite has also a "video" mode to obtain more
images from approximately the same location.

However, the classical control approach has some limitations. First, because the computation
of the attitude guidance is made of ine, the open-loop approach can induce tracking error for
many reasons including sensor drift and internal/external perturbations not considered in the
model. Secondly, if the desired spot on the Earth's surface is an object whose location on the
ECEF is barely known (for instance, a static vehicle located by GPS), the classical control can
only operate within the given input parameters. Finally, if the speci ¢ location is moving in the
ECEF, i.e., a mobile object on the Earth's surface, it becomes increasingly challenging, and in
some cases, even impossible to precisely track the target.

In these situations, the orientation of the satellite would then need to be adjusted with addi-
tional information becoming available while the mission is operated. In simple terms, it would
be interesting to consider a closed-loop attitude guidance. This allows us to introduce real-time
sensor-based control as a solution to these different issues. One particular and appealing real-
time sensor-based control is vision-based control, which is now addressed.
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Figure 2.8 — Satellite vision-based control loop

2.3.2 Vision-based control

Satellite vision-based control is the consideration of a closed-loop attitude guidance that
re nes in real-time the attitude pro le sent to the low-level controller based on image data
obtained from an embedded camera. In the literature, satellite vision-based control strategies are
not only considering the control of the orientation of the satellite but at times its translations. In
this case, we speak about attitude and orbit guidance, and attitude and orbit control subsystem
(AOCS) for the low-level controller and, of course, other actuators are considered in order to
alter the translation of the satellite, i.e., propulsion systems. They will not be investigated in
this thesis, but one may nd some references in [Myers et al., 1994][Tummala & Dutta, 2017].

A possible vision-based control scheme is given by Figure 2.8. Vision-based attitude and orbit
guidance are almost all designed with visual servoing.

2.3.2.1 On-orbit tasks

Visual servoing, employed for satellite attitude and orbit guidance, has seen extensive ap-
plication, as it provides autonomous and ef cient control for solving precision on-orbit tasks.

One challenging and thorough application is satellite rendezvous, or capture. In this sce-
nario, the visual servoing scheme aims to approach the chaser satellite to the target satellite,
then align with it, and nally operate the rendezvous. [M. Liu & Jasiobedzki, 2002] proposes a
PBVS to control the 6 degrees of freedom (DOF) of the chaser satellite through the aforemen-
tioned tasks using a model-based pose estimation to compute the 3D-position of the target and
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Figure 2.9 — Camera view during visual servoing from [Inaba et al., 2003]. The end-effector is perfectly
converging to the grasping handle thanks to the visual positioning task.

Figure 2.10 — Camera view during visual servoing from [Petit et al., 2011]. The satellite is approaching
the target satellite while keeping its centroid in the center of the image frame wrt. to different ddtance
from the target.

the chaser [Jasiobedzki et al., 2002]. Indeed, PBVS is well-quali ed to operate in such situa-
tions where the trajectory of the chasing satellite must be smooth and accurate, moreover, the
3D model of the satellite target is commonly perfectly known. In [Inaba et al., 2003], an IBVS
scheme is then presented to control both the motion of the chasing satellite and the motion of
its gripper in different modes. Visual markers, composed of 2 circles, are plugged into the satel-
lite target (see Figure 2.9). From these 2 circles, 5 visual information are extracted (2 centroids
coordinates and the area ratio of the two circles) which allows controlling up to 5 DOF. The
control law is also re ned with the estimation of the constant motion of the satellite target.

Hybrid visual servoing has been also considered by [Petit et al., 2011], together with a
3D model-based tracker. The satellite target model is made up of lines which provides good
robustness to common space acquisition constraints. The error vector is made up of 2D 1/2
visual features (i.e., image data and pose) and provides control over the 6 DOF of the satellite
(Figure 2.10).

Naturally, consequent works have been pursued on space manipulators. [Alepuz et al., 2016]
presents a direct 6-DOF IBVS to control a robotic arm through a camera mounted on an eye-
in-hand con guration. Visual features rely on 4 points observable on the target, whose desired
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