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Abstract

Abstract

With the advent of the Internet of Things (IoT), connected devices are becoming ubiquitous
and progressively introduced into domestic networks. These heterogeneous constrained objects,
are potential targets for a wide spectrum of anomalies, e.g., software and hardware dysfunctions
and malicious attacks. Orchestrating such fleet of devices, ensuring their nominal operation, and
diagnosing anomalous activities are becoming a primordial asset for Telecommunication operators
and service providers.

The present thesis explores the problem of unsupervised and robust anomaly detection based on
network traffic analysis, and applied to Internet of Things (IoT) device monitoring. The principle is
to firstly model the nominal behavior of a connected device using a set of metadata extracted from
its network traffic. Then, any atypical behavior, i.e., any significant deviation from the nominal
behavior expected by the model, is considered as an anomaly.

In particular, we explore the topic of representation learning with artificial neural networks,
and specifically the autoencoder architecture. To model the norm, classical anomaly detection
approaches train an autoencoder to reconstruct the nominal data, minimizing an error criterion
between the initial data and the output of the network. As the new anomalous observations are
structurally different, their reconstruction is accompanied by a significant loss of information, with
a large reconstruction error. However, the constitution of a training dataset devoid of non-nominal
data remains costly, time-consuming, and most of the time infeasible, as experts cannot update
domain knowledge with new anomalies exactly as they arise. Thus, we strove to develop robust
autoencoders, which are able to model the norm, even if the training dataset is contaminated by an
unknown amount of anomalies.

In particular, we propose three contributions. The first two contributions focus on the robust
detection of punctual anomalies and the third one extends the scope of our study to contextual and
collective anomaly detection in time series.

First, we propose to analyze the distribution of reconstruction scores in order to perform a
self-supervision. We dynamically estimate thresholds from the reconstruction histogram to identify
potential anomalies in the training set. Then, we leverage them to enhance the discriminative
potential of the model. This contribution has been realized with RADON (Robust Autoencoder
with Dynamic Outlier filteriNg).

In a second step, we propose to harness the power of variational autoencoders and normalizing
flows to improve the anomaly estimation process. The thresholding criterion on the reconstruction
error histogram is replaced by a statistical modeling thanks to the Extreme Value Theory (EVT).
The combination of these contributions leads to our model GRAnD (Generative Robust autoencoder
for unsupervised Anomaly Detection).

Finally, we propose a third contribution, RESIST (Robust transformEr developed for unSu-
pervised tlme Series anomaly deTection), which relies on sequence-to-sequence models, and in
particular Transformers, to model the temporal dependencies between tokens network flow se-
quence and detect any contextual and collective deviation. The impact of contaminants during
learning is significantly mitigated thanks to a Siamese architecture and a robust objective function.
Indeed, infrequent and atypical observations have less weight than common data and have less
influence on the optimization of our model parameters.

We demonstrate the advantage of our methods over classical approaches of the literature, and
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Abstract

complete the performance characterization with ablation and sensitivity studies. These experimental
analyses are based on 4 public datasets, NSL-KDD, MedBIoT, CICIDS17, and TON-IoT, including
network traffic metadata from real IoT devices.

Keywords: Anomaly Detection, loT Devices Monitoring, Network Traffic Analysis, Machine
Learning, Robust and Unsupervised Learning, Self-supervised Learning, Artificial Neural Net-
works, Autoencoders, Variational Autoencoders, Normalizing Flows, Transformers, Unimodal
Thresholding, Extreme Value Theory.
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Résumé

Résumé

Le contexte de cette these est la gestion des équipements connectés et installés chez les clients,
alias Device Management (DM), assurée par Orange, un opérateur de t€lécommunications multi-
services. Particulierement, 1’objectif du DM est de s’assurer que les équipements connectés des
clients fonctionnent de mani¢re nominale. Le DM couvre, entre autres, les opérations de diagnostic,
d’assistance aux clients, de configuration de service, et de maintenance des équipements connectés.
Avec le développement de 1’Internet des Objets (Internet of Things, IoT), la gestion des réseaux
locaux des clients, alias Local Area Networks (LANs), devient plus complexe [18]. En effet, des
nouveaux objets connectés hétérogenes, et qui fournissent divers services, sont introduits dans les
réseaux domestiques. Ces équipements peuvent dépendre de solutions de DM différentes : il n’est
plus possible pour I’opérateur de diagnostiquer I’ensemble des équipements du LAN. Orchestrer
ces objets hétérogenes, assurer leur fonctionnement nominal, et diagnostiquer les équipements
dysfonctionnels deviennent un enjeu important pour les opérateurs de télécommunications et pour
les fournisseurs de services.

Cette these étudie la détection non-supervisée et robuste des anomalies a partir du trafic réseau
des équipements connectés, appliquée a la supervision des objets IoT. Nous proposons d’analyser le
trafic produit et ingéré par chaque objet IoT d’un réseau local, accessible au niveau de la passerelle
Internet de I’ opérateur, afin de détecter tout équipement défaillant et dysfonctionnel. Le principe
est de modéliser, en un premier lieu, le comportement nominal d’un équipement connecté & partir
des métadonnées extraites de son trafic réseau. En effet, les objets IoT participent a un nom-
bre de services limité, avec une activité réseau prévisible [182], a I’inverse de smartphones et
autres PCs. Ensuite, tout comportement atypique, i.e., toute déviation significative par rapport au
comportement attendu par le modele, est considérée comme une anomalie. Vu I’hétérogénéité
des équipements a diagnostiquer, et la diversité des anomalies a détecter, nous optons pour des
approches d’apprentissage automatique semi-supervisé et/ou non-supervisé, notamment des Au-
toencodeurs et des Transformeurs, pour modéliser le comportement nominal d’un équipement loT
et pour détecter les événements anormaux et irréguliers dans son trafic. On peut alors envisager
de déployer ce service de détection d’anomalies dans le LAN sans aucun besoin d’intervention
humaine lors du traitement des données, seulement lors du traitement des alertes.

Pour modéliser la norme, les approches classiques de détection d’anomalies entrainent un
Autoencodeur a reconstruire les données nominales, en minimisant un critere d’erreur entre les
données initiales et celles produites en sortie du réseau. Comme les nouvelles observations anor-
males sont structurellement différentes, leur reconstruction est accompagnée par une significative
perte d’information, avec une large erreur de reconstruction. Toutefois, la constitution d’une base
d’apprentissage qui ne contient que des données nominales reste cofiteuse, chronophage, et parfois
infaisable lorsque 1I’anomalie n’a pas encore été identifiée par les experts. Ainsi, nous avons cherché
a développer des Autoencodeurs robustes, ¢’est-a-dire capables de modéliser la norme, méme si la
base d’apprentissage est contaminée par des anomalies.

Dans cette theése, nous proposons trois contributions. Les deux premieres contributions se
focalisent sur la détection robuste d’anomalies ponctuelles et la troisieme étend le champ de notre
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Résumé

étude aux anomalies contextuelles et collectives dans les séries temporelles.

Dans un premier chapitre, nous nous intéressons a la détection non-supervisée des anomalies
avec des Autoencodeurs robustes. Notre étude de la littérature montre que méme si les Robust Deep
Autoencoders (RDAs) [292] classiques sont robustes aux anomalies contaminantes, ils sont significa-
tivement sensibles a des hyperparametres prédéfinis. La sélection de ces hyperparametres nécessite
I’acces a une base de données de validation qui contient des données étiquetées. Pour pallier a ce
probléme, nous proposons une nouvelle stratégie d’apprentissage qui analyse de fagon incrémentale
la distribution des scores de reconstruction afin d’opérer une auto-supervision. Nous estimons
dynamiquement des seuils a partir de I’histogramme de reconstruction des données d’apprentissage,
afin d’identifier les potentielles anomalies contaminantes. Enfin, nous les exploitons pour renforcer
le potentiel de discrimination du modele. Cette contribution a été concrétisée avec RADON (Robust
Autoencoder with Dynamic Outlier filteriNg). Nous démontrons 1’avantage de cette contribution
par rapport aux approches de la littérature, avec une étude expérimentale s’appuient sur deux jeux
de données publics, NSL-KDD [196] et MedBIoT [109], comprenant des métadonnées du trafic
réseau des équipements IoT. Contrairement aux RDAs, notre contribution est plus robuste au choix
de ses hyperparametres vu que les performances restent relativement stable suite a une variation de
son hyperparametre A qui controle la sparsité de la projection.

Dans un deuxieme chapitre, nous proposons d’exploiter la puissance des autoencodeurs varia-
tionnels et des normalizing flows pour améliorer le processus d’estimation des anomalies. Notre
étude de I’état de I’art des approches robustes révele leur sensibilité a la sélection des hyper-
parametres. Nous proposons une deuxiéme contribution qui combine autoencodeurs variationnels et
des normalizing flows d’un part et la théorie des valeurs extrémes d’autre part. Nous entrainons ces
modeles génératifs a extraire une représentation du processus de génération de données de maniere
probabiliste, ¢’est-a-dire inférer les distributions de probabilité des observations d’apprentissage
dans les espaces latente et de sortie. Pour adapter le critere de rejet des contaminants a cette mod-
élisation probabiliste, nous proposons d’utiliser la théorie des valeurs extrémes. La combinaison de
ces contributions aboutit a notre modele GRAnD (Generative Robust autoencoder for unsupervised
Anomaly Detection). Nous évaluons le potentiel de cette contribution sur les deux jeux de données
NSL-KDD et MedBIoT, et notre étude expérimentale souligne confirme 1’avantage de GRAnD par
rapport aux méthodes concurrentes de la littérature [10].

Enfin, comme les deux premieres contributions ne détectent que des anomalies ponctuelles,
nous cherchons a explorer de nouvelles architectures neuronales pour la détection d’anomalies
contextuelles et collectives. Nous optons pour des approches basées sur les Transformeurs, du fait
de leur capacité a modéliser efficacement de longues séries temporelles. En effet, les Transformeurs
sont des réseaux de neurones artificiels dits de séquence-a-séquence (sequence-to-sequence), qui
peuvent modéliser les interdépendances contextuelles d’une séquence grace a un module d’attention.
Ce module apprend a se concentrer spécifiquement sur les données contextuelles pertinentes afin de
modéliser les relations qui lient chaque observation avec son contexte. Contrairement aux réseaux
de neurones récurrents (Reccurent Neural Networks RNNs), les Transformeurs ne traitent pas les
données de facon séquentielle. Ainsi, 1’apprentissage de ces modeles peut étre parallélisé et devient
plus rapide, grace a I’utilisation des cartes graphiques. Plusieurs publications récentes ont proposé
des détecteurs des anomalies en se basant sur les Transformeurs [260]. La détection d’anomalie
avec un Transformeur implique également une architecture de type autoencodeur, a la distinction
que les données traitées sont des séries temporelles. L’encodeur encode les echantillons d’une
séquence des données avec une représentation vectorielle qui considere les dépendances temporelles
par paires, et le decodeur utilise la sortie de I’encodeur pour reconstruire la séquence initiale de
facon autoregressive. Cependant, ces méthodes basées sur les Transformeurs ne sont pas robustes.
Elles présupposent que seules des données nominales sont utilisées lors de 1’apprentissage. Pour
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lever ce verrou, nous proposons une troisiéme contribution, RESIST (Robust transformEr developed
for unSupervised tIme Series anomaly deTection), qui adapte 1’apprentissage d’un Transformeur
autoencodeur pour modéliser les dépendances temporelles entres les tokens d’une séquence de
flux réseaux et détecter toute déviation contextuelle et collective. L’ impact des contaminants lors
de I’apprentissage est significativement atténué grace a une architecture Siamoise et une fonction
objective robuste. En effet, les observations peu fréquentes et atypiques ont un poids moins
important que les données communes et ont moins d’influence sur I’optimisation des parametres
de notre modele. Nous démontrons 1’avantage de notre méthode par rapport aux approches de la
littérature [279], et complétons la caractérisation des performances par des études d’ablation et
de sensibilité. Cette analyse expérimentale s’appuie sur deux jeux de données publics, CICIDS17
[237], et TON-IoT [179], comprenant des métadonnées du trafic réseau des équipements loT
contenant des anomalies contextuelles et collectives.

En outre, nous présentons une comparaison expérimentale entre nos trois contributions sur le jeu
de données CICIDS17. RESIST atteint les meilleures performances, avec une meilleure précision
de détection, mesurée a 1’aide de la métrique AUROC, qui signifie 1’aire sous la courbe ROC
(Receiver Operating Characteristic), et une durée d’apprentissage significativement plus courte.
Cette meilleur performance est cependant obtenue au prix d’une sensibilité a un hyperparametre
: le parametre de I’échelle de 1a fonction objective robuste, qui contrdle I’amplitude du gradient [30].

Dans le dernier chapitre, nous proposons une syntheése des trois contributions de la thése. Une
étude de faisabilité démontre la validité de notre approche dans le contexte industriel de 1’étude.
Nous illustrons I’arcitecture d’une chaine de traitement de bout en bout qui collecte les flux réseau,
extrait les métadonnées et les enregistre dans une base de données. Un modele robuste est entrainé
pour chaque équipement, et utilisé pour détecter des anomalies en temps réel. Ces anomalies sont
enfin visualisées dynamiquement sur un tableau de bord permettant de superviser I’ensemble du
réseau local. Finalement, nous discutons les limitations de notre recherche et nous presentons des
potentielles perspectives, utiles pour des activités de recherche futures sur la détection d’anomalies
et I’analyse du trafic réseau.

Keywords: Détection d’Anomalies, Supervision des Equipements Connectés, Analyse du Trafic
Réseau, Apprentissage Automatique, Apprentissage Robuste et Non-supervisé, Apprentissage
Auto-supervisé, Réseaux de Neurones Artficiels, AutoEncodeurs, Autoencodeurs Variationnels,
Normalizing Flows, Transformeurs, Seuillage Unimodal, Théorie des Valeurs Extrémes.
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Introduction

“To study the abnormal is the best way of understanding the normal.”
William James
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Chapter 1. Introduction

Anomaly Detection (AD) is a fundamental research problem that has a long history and is
routinely applied in almost all scientific fields and applications. This cross-domain interest is
justified by the fact that discovering anomalies helps to understand innovative insights about novel
phenomena that are not well explained with existing knowledge and beliefs. According to Kunh
[141],

“Discovery commences with the awareness of anomaly, i.e., with the recognition that
nature has somehow violated the paradigm-induced expectations that govern normal
science. It then continues with a more or less extended exploration of the area of
anomaly. And it closes only when the paradigm theory has been adjusted so that the
anomalous has become the expected”.

Besides the scientific discovery of unknown phenomena, anomalies may reveal important assets
about the data. For instance, network anomalies indicate an atypical behavior that may threaten the
network integrity, e.g., network attacks or failures. Credit card fraud detection allows bankers to
block fraudulent transactions. An anomalous Magnetic Resonance Imaging (MRI) image indicates
a potential disease that should be cured. In some cases, anomalies reveal positive phenomena, e.g.,
a sudden business gain resulting from a big sale event.

The large landscape of AD literature has evolved over time, with many advances in the last
few decades thanks to the advent of machine learning and computer hardware [6]. Tuning these
approaches for optimal performance requires a comprehensive understanding of their fundamental
concepts and their applicability scope.

The purpose of this thesis is to explore the detection of anomalous behaviors of Internet of
Things (IoT) devices from their network traffic. A wealth of books, surveys, and studies have been
proposed to address this problem [6, 67, 43, 264, 265]. However, most of these approaches present
some shortcomings that limit their applicability in real-world environments.

This first chapter aims to present the context of our study and provide an overall overview of
AD applied to IoT device monitoring. Section 1.1 presents the thesis context and defines the used
terminology of Device Management (DM), monitoring, and IoT. We conclude this first part with
the main limitations of traditional Intrusion Detection Systems (IDSs). Section 1.2 precises the
objective of the present thesis as well as our contributions to the problem of robust unsupervised
AD. Finally, Section 1.3 depicts the global structure of the thesis, with a brief description of each
chapter.

1.1 Network Monitoring And Anomaly Detection

This Ph.D. thesis is part of Orange research activities on the management of IoT devices
installed at customer smart homes. In particular, Orange aims to ensure that customers’ connected
devices are operating nominally and detect any malicious and non-malicious anomalous network
activity as soon as possible.

This section presents the thesis context for network traffic AD. First, we introduce DM ob-
jectives and we define the classical Orange DM monitoring process. Second, we present the new
challenges introduced with the IoT and discuss the limitations of classical monitoring systems,
mainly traditional IDSs. Third, we shed the light on the need for more flexible AD tools based on
unsupervised machine learning models. Finally, we present the ethical principles that we consider
in our research, and which are aligned with Orange’s strategy in terms of personal data processing,
privacy, and transparency.

A computer network can be defined as “a collection of interconnected hosts, via some shared
media which can be wired or wireless.” [227]. In the early 1960s, computers were used as
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1.1. Network Monitoring And Anomaly Detection

independent individual machines that cannot communicate or exchange data with each other. In the
late-1960s, ARPANET [2] was introduced as a small network of interconnected computers. The
main idea was to enable these computers to communicate by connecting to a special computer,
called an Interface Message Processor. This idea was extended to connect computers of two or
multiple different networks in 1972 [271]. A set of protocols were introduced later to organize
the communication between networks, e.g., IP, User Datagram Protocol (UDP), and Transmission
Control Protocol (TCP) protocols. They define fundamental concepts such as the structure of the
unit of the data to be transmitted and the mechanism for routing network packets.

Networks can be either Local Area Networks (LANs), which are defined over a small geo-
graphic area, e.g., an office or a user home, or Wide Area Networks (WANs), comprising distant
interconnected devices across cities or towns. Nowadays, the Internet consists of a network of
networks that interconnects a large number of computers and connected devices from the entire
world. New networks and computers are continuously integrated into this large web.

Regarding this complex structure, most end users rely on Internet Service Providers (ISPs) to
define and manage their network of devices. This functionality is mainly ensured by DM, which
will be developed in the next section.

1.1.1 Device Management and Monitoring

DM allows ISPs and telecommunication operators to ensure that the devices of end users are
functional and to prevent potential anomalies that disrupt the provided services. To this end, a set
of operations are remotely executed to continuously monitor the customer devices. DM monitor
customer LANSs using the following four main operations:

* Provisioning installs and manages the configuration files that determine the device function-
alities and enable services that the end-user is subscribed to;

* Maintenance updates the outdated software of connected devices;

* Assistance aims to correct service malfunctions and failures reported by customers, using
diagnostic tasks to detect potential root causes and applying corrective measures in a timely
manner;

» Tracking logs device state information and alarms declared by the managed devices.

DM is a critical asset for both end users and Orange, ISPs and Telecommunication operators in
general. From a customer point of view, maintaining their own LAN infrastructure and troubleshoot-
ing emerging issues is not intuitive. A study by Grinter et al. [107] investigated the complexities of
managing a LAN in the United Kingdom and the United States. It deduced that “the work required
to implement home networking presents significant challenges” for householders. The difficulty of
the own configuration of the household network was reported in numerous studies [281, 282].

From an ISP perspective, DM is a main asset that controls Quality of Service (QoS) and
improves user experience. Indeed, when customers encounter an issue in their LAN, they seek
assistance from Orange. The diagnosis and the troubleshooting of the anomaly require expert
analysis of the network and can be costly and time-consuming.

In the last decade, the user LANs have evolved from a few interconnected computers to a large
collection of connected devices such as smart door locks, connected light bulbs, smart printers, and
connected coffee machines. A study [226] estimates the number of connected devices worldwide
will exceed 75 billion at the end of 2025, which approximately corresponds to more than nine
connected devices per person. It is also estimated that every second, 127 new devices are connected
to the Internet [275]. Managing such complex networks that integrate multiple heterogeneous
devices is significantly more challenging for ISPs and Telecom operators. The following section
introduces the challenges introduced by the [oT.
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Chapter 1. Introduction

1.1.2 Internet of Things

The term “Internet of Things” was introduced by Ashton in 1999 [4] and refers to Internet-
connected objects that, unlike traditional computers, can sense the world with less dependency
on human interventions. Since then, more definitions have been proposed for this novel concept.
Recently, the Internet Engineering Task Force (IETF) has defined 10T as follows: “The Internet of
Things (IoT) is the network of physical objects or "things" embedded with electronics, software,
sensors, actuators, and connectivity to enable objects to exchange data with the manufacturer,
operator, and/or other connected devices” [254].

The advent of the IoT in recent years has had a profound impact on almost every industrial
sector, e.g., Smart Home, Healthcare, Agriculture, and Industry 4.0. The key asset of this emerging
paradigm is that it allows the development and the monitoring of an environment not completely
dependent on human command. These smart environments allow the expansion of new services
that improve human daily life and create large business values. From the end-user perspective,
IoT-based services will interfere on several sides, e.g., health monitoring, assisted living, and work
facilities. From the business actor and enterprise point of view, IoT plays an increasingly important
role in smart manufacturing, intelligent transportation, and even smart city development [20].

There is a growing concern about the reliability of IoT-based networks in the network commu-
nity, as such ecosystems are susceptible to diverse anomalies and threats. Indeed, the 10T introduces
new challenges compared to traditional computer networks.

WWW.
Anomaly Detection

,/
o
\

‘@<

B
Ol

Smart Home Network

Bidirectional Traffic

Figure 1.1: lllustration of a smart home network.

First, the IoT introduces a high diversity of heterogeneous connected devices, as illustrated in
Figure 1.1. This large fleet of devices operates over a plethora of network protocols, is developed
by different manufacturers, and has diverse life-cycle profiles. While some devices, have short life-
cycles, evolve quickly, and should be replaced frequently, e.g., vocal assistants, network gateways,
and smart watches, other ones are designed for long-term usage, e.g., healthcare sensors. The
scale and heterogeneity of IoT devices challenges traditional monitoring tools and require more
flexible solutions. Besides the heterogeneity and the scalability, a more challenging issue is related
to the service and the connectivity interdependency of IoT devices. For example, a connected bulb
activity may depend on a Wi-Fi extender, a gateway, and a vocal assistant. Currently, these devices
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1.1. Network Monitoring And Anomaly Detection

are managed by multiple operators and manufacturers with siloed management tools. However, a
global and unified vision of these interdependent device behaviors is of paramount importance to
provide useful insights into the root causes of the underlying dysfunctions.

Second, unlike traditional computers, most IoT devices, e.g., sensors, are developed to provide
specific functionalities that do not require large resource consumption. These devices are generally
constrained, with limited Central Processing Unit (CPU), memory, and power resources [205].

Third, the IoT is continuously growing, where the main manufacturers’ objective is to quickly
release low-cost devices [194]. This “rush-to-market strategy” leads sometimes to the release of
vulnerable devices with inherent security issues. Such devices become the weakest point of the
network and the target of malicious outsider attacks [194]. A recent study conducted on 10 common
studies has discovered around 250 threats, such as running outdated obsolete firmware, having open
telnet ports, and using clear-text protocols for sensitive data exchange [85]. A Zscaler report [189]
has analyzed around 56 million IoT device transactions of over 1000 enterprise networks and found
that 91.5% of these data transactions were unencrypted.

Finally, communication is key in the IoT. Despite the heterogeneity and the profile diversity,
the network devices are constantly communicating to exchange information. For example, smoke
sensors can exchange the recorded data with the locks to unlock the doors in case of fire [286]. This
cross-device communication can be exploited by malicious users to spread indirect and reflective
attacks more rapidly [241].

All the aforementioned challenges make IoT devices more prone to anomalies and their
monitoring significantly more complex. There is a huge concern reported by different network
actors about the security and reliability of IoT networks, because failures in such networks are
more dangerous and disastrous than traditional Information Technology (IT) systems. To begin
with, IoT devices are integrated into everyday life to closely sense and control end user daily
activities. Wearable devices monitor human activities throughout the entire day, ranging from
burned calories to steps walked, real-time heart rate, and even the quality of sleep [166]. Some
health monitoring devices, e.g., blood pressure and sugar monitors, exchange user personal data
using clear-text protocols [277]. All the data collected by such devices can be collected, analyzed,
and exploited, potentially without clear and transparent user consent. This introduces many privacy
and ethical concerns that are still debated among the network community. Besides, IoT devices
are conceptually designed to act on the local environment without explicit user intervention. A
compromised device may result in severe detrimental consequences. One of the worst real-life
examples of such consequences was reported in 2015, when hackers exploited a firmware update
vulnerability and totally controlled a smart Jeep car [155]. They were able to remotely control the
in-car temperature, the speed, and the braking system, and they finally veered it off from the road.
Another example was the zero-day vulnerability of St. Jude Medical’s implantable cardiac devices
that allowed hackers to access these devices, control the heart pacing, and even execute some
electrical shocks [278]. Finally, a peculiarity of IoT devices is their large scale, with innumerable
exposed interconnected nodes. This worsens the situation with such a massive volume of precarious
targets. Malicious activities can spread faster on a large scale, compared to traditional computer
networks that comprise a few reliable and homogeneous machines. One of the most popular
large-scale IoT-based attacks was discovered in early 2014 [208], where over 100000 IoT devices
e.g., TVs and fridges, was weaponized to implement Distributed Denial of Service (DDoS) attacks.
These attacks targeted customers and enterprises worldwide and are estimated to cost 30,000 $
per hour for compromised victims [158]. In 2019, Kaspersky detects over 100 million attacks that
aim to compromise IoT devices and to use them in sophisticated botnets [123]. Besides malicious
anomalies, numerous network downtimes have been reported due to hardware and software failures,
with outdated firmware and battery issues [253].

In summary, the IoT paradigm introduces new challenges in the network landscape. Unless
meticulously investigated, these challenges result in detrimental effects for both end users as well
organization and ISPs. One intuitive solution consists in applying classical monitoring tools used
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Chapter 1. Introduction

in traditional IT networks to this new ecosystem. However, this strategy is inherently flawed and
sub-optimal.

1.1.3 Limitations of Traditional Monitoring Systems

This section objective is to introduce traditional monitoring systems, mainly IDSs, and to
discuss the limitations of such tools in [oT networks.

IDSs are among the most conventional monitoring tools used to protect computer networks from
intrusions and threats that endanger their nominal functioning. Ghorbani et al. [100] define intrusion
detection as “the process of identifying and (possibly) responding to malicious activities targeted
at computing and network resources”. IDSs are used along with firewalls as a two-line defense
strategy to defend the network from malicious attacks. Besides detecting hostile network activities,
IDSs can provide monitoring reports to ease the problem diagnosis by network administrators [92].

IDSs can be categorized into two main classes:

* Host Intrusion Detection System (HIDS): a HIDS monitors the behavior of a single host, i.e.,
one computer, and detects any local anomalous activity relative to this host. These systems
are sometimes called agent-based IDS [92] because they must be installed on the monitored
device. Once installed, they analyze the host log files, e.g., operating system and application
log files, and assess the host security.

Although the popularity of such systems in the network community, this agent-based system
applicability in the IoT paradigm is limited. Indeed, we mentioned previously that [oT
devices are generally constrained with limited CPU and memory resources. Integrating such
resource-consuming tools in these frugal environments is not an option. This observation
was highlighted by Yu et al. [286], with the following statement: “even antivirus systems for
embedded systems, such as Commtouch Antivirus [72], require 128 MB RAM, while most
IoT devices use single-thread microcontroller (8051, MSP430, ATMEL series) with 2 MB
RAM”;

* Network Intrusion Detection System (NIDS): an NIDS analyzes the whole network to detect
any atypical traffic activity and protect all network endpoints. Unlike HIDSs, these systems
provide a global view of the network as well as the interactions between nodes. They can
be easily added to existing networks and only a few NIDSs are required to monitor large
networks [92]. The key idea of NIDSs is to passively inspect the network traffic exchanged
between the devices to identify any unusual communication pattern. A typical configuration
consists in mirroring, i.e., streaming a copy, all the network traffic that go through the gateway
to one specific NIDS, e.g., Snort [243] or Zeek [255].

Owing to their flexibility and ease of use, NIDS are more suitable for application in IoT
networks. To detect anomalous traffic, most NIDSs rely on signature-based methods, a.k.a.,
knowledge-based and misuse detection [92]. They identify anomalies based on a predefined
set of rules that models known attack signatures. When a network traffic activity matches with
one signature, an alarm is generated. These systems have shown promising results in computer
networks, which run a limited range of operating systems and undergo frequent security inspections
by experts. However, the situation is completely different in the IoT, with a significant increase
in the occurrence of new unknown anomalies, e.g., zero-day attacks. According to [289], around
80% of network vulnerabilities reported in early 2020 belong to zero-day attacks. These novel
anomalies generally go under the radar of these traditional network security solutions. An even
more critical issue is due to the diversity of IoT device profiles and their dynamic behaviors. Since
every loT system is different, with different specifications depending on the manufacturer and
the application context, the defense strategy must be adapted according to device specificities. It
requires an extensive untenable effort to define a set of signatures per device type. Furthermore,
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1.1. Network Monitoring And Anomaly Detection

IoT device behaviors are dynamic as they change with the operating context [286]. The continuous
update of the signature-based IDS database can be costly and does not enable a real-time action.

Alternatively, anomaly detection-based methods have been proposed to mitigate the aforemen-
tioned limitations.

1.1.4 Anomaly Detection for IoT Device Monitoring

Many emergent studies proposed to leverage IoT systems singularities and proposed anomaly-
detection approaches [74, 87]. In fact, unlike general-purpose computers, IoT devices are designed
to perform one or some specific functionalities. Hence, it is more straightforward and easier to
model their nominal behaviors than encoding all the signatures of the countless anomalies.

The crux of AD, which will be developed further in the next chapter, is to develop a baseline
profile of the expected typical behavior of the network. Then, any traffic activity that deviates from
this nominal profile is deemed anomalous. A wealth of methods can be used to create the baseline
nominal profile (cf. Chapter 2 Section 2.3), ranging from manually developed specifications to
statistical and machine learning-based approaches.

The main strength of AD-based IDSs is their ability to detect known as well as unknown
malicious and non-malicious anomalies. This strategy is more suitable for the IoT, with predictable
device behaviors. It allows the discovery of novel anomalies and can be used to bring to light
zero-day attacks [92]. However, the main shortcoming is the potential increase of false positive rates.
Dynamic to dynamic nominal behaviors that evolve over time, some novelties may be reported
as anomalous unless the expected profile is properly updated. In addition, anomalies may occur
during the training phase, i.e., the creation of the normal profile, and result in a skewed model that
does not accurately reflect the expected activity. This problem is known as the sensitivity to training
contamination and will be developed in detail in the remainder of this thesis. Robust unsupervised
anomaly detection has been a point of interest to mitigate these limitations and develop reliable and
secure networks.

1.1.5 Privacy And Ethical Principles

AD-based methods are data-driven approaches that require collecting a large volume of data,
i.e., network traffic data in our specific application. Nonetheless, the use of customer data may
introduce some privacy and ethical issues, unless framed through a clear and well-defined data
strategy.

First, Orange data processing policy is compliant with European obligations, e.g., General Data
Protection Regulation (GDPR). These directives aim to regulate the use of sensitive data and its
storage and are applied to all companies and organizations that collect data from European users.
In fact, in order to ensure legal compliance, companies undertake a comprehensive set of measures
that filter out user personal data, e.g., the content of network traffic and IP addresses (cf. Section
2.1). The comprehensive list of rules defined by GDPR can be found here!.

Second, besides these obligations, Orange is committed to a set of ethical principles in order
to protect the personal data and privacy of their customers. Indeed, Orange maintains trusted
relationships with its customers and partners. As such, users must be assured that their data are
secure and used responsibly. To this end, it is required to maintain a balance between collecting
data to provide novel services, and keeping user trust. Among the privacy measures ensured by
Orange, the data should be collected after user consent and with a clear and transparent processing
process. The data are only kept for a predefined length of time needed to fulfill the provided service
and can be subject to user subscription, which immediately stops any further data analysis. In

Uhttps://gdpr-info.eu/
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Chapter 1. Introduction

addition, Orange ensures that the user collected data remains secure and confidential®.

Building on this vision, we discuss in this section the ethical aspects involved in our research
problem: network traffic-based AD. In particular, we articulate our data analysis on the following
principles, related to two aspects:

» Data privacy: the data should be processed in the customer premises, i.e., LAN, to minimize
personal data transfer to outsiders, i.e., company servers. Indeed, user data, which may
include personal and sensitive information, should be kept inside the user’s private sphere.
In contrast, the computational analysis should be moved from Enterprise servers to user
LAN. Besides, the local processing aspects, the careful selection of the metadata that should
be analyzed is critical. the content of network traffic packets may include user personal
information, e.g., healthcare data or confidential email content. In our study, we exclude
certain data inspection strategies, i.e., deep packet inspection (cf. Section 2.1.1.1) that involve
the analysis of the content of the network traffic, i.e., the payload, as this violates the privacy
of users and uncovers their personal data [121];

* Model privacy: the training of the AD models are performed in LANs, as the data should be
kept inside the LAN. In this case, it is not conceivable to annotate the learning data under a
supervised training scenario. Instead, we opt for unsupervised machine learning approaches.
As such, Orange can flexibly deploy the AD service in the customer LAN without any need
for human intervention to annotate the collected data.

These principles will guide our AD strategy throughout the present study. In the following, we
present this thesis objective as well as our three main contributions.

1.2 Objectives and Contributions

This thesis focuses on robust unsupervised anomaly detection, i.e., robust representation
learning under contaminated data, using artificial neural networks applied to network traffic
monitoring. Indeed, these models, and particularly AutoEncoders (AEs), have shown great potential
in modeling complex high-dimensional data and have become a staple baseline in AD. One main
limitation of such classical approaches is that their training requires access to anomaly-free training
data, with completely nominal instances. This thesis aims to relax this assumption by investigating
robust AEs, which can learn a robust data projection transformation that is not biased by training
outliers.

The present problem requires developing two crucial aspects: (1) a rejection strategy that filters
training anomalies and (2) an optimization process that finds the optimal parameters of the model,
which accurately reflects the data properties.

We propose 3 main contributions in this thesis:

* Robust Autoencoder with Dynamic Outlier filteriNg (RADON) We first propose a robust
autoencoder that can learn a robust representation of the nominal class. Our unsupervised
method automatically filters training anomalies thanks to the iterative unimodal thresholding
of the reconstruction error histogram. To further improve the AD performance, its training
was enhanced to simultaneously minimize the reconstruction scores of nominal instances
and maximize that of the filtered anomalies. In summary, we propose a training strategy that
allows RADON to learn a robust projection in a latent space, where nominal data are similar
to their reconstruction, but also where anomalies are explicitly badly reconstructed;

Zhttps://www.orange.com/en/privacy-notice-protecting-your-personal-data
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» Generative Robust autoencoder for unsupervised Anomaly Detection (GRAnD) We propose
to leverage the potential of Variational Autoencoder (VAEs) and Normalizing Flows (NFs) to
further improve the AD performance. Indeed, these models are used to provide a probabilistic
reformulation of the data reconstruction errors. In particular, we propose to model the
distribution of the training reconstruction scores using the Extreme Value Therory (EVT)
to define an automatic rejection criterion of extreme values. All in all, we introduce a
training strategy that alternates between filtering outliers contaminating the training dataset
and learning a robust representation of the norm. Unlike recent robust generative methods,
our approach makes no assumption about the anomaly distribution, or about the fraction of
training outliers;

* RESIST We propose a third contribution tailored to contextual and collective AD in time
series. We introduce a robust learning strategy that trains a Transformer to model the nominal
behavior of the network activity. Relying on a contrastive learning-based robust loss function
and a Siamese encoder-decoder architecture, RESIST automatically down-weights atypical
corrupted training data, to reduce their impact on the training optimization.

1.3 Overview of the thesis

This section depicts an overview of each chapter of this thesis.

» Chapter 2 presents a global overview of the AD problem. In particular, this problem is
reviewed under three dimensions: (1) network traffic data, (2) anomaly properties and
categories, and (3) detection approaches. First, we present the IP network traffic data
characteristics and the relevant metadata that can be used in our study. Then, we propose to
define the connotation of an anomaly with a common that will be retained in the remainder
of the thesis. Next, we discuss the different categories of anomalies that are defined in the
literature. We particularly distinguish three groups: punctual, contextual, and collective
anomalies. Finally, we review the different approaches to AD. We start by surveying punctual
AD and we then extend our survey to contextual and collective AD.

* Chapter 3 presents our first contribution to the problem of robust unsupervised AD: RADON.
After formalizing the problem that we address, robust unsupervised AD in non-sequential
data, we introduce the most relevant methods of the literature, designed to solve this problem.
We mainly review three dimensionality-reduction-based anomaly detectors: Principal Com-
ponent Analysis (PCA), Robust Principal Component Analysis (RPCA) [54], and RDA [10].
Then, we present our first contribution of the thesis: RADON, which seeks to improve the
performance of the classical RDAs. We finally depict the experimental protocols and results.
We highlight that the contributions of this chapter have been published in [183].

* Chapter 4 presents our second contribution GRAnD, which extends RADON learning ca-
pacity using generative AEs, and particularly VAEs and NFs, and EVT. First, we start
by introducing the theoretical background of the variational-based unsupervised AD, by
developing the the variation inference setting, with VAEs and NFs, and the uncertainty
estimation with EVT. Second, we outline the state-of-the-art robust generative AE: the
Robust Variational Autoencoder (RVAE) [10]. We discuss the strengths and weaknesses
of this approach and we present our second contribution: GRAnD. This contribution is
compared against state-of-the-art methods with a set of experimental protocols. We discuss
the experimental results and we conclude this chapter with the main conclusions and further
research perspectives. The contributions of this chapter have been published in [186].

17
Cette thése est accessible a I'adresse : https://theses.insa-lyon.fr/publication/2022ISAL0124/these.pdf
© [N. Najari], [2022], INSA Lyon, tous droits réservés
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* Chapter 5 presents our third contribution RESIST. Unlike the first two contributions, this
approach is particularly designed to detect contextual and collective anomalies in sequential
data, i.e., time series. First of all, we introduce the peculiarities of AD in time series.
following up on this problem formalization, we survey the state-of-the-art method tailored
to solve the present problem. We identify the main limitations of this method and we then
propose our third contribution RESIST. We experimentally validate this contribution and we
conclude this chapter with an empirical comparison between the three contributions of this
thesis.

* Chapter 6 concludes this thesis with an overview of our contributions, the limitations of our
approaches, and the potential perspectives of future works. In addition, we discuss the ethical
aspects involved in this domain, and how they impact the eventual operationalization of our
propositions.
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Anomaly Detection

“Research is seeing what everybody else has seen and thinking what
nobody else has thought.” Albert Szent-Gyorgyi
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Chapter 2. Anomaly Detection

In today’s world of digitization, technological advances have favored the collection of large
and continuously growing volumes of data in diverse application fields. Service providers aim
to leverage available sources of data to offer new services and improve provided features. In
particular, the advent of the IoT and Industry 4.0 allowed manufacturers to rely on connected
objects to continuously monitor provided services and improve QoS, Quality of Experience (QoE),
and security [9]. Nevertheless, experts can no longer manually process this ever-growing volume
of the generated data, resulting in a need for automating data processing and analysis. Detecting
anomalous behaviors is among the most important steps in data analysis. This task allows the
prevention of system failures, security breaches, data leakage, and losses of money.

AD has received an increasing attention and has been explored in diverse research domains,
including network intrusion detection and cybersecurity, fraud detection, healthcare and medical
image processing [57, 93, 201]. For example, detecting anomalous network traffic allows admin-
istrators to detect, as soon as possible, any malicious activity that threatens their infrastructures.
Detecting these attacks prevents the leakage of sensitive data and protects the network endpoints.
In healthcare image processing, detecting outliers allow the discovery of malign diseases. Credit
card fraud detection helps bankers identify card theft and malicious transactions.

For these reasons, AD dates back to at least the 19" century [159], serving as the stage for
the development of a plethora of methods [63]. The increasing ease-of-access to ever-growing
computational methods motivated an interest in machine learning-based methods, whether general
[228, 201, 40] or application-specific [93, 74]. The present chapter aims to survey the generic
anomaly detectors, highlighting their strengths, weaknesses, and applicability to our problem. As
the literature is substantial, and to ease the understanding of this chapter, this problem is reviewed
under three dimensions: (1) network traffic data, (2) anomaly properties and categories, and (3)
detection approaches.

After a first overview of the present problem, we discuss in Section 2.1 the network traffic data
peculiarities. We start with outlining the characteristics of the IP traffic and the relevant metadata
that can be used in our study. Section 2.2 defines the meaning of an anomaly and categorizes AD
methods. Finally, we develop in detail the classical approaches of AD and we discuss the strengths
and weaknesses of each approach.

2.1 Network Traffic Data

One of the most critical steps investigated by researchers before the development of an anomaly
detection model is to understand and characterize the data. Particularly, for network data analysis,
different data sources with different levels of granularity can be used, which control the type of
anomalies that could be detected and impact the performance of the underlying model [92]. This
section discusses the most common data types used in network monitoring.

One of the earliest protocols used for network monitoring is the Simple Network Management
Protocol (SNMP). SNMP was introduced in 1988 to help network administrators and engineers
to collect numerous metrics from their fleet of connected devices and gain more visibility of their
networks [172]. This UDP-based protocol can passively collect statistical information from different
connected devices, such as routers and switches. It extracts some metrics from the monitored
devices, such as the CPU and the memory usage, the temperature of the device, and the throughput.
SNMP relies on a server-client paradigm, with SNMP agents and managers. An agent is installed
on each connected device to collect and store the metrics. A manager, which is installed on a server
machine, queries the agents to collect and visualize the overall data. In addition, this information is
locally stored in a database, a.k.a., Management Information Base (MIB), for further processing.
The global architecture of SNMP is illustrated in Figure 2.1.
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Figure 2.1: lllustration of the SNMP architecture, extracted from [188]
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Diverse studies have investigated SNMP metrics to detect any anomalous network activity [188,
117, 122]. Nonetheless, SNMP-based network analysis presents multiple technical limitations.
Firstly, this protocol is built on the well-known UDP protocol. While UDP was used to prevent
overhead and congestion, loss of important data may occur in a real-world environment [15]. This
loss may result in a limited and biased vision of the network activity. Secondly, SNMP can be
applied only on SNMP-enabled devices. In the 10T, diverse constrained devices do not integrate
this protocol, which results in excluding them from the monitoring process. Lastly, some studies
report the scalability issues of this protocol, as it fails to collect and process a large volume of data
[219].

Analyzing the IP traffic has been proposed as an alternative to SNMP-based monitoring. With
the increasing complexity of LANs and the evolution of the proposed services, researchers looked
for other sources of data that provide more detailed information, with more fine-grained attributes.
A promising source of data that shows the further potential is IP flows. Before presenting the IP
flow structure and the useful metadata, let us first provide an overall description of the IP protocol
and packets.

2.1.1 1P Protocol Overview

A Network is a set of interconnected devices that communicate using a wired or wireless
medium. In this ecosystem of devices, communication is key to continuously sharing and exchang-
ing data and information. The IP protocol is the glue that sticks the network components, as it was
designed to structure the transport of network packets from a source to a destination. It defines an
abstract way to communicate between devices, regardless of their types and whether they belong to
the same network, i.e., LANs, or distinct networks, i.e., WANS.

For this purpose, the International Organization for Standardization (ISO) defined in 1978
a reference model, referred to as Open Systems Interconnect (OSI), which defines the overall
structure of an internet packet that can be exchanged between network devices. This reference
model organizes the communication into a stack of seven layers, in the following order (from
bottom to top): physical, data link, network, transport, session, presentation, and application. Each
layer has a specific function, which are described in Figure 2.2, extracted from [274].

2.1.1.1 1P Packet Analysis

Following this layered structure model, a network packet is formed through the encapsulation
of a series of fields, corresponding to these layers(cf. Figure 2.3). The overall structure of a network
packet contains two main fields: a header, which is an envelope that contains the metadata required
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Figure 2.3: The typical structure of a network packet, extracted from [274].

to route the packet in the network, e.g., the source and destination IP addresses, and a payload,
which contains the content or the data to be transmitted.

The question now is, which is the useful information that can be extracted and used in our AD
task? There exist a dichotomy between two popular strategies used in network packet analysis:
Deep Packet Inspection (DPI) and Shallow Packet Inspection (SPI).

Deep Packet Inspection

DPI approaches analyze both the payload and the header of network packets to decide whether
the communication is anomalous or not. In particular, it enables ISPs and specific network actors to
inspect the content of the data transmitted in the networks, to identify any suspicious and potentially
malicious behavior. DPI was initially developed to secure LANs of customers to guarantee that
no harmful data have been seeped into the network. It typically relies on comparing the payload
patterns with signatures of known attacks and alerts any matched pattern. This classical approach is
used by numerous existing IDSs, which are thoroughly reviewed in this study [161].

However, despite their popularity in the network traffic analysis community, this strategy
presents various technical and ethical challenges. First, DPI is an intrusive approach that introduces
major privacy concerns. In this case, the customer data, which may contain sensitive data, e.g.,
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health-related data collected by healthcare monitoring devices, can be inspected by external entities
[77]. Many legal provisions protect user privacy, and DPI must conform to these requirements. For
example, in the European Union, the GDPR! regulates an organization’s use of personal data with
multiple specifications. Second, there exists a technical limitation that hinders the applicability of
DPI in modern networks. Indeed, DPI assumes that the content of the network packet is clearly
accessible for inspection. However, encryption has become pervasive in nowadays networks,
with over 87% of the whole Internet traffic in 2019 [79]. This means that the data are no longer
exchanged with clear-text protocols and it is no longer possible to access the deciphered content of
payloads.

Shallow Packet Inspection

Unlike DPI, SPI examines only packet headers, related to the first four layers of the OSI model,
to detect anomalous activities. It is less intrusive as the contents of the packets are never inspected.

Header metadata are essential to route the packets between different devices of the network and
may convey insightful information about the overall communication behavior. This is especially
noticeable in IoT networks, where connected devices are constantly communicating with other
ones, e.g., local sensors or remote servers. The communication pattern is critical in determining
whether a device is behaving as usual [32]. For example, a door sensor that starts sending numerous
voluminous packets, each of which has a large size close to the Maximum Transmission Unit
(MTU), can result from a compromised device under a DDoS attack.

Numerous metadata can be extracted from a single network packet. The comprehensive list
of the header metadata that can be extracted by Wireshark?, one of the most popular open-source
full-packet capture tools, with over 271000 fields is available online®. Some of the most common
features are depicted in Table 2.1.

Table 2.1: A list of some IP header-based metadata extracted by Wireshark.

Attribute Name Attribute Description

len entire length of the IP packet, i.e., header and payload, in bytes.
ip.src IP source address of the packet.

ip.dst IP destination address of the packet.

tep.sreport TCP source port of the packet.

tep.dstport TCP destination port of the packet.

tcp.windowsize | TCP window size of the packet.

Even though network packets provide a fine-grained vision of the network, analyzing such very
comprehensive data is generally costly and time-consuming. Full packet capture and analysis is
computationally expensive and can lead to data overload [12]. The real-time analysis of every packet
in high-speed networks that contains multiple interconnected devices is impracticable, with high
resource consumption and latency. Furthermore, full packet capture provides too comprehensive
information, and in some cases, the relevant attributes may be lost among irrelevant details [12].

An alternative strategy with a higher-level-data analysis has been proposed in the literature,
which consists in analyzing network flows.

Uhttps://gdpr-info.eu/
Zhttps://www.wireshark.org/
3https://www.wireshark.org/docs/dfref/
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2.1.1.2 IP Flow Analysis

A network flow is defined as “a set of IP packets passing through an observation point over
a predefined time interval” [71]. The packets that belong to the same flow have a set of common
attributes: the source and destination IP addresses, the ports, the protocol, and the Type Of Service
(TOS). A flow provides various metadata about the aggregated packets, e.g., byte and packet counts,
flow duration, and packet inter-arrival time, which will be detailed later in this section.

In 1996, Cisco pioneered this field by introducing the NetFlow protocol to structure the flow
production and processing [116]. NetFlow proposes an exporter-collector architecture: a probe, i.e.,
exporter, is embedded into the monitored network to collect the packets and create the corresponding
flows. These flows are then sent to a NetFlow collector to analyze and visualize the received flows.

Over time, other protocols that propose additional features have emerged such as sFlow and
IPFIX [92]. The same principles remain valid, and only slight differences are reported, mainly
regarding the flow extraction process. For example, some protocols use a random packet sampling
strategy during the flow export phase to reduce the overall delays. In 2004, the IETF decided
to standardize the protocol IPFIX and provide formal specifications for a uniform flow structure.
The attributes that can be exported in a flow are formalized as Information Elements (IEs) and
the exhaustive list of the standard IEs is maintained by the Internet Assigned Numbers Authority
(IANA). Overall, an IE is defined by an ID, i.e., a unique number, a name, a length, i.e., the number
of bytes required to store the attribute, a type, and a status [18]. It can be extracted from multiple
layers of the OSI model: from layer 2 to layer 7 (cf. Section 2.1.1). The comprehensive list of
standard IEs can be found here* and the most well-known IEs are reported in Table 2.2. This short
list is supported by most flow collection tools. As shown in Table 2.2, extracted features can be
either numerical or categorical. In addition to these standard IEs, a set of enterprise-specific IEs
can be added to the list [116], which allows the definition of use-case-specific attributes.

Table 2.2: A list of the most popular IPFIX Information Elements.

Information Element Name Information Element Description
flowStartMilliseconds Timestamp of the first packet of the flow
flowEndMilliseconds Timestamp of the last packet of the flow
sourcelPv4Address IP source address of the flow packets
destination]Pv4 Address IP source address of the flow packets
sourceTransportPort Source port of the transport layer
destinationTransportPort Source port of the transport layer
protocolldentifier IP protocol number

packetDeltaCount Number of packets aggregated in the flow
octetDeltaCount Number of octets used in the flow

Network flow-based traffic analysis provides numerous advantages compared to complete
packet analysis:

* Lower costs and delays: flow records represent bidirectional communication between two
devices through a set of statistical metrics about aggregated packets. Rather than analyzing
each packet individually, flows provide a higher-level view of the communication, which

“https://www.iana.org/assignments/ipfix/ipfix.xhtml
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reduces the volume of the data to process, resource consumption, and processing latency
[92]. This strength point makes these methods well-suited for high-speed networks and
high-bandwidth links [192];

* Less intrusive: since flow-based approaches only process header metadata and do not analyze
the user data, i.e., the payload, this results in fewer privacy issues. Furthermore, these
approaches are more flexible and can be used even if the traffic is encrypted [116];

* Most network routing devices support nowadays NetFlow export and are equipped with
built-in options that can be activated for flow collection and export. As such, no additional
hardware is required [116].

For these reasons, we will focus in the remainder of the thesis on flow-based analysis. It is
nevertheless important to note that the discussed methods as well as our contributions are generic
and are not data-specific.

Following up on our description of network traffic data, we turn now to network traffic anomalies.
We particularly discuss in the next section the most common anomalies encountered by network
administrators and ISPs.

2.1.2 Network Traffic Anomalies

Network anomalies can be differentiated according to their causes. Anomalies are not always
caused by malicious attacks that are run by an outsider to threaten the network integrity. Some
outliers can result from non-malicious events such as hardware and software failure, network
congestion, and corrupted sensors. Numerous studies [169, 29, 92] have distinguished four main
causes of network anomalies:

* Operational events, a.k.a., misconfiguration failures, are non-malicious anomalies. The
cause of these anomalies can be either hardware and software failures or configuration issues.
Numerous examples of network anomalies fall in this category, including server crashes,
traffic congestion, inappropriate resource allocation, and power outage [92];

* Network attacks, a.k.a., network abuse anomalies, are malicious events that aim to disrupt
or degrade the provided network services and ecosystem [92]. These attacks are destined
to compromise network availability and access to personal data. A plethora of attack types
have been identified in the literature, ranging from phishing to spoofing, intrusion attacks
(e.g. Denial of Service (DoS) attacks), worms, viruses, botnets. We refer the reader to this
publication [49] for a detailed review of network attacks;

* Flash crowds are non-malicious anomalies that are defined as “a large surge in traffic to
a particular website, causing a dramatic increase in server load” [126]. Unlike DoS, flash
crowds are legitimate events that occur due to a rapid increase of users that simultaneously
request access to a resource. A typical example of a flash crowd anomaly is the surge of
access to a website when an online market proposes big sales offers. Unless the appropriate
resources are allocated to cope with this burden, such anomalies may result in a service
failure and system unavailability [92];

* Measurement anomalies are non-malicious issues related to the data collection process. For
example, an overloaded router prioritizes packet routing over traffic collection and mirroring,
which can result in a loss of some network packets [92]. Another common example of
measurement anomalies is the loss of traffic data due to the use of unreliable UDP-based
protocols.
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Numerous adhoc approaches that target the detection of a specific category of network anoma-
lies have been developed in the literature [49, 162, 99]. Nonetheless, we aim in this thesis at
developing a generic anomaly detector that is flexible enough to detect both malicious and non-
malicious anomalies. Indeed, as an ISP that aims to ensure that customer networks are operational,
we aim to prevent any anomalous event that degrades the provided services. We have no prior
knowledge about the anomaly types that may occur in the future. Consequently, we advocate for
the use of flexible methods that does not only focus on specific anomaly types.

To this end, we now consider a broader and application-agnostic exploration of the AD. The
following section aims to provide definition and taxonomy for anomalies, based on an in-depth
analysis of the broad literature.

2.2 Definition And Categorization Of Anomaly Detection Methods

As mentioned previously, AD is a fundamental research problem that is studied in diverse
scientific fields and various definitions of an “anomaly” have been proposed in the literature. In this
part, we provide the most popular definitions that are commonly used in the community. Afterwards,
we present an overall categorization of the literature AD methods.

2.2.1 Definition Of Anomalies

In 1969, Grubbs [108] proposed to define an anomaly as follows: “an outlying observation,
or outlier, is one that appears to deviate markedly from other members of the sample in which it
occurs”’. The most common definition was articulated by Hawkins in 1980 [110], which states
that an anomaly is “an observation which deviates so much from other observations as to arouse
suspicions that it was generated by a different mechanism”. Fourteen years later, Barnett and Lewis
proposed a similar definition in their seminal book [95]: an anomaly is “an observation (or subset
of observations) which appears to be inconsistent with the remainder of that set of data”. More
recently, Ramaswamy et al. [211] have defined anomalous data points as follows: “an outlier in
a set of data is an observation or a point that is considerably dissimilar or inconsistent with the
remainder of the data”.

These four definitions provide a relatively similar meaning: anomalies are non-conforming
observations that violate an expected common nominal behavior. These definitions are generic
and not limited to a specific application area: they remain valid regardless of the types of data
processed. It is however important to mention that there are many domain-specific definitions of
anomalies that copy with particular data types. For example, Huang et al. [118] define a network
traffic anomaly as follows: “Network traffic anomalies are unusual and significant changes in the
traffic of a network.”

All the above definitions converge on two fundamental assumptions about anomalies:

Assumption 2.1 Anomalies present remarkably dissimilar characteristics compared to the nominal
data.

Assumption 2.2 The majority of the data is nominal. Anomalies are rare and constitute a small
subset of the data.

These two critical observations have a direct impact on the selection of the AD method. For
example, classical supervised classifiers that require a balanced training dataset are not optimal for
such tasks [46].

Until now, a mix-up between names has been reported in the literature as anomalies has
been interchangeably referred to as outliers, rare events, novelties, aberrations, surprises, noise,
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discordants, and contaminants [56]. The most common terms are outliers, anomalies, noise and
novelties. There is no consensus about the differences between these terms. However, some recent
studies have proposed to define the boundaries, by focusing on the peculiarities of each concept [6].

* Noise: According to Braei and Wagner [46], “noise can be a mislabeled example (class
noise) or errors in the attributes of the data (attribute noise) which are not of interest to data
analysts”. Even though the noise is not interesting to analyze, its detection and removal are
critical to clean the data and prevent any modeling bias;

* Outlier: Unlike noise, outliers are generally considered as extreme data points that “contain
interesting and useful information about the underlying system” [230];

* Anomaly is considered as a broader term that includes both outliers and noise [292];

* Novelty: Masana et al. [171] define novelty as new “samples that share some common space
with the trained distribution.” For example, if one trains a neural network to identify cat
breeds, a novelty here can be a dog image that belongs to a new breed, not considered during
the training. This is different from an anomaly or an outlier, e.g., a cat or a horse image.

Although the fine differences between these terms, especially anomaly, outlier, and noise, a
tremendous number of publication interchangeably use these worlds [6, 230, 229]. Similarly,
we will consider in the remainder of the thesis that anomaly, outlier, and noise refer to the same
connotation, according to the common Hawkins’s definition:

Definition 2.1 An anomaly is “an observation which deviates so much from other observations as
to arouse suspicions that it was generated by a different mechanism.”

Accordingly, the AD problem is related to various similar topics, including novelty detection,
one-class classification, out-of-distribution detection, and open-set recognition [229]. These tasks
share considerably similar goals, despite the slight differences and specificities. Recently, Salehi
et al [229] provided a comprehensive survey where they proposed to unify these differences
based on the main cross-task commonalities. The majority of the methods can be cross-domain
interconnected and easily adapted to another sub-field.

The objective of the present part is to clearly define the anomaly taxonomy to avoid any potential
confusion in the remainder of the thesis. We focus in the following section on depicting a generic
categorization of anomalies that impact the design of the detection method.

2.2.2 Types Of Anomalies

Various studies have proposed different categorizations of anomalies [40, 118, 74]. Following
this recent survey [40], we provide one of the most common categorizations that are not limited to
a specific application. This categorization groups anomalies into three classes, according to their
inherent properties and characteristics.

* Punctual anomalies: a punctual anomaly, a.k.a., point anomaly, is an individual data point
that is non-conform with the remaining data (cf. Figure 2.4 (left)). To illustrate, a credit card
punctual anomaly example could be a single extreme transaction that is very high compared
to the average transaction range. This is the most straightforward type of anomaly and most
outlier detection studies focus on the detection of this anomaly type [144];

* Contextual anomalies: a contextual anomaly, a.k.a., conditional anomaly, is an observation
that is anomalous only in a specific context (cf. Figure 2.4 (middle)). For example, a
temperature of 30° C in France during summer is nominal. However, this temperature
becomes anomalous if it is reported during the winter. The context is determined based
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on the structure of the data and their relative inter-dependencies. For example, in time-
series data, the sequential order, i.e., temporal order, defines the context. In spatial data,
the context is determined by the position of the data, i.e., the longitude and latitude of the
location. Detecting contextual anomalies requires developing specific methods that are able
to model the underlying data context, which makes the task more challenging. Therefore,
these anomalies are less explored in the literature, and particularly investigated in time-series
analysis [40];

* Collective anomalies: a collective anomaly, a.k.a., a group or a sub-sequence anomaly, is a
set, i.e., a group, of consecutive observations that are anomalous regarding the remaining data
set. In this case, the individual samples can be nominal if considered separately, while the
entire pattern is anomalous. Figure 2.4 shows an example of a collective anomaly, highlighted
in red. Collective AD also requires the modeling of the context. This task has been explored
in time series, spatial, and graph data [63].

-15
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Figure 2.4: lllustration of punctual (left), contextual (middle), and collective (left) anomalies,
extracted from [144].

The type of anomalies that should be detected has a direct impact on the design of the optimal
detector. Detecting contextual anomalies with a method that ignores the sequential properties of the
data may result in suboptimal performance, with a significant false negative rate [6].

We turn now to the literature detection methods.

2.2.3 Generic Categorization Of Anomaly Detection Methods

A plethora of methods tailored to detect anomalous data points have been developed in different
communities [229, 222, 63, 201]. We can categorize AD methods of the literature according to two
criteria: (1) the use of training labels and (2) the detection strategy.

2.2.3.1 Categorization Based On Supervision

The first categorization is based on the level of supervision with data labels. According to the
availability of the labels, anomaly detectors can be grouped into three categories: (1) supervised, (2)
semi-supervised, and (3) unsupervised approaches. The difference between these three categories
is visualized in Figure 2.5.

Supervised Methods

Supervised methods, a.k.a., classification methods, (cf. Figure 2.5) assume the availability of a
training dataset with labeled nominal and anomalous instances. A binary or multi-class classifier
is trained on these labeled data to distinguish the different classes. Then, this classifier is used to
assign labels to novel unseen data.
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Figure 2.5: Supervised (left), semi-supervised (middle), and unsupervised (right) anomaly detection.

Among the most popular supervised anomaly detectors, we find Logistic Regression, Decision
Trees, Naive Bayes, and Support Vector Machines [19]. Some studies have proposed to particularly
leverage these classical methods to network traffic AD. For example, Anthi et al. [16] applied the
J48 decision tree approach [210] to detect network attacks, including DoS, Man-in-the-Middle,
and spoofing attacks. To this end, they collected a network traffic dataset from a testbed that
comprises eight [oT devices: Belkin NetCam camera, TP-Link NC200 Camera, TP-Link Smart
Plug, Samsung Smart Things hub, Amazon Echo Dot, British Gas Hive connected to a motion
sensor and a window/door sensor, and a Lifx Lamp [16]. To collect anomalous data, the authors ran
some network attacks during data collection, and labeled the corresponding packets as abnormal.
Finally, they extracted header-based metadata from the raw packets, e.g., packet length, IP protocol,
and TCP flags, and they train the J48 decision tree to separate the classes. The testing protocols
have shown that this method has a high detection accuracy and can accurately detect seen attacks.
Doshi et al. [86] focus on the detection of DDoS in LAN. The authors compare the performance of
five supervised machine learning models: K-nearest neighbors, Support Vector Machine (SVM)
with linear kernel, Decision Trees, Random Forest, and Artificial Neural Networks. These five
models present promising results, with an accuracy score higher than 99%. Similarly, McDermott et
al. [175] use Bidirectional Long Short Term Memory based Recurrent Neural Networks (BLSTM-
RNNGs) to detect botnet activities within IoT networks. Brun et al. [50] train random neural networks
to detect network attacks based on traffic metadata. Finally, Restuccia et al. [214] discuss the
importance of using machine-learning-based approaches to mitigate network anomalies. They
provide a taxonomy of existing classical IoT anomaly detectors, introduce the emerging challenges
in IoT Security, and discuss the relevance of machine-learning-based approaches to address these
challenges.

Despite the high detection accuracy and ease of implementation, supervised anomaly detectors
have two main limitations. First, collecting a representative labeled dataset with diverse anomalous
instances is challenging. Indeed, anomalies are rare and usually unknown in advance. The lack
of availability of labeled up-to-date network traffic anomaly datasets is a major hurdle to the
development of fully supervised anomaly detectors. Novel anomalies frequently occur in real-world
environments, e.g., zero-day attacks, which makes existing labeled training datasets outdated and
the collected anomalous data do not well represent the true anomalies that can be found in reality.
This requires the continuous update of trained classifiers to integrate the novel anomaly properties.
Second, the ratio of labeled anomalies is generally significantly lower than inliers. This class
imbalance impacts the performance of classical supervised classifiers and leads to sub-optimal
results [59].

Owing to these main technical issues, supervised AD is less explored in the literature and we
focus in the remainder of the thesis on semi-supervised and unsupervised approaches.

Semi-Supervised Methods

Generally, the labels of nominal instances are more affordable and easier to collect compared
to outliers, all the more relevant in the IoT application area. Indeed, [oT devices are generally
developed to perform a specific well-defined task. It is thus easier to model the nominal behavior
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than to model all anomalous classes. Following this reasoning, semi-supervised anomaly detectors,
a.k.a, one-class approaches, (cf. Figure 2.5) learn a representation of the normality. Then, any
deviation from the norm is considered an anomaly. In this setting, the training data must only
contain instances generated from the nominal class.

Since labeled anomalies are not required during the training, these approaches are prevalent in
the AD community. A plethora of semi-supervised anomaly detectors have been developed in the
literature, including statistics-based, classification-based, distance-based, and reconstruction-based
methods [57]. These categories will be detailed later in Section 2.3.

Semi-supervised AD efficacy depends on the availability of anomaly-free training data, and
performance may degrade significantly when this assumption is violated. Unfortunately, this
violation is likely to occur in real-world applications. For example, in network traffic monitoring,
collected network packets may comprise defective data sent by faulty sensors, damaged fiber
connectors, or caused by network congestion [139]. Finally, due to data volumes and potentially
unknown anomalies, manual labeling of training samples is not guaranteed to be correct..

Unsupervised Methods

Unsupervised methods relax the assumption that the training data are completely anomaly-free
(cf. Figure 2.5). They assume that the training data may comprise an unknown ratio of outliers,
a.k.a., contaminated data. They implicitly assume that nominal instances are much more frequent
than outliers, since the latter are by definition scarce. The aim is to develop a robust model that
accurately represents the normality without being impacted by the training contaminants. This
task is arduous since no labels are provided and the ratio of contamination is generally unknown
in advance. Numerous studies adapt semi-supervised approaches to this scenario. They propose
two steps-based approaches where they first filter potential training contaminants with a dedicated
rejection strategy. Then, they use the recovered anomaly-free subset to model the norm [202]. We
will consider a detailed review of these approaches later in the thesis.

2.2.3.2 Based On The Detection Strategy

The previous categorization focused on label supervision and grouped anomaly detectors into
three classes: supervised, semi-supervised, and unsupervised approaches. Concurrently, it is
possible to categorize AD methods based on the detection strategy. Here, there is a clear dichotomy
between instance-based and model-based methods.

Instance-Based Methods

Instance-based learning, a.k.a., memory-based learning and lazy learning, does not explicitly
create a model of normality. It compares each observation with the most similar instances of the
dataset. The main assumption is that anomalies are significantly dissimilar to the majority of the
data points, while the nominal data share common properties. That is, the criterion to distinguish
both classes is according to the relative comparison between an observation and the most relevant
instances, i.e., the closest or the most similar data points.

Instance-based models are widely used in AD thanks to their effectiveness and simplicity [6].
Two of the most common instance-based anomaly detectors are distance-based and density-based
approaches, which will be discussed in Section 2.3.1.

Model-Based Methods

Unlike instance-based learning, model-based approaches, a.k.a., explicit generalization methods,
operate in two steps.
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* Training phase: this first step trains an algorithm that accurately represents the normality.
This representation must model all the properties of the nominal behavior, and therefore
represents an explicit generalization of the norm;

* Inference phase: once the nominal data are well-modeled, the trained model is used to
compute novel instance anomalousness scores, according to their deviation from the norm. A
large deviation indicates that the data point presents uncommon atypical behavior, and the
point is deemed anomalous.

The main singularity of this paradigm over instance-based learning is that the data must not be
memorized and stored for inference. Instead, the model itself is used as a reference for normality.
This results in a faster and more flexible inference. Furthermore, by virtue of the prosperous
development of machine learning-based methods, namely artificial neural networks, model-based
learning has become a staple of AD. Model-based AD mainly regroups, inter alia, statistics-based
(cf. Section 2.3.2, one-class classification-based (cf. Section 2.3.3), neural network-based one-class
classification (cf. Section 2.3.4), and reconstruction-based approaches (cf. Section 2.3.5). All these
paradigms will be described in the following sections.

2.3 Classical Methods for Anomaly Detection

This section reviews the most common AD approaches. We start by developing two popular
instance-based methods: distance-based and density-based methods. We outline the main limi-
tations of this paradigm. Then, we develop the more prevalent model-based learning strategies:
statistics-based, one-class classification-based, neural network-based one-class classification, and
reconstruction-based approaches. We highlight that most of these models are tailored to semi-
supervised AD (cf. Section 2.2.3.1). Unless explicitly mentioned, the approaches described in this
section fall in the paradigm of semi-supervised learning.

2.3.1 Instance-Based Methods
2.3.1.1 Distance-Based Methods

Distance-based methods define the anomaly score of an observation according to the distance
to its k-nearest neighbors. They assume that outliers are far from their local neighbors, while inliers
are located close to each other. For example, the point A of Figure 2.6 is considered anomalous
because it is isolated from almost all the remaining data points.

Distance-based methods quantify the proximity of an instance from its neighbors using a
distance function. The most widely-used distance function is the Euclidean function [6]. The key
idea is to compute the pairwise distance between the input data instances. The distance of an outlier
to its closest neighbors is much larger than that of inliers. We note however that this is the most
basic distance-based overview and different variants have been proposed in the broad literature
[136, 211].

Distance-based methods are among the most popular methods that are widely used to detect
anomalies in diverse application fields [264]. Knorr and Ng [136] were among the first researchers
that apply distance-based approaches to AD. They particularly proposed a non-parametric approach
leveraging an indexed-based search algorithm that identifies the closest data points to each test
instance and assesses its anomalousness accordingly. This algorithm however presents numerous
limitations, namely its computational complexity of O(d x N?), where d is the dimension of the
data and N is the overall number of instances included in the dataset. The quadratic complexity
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Figure 2.6: An example of a 2-dimensional outlier.

with respect to N makes this approach intractable for large data. Ramaswamy et al. [211] studied
the limitations of the previous proposal and focused on reducing the computational cost. They
proposed a partition-based method that divides the data into disjoint subsets and iteratively filters
out points that have the lowest distance to their k-nearest neighbors. They found that pruning out
these points in small partitions rather than the entire dataset can filter out numerous instances. Then,
only the k-nearest neighbors of the few remaining outlier candidates need to be computed, which
significantly reduces the computational cost and preprocessing overhead. One main concern of
this method is its sensitivity to the partition size. It is difficult to find k close neighbors in very
small reduced-size partitions, and in this case, very few instances can be pruned out during the
first stage. In contrast, performing the pruning in multiple large-size partitions is computationally
expensive. Similarly, multiple other studies have explored this technical issue in the literature [101,
36, 267]. A common way to improve the computational complexity is through approximate nearest
neighbor estimation. This strategy approximates the traditional exhaustive search of neighbors with
a more efficient search strategy. For example, Ghoting et al. [101] proposed a fast method, referred
to as Recursive Binning and Re-Projection (RBRP). This method splits the data into partitions,
finds neighbors in partitions, and proposes a fast merging algorithm to establish global k-nearest
neighbors. The authors proved that this approach “scales log-linearly as a function of the number
of data points and linearly as a function of the number of dimensions”, i.e., with a computational
complexity of O(NlogN x d), where d is the dimensionality and N is the data volume.

Finally, numerous researchers have applied distance-based methods to network traffic AD
[45, 266, 44]. We refer the reader to this survey [130] for a detailed review of these research
publications.

All the above methods rely on the distance to the neighbors as a criterion to distinguish inliers
and outliers. An alternative popular criterion is relative to the local density of a data point.

2.3.1.2 Density-Based Methods

Density-based AD assumes that nominal data are located in dense regions, while outliers appear
in low-density, a.k.a., sparse, areas. Thus, these methods compare the density of each instance
against its local neighbor densities. A significant difference is generally considered an indication of
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irregularity and the corresponding point is deemed anomalous.

It is however worth mentioning that density and distance are closely related to each other in
such a way that some distance-based methods are sometimes presented as density-based approaches,
and conversely [6]. Indeed, the distance to the k-nearest neighbor of an instance can be seen as
the radius of a sphere that is centered in the given instance and that contains the relative closest k
neighbors. A larger k-nearest neighbor distance means that the data point is located in lower-density
regions. As such, this distance can be considered as an approximation of the inverse of the density
[63].

One of the most popular density-based anomaly detectors was introduced by Breunig et al. [48]
and denoted as Local Outlier Factor (LOF).

Local Outlier Factor

LOF quantifies the comparison between the densities of a data point and its local neighbors
using the outlier factor. To begin with, the authors formalize the local density of a point using the
reachability distance.

Let x € R? be a data point of dimension d, D*(x) the distance to its k-nearest neighbor, and
N*(x) a set that contains all the points within the hypersphere centered at x and of radius D¥(x), i.e.,
the points that are less far than the k-nearest neighbor. The authors define the reachability distance
between two points x and y as follows:

Rk(x,y) = max(dist(x,y),Dk(y)). 2.1

In other words, the reachability distance is the distance between two points, smoothed by the
k-nearest neighbor distance of the second point when this distance is low. We highlight however
that the reachability distance is not conforming with the mathematical definition of a distance, since
it is not symmetric. The local reachability density (Ird) is defined as:

1
- MEANycyxR¥(x.y)’

Ird(x) (2.2)

where MEAN refers to the mathematical mean of a set of values. That is, the local reachability
density of a point x is the inverse of the average reachability distance with respect to its local
k-nearest neighbors. Finally, the local outlier factor score is computed as follows :

Ird
LOF*(x) = MEANycyi(x) lrdg. (2.3)

A score that is close to 1 indicates that the point local density is similar to its local neighbors.
A score larger than 1 means that the instance is located in a lower-density region compared to its
neighbors. This point is therefore considered anomalous.

LOF has shown huge success in the AD community and multiple variations have been proposed,
such as Connectivity-based Outlier Factor, Local Correlation Integral, Cluster-Based Local Outlier
Factor, and Dynamic-Window Outlier Factor. Reviewing these variants is out of the scope of this
thesis. We however refer the reader to this recent survey [13], which develops all these variants in
detail.

In the following, we will explore the most relevant publications that apply LOF and more
generally density-based methods to unsupervised AD.

Anomaly Detection With LOF And Density-Based Approaches

Density-based approaches are widely used in the AD in diverse application domains such
as fraud detection, network intrusion detection, and medical image analysis [13]. We limit the
scope of this part to network traffic analysis. Paulauskas and Bagdonas [204] apply the classical
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LOF method to analyze the network flow data collected from a large network that comprises 350
connected computers and to detect any suspicious and malicious behavior. Brute force attacks were
executed to collect and label anomalous flow data. Overall, the dataset contains 479 labeled flows,
where 54 are labeled anomalous. In this study, LOF shows promising results, particularly when
the hyperparameter k was set as equal to 10% of all the data flows. More recently, Auskalnis et al.
[22] investigate the efficacy of LOF-based AD in network intrusion detection. They particularly
demonstrated its sensitivity to the hyperparameters, and mainly the number of neighbors &, on the
NSL-KDD public network traffic dataset [196]. This sensitivity was also criticized in [87]. Indeed,
the abnormality of a data point is controlled by this hyperparameter k, which must be carefully
selected by the analyst. When k is very low, only a few neighbors are considered in the comparison.
In this case, and even for an outlier, its few neighbors may also be anomalous, which results in
comparable low densities, i.e., a local outlier score close to 1. Conversely, the smoothing strategy
of the reachability distance can be dominant when k is very large.

We will conclude this part by developing the strengths and weaknesses of instance-based AD.

2.3.1.3 Strengths And Weaknesses Of Instance-Based Anomaly Detection

This section aims at examining the advantages and the challenges of instance-based AD.

On the one hand, these methods are extremely popular thanks to their accuracy and ease of
implementation [6]. Indeed, instance-based approaches are non-parametric and do not fit a model
to represent the norm. As such, no prior knowledge or predefined assumptions about the nominal
distribution are required in this case.

On the other hand, these classical methods have a number of technical challenges [6]. First, the
main concern of instance-based AD is their computational complexity. Indeed, the computation
of pairwise distances has a large computational cost of O(N?) in the worst case, which limits the
applicability of these methods on very large datasets. Second, even though some approximate
solutions have been proposed to reduce this quadratic complexity, an even more critical issue is
the linear dependency with respect to data dimensionality. Most existing instance-based methods
involve computing distances between data points. However, in high-dimensional spaces, distances
become less informative as all high-dimensional vectors become almost equidistant [6]. This issue
is known as the curse of dimensionality, which is mainly due to the sparsity of high-dimensional
data. Consequently, instance-based AD performance may significantly degrade when the input data
has many features. Finally, numerous studies have criticized the sensitivity of these methods with
respect to their hyperparameters, namely the number of the local neighbors [87, 22]. As mentioned
above, this hyperparameter must be carefully selected to adapt the methods to the given data and
grant their optimal performance. Model-based anomaly detectors were developed in the literature
as an alternative paradigm that addresses some of the aforementioned limitations

2.3.2 Statistical Models

The earliest works on model-based AD dates back to the 19" century [159] and were con-
centrated on statistical and probabilistic models [6]. The key idea is to fit a specific model to the
nominal data. Then, the likelihood fit of a novel data point to the underlying model is used as an
anomaly score. Extreme values indicate that the given point is poorly fitted and does not follow the
common properties of the majority of the data, i.e., an outlier.

There are two main families of statistical methods: parametric and non-parametric approaches.
While parametric methods require knowledge or conjectures about the distribution of the normality,
before fitting the model, non-parametric models do not require any prior assumption about the
nominal behavior distribution. We will now develop the theoretical background of two extremely
popular statistical anomaly detectors: the Gaussian Mixture Model (GMM) and the Kernel Density
Estimation (KDE).
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2.3.2.1 Parametric Statistical Method

Gaussian Mixture Model

The Gaussian distribution is one of the most prevalent distributions in probabilistic modeling.
The assumption that the nominal data follow a Gaussian distribution or, more generally, a GMM, is
ubiquitous in multiple fields thanks to the simplicity of the resulting methods. For univariate data,
the density function of the Gaussian distribution is defined as follows:

1 (x—p)?
o/ em) T <_ 202 ) @5

where (1 is the mean and o is the standard deviation of the data. The optimal two parameters that
accurately model the nominal data can be estimated using the Maximum Likelihood Estimation
(MLE) method, i.e., the Expectation—-Maximization (EM) algorithm.

This model assumes that the nominal data are normally distributed according to i and o©.
Outliers are extreme values that are poorly fitted under this model, and consequently are located in
the tail of the distribution. These extreme can be identified using the z-value test. The z-value score
of an observation x € R is defined as follows:

fx) = A (xp, 0) =

=yl
Z—i

pat 2.5

where |.| is the absolute value. This score quantifies the distance of a point from the mean,
normalized by the standard variation to account for the data variation. Points that are very far from
the mean are deemed anomalous. A rule of thumb consists in rejecting all data points with z > 3
[6].

In some cases, the nominal behavior may present multiple patterns having different characteris-
tics, e.g., a connected printer that can print documents, scan manuscripts, and even send e-mails.
Modeling these distinct behaviors with a single Gaussian may be sub-optimal. An alternative
approach consists in fitting a mixture of Gaussian distributions, a.k.a., the GMM.

GMM assumes that the data are generated from k Gaussian distributions, where each distribution
has its own specific parameters: mean and standard deviation. The corresponding density function
is defined as:

k
plx) = Z N (x| Wi, 07), (2.6)
i=1

where .4 (x|u;, 0;) is a Gaussian distribution of parameters u; and o;, a.k.a., component of the
mixture, and 7; is the mixing component, which determines the weight of the component i in the
overall model. There are two constraints regarding these mixing weights. First, their sum must be
equal to 1 to ensure that integrating the density function is normalized, i.e.,

k
Ym=1 (2.7)
i=1

Second, since .4 (x|u;, ;) are by definition positive, each mixing coefficient must be positive, i.e.,

0<m<1Vie{l,. kb 2.8)

AD With Parametric Statistical Methods

The GMM, and less specifically parametric-based methods, are among the most prevalent
statistical methods that are applied to AD. Bahrololum et al. [26] proposed a network IDS based on
the GMM approach. Their approach learns the optimal parameters of the GMM that accurately
model the network traffic activity. Then, extreme values with a low likelihood fit, i.e., a likelihood
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that is below a predefined threshold, are reported as anomalous. Bitaab and Hashemi [39] proposed
a hybrid network anomaly detector, called DT-GMM, that combines decision trees and GMM. The
decision trees are a supervised algorithm that is trained on labeled nominal and anomalous network
flows. They are used as a first step to detect and filter out known malicious attacks. The GMM
is trained on an anomaly-free subset and applied to report any unseen attack that may go under
the radar of the first method. This hybrid system was experimentally evaluated on the NSL-KDD
benchmark data [196] and compared against a hybrid system of decision trees and the classical
SVM, called DT-SVM. DT-GMM outperforms DT-SVM on this dataset, with higher detection
accuracy and a lower false positive rate. However, the main limitation of this approach is that it
requires labeled training data for the supervised learning of the decision trees. Liu et al. [154]
performed a sensitivity analysis of the GMM and demonstrated that the number of components & is
of paramount importance in the modeling, which must be fine-tuned and carefully selected with a
dedicated validation strategy.

Besides GMM-based AD, other parametric statistical and probabilistic models have been
proposed in the literature, ranging from a mixture of Poisson distributions [168], to Chi-squared
distribution [283], and the generalized Pareto distribution [157].

Strengths And Weaknesses Of Parametric Statistical AD

In summary, the main advantage of parametric models is their efficiency, with their low
computational cost compared to instance-based learning. Instead of memorizing all the data for the
inference, these approaches build a model which stands as a reference for normality. Then, only
this model is leveraged and no pairwise distance computations are involved during the detection.
Nonetheless, the choice of the parametric model is critical in this paradigm, which is generally
data-specific and requires prior knowledge about the nominal data distribution. With an unsuitable
selected model, even the nominal data may be poorly modeled with extremely low likelihoods of fit
and can be reported as false positives. Furthermore, learning the nominal data distribution consists
in empirically optimizing the model parameters, which requires the availability of completely clean
anomaly-free training data. The presence of noisy data and outliers that contaminate the training
data may result in a biased model of the norm that does not reliably represent the underlying
data. This biased model can incorrectly report nominal data points as outliers and dismiss the true
anomalies, with high confidence [6].

2.3.2.2 Non-Parametric Statistical Method

Kernel Density Estimation

In the previous section, we focused on parametric AD with predefined statistical and probabilis-
tic models, having known mathematical forms and defined with a finite number of parameters that
can be estimated from the data. Here, we investigate non-parametric methods that presuppose fewer
and weaker assumptions about the norm. One of the most well-known non-parametric methods in
the AD community is KDE.

KDE, a.k.a., the Parzen’s window [203], assumes that the data are generated from an unknown
distribution function p(x) that does not belong to a familiar parametric family. KDE empirically
estimates this density from the data.

Let X = x1,x2,..,x4xy be N independent and identically distributed (iid) variables, such that
x; € RYie{l,..,N}. These samples are supposed to be generated from a continuous distribution
F(x) with a density function f(x) = £F(x). The distribution F(x) can be estimated by the
empirical distribution function 7 (x) = 3 ¥, 1(x; < x). By definition, and regardless of the family
distribution of F(x), the density can be written as:

f(x) = lim ﬁ(x—f—h)—}?“(x_h) — lim P(x—h<X<x+h)

h—0 2h h—0 2h ’ (2.9)
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where 4 > 0 is a very small variable. One can estimate the probability P(x —h < X < x+h) by
counting the number of points that are located in this interval:

1 |x; — x|
P(x—h<X<x+h):N;]l( ; <1). (2.10)
Let us define the following uniform function K:

Ioifx <1

K(x) = (2.11)
0 Otherwise.
Then, the empirical density function can be written as:
1 Xi—X
=—3)K . 2.12

) =5 LK) (2.12)

K is called a kernel function and h is the bandwidth of the kernel. Here, we provided a simple
example of a kernel function that can be used in KDE. Other smooth kernel functions can be used
to obtain a smoother density function. A common choice is the Gaussian Kernel, which defines the
following density model:

1 1 x—xi||3
flx) = N;Wexp<—|‘2hzl”2). (2.13)
The kernel bandwidth is the Gaussian standard deviation. That is, Gaussian KDE is achieved by
representing each data point with a Gaussian component and averaging all the Gaussian to obtain
the overall model. The hyperparameter h controls the smoothness of the model, since a very small
h may result in a noisy density model, and a very large h results in a less informative density. This
is illustrated in Figure 2.7, extracted from [37].

5 T
h = 0.005
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h =0.07
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0 0.5 1
5 .
h=0.2
e ——
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0 0.5 1

Figure 2.7: Illustration of Kernel Density Estimation sensitivity with respect to the bandwidth
hyperparameter h, extracted from [37]. We note that h controls the smoothness, where a very small
h (top) may result in a noisy density model and a very large h (bottom) results in a less informative

density.
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AD With Non-parametric Statistical Methods

A large body of research publications has proposed to apply KDE and other non-parametric
methods, e.g., histogram-based modeling, to AD, and particularly to detect network traffic anomalies
[285, 284, 239]. Yeung and Chow [284] applied the KDE strategy to network intrusion detection.
They proposed to model the network nominal data using a KDE with Gaussian Kernels. Then a
threshold is set to isolate novel instances with small log-likelihoods under this model. The KDD
Cup 1999 [76] benchmark dataset was used to explore the efficacy of this non-parametric method,
which reported a high True Detection Rate (TDR). This method showed competitive AD results
compared to supervised algorithms trained with labeled data. In addition, they ran additional
experiments to assess the KDE sensitivity to the bandwidth /4. They found that the results remain
relatively stable over some values of 4. Shen and Agrawal [239] investigated KDE-based network
intrusion detection by comparing four different kernel functions: the Epanechnikov, the Triangular,
the Biweight, and the Gaussian kernels, which report relatively similar results. In this study, the
authors used a heuristic rule to set the bandwidth hyperparameter equal to 7 = 1.060N "~ é, where o
is the data standard deviation and N is the sample size.

Strengths And Weaknesses Of Non-parametric Statistical AD

Non-parametric statistical approach present various advantages and disadvantage. The main
strong point of these methods is their flexibility and adaptability to data change, as no prior
knowledge about the norm is required in advance. Nonetheless, this approach performance generally
depends on user-defined hyperparameters, e.g. the kernel bandwidth of the KDE. Furthermore, a
more fundamental limitation is observed with the increasing dimensionality of the data. Indeed,
this problem arises due to the sparsity of the data in high dimensionality spaces, and computing the
kernel matrix may be suboptimal [6].

2.3.3 One-Class Classification-Based Models

AD can be seen as a classification problem where one class, i.e., the anomalous class, is
partially or completely unobserved. That is, only the labeled nominal instance are provided and
anomalous data points are missing. This setting is frequent in network AD where some labeled
attacks may exist, but numerous malicious and non-malicious anomalies are still unknown and
constantly discovered over time [6]. In the case where the anomaly labels are partially available, the
problem can be formulated as an imbalanced supervised classification problem. The more extreme
situation, and the more common setting, where only labeled nominal data are observed refers to the
problem of One-Class Classification (OCC).

OCC [180], a.k.a., unary classification and semi-supervised classification, aims to develop a
classifier that distinguishes inliers and outliers, when the anomalous class data is poorly represented
or completely absent. The objective is therefore to estimate the boundary of the target class, i.e.,
inliers, without any prior knowledge about the negative class, i.e., outliers. Then, novel instances
are assessed based on whether they belong to the target class region or not. Figure 2.8, which is
extracted from [252], illustrates the key principle of OCC. This task is significantly harder than the
conventional two-class classification problem, since only one side of the boundary can be estimated
[129].

Multiple surveys have been proposed to review the most recent OCC-based approaches in
different application fields [129, 206, 236]. Two of the most common OCC-based approach that are
extremely popular in AD are One-class Support Vector Machine (OSVM) and Support Vector Data
Description (SVDD). These methods will be reviewed in the next section.
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target (y;=+1)

T

outliers (y = -1)

Figure 2.8: lllustration of the orie-class classification paradigm, extracted from [252].

2.3.3.1 One Class Support Vector Machine

The classical SVM is designed to separate two classes using a decision boundary that maximizes
the corresponding margins [42]. OSVM [233] extends the traditional SVM to the situation where
only one class data are observed, usually inliers. This approach learns a kernel-based transformation
that maps the data to another space. The origin of this space is supposed to belong to the anomalous
class, while the training data are considered nominal. OSVM estimates the optimal hyperplane that
separates the data points from the origin, such that this hyperplane is very close to the data and as
far as possible from the origin, i.e., the proxy of the anomalous class. The overview of OSVM is
visualized in Figure 2.9, extracted from [6].

POINTS ON THE
POSITIVE SIDE ARE

NOT PENALIZED
X,, X, ANDX, \

ARE PENALIZED

Figure 2.9: Overview of the OSVM approach, extracted from [252].

Let us consider N training observations X = (xi,...,Xy), where x; € R?, ¢(.) be a feature map
that project the original data point into the novel space, and K be the corresponding kernel function,
defined as follows:

K(x1,22) = (9 (x1),9(x2)), (2.14)

where (.) denotes the dot product between two vectors. The objective of OSVM is to learn the
parameters of the hyperplane that separates the target data and the origin. The decision boundary
equation can be formulated as follows:

wo(x) —b =0, (2.15)

41
Cette thése est accessible a I'adresse : https://theses.insa-lyon.fr/publication/2022ISAL0124/these.pdf
© [N. Najari], [2022], INSA Lyon, tous droits réservés



Chapter 2. Anomaly Detection

where w and b are the parameters of the hyperplane. All the nominal training data should have
wo (x) —b > 0, while the origin is negative.

To this end, this approach penalizes the nominal data points that are on the wrong side of the
boundary, which is translated with a regularization penalty of max{0,b — w¢(x)}. In addition, the
boundary is encouraged to be as far as possible from the origin by maximizing the value of b.

In summary, OSVM optimizes the following objective function:

1, n C
5\|w\| +N;max{0,b—w¢(xi)}—b. (2.16)

C > 1 is a hyperparameter that balances the regularization and the nominal data point penalty.
Increasing the value of C over-penalizes misclassified nominal data points and enlarges the region
that encloses inliers.

We note that the optimization problem is defined using the unknown function ¢(.). One can
reformulate the optimization task using the kernel trick, a.k.a., a dual formulation of the problem.
Indeed, the optimization task can be reformulated as follows:

1., C
Sliwli +Nzi:§i_b 2.17)
subject to (W, ¢(x;)) > b—&;,and § > 0.

Here, &; are slack variables that are introduced to relax the hard boundary assumption. Indeed,
they are destined to balance the compromise of maximizing the overall margin and minimizing the
number of data points that lie outside the target region. It can be shown that this problem may be
solved with the Lagrange dual formulation:

1
3 200 (9(xi), 9 (x))) (2.18)
l74/
subjectto 0 < o < g and Za' =1
J — T = N’ - { A 9

where o; are the Lagrange multipliers. We highlight that, in this dual formulation, all mappings
are indirectly computed with the kernel trick, where the inner products (¢ (x;), 9(x;)) = K(x;,X;).
As such, the non-linear mapping function ¢ (.) may not be explicitly defined. The most common
kernel functions used in the literature are the linear and the Gaussian kernels.

Finally, with this dual formulation, the binary label associated with a novel data point X is
defined by the following function:

flx) = sign(Z ;K (x;,x) —b). (2.19)

“sign” is the sign function, which outputs —1 if the corresponding function is negative and +1
otherwise.

2.3.3.2 Support Vector Data Description

Another similar OCC-based approach, inspired from OSVM, was developed by Tax et al. [251]
and called SVDD. Rather than learning a linear hyperplane that separates the data from the origin
in the transformed space, SVDD surrounds the nominal data with a hypersphere of radius R € R
and center a € R?, as illustrated in Figure 2.10. The aim is to find the optimal hypersphere with the
minimum radius that encloses all the nominal data points.

Concretely, given N training data points of dimension d € N*, X = (xy, ...,Xy), where x; € R¢
and ¢(.) a function that maps the original data point into a novel space, SVDD minimizes the
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Figure 2.10: Overview of the SVDD approach, extracted from [129].

following objective function:
RP+CY & (2.20)
i
subject to ||¢(x;) —al|> <R*+ &, and & >0,

where &; are slack variables and C is a trade-off hyperparameter that balances the hypersphere radius
minimization and the violation penalty of the boundaries with the slack variables. The resulting
model segregates test inliers and outliers based on the distance from the hypersphere center, where
a data point is deemed anomalous if:

¢ (x;) —al[* > R 2.21)

Similar to OSVM, a dual formulation of this constrained optimization task can be defined using the
Lagrange multipliers:

Z(Xl'(Xl',X,') —l—ZOﬂ,’Ole(Xi),Xj) (2.22)
i i,j
subjectto 0 < o; < C, and Zoc,- =1,

1

where K (x;,x;) = (9(x;),9(x;)) is the kernel matrix. Finally, we note that OSVM is equivalent to
SVDD, when trained with the Gaussian kernel.

2.3.3.3 AD With Classification-Based Approaches

Classification-based approaches, and particularly OSVM and SVDD, are widely studied and
applied in network AD. An interesting discussion about OCC can be found in [5]. Tran et al.
[256] proposed a OSVM-based method, tailored to network traffic AD. The authors first collect
the nominal network traffic and extract some flow statistics with the open-source network monitor
tool: Tepstat [114]. Tepstat computes 20 metadata features, but only 5 features were involved in
this study: the number of Internet Control Message Protocol (ICMP) packets, the number of TCP
packets, the number of UDP packets, the average packet size, and the standard deviation of packet
size. Then, the classical OSVM is used to learn a classifier that recognizes the normal behavior of
the network based on these metadata. A Gaussian kernel was selected and the evolving training
model method [257] was used to find the optimal hyperparameters: C and the standard deviation &
of the Gaussian. Evaluated on the DARPA intrusion detection dataset, OSVM reports promising
results, with high Area Under the Curve of the Receiver Operating Characteristics (AUROC) and a
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low false alarm rate. More recently, Chen and Li [65] proposed a lightweight SVDD-based anomaly
detector, designed to recognize malicious attacks in wireless sensor networks. The main distinction
of this approach is its low power consumption, which is adapted to resource-constrained wireless
sensors. In the same line, the study of Jha and Ragha [124] investigates the efficacy of OSVM
and SVDD when applied to network intrusion detection. They mainly discuss the strengths and
limitations of these classical methods, which will be presented in the next section.

2.3.3.4 Strengths And Weaknesses Of Classification-Based AD

Among all AD methods, classification-based approaches have the advantage of relying on the
kernel trick and optimizing a few free parameters, the parameters of the decision boundary [6].
Nonetheless, they have numerous technical limitations that should be addressed. To begin with,
the kernel matrix computation with respect to all the training data is computationally expensive,
with a quadratic complexity cost. A second shortcoming is related to its significant sensitivity to
user-defined hyperparameters, i.e., the balancing parameter C and the choice of the kernel family
[6]. This issue was criticized by Manevitz and Yousef [165] in their study that investigates OSVM
performance for document classification. They stated that this approach “turns out to be surprisingly
sensitive to specific choices of representation and kernel in ways which are not very transparent.
[...] Since the difference in performance is very dramatic based on these choices, this means that the
method is not robust without a deeper understanding of these representation issues”. Additionally,
OSVM assumes that the origin of the kernel-based transformed space represents the anomalous
class, and the data can be linearly separated from the origin in this space. This assumption may be
sub-optimal and can result in a degenerate solution, i.e., where w = 0 and b = 0, if the used kernel
is inappropriate. For example, mean-centering the kernel matrix may cause a degenerate solution
[6]. An even more critical limitation is encountered with high-dimensional data points. We note
that the dual formulation of the optimization process requires the computations of the data kernel
matrix. Besides the quadratic cost of the kernel computation, in high-dimensional space, the data
become sparse, and computing the relative distance may be less informative [6, 7]. The presence of
irrelevant features may impact the performance of these classical methods and feature engineering
and selection are critical in this setting [223]. Unfortunately, the feature selection requires prior
knowledge about inliers and outliers, which is lacking in semi- and unsupervised AD (cf. Section
2.2.3.1).

Hybrid models have been proposed to improve the sub-optimal performance of classical
methods for high-dimensional data. Two-step approaches are introduced in the literature. Firstly,
a dimensionality-reduction-based method, e.g. PCA or AE, is used to retain the most important
features and discard irrelevant ones. Then, a classical classification approach, e.g., OSVM or
SVDD, is applied to this compressed representation to detect anomalous data. The main intuition
here is to project the input data into a lower-dimensional feature space, where pairwise distance
computation is easier and more constructive. The overall workflow of this paradigm is illustrated in
Figure 2.11.

Dimensionality reduction One-class classification

Pretrained Compressed OSVM or Anomaly scores

Data — | neural Network | — Data SVDD or labels

Figure 2.11: Hybrid model workflow.

The literature review shows that hybrid methods are more convenient than classical one-class
classifiers, particularly with high-dimensional data [177, 96]. In this case, hybrid models improve
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detection accuracy and reduce the overall training time. Nonetheless, a closer look reveals multiple
shortcomings that need to be addressed. The first limitation relates to the first step of dimensionality
reduction, which is not optimized for the task AD. Indeed, the compressed data representation
is learned separately before optimizing the one-class classifier. As such, the first step focuses on
reducing the data dimensionality and is unaware of the subsequent AD task. Important features that
are irrelevant to the dimensionality reduction task but represent key information regarding anomalies
may be disregarded [293, 58, 198]. The second shortcoming of these hybrid models consists in
their sensitivity to training contaminants. The first step of dimensionality reduction assumes the
availability of anomaly-free training data to train the underlying model. In the case when the data
are contaminated with unknown outliers, which is common in real-world applications, the model
may learn a biased representation of the norm, with a skewed lower-dimensional space where
inliers and outliers are well-represented. That is, the extracted features become less distinguishable
and it becomes difficult to segregate them with the subsequent one-class classifier AD [160].

Another promising line of research solely relies on artificial neural networks, where the
representation learning objective is directly tailored to AD. The subsequent section presents a
review of recent literature on neural network-based one-class AD.

2.3.4 Neural Network-Based One-Class Classification

The aim of this part is to review two of the most prevalent neural network-based one-class clas-
sifiers: One-Class Neural Network (OCNN) and deep Support Vector Data Description (dSVDD).
In the following, we will introduce the concept and the functional form of artificial neurons and
Feed-Forward Network (FFNs). Then, we will develop OCNN and dSVDD.

2.3.4.1 Artificial Neurons And Feed-Forward Neural Networks

Artificial neural networks are mathematical computational learning models that were initially
developed to simulate information processing in biological systems [174]. Indeed, the biological
nervous system is constituted of a large network of computational cells, denoted as neurons.
Neurons receive stimuli from other neurons and learning new knowledge consists in adjusting the
synaptic connection between these cells. Artificial neural networks build on an analogy with this
biological system and propose a mathematical model, a.k.a., Perceptron model [174]. This most
basic model is illustrated in Figure 2.12, extracted from [6].

INPUT NODES INPUT LAYER

Figure 2.12: Single- (left) and multi-layer (right) neural networks, extracted from [6].

This model contains two layers of neurons: a first layer referred to as the input layer and a
second layer denoted as the output layer, with a single artificial neural. The number of neurons
in the input layer is equal to the dimension of the processed data. Formally, let x = (x1,...,x4) a
d-dimensional input data point, x € R?. The output neuron receives stimuli from the input neurons,
with weighted synaptic connections w € R?. This cell performs a computations function and
accordingly, outputs the result o € R as follows:

0=D(wx+b) =D() wixi+b). (2.23)

45
Cette thése est accessible a I'adresse : https://theses.insa-lyon.fr/publication/2022ISAL0124/these.pdf
© [N. Najari], [2022], INSA Lyon, tous droits réservés



Chapter 2. Anomaly Detection

b € R is the bias term and P is the activation function. This activation function is often a nonlinear
function that is used to introduce nonlinearity in the learning process. The most common activation
functions are the sigmoid, the hyperbolic tangent, and the Rectified Linear Unit (ReLU) functions.

The Perceptron is the most basic architecture of neural networks. A more advanced architecture
is the FFN, a.k.a., the Multi-Layer Perceptron (MLP). This model is constituted of multiple layers,
with weighted synaptic connections between all the neurons of two adjacent layers (cf. Figure 2.12).
The information can propagate only from the input to the output, i.e., from left to right, which
justifies the name feed-forward neural networks. This model comprises at least three layers: an
input layer, one or multiple hidden layers, and an output layer.

can be used to model any nonlinear representation, hence the name of “universal function
approximators”. These models aim to infer a complex nonlinear function from a finite set of data
points. In general, the supervised learning paradigm is used for their training. The underlying data
are labeled and the parameters of the model are iteratively adjusted to minimize the training error,
i.e., the difference between the actual output and the expected one. For this reason, the gradients of
the classification errors are computed and “back-propagated” to adjust the weights. The objective
is to determine the global minimum of the training error that allows the model to generalize the
inferred function to novel unseen data.

However, the classical supervised training of FFNs requires a labeled training subset, which is
lacking in AD (cf. Section 2.2.3.1). OCNN and dSVDD are specific FFNs that was semi-supervised
AD and their training does not require data labels. The following section presents an overview of
these two models.

2.3.4.2 One-Class Neural Networks

A first attempt to define a one-class training objective of an end-to-end FFN was introduced by
Chalapathy et al. [58]. The key insight consists in replacing the classical one-class classifier of the
hybrid models with a single-layer FFN. Indeed, this approach is inspired from deep learning-based
transfer learning, which stacks two neural networks: the first model is a deep neural network that
is pre-trained on a large dataset and that serves as a generic feature extractor, and the second model
is a classifier that is fine-tuned on the input data to perform a specific task[104].

Feed-Forward
Neural Network

. nput idden utput
Freeze Weights o Meves vt
/_/ﬁ
m—» Encoder —;E—b Decoder ﬂ m Encoder #E—}
Oirr‘éﬂi”“ Reconstructed ?;;Eiml
input
Compressed . g Compressed
representation representation
(a) Autoencoder . (b) one-class neural networks.

Figure 2.13: The workflow of one-class neural networks, extracted from [58]

Building on this insight, the authors propose a neural network architecture comprised of a
pre-trained encoder that compresses the high dimensional data, followed by a one-hidden-layer
FEN (cf. Figure 2.13). They particularly propose a two-step training strategy that firstly trains a
vanilla AE, which will developed later in Section 2.3.5.1, to reconstruct the nominal data and then
uses the frozen parameters of the encoder as a feature extractor. These encoder outputs are fed
to the second neural network classifier to segregate inliers and outliers. The proposed objective
function of the second step is very similar to that of OSVM and is defined as follows:

46
Cette thése est accessible a I'adresse : https://theses.insa-lyon.fr/publication/2022ISAL0124/these.pdf
© [N. Najari], [2022], INSA Lyon, tous droits réservés



2.3. Classical Methods for Anomaly Detection

n}vigi|w| 24 %\ V2 + % X max(0,b— (w,s(vx)) —. (2.24)
where w € R? and b € R are the parameters of the hyperplane that separates inliers and outliers, v
is the weight matrix of the classifier network, and s is the Sigmoid activation function. In fact, this
objective function simply replaces the kernel mapping function of OSVM with the output of the
new FFN.

However, this objective function is not convex and the optimization may get stuck in local
optima. To address this issue, the authors propose an alternate minimization approach, which
alternates between minimizing the parameters {w,v,b}. It first fixes the parameter b, i.e., the
distance of the hyperplane to the origin, and optimizes the weights w and v. Then, these optimal
parameters are fixed and it minimizes the objective with respect to b. We refer the reader to [58] for
a detailed description of the optimization process and the hyperparameter selection.

OCNN inherits most limitations of hybrid classifiers, principally the disjoint training of the
encoder and the classifier (cf. Section 2.3.3). Besides, the non-convex formulation of the objective
function may result in non-global optima and requires a more complex training strategy. An
alternative approach, referred to as deep SVDD, which was inspired by the classical SVDD, was
proposed in the literature.

2.3.4.3 Deep Support Vector Data Description

Ruff et al. [225] introduced dSVDD, that builds on the kernel-based SVDD and trains a FEN to
find the optimal hypersphere that encloses the nominal data. The main distinction between SVDD
and dSVDD is that the latter jointly learn a data representation that extracts the most useful features
along with the one-class classification objective.

Let 2 € R? be a d-dimensional input space, .# € R” be a p-dimensional output space, and
f(,W): 2" — Z aneural network comprised of L € N layers and defined with a matrix weights
W = {w',...,wlt}, where w' are the layer weights. The goal of dSVDD is to jointly learn the
parameters W that project the input data into a lower-dimensional space % and minimize the
volume of the hypersphere that encloses the nominal data. This sphere is defined with a radius
R € R* and a center ¢ € R”. All in all, dSVDD optimizes the following objective function:

A

L
5 Y w1 (2.25)

N
g}sz + ;;max{O, | f(xi, W) —c||> —R*} + )3
Similar to SVDD, this objective includes three terms: the first part minimizes the hypersphere
volume R?, the second part penalizes the points that fall outside the boundaries, and the last term is
a regularization over the weight parameters W.
Once the training is complete, the model can be applied to novel unseen samples to assess their
anomalousness. The data is projected into the output space .% and the distance of the representation

from the center is used as the anomaly score, i.e., || f(x;, W) — c||.

2.3.4.4 AD With One-Class Neural Networks And Deep Support Vector Data Description

Despite the outstanding popularity of OCNN and dSVDD-based AD in some fields, e.g.,
computer vision and video analysis [236], their application in network traffic analysis remains
limited. Additional studies are required to understand more completely the potential of these
approaches in this application domain.

2.3.4.5 Strengthes And Weaknesses Of One-Class Neural Networks And Deep SVDD

The advantages of these approaches are twofold. First, one-class methods and their deep
variants are well explored in the literature, with a strong theoretical background and foundations.
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Second, it is no longer required to select a suitable kernel function that is adapted to the underlying
data. Deep models jointly learn the transformation from the data, which alleviates the limitation
of the sensitivity to the kernel choice [201]. Besides, this reduces the quadratic complexity of the
kernel matrix computation, which is more efficient with large training datasets. However, the main
limitation of dSVDD is related to the assumption that the data can be enclosed in a hypersphere.
Indeed, when the nominal data present complex distribution with a mixture of multiple behaviors,
projecting these data into a single compact hypersphere may be sub-optimal and can lead to poor
results [201]. Furthermore, in some situations, particularly when including the hypersphere center
in the optimization (cf. Equation 2.25), the training of dSVDD may result in a trivial solution,
a.k.a., hypersphere or mode collapse, where the network projects all the data points in the center of
the hypersphere. As such, specific requirements are defined to prevent such collapses, e.g., only
unbounded activation functions must be used and bias terms should be omitted [70].

More recent attention in the literature has focused on reconstruction-based AD. These methods
will be developed in the following section.

2.3.5 Reconstruction-Based AD

Reconstruction-based AD, learns to compress the nominal data points into a low-dimensional
representation and reconstruct the original data based on these compressed encodings. In other
words, these methods learn to extract the most important information of the norm by mapping the
data into a subspace of lower dimensionality, with the least reconstruction error. Since anomalies
generally comprise non-representative features, it is harder to project them in this subspace without
significant loss of information, which results in a larger reconstruction error.

Reconstruction-based anomaly detectors are extremely prevalent in the literature and various
architectures have been proposed. This section presents the most common reconstruction-based
models, namely AEs, VAEs, NFs, and sequence-to-sequence models.

2.3.5.1 Autoencoders

AEs, a.k.a., replicator and auto-associative neural networks, [33] are a specific type of artificial
network networks that are developed for unsupervised dimensionality reduction. These neural
networks have been introduced to learn an encoding function that projects the data into a lower-
dimensional space, with a compressed representation, a.k.a., encoding. Then, this compressed
representation is decoded back into the original space in order to reconstruct the original data. The
aim is to find the optimal compression/decompression function with the minimal information loss,
such that the reconstructed data and the input ones are similar.

Encoder Decoder -
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Figure 2.14: The architecture of AEs, adapted from [80].

Following this first description, AEs present an encoder-decoder architecture, constituted of
two parts: a first “encoder” function f(.) that maps the data into the latent space, and the second
“decoder” function g(.) that reconstructs the input. The overall architecture is displayed in Figure
2.14. The objective is to minimize the reconstruction error, i.e., the difference between the initial

48
Cette thése est accessible a I'adresse : https://theses.insa-lyon.fr/publication/2022ISAL0124/these.pdf
© [N. Najari], [2022], INSA Lyon, tous droits réservés



2.3. Classical Methods for Anomaly Detection

data x € R? and the reconstructed data g(f(x)):

min|[x — g(f(x))] > (2.26)

One trivial solution to this optimization problem is the the identity functions, i.e., f(x) = x
and g(x) = x. However, this solution is not useful for the underlying representation learning
task. To prevent this trivial solution, a form of regularization is required. The most common
regularization introduced in AEs is to constrain the dimension of the latent space to be less than the
input dimension, a.k.a., a bottleneck. As such, the model is forced to keep only the most relevant
information required to reconstruct the data, and consequently learns the data informative properties.
It is noteworthy that there exist numerous other regularization techniques, such as sparse encoding
[191] and denoising AEs [263].

Generally, the encoder and the decoder of AEs are two FFN comprising multiple layers, each of
which is followed with a non-linear activation function. This non-linearity allows the AE to learn a
non-linear manifold and extract the non-linear data properties. Multiple possible configurations
have been proposed in the literature. We refer the reader to this survey [28], which reviews the
most common types of AEs. AEs can be trained in an end-to-end manner or trained layer-by-layer
separately, a.k.a., stacked AEs.

Recently, generative AEs, and particularly VAEs and NFs, have been extensively used in AD
[207]. They allow to model the underlining generative process of the nominal data, and outliers are
extreme observations that violate this generative model. Even though their global design is similar
to the classical discriminative AEs, an additional generative assumption about the data is required.
The following section introduces the variational inference setting and focus on VAEs and NFs.

2.3.5.2 Variational Autoencoders And Normalizing Flows

In general, generative models aim to find the optimal parameters 6 that maximize the likelihood
po(x) =E,;)[pe(x[z)], where z is the model latent variable and p(z) is a predefined prior. They
empirically select the optimal parameters that maximize the log-likelihood

= argmax, log pg(x). (2.27)

However, this likelihood is intractable because of the marginalization over the latent variable z:

po(X) =y [po(x|z)] = / po(x|2)p(2)dz (2.28)

Variational inference aims to approximate the posterior probability p(z|x) with a parametric
distribution g4 (z|x), parameterized by ¢. Regardless of the choice of the latent distribution, we can
reformulate the log-likelihood as follows:

log pg(x) > Ey[log pe(x]z)] —Dki[ge (z]x)||p(2)] = —F (x), (2.29)

where g (z|x) is the approximate posterior distribution for the latent variables, and .7 is the negative
free energy, a.k.a., the evidence lower bound (ELBO). This energy comprises two terms. The first
term is the reconstruction error, and the second one represents the KL divergence between the
approximate distribution and the prior distribution.

A common choice of the approximate posterior distribution g (z|x) is the multivariate Gaussian
with the diagonal covariance structure:

z~ qy(z|x) = A (21, 6°0), (2.30)

L is the mean of the approximate posterior, and 61 is the diagonal covariance matrix.
VAE, introduced in [133], can be seen as a probabilistic version of vanilla AEs, where the
encoder (cf. e, in Figure 2.15) models the data in the latent space with a parametric probability
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Figure 2.15: The architecture of variational autoencoders, extracted from [103].

distribution, i.e., the multivariate Gaussian with the diagonal covariance. Similarly, the decoder (cf.
d, in Figure 2.15)) learns to reconstruct the input data using latent representations sampled from
the latent distribution. To this end, the decoder estimates the parameters of the output distribution,
represented by a second multivariate Gaussian. This probabilistic formulation allow the model not
only to reconstruct the initial data but also to generate novel data points, hence the name “generative
AE”. VAE training consists in minimizing the training data free energy defined in Equation 2.29.

VAESs assume that the data can be well-modeled in the latent space with a Gaussian distribution,
In some cases, the input data present multiple complex patterns, which can not be accurately
represented with such parametric distribution (cf. Section 2.3.2.1).

To model more complex nominal patterns, NFs propose a richer parametric family of approxi-
mate posterior distributions. NFs transform an initial density function, i.e., the classical Gaussian
distribution, to a more sophisticated one, by applying a sequence of invertible transformations (cf.
Figure 2.16). Formally, let zg € R? be a random variable that follows a probability distribution

fl z0 fz Zi— 1 fz+1 zz
0 OENS @ -

Figure 2.16: An example of a normalizing flow model adapted from [273]

qo(2o) and f : R? — R? an invertible mapping. We can transform z to z; by applying a series of
M € N* mappings:

zk:fMO-~-ofl(ZO)~ (231)
The probability distribution of the novel vector z; is defined as follows:
M P —1
ai(z) = qo(zo) [ ] |det 5 Ji ; (2.32)
k=1 Zk-1

where go(zo) is the initial distribution before applying the M mapping. Generally, go(zo) =
N (z; 4, 6°1). Thus, the log likelihood of the transformed density gp(zy) can be written as :

d fx
0z

M

log gu (zu) = logqo(z0) — )
k=1

det

(2.33)

Finally, the free-energy function can be rewritten as :

9 fi

det
eai1

F (%) = Egy () [log go (o) Z log
=1

—logp(zm)] — gy [logp(X|zu)].  (2.34)
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In practice, and for a scalable inference, NFs must satisfy several requirements. Particularly,
the transformation needs to be invertible and with easy computation of the Jacobian determinant
det 8‘3{ . -. Several architectures have been proposed in the literature, including planar and radial
flows [216], coupling flows [83], autoregressive flows [135]. For example, planar flows [215]
transform the latent variable z as follows:

f(z) =z +uh(w'z+b), (2.35)

where w € R?, u € R%, and b € R are trainable parameters, and A(.) is the non-linear ranh function.
The Jacobian determinant of this transformation is:

det‘—|1+u w(z), (2.36)

where
v(z) =W (w'z+b)w (2.37)

Using equation 2.33, we deduce the novel density:

log gy (zm) = 1ogqo(zo) Z\Hu (z-1)]- (2.38)

In the case of NFs, the posterior distribution g4 (z|x) is approximated with the flow density
qam(zm), i.e., ¢y (z|x) = qu(zp). Consequently, the free energy is given by [216]:

d fi

det
dZk—1

] = Eqgya)[l0g p(x, 20m)]- (2.39)

M
tg.(x) = ]Eq()(Z()) [log qo(Zo)] - qu(Zo) [Z log
k=1

2.3.5.3 Anomaly Detection With AEs, VAEs, and NFs

Reconstruction-based AE involves a two-step approach. Firstly, an AE, VAE, or NF, is trained
to reconstruct the nominal network traffic data. Secondly, the reconstruction scores of this model
are used as anomaly scores: the higher the reconstruction score, the higher the probability that the
observation is anomalous. Multiple popular AE-based architectures have been proposed in the AD
literature, e.g., Deep Autoencoding Gaussian Mixture Model (DAGMM) [293], Adversarial AEs
[163], USAD [21], MSCRED [291].

A series of recent studies has explored the efficacy of these models in network traffic AD [244,
23, 113, 66]. Song et al. [244] have discussed the design of an AE-based NIDS. The performance
of this approach was empirically assessed on three intrusion detection benchmark datasets: the
NSL-KDD [196], the IoTID20 [259], and the NB-IoT [176] datasets. In this study, AEs have shown
very competitive results on the three datasets. Additionally, the authors demonstrated that the results
are significantly sensitive to the model capacity and the number of neurons in the latent layer. They
particularly observed that performance tends to improve on these datasets with higher model sizes,
i.e., with more trainable parameters. As such, the model design and the overall architecture must
be carefully selected to grant optimal detection performance. A recent study by Altaha et al. [14]
has compared the accuracy of AEs in detection network attacks, against different supervised deep
learning algorithms, including FFNs, Convolutional Neural Networks (CNNs), and Long Short
Term Memory based Recurrent Neural Networks (LSTM-RNNs). For this purpose, they installed
a network testbed comprising three computers and they used a Kali Linux machine to execute
network attacks: DoS and malicious packet injection. AEs show better results than the other neural
networks. Another AE-based IDS was proposed by Choi et al. [68]. Four well-known architectures
were explored: a basic AE, denoising AE, stacked AE, and variational AE. The four models share
the same architecture, with three hidden layers comprised of 32, 16, and 32 units, followed by the
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ReLU activation function. The experiments were conducted on the NSL-KDD dataset [196]. The
four models show relatively similar performances and the best results are reported with the stacked
AEs.

Zavrak et al. [288] proposed a VAE-based anomaly detector designed to detect unknown
network attacks from flow metadata. The authors conducted an empirical experiment on the
CICIDS17 benchmark dataset, where they compared VAE, vanilla AE, and OSVM performances.
Overall, VAE show the best performance is reported, with a higher AUROC.

2.3.5.4 Sequence-to-sequence Models And Transformers

All the aforementioned methods focus on the problem of AD in iid data, where it is supposed
that there is no chronological order between the samples, and each data point can be analyzed
independently from the other points. This assumption can be violated in practice, where there
may exist data temporal dependencies, and modeling these relationships is crucial to detect con-
textual and collective outliers (cf. Section 2.2.2). In this section, we present the most common
reconstruction-based approaches that address this problem: sequence-to-sequence models and
Transformers. More comprehensive reviews can be found in [41, 156, 144, 69, 46, 74]. This topic
will be revisited in Chapter 5 of the thesis.

Despite a similar outline, anomaly detection in temporal-data presents key characteristics
that set it aside from that in non-temporal data. Indeed, the criterion used to detect anomalies in
non-temporal data is according to their deviations from the rest of the data. The task is slightly
different in time series data. Here, the context is key, where a sample observed at a timestamp ¢ can
influence the immediate following samples occurring in the following timestamps. A data point or
a set of data points that are considered anomalous in a specific context can be nominal in another
one. Let us consider an example of a contextual anomaly in the monthly values of temperature,
illustrated in Figure 2.17. A low value of temperature recorded in December, cf. ¢, in Figure 2.17, is
normal. However, this same value reported in June, i.e., #; in Figure 2.17, is considered anomalous.

Monthly Temp

//\/\/ \»’{2 |

Mar  Jun Sept Dec Mar Jun Sept Dec Mar Jun Sept Dec

Time

Figure 2.17: An example of a contextual anomaly in a temperature time series data, extracted from

[63].

Sequence-to-sequence models [247] are among the most common approaches used to model
sequential data. These models have an architecture that combines AEs and Recurrent Neural
Network (RNNs), as illustrated in Figure 2.18. The encoder and the decoder of this model are two
RNNs, e.g., LSTM-RNNs or Gated Recurrent Unit based Recurrent Neural Networks (GRU-RNNs).
The encoder learns a latent representation of the input sequence by updating its hidden state and the
decoder learns to regenerate the original data using the last hidden state of the encoder. Similar
to vanilla AEs, the training of these sequence-to-sequence models consists in minimizing the
reconstruction error (cf. Equation 2.26).

Within the reconstruction-based category, Transformers [260] have shown exemplary perfor-
mance on diverse tasks and various domains such as Natural Language Processing (NLP), computer
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Figure 2.18: Sequence-to-sequence model, extracted from [73].

vision, audio processing, and AD [152]. Recently, these models have attracted a growing attention
in the literature and a wealth of recent surveys have been proposed to recover Transformer-based
approaches and architectures [152]. Indeed, this increasing interest resulted in various derivative
models tailored to AD, e.g., TranAD [258] and AnomalyTransformer [279]. In the following
section, we aim to introduce the vanilla architecture of Transformers and its components. Then, we
review the latest studies that apply Transformers to network traffic AD. Finally, we conclude this
part with the strengths and weaknesses of these models.

The classical Transformers [260] are sequence-to-sequence models with a multi-layered
encoder-decoder architecture. The overall architecture of Transformers is depicted in Figure
2.19. Both encoder and decoder are constituted by stacking a set of identical blocks. Each bloc com-
prises two sub-layers: a multi-head self-attention layer and a position-wise FFN. In the following
subsections, we will present the main building components of the vanilla Transformer.

Input Embedding And Positional Encoding The input sequence comprises an ordered
set of tokens, e.g., words in text processing or flows in network traffic analysis. The first step
is to convert these tokens into a unified format, defined with a numerical vector representation.
The objective of the embedding layer is to map the input data into a multi-dimensional space of
dimension d,,,4.; € N. In this space, semantically similar tokens should have close representations.
This transformation is modeled in vanilla Transformers with a linear layer parameterized with a set
of learnable parameters.

Then, the positional encoding module is used to model the token order in the sequence. Since no
recurrence is involved, this operation can be seen as an additional information injection to explicitly
provide the model with the temporal order of the sequence data points. Vanilla Transformers use
cosine and sine functions to model the location of a token in a sequence. Indeed, the authors
propose encoding each dimension of the encoding vector with a specific sinusoid. Let X5 € Rmodel
be a d-dimensional input vector, where pos € N is the position of the token in the sequence Even
dimensions 1 < 2i < dj4e1 Of Xpos are represented with the following vector:

. . pos

PE(pos,2i) = sin (2,) . (2.40)
1 0000 dmodel

Odd dimensions 1 < 2i+ 1 < d,;,4¢; are modeled as follows:

PE(pos,2i+1) = cos (pos2> (2.41)
10000 modet
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Figure 2.19: The transformer architecture, extracted from [260].

The authors justify the choice of these functions because they present linear properties and a
linear offset PE(pos+k,.), where k € N, can be reformulated as a linear function of PE(pos,.).
It is noteworthy that other positional encoding strategies have been proposed in the literature. A
detailed overview of these methods is provided in [89].

Attention Modules The fundamental idea that contributed to the development of Trans-
formers is the attention. This module has mainly contributed to the extraction of long-term
dependencies, a main challenge encountered by classical RNNs [128]. Let us introduce the key
idea behind attention and the functional form of this layer.

Attention [25] was initially inspired by human biology. Indeed, the human visual system tends
to selectively focus on some salient part of an image, and ignores all other less important parts,
which are irrelevant for the perception task [280]. Likewise, in NLP, understanding the meaning
of a world requires focusing on the adjacent context. Artificial attention was introduced to allow
artificial neural networks to model this notion of relevance by paying more attention to relevant
information of an input [64].

From a mathematical point of view, vanilla Transformers use Query-Key-Value (QKV) attention
model. Given three data matrices, a Query matrix Q € RV *@mue 3 Key matrix K € RN *dmoae and
a Value matrix V € RV*@model | the attention score is computed with the scaled dot-product attention,
given by:

T

. Q
Attention(Q, K, V) = softmax(——
Vv dmodel

JV = AV, (2.42)
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QK’
V dmodel . . .
the key and the query matrices. In other words, for three matrices Q, K, and V, the attention

computes the dot-product of the queries and the keys and rescales it with the softmax function.
Then, the output is defined as the weighted sum of V with the attention scores.

Self-Attention Vanilla Transformers introduce the notion of self-attention, which is as an
attention layer where Q, K, and V are defined using the same sequence: the input X. Indeed, the data
X are firstly projected with three matrices W2 € Rénoder*di WK ¢ Rnoderd and WY € Rbmoder
as follows:

where A = softmax ( ) is called the attention matrix, which quantifies the similarity between

Q=XW2 K =XWK Vv=XxW". (2.43)

Then, the self-attention output is computed using Equation 2.42. Given an input sequence, the
self-attention allows quantifying the relevance of each token with other tokens of the same sequence.

Multi-Head Self-Attention Instead of using a single attention function, vanilla Transformers
use multi-head attention. The authors found that it is more optimal to learn # > 1 projections that
transforms the d,,,4.;-dimensional query, key, and value matrices into a new space of dimension
dy= %. Each projection is then processed with an attention head according to Equation 2.42.
The model finally concatenates all the head outputs into a single representation and projects it back
into the original d,,,4.;-dimensional space. Formally, the multi-head attention process is defined as
follows:

MultiHeadAttention(Q, K, V) = Concat(heady , ..., head, )w?, (2.44)
where head; = Atrention(QWZ, kWX VW), (2.45)

1

WiQ, WK and WY € Rénae*d are the respective head projection matrices, WO € Rikxdnodel jg
the output matrix, and Concat is the concatenation function. According to the authors, multi-head
attention has the advantage of leveraging diverse information from the 4 projection sub-spaces,
which results in a more informative representation. Vaswani et al. [260] use 2 = 8 and d,;;p40; = 512.

Masked Self-Attention The Transformer decoder introduces a layer called masked multi-head
self-attention. Since the output sequence is autoregressively generated, this layer is used to prevent
the decoder from attending to future tokens and restrict the attention to previous positions. For this

reason, the authors propose a look-ahead mask function that hides the sequence of future tokens.
QK"

. \% dmod.e[ . . .

the matrix column. Consequently, applying the softmax function to this masked matrix outputs an

upper triangular matrix, where the attention values of the upper diagonal elements, corresponding
to future tokens, are equal to zero.

Concretely, this is done by setting | lij = —eo when i < j, i refers to the matrix row and j to

FFNs Multi-head attention layers are followed by FFN, containing two linear transformations
and a ReLLU function in between. Let X € RV >l 3 data matrix, the output of this layer is:

FFN(X) = ReLU (XW{ +b; )W, + by, (2.46)

where W, € R%mder*df and W, € R *dmoter are the weight matrices of the linear projections,
b, € ]R? and b, € Ri odel are the biases, and dy is the dimension of the latent layer. This dimension

is set to dy = 2048 in [260] and typically selected to be larger than d,;,4;-

Residual Connection And Normalization The Transformer comprises a stack of multiple
blocks with many layers. To mitigate a potential gradient vanishing problem, a residual connection
[112] is employed after each layer. which is followed by Layer Normalization [24]. All in all, for
an input matrix X, the “Add Norm” performs the following computations:

AddNorm(X) = LayerNorm(MultiHeadAttention(X) + X), (2.47)

where LayerNorm is the conventional layer normalization strategy introduced in [24].
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2.3.5.5 Anomaly Detection With Sequence-to-sequence Models And Transformers

Transformers have achieved astounding results in numerous artificial intelligence fields and
application areas such as NLP, computer vision, and audio processing [152]. Recently, a wealth of
studies has explored the efficacy of this model in time series AD [272].

Tan et al. [250] propose an approach called Attention for Network Intrusion Detection (ANID),
which applies Transformers to network flow-based detection. The authors compare the performance
of this model against two classical baselines: BLSTM-RNNSs and conditional random fields, on the
CICIDS17 benchmark dataset. The empirical evaluation revealed the advantage of Transformers,
with higher precision and recall, and lower false positive rates. Besides the better detection
performance, Transformers benefit from parallel computing and report shorter training and testing
time, compared to BLSTM-RNNs. The former speed of training is 17 s/epoch while the latter is
22 s/epoch. Likewise, a series of recent studies have shown the advantage of using Transformers
over classical methods in network intrusion detection [150, 250, 167]. Benefiting from the self-
attention mechanism and parallel computations, Transformer-based anomaly detectors show a
higher detection performance and a more efficient training process.

Besides vanilla Transformers, some publications, e.g., TranAD [258] and MT-RVAE [268],
propose combining the Transformer-based architecture with common generative models, Generative
Adversarial Networks (GANs) and VAEs, to further improve the model performance. For example,
Tuli et al. [258] propose an adversarial training of a model constituted of two Transformers. While
one sub-network learns to accurately reconstruct the time series data, the second sub-network goal
is to distinguish between the original data and the artificial reconstructed ones by the first model.
According to the authors, this strategy allows the model to be more robust to noisy data and to gain
training stability. Furthermore, an ablation study shows that the use of Transformers as backbone
models in this approach is key to extracting long-range dependencies and reliably detecting outliers.
As far as we know, no previous research has investigated the efficacy of these variations in network
intrusion detection. Additional studies are required to understand their potential in this field.

2.3.5.6 Strengths And Weaknesses Of Reconstruction-Based AD

Among the existing FFNs, AE-based AD has become ubiquitous thanks to multiple assets. To
begin with, AEs are generic and can be applied to different types of data. The key intuition of this
paradigm is elementary and straightforward, and thence the common use of these approaches in
multiple applications. Then, multiple architectures have been proposed, which results in a wide
choice of AE-based approaches available for researchers and industry players. In spite of that,
there are still some important issues that should be addressed. The main limitation concerns their
sensitivity to training anomalies. Indeed, these methods assume the availability of anomaly-free
training data. However, even a few contaminants can completely skew the projection so that to
minimize their reconstruction errors, a.k.a., the problem of anomaly masking [61]. In theory, and
AEs are universal approximators, and with enough capacity, they can be flexible enough to model
the minority of training contaminants. In this case, it is no longer possible to distinguish inliers and
outliers on the basin of the reconstruction error. The robustness of these neural networks will be
discussed in more detail later in the thesis. In short, it is of paramount importance to develop more
robust AE-based approaches, which are not influenced by noisy data and training anomalies. This
has been previously assessed only to a limited extent due to the peculiar difficulty of this task.
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2.4 Conclusion

In this chapter, we presented a global overview of the AD problem. Three main aspects were
investigated to provide an overall understanding of this challenging task: the data, the different
anomaly categories, and the literature AD methods. We first discussed the IP traffic data structure
and we explored the most common anomaly causes in this field. We advocated the design of generic
models, where no prior knowledge about the anomalous class is required. Then, we presented a
more generic taxonomy of AD. We provided the most popular generic definitions of an anomaly, we
clarified the distinction between the different terminology used in the literature, between anomaly,
outlier, novelty, and noise, and we discussed the main assumptions followed to detect anomalous
data. Then, we provided a broad categorization of anomalies based on their inherent characteristics.
In particular, three main categories were identified: punctual, contextual, and collective anomalies.
Finally, we provided a global overview of the AD methods of the broad literature. We started by
reviewing the methods tailored to punctual AD. We have grouped these approaches into different
families. For each family, we introduced the overall theoretical principle and the most recent
publications that apply these approaches to network traffic AD. More importantly, we meticulously
discussed their strengths, weaknesses, and challenges. The same process has been repeated for
contextual and collective AD, where we extended our review to time series data.

From our review, we shed the light on a central limitation that hinders the performance of the
literature methods: the critical sensitivity to training contamination. This shortcoming appears
when the training data contain an unknown ratio of outliers, and significantly degrades the model
performances. In the following chapters, we tackle this robustness problem by the mean of robust
reconstruction-based representation learning.
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Robust Autoencoders for Unsupervised Anomaly
Detection

“It is a part of probability that many improbable things will happen.”

Aristotle
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3.1. Problem Statement

As we have seen in the previous chapter, anomaly detection is a tricky problem. Detecting
anomalous data points helps researchers and industrials acquire more precise knowledge about
the data and define an appropriate strategy to anticipate and prevent potential failures. As such,
machine-learning-based anomaly detectors are nowadays widely used in multiple application areas,
such as healthcare, cybersecurity, and autonomous vehicles [51]. However, most machine learning-
based anomaly detectors make strong assumptions and assume ideal training conditions, where
the training data are completely anomaly-free, i.e., only contain nominal data points. Such an
assumption is unfortunately not guaranteed in a real-world uncontrolled environment, including
LANSs, where the collected data may be contaminated with various outliers. Guaranteeing that no
anomalies are infiltrated in the training can be laborious, if not impossible, due to the large volume
of data and the constant emergence of novel unknown anomalies. Therefore, it is advocated to
develop robust unsupervised anomaly detectors that are insensitive to training contaminants [54,
92].

In this chapter, we focus on this robust detection of anomalous instances, under imperfect
conditions, where the training data comprise an unknown ratio of outliers. We particularly propose
RADON, a Robust Autoencoder with Dynamic Outlier filteriNg.

The present chapter is organized as follows. Section 3.1 formalizes the problem that we address:
we identify the characteristics of the analyzed data (cf. Section 3.1.1), we define the underlying
problem of unsupervised AD (cf. Section 3.1.2), and we focus on the precise definition of robustness
retained for our contributions (cf. Section 3.1.3). Section 3.2 introduces the most relevant methods
tailored to this problem. We mainly review three dimensionality-reduction-based anomaly detectors:
PCA, RPCA [54], and RDA [10]. Then, we present in Section 3.3 the first contribution of the thesis:
RADON, which seeks to improve the performance of the classical RDAs. Section 3.4 depicts the
experimental protocols and results. Finally, conclusions and perspectives are drawn in the last
section.

We highlight that the contributions of this chapter have been published in [183].

3.1 Problem Statement

In this chapter, we focus on unsupervised anomaly detection of multivariate non-sequence data.
Let us firstly characterize the nature of the input data (cf. Section 3.1.1). We then formalize the
problem of unsupervised AD (cf. Section 3.1.2) and define what "robustness" means in our study
(cf. Section 3.1.3).

3.1.1 Nature of Input Data and Anomalies

The nature of the data significantly drives the choice of the adequate anomaly detector. Thus,
data peculiarities must be formalized before defining the underlying algorithm. In the previous
chapter (cf. Section 2.1), we thoroughly reviewed the different characteristics of network traffic
metadata and we detailed the three categories of anomalies: punctual, contextual, and collective
anomalies (cf. Figure 3.1). We limit the scope of this chapter to the analysis of multivariate
non-sequence data. We do not consider temporality to make the problem more tractable. This
simplifying assumption is followed by numerous studies to facilitate the downstream task of AD
[201, 51, 222, 229]. Then, we will relax this restriction in the last chapter of the thesis, to extend
our analysis to sequential data. Since we consider non-sequential data, this chapter particularly
addresses punctual AD.

Non-sequence data are defined as a set of unordered records [119]. As we assume that the data
are independent, we presume that permutating the order of training samples is inconsequential and
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therefore, the expected values are not influenced by the contextual dependencies.
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Figure 3.1: Illustration of punctual (left), contextual (middle), and collective (left) anomalies,
extracted from [144]

Finally, the non-sequence data may be univariate or multivariate: each observation x; can have
one single attribute, i.e., d = 1, or several attributes, i.e., d > 1. For example, univariate data can be
an unordered set of the lengths of network packets sent by a connected device. A multivariate set
may contain multiple variables such as the length of the network packet, the IP version, and the
TCP flags (e.g., syn, urg, ack). In this thesis, we consider the more general setting of multivariate
AD, since we extract multiple network traffic metadata from each network flow. In other words,
each network flow is encoded using a multidimensional vector, where each feature represents one
metadata attribute. The comprehensive list of the extracted features is detailed in Section 2.1 and
visualized in Table ??.

3.1.2 Unsupervised Anomaly Detection

We provide in the present section the characteristics of the methods adapted to this problem of
multivariate unsupervised anomaly detection.

First of all, the development of the adequate anomaly detector depends on the availability
of data labels. We consider in this thesis unsupervised AD. Indeed, when data are collected
from uncontrolled real-world environments, e.g., network traffic collected from a customer LAN,
accurate labeling of each observation is not feasible. Continuously labeling this large set of network
flows by experts is arduous and costly. Furthermore, new anomalies are constantly emerging, e.g.,
zero-day attacks, for which experts have no prior knowledge to manually annotate.

Unsupervised AD can be formalized into the following problem:

Problem 3.1 Let X = (xy,...,X;,...,Xy) be N € N* iid observations of dimension d € N*. Unsuper-
vised anomaly detectors aim at learning a function that distinguishes inliers from outliers. This
function f associates to each data point X; an output s;:

RIS R, x5 =f(x)). (3.1
This output can be one of two types [6]:

* Outlier score: the output of the function f is a score s; € R that quantifies the degree of
anomalousness of the input observation X;. The higher the score s;, the more likely that the
corresponding observation is anomalous. The majority of AD methods output an outlier
score [6].

* Binary label: some AD methods directly output a binary label s; € {0,1} indicating that
X; is nominal, i.e., s; = 0, or anomalous, i.e., s; = 1. It is noteworthy that the outlier score
can also be transformed into a binary label output. Indeed, a threshold T € R is defined
according to the distribution of the data scores and all the observations with a score higher
than the threshold T are anomalous. In other words, this conversion can be modeled by the
following rule:
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if 5;>7T then s;=1 else s; =0.

Binary labels provide less information than score outputs, because the data cannot be ranked
according to their degree of abnormality, so that the most abnormal instances can be prioritized
during the diagnosis process. In addition, one can study the outlier score distribution to characterize
ambiguous samples, i.e., the samples with scores that are neither too low to be considered nominal
nor too high to be rejected as anomalous. For this reason, and without loss of generality, we will
mainly develop scoring-based anomaly detectors.

Unsupervised anomaly detection methods generally presuppose the following two assumptions
[173]:

o Assumption 3.1 The anomalous data are statistically different and distinguishable from the
nominal data.

* Assumption 3.2 The majority of the training data are nominal. These data probably include
a minority of anomalies, a.k.a., data contamination or pollution.

The objective is to design a robust anomaly detector, which performance is not affected by the
anomalies contaminating the training data. In the following section, we formalize the notion of
robustness.

3.1.3 Robustness to Training Contamination

In the literature, there are several definitions of robustness depending on the application field
and the underlying investigated problem. In this work, we narrow the connotation spectrum by
adopting the definition from Huber [120] as “insensitivity to small deviations from the assumption".
In our case, the assumption is that the training data are anomaly-free and we aim to develop an
anomaly detector that is robust to training contamination. Indeed, we mentioned in Section 2.2.3.1
that most well-known anomaly detectors fall in the semi-supervised category, since they assume
that the training data are fully clean and anomaly-free. In contrast, unsupervised methods assume
that a small unknown fraction of the training data are contaminated with anomalies. The aim is
to design robust methods that are insensitive to this corruption: minor data contamination should
not significantly impact the model performance, which is equivalent to the insensitivity to small
deviations from the anomaly-free data assumption.

In particular, a plethora of statistical methods has been developed in the literature [120]. These
approaches are however mainly designed for parametric estimation. Parametric methods assume
that the nominal data follow a known parametric distribution, e.g., a Gaussian distribution, and their
objective is to robustly estimate the parameters of this idealized model, in the presence of noise.

Even though these methods have shown huge success in some applications, e.g., robust statistical
regression [221], their applicability on real-world datasets and particularly network traffic data
is limited, since real-world data do not always follow a predefined parametric distribution. The
nominal data patterns are generally complex, or asymmetric with a heavy-tailed distribution. In this
case, the inconsistent choice of the prior can significantly impact the AD performance and increase
the false detection rate, as the nominal data may be poorly fitted to the model [6].

Alternative methods propose robust non-parametric anomaly detectors, which make no prior
assumption about the distribution of the underlying data [248]. The most common methods that
fall in this category are robust dimensionality-reduction-based approaches. They assume that
the nominal data can be projected into a lower-dimensional space without a significant loss of
information. Anomalies however present large reconstruction errors because they do not conform
to the common properties of the norm and they can not be reliably fitted in the reduced subspace.

Unfortunately, some of the most common dimensionality-reduction-based anomaly detectors,
i.e., PCA, AE (cf. Sections 2.3.5), are excessively sensitive to minor data contamination [120]. This
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observation has been reported in numerous studies and a tremendous interest has been reported
towards the design of robust methods in the last decades [54, 292, 10, 143].

In the following section, we review the three most common dimensionality reduction-based
anomaly detectors. We mainly focus on PCA, RPCA, and AE. We present how one can apply these
methods in the task of AD. Then, we outline the major limitations of these classical methods.

3.2 Related Work

Following up our formalization of the problem of robust, non-parametric, unsupervised anomaly
detection, we review in this section the most relevant approaches tailored to this problem: PCA,
RPCA, and AE.

As we discussed in Chapter 2, the main assumption of these approaches is that the nominal data
can be encoded, i.e., projected, in a low-dimensional latent space. In contrast, anomalies present
nonconforming properties and cannot fit this subspace without a significant loss of information. As
such, the objective is to infer the optimal lower-dimensional subspace that captures most nominal
data information and where anomalies are poorly fitted.

One of the most common methods is PCA. This approach linearly projects the nominal observa-
tions into a lower-dimensional subspace, defined using a few eigenvectors that capture most of the
data variation. However, the efficacy of the projection depends on the availability of anomaly-free
training data. Indeed, the selected eigenvectors may be biased toward these contaminants. This
limitation motivated Candes et al. [54] to develop a more robust dimensionality reduction algorithm:
RPCA. This approach can filter training outliers and model the remaining anomaly-free subset,
using an additive sparse decomposition strategy, which will be reviewed later in this section.

Even though RPCA is significantly more robust than PCA, it makes the assumption that the
data only present linear correlations, which can be invalid for numerous applications. To alleviate
this limitation, Zhou and Paffenroth [292] extend RPCA and propose a robust AE that extracts
non-linear correlations of the data, without being sensitive to training contaminants.

In the following, we review these three methods in more detail. Section 3.2.1 focuses on the
classical linear dimensionality reduction approach: PCA. Section 3.2.2 explores the robust PCA:
RPCA. The last section details the RDAs.

3.2.1 Principal Component Analysis (PCA)

PCA is a method that is widely used in numerous applications, including feature extraction,
data compression, face recognition, and anomaly detection [38]. We describe in Section 3.2.1.1
the overall workflow of this approach. We then present how it can be applied to unsupervised
AD. We particularly outline in Section 3.2.1.2 the most relevant research publications that propose
PCA-based anomaly detectors. We conclude this part by providing the main limitations of these
studies, namely their sensitivity to outliers that contaminate the training data.

3.2.1.1 PCA Overview

The main intuition of PCA is to reduce the dimensionality of multi-dimensional data that
comprise many intercorrelated features, while retaining as much as possible of the data variation
[125]. In fact, it linearly projects the data into a lower-dimensional latent space, where the utmost
variance is captured by a few dimensions. To find the optimal projection, PCA relies on the
eigenvalue decomposition of the data covariance matrix.

Let X = {xj,...,Xy} be N training samples of dimension d, x; € R?, and C € R¥*? be the data
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covariance matrix. In fact, the (i, j)® value of C, denoted as ¢;j, is the covariance between the i
and j™ dimensions of X. Suppose that the data X is mean-centered, the covariance matrix C can be

defined as follows:

1
C=_—X'X 3.2
N_1 (3.2)
This matrix is symmetric and positive semi-definite [6]. Thus, it can be orthogonally diagonalized
as follows:

C =PQP’, (3.3)

where P is a matrix that contains the eigenvectors of the covariance matrix C and Q is a diagonal ma-
trix providing the corresponding eigenvalues. Indeed, the eigenvalues represent the variances of the
data over the corresponding eigenvectors. The eigenvectors with the largest eigenvalues, a.k.a., prin-
ciple components, retain the most important variations of the data. Therefore, we can consistently
approximate the original data using a few uncorrelated dimensions k € N such that k << d.

Suppose that P columns, i.e., eigenvectors, are ordered according to a decreasing eigenvalue
tendency. The projected data matrix can be defined as:

X = XP (3.4)

Since the first k dimension of X' captures the most significant data variation, the dimensionality of
the data can be reduced without significant loss of information: only the first £ dimension of X' can
be retained.

3.2.1.2 PCA-based Anomaly Detection

Several works have tailored PCA to semi-supervised anomaly detection in different application
such as image, video, and network traffic AD [229, 78]. We limit the scope of this section to the
application field of network traffic AD, our main research topic.

Ding and Tian [82] introduce a method that analyzes the network traffic flows and reports
anomalous activities. They assume that the nominal flows are sparse and, unlike outliers, can be
compressed into a compact representation. For this reason, PCA was used to extract the principal
components of the nominal traffic flows. The variance of the data captured by these principal
components is used to distinguish nominal and anomalous data. Indeed, they compute the ratio of
the variance captured of the first principal component, which has the largest eigenvalue, according
to the variance of the remaining components. As it is extremely hard to reliably represent anomalies
with a single dimension, this ratio is large for nominal data and relatively low for outliers. They
empirically demonstrate that their approach can detect network attacks with high accuracy and a
low false-alarm rate.

Similarly, Lakhina et al.[145] apply PCA to detect network anomalous traffic. They use
this method to extract the uncorrelated eigenvectors of the data covariance matrix. Then, they
decompose this space into normal and anomalous subspaces using a threshold-based approach: the
eigenvectors that capture more than three times the standard deviation of the data variance belong
to the nominal subspace and the remaining components define the anomaly subspace. In this study,
the nominal subspace is defined using the first four principal components. The authors propose
to project the data into the anomalous subspace and use the squared norm of this projection as an
anomaly score. This score is expected to be relatively low for nominal samples as the majority of
the information is retained by the nominal subspace.

To reduce the quadratic complexity of the previous methods, Hoang and Nguyen [115] intro-
duced a more efficient PCA-based anomaly detector, dedicated to IoT network intrusion detection.
They particularly proposed a less-complex distance computation strategy, based on the Minkowski
formula. We refer the reader to [115] for a detailed description of this strategy. Despite the slight
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decrease in the anomaly detection accuracy, this method shows a significant reduction of the
computation complexity of the classical PCA-based anomaly detectors.

Even though PCA shows good AD performance in some situations, numerous studies have
criticized this approach limitations, namely its sensitivity to training contamination [54, 261].

3.2.1.3 PCA Sensitivity to Training Outliers

As mentioned in the previous section, PCA assumes that the data X can be consistently projected
into a lower-dimensional subspace, defined using the principal components of the matrix P. For this
purpose, the optimal transformation is inferred through the least squares minimization, where the
residual between the original data X and the reconstructed data X =PP7X, ak.a., the reconstruction
error, is minimized [151]. We can formulate the optimization process of PCA as follows:

ngnHX——PPTXHg (3.5)
subject to PTP =1

where ||.||2 is the Euclidean distance, i.e., the /; norm, and I is the identity matrix.

Unfortunately, this least-square optimization is not robust in the sense that training outliers can
distort and skew the optimized subspace [78]. The large squared residuals of the outliers dominate
and significantly influence the optimization. Even a single corrupted observation point may result in
an approximate subspace that is arbitrarily far from the true data manifold [54]. Data contamination
with unlabeled anomalies is common in real-world environments, particularly in network traffic
analysis.

Parametric estimation methods were proposed to approximate the data covariance matrix
with a robust estimator instead of the sensitive least-square optimization. These methods include
multivariate trimming [105], alternating minimization [127], and robust M-estimators [53]. For
example, Campbell [53] propose to use the robust M-estimators to infer the principal components.
However, these methods have a polynomial complexity and are impractical for high-dimensional
multivariate observations [54, 78].

In the next section, we develop an alternative approach for robust PCA which does not suffer
from polynomial complexity, based on sparse representation learning.

3.2.2 Robust Principal Component Analysis (RPCA)

An alternative approach [54] leverages sparse representation learning. This is a promising
candidate method that decomposes the contaminated training data into two matrices: a low-
rank "data" matrix that contains the anomaly-free observations, plus a sparse "noise" matrix
comprising the outliers. This approach is not restricted to low-dimensional data and outperforms
previous competing methods. It has been shown that under certain reasonable conditions, the data
decomposition task provides the "exact" solution to the underlying optimization problem. The
purpose of this section is to present this method. We will formulate RPCA optimization, discuss its
efficiency in network traffic anomaly detection, and conclude with its major weaknesses.

3.2.2.1 RPCA Overview

RPCA aims to reliably approximate the low-dimensional subspace of the nominal data, when
the training data are contaminated with an unknown ratio of anomalies. For this reason, Candes et
al. [54] propose to model the data through an additive decomposition strategy. Let X € RV*¢ be
the data matrix that contain N d-dimensional data points. Since anomalies are rare, RPCA assumes
that the data matrix X can be decomposed into two distinct matrices:

X =L+S, (3.6)
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where L is a low-rank matrix that retain the variation of the majority of the data and S is a
sparse matrix comprising few anomalies that cannot be efficiently captured by the low-dimensional
subspace. This decomposition is formalized through the following constrained optimization:

rrLliSn rank(L) + A|[S|]o 3.7
subjectto X =L 48,

where rank(L) is the rank of the matrix L, i.e., the maximum number of the linearly independent
dimensions of the matrix, and ||.||o is the /p norm, which counts the number of non-zero entries in
S, and A is a balancing hyperparameter. Unfortunately, this non-convex optimization is NP-hard
and intractable [292]. An alternative convex optimization is proposed to relax this problem:

min ||L||. 4+ A[|S||; (3.9)
LS
subjectto X =L+,

||L||« is the nuclear norm, i.e., the sum of the singular values of L, defined as follows:

L. = Y oL, (39)

where 0; is a singular value of L and ||.||; is the /; norm, i.e., the sum of the absolute values of S.

In fact, minimizing the nuclear norm of L penalizes the non-zero singular values and encourages
the matrix L to have as few dimensions as possible. It has been shown that, under mild conditions,
both low-rank and sparse matrices can be inferred exactly [218]. In addition, the /; norm regularizes
the data rejected in S to reject as few as possible of the training data. A is the hyperparameter that
controls the trade-off between the low-ranking of L and the sparsity of S.

A myriad of methods have been introduced to solve this convex optimization problem. These
methods include Singular Value Thresholding (SVT) [52] and augmented Lagrange multiplier-
based approaches [153]. We refer the reader to [218] for a thorough survey of these optimization
methods.

3.2.2.2 RPCA-based Anomaly Detection In Network Traffic

Numerous research studies have proposed RPCA-based methods tailored to network traffic
anomaly detection. Paffenroth et al. [199] collect and process the network traffic metadata of
a testbed network. Then, they apply RPCA to the processed data of 94 features and report any
row of the extracted matrix S as an anomaly. They demonstrate the potential of this method on a
public dataset: the Lincoln Labs DARPA Intrusion Detection dataset [1]. Finally, they propose a
training strategy that enables the optimal selection of the RPCA hyperparameter A (cf. Equation
3.7). Similarly, Vilaca et al. [262] leverage this robust method to detect network botnets. They
propose a two-step method, called RPCA-MD. In the first step, RPCA is used to recover the
anomaly-free low-rank matrix of the data. Then, the mean and covariance matrices of the nominal
data are computed. The authors then use these two matrices to compute the Mahalanobis distance
of test samples with respect to the norm, and large deviations are flagged as anomalies. Finally,
Abdelkefi et al. [199] study the robustness of RPCA against data poisoning, i.e., the adversary
data maliciously injected during the data collection to bias the modeling process. They empirically
compare the performance of three models: PCA, RPCA, and Kalman-Loeve Expansion (KLE),
i.e., an extension of PCA proposed in [47] to detect network traffic anomalies. These methods
are compared on the Lincoln Labs DARPA Intrusion Detection dataset [1]. RPCA significantly
outperforms the two other methods, with a less false positive rate of the poisoned data.
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3.2.2.3 RPCA Limitations

Despite its popularity in the AD community, RPCA presents at least two major limitations.

Firstly, the optimization of the nuclear norm may result in biased estimation of the data rank
[218]. Indeed, the nuclear norm penalizes all the singular values equally. Thus, eigenvectors
with high single values are over-penalized compared to those with low single values. To put it
differently, optimizing the nuclear norm results in learning a transformation that minimizes all the
singular values, including the most important ones that correspond to the principal components.
Consequently, it is no longer possible to capture the most data variation with few eigenvectors and
the low-rank matrix may not well approximate the original data [197].

Secondly, RPCA assumes that the nominal observations can linearly be projected into a low-
dimensional subspace. In various applications, the norm comprises complex patterns that cannot be
reliably approximated with a linear projection. Data may present complex non-linear properties with
uncorrelated features. An alternative and a more common dimensionality reduction methodology is
to use AEs to mine nonlinear data correlations. The use of AEs for dimensionality reduction and
AD has been discussed in Section 2.3.5.1.

As previously mentionned, AE AD performance is considerably impacted by the presence of
training anomalies. Recently, Zhou and Paffenroth [292] proposed a novel approach that combines
RPCA and AEs. Their method, called RDA, inherits both advantages of the classical AE and
RPCA: while the AE extracts non-linear representation of the data, the RPCA filters out noise and
corrupted observations. In the following, we will extensively develop this robust approach.

3.2.3 Robust Deep Autoencoders (RDAs)

RDAs aim is to alleviate the linear projection limitation of the RPCA thanks to the use of AEs.
This is crucial for the modeling of complex real-world data, where the linear projection of the
classical PCA and RPCA may fail in capturing the complex patterns of the nominal behavior.

In the following, we provide an overview of RDAs, with an emphasis on their robust optimiza-
tion strategy. We then outline the most recent research studies that apply this robust method to
network traffic AD. We conclude this section with the major limitations of RDAs, namely their
sensibility to the hyperparameter selection.

3.2.3.1 RDA Overview

RDAs [292, 60] extend RPCA to nonlinear robust representation learning. RDA assumes
that most of the training data is nominal along with a minority of corrupted observations. The
main intuition is that outliers are unstructured and more difficult to compress than inliers. As
such, they can not be compressed into a low-dimensional representation without a significant
loss of information. In contrast, nominal data can be accurately condensed and reconstructed.
Consequently, RDAs filter training instances that are difficult to reconstruct, and learn an accurate
representation of the remaining training data.

Analogously to RPCA, RDA splits the input data matrix X into two parts: X = L.+ S, where L
is a low-rank matrix that contains nominal data, and S is a sparse matrix comprising the training
anomalies. Thanks to this decomposition, the backbone AE can accurately reconstruct the anomaly-
free training data L. without being biaised by the corrupted data. This data decomposition is
acheived by optimizing the following constrained objective function:

rgiq?HL—Dq,(Ee(L))szLHSHO (3.10)

subjectto X =L+,

where Ejg (.) denotes the encoding function from the input to the hidden space, Dy (.) is the decoding
map from the hidden layer to the output (cf. Section 2.3.5.1), and A is a hyperparameter that controls
the trade-off between the reconstruction error and the sparsity of S.
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We note that RDASs replace the nuclear norm of RPCA (cf. Equation 3.8) by the reconstruction
error of the AE. This first part trains the model to accurately reconstruct the majority of the training
data, after a nonlinear projection into a lower-dimensional latent space. The second part is similar
RPCA. Atypical training data are isolated in the matrix S. Since anomalies are rare, this matrix
must be sparse. The sparsity is induced by regularizing S with the /[y norm, which represents the
number of non-zero elements in this matrix.

Unfortunately, optimizing this objective function (cf. Equation 3.10) is not tractable, due to the
presence of the /p norm. To cope with this problem, and following the RPCA literature, the authors
propose two alternative relaxations for two distinct tasks: data denoising and outlier detection.
Indeed, as the RDA was destined to process image data, the authors distinguish between noise
and outliers. While an outlier refers to an observation that deviates too much from the remaining
data, noise is defined as errors in the values of one observation attribute [230]. More precisely, for
a data matrix X € RV*¢ containing N data points of d dimensions, noise refers to element-wise
corruption, while outlier refers to row-wise aberration [292]. In this study, the word anomaly has a
broader meaning, representing both noise and outliers. The difference between the two notions is
illustrated in Figure 3.2.

Features

>

Instances DataX
Anomaly v Corrupted
Features

Figure 3.2: The main difference between noise and outlier according to RDA reference [292]. On
the left, the image of the digit 7 is an outlier among 2 digit images. This outlier corresponds to a

structured row that is corrupted in the data matrix. On the right, noisy data are visualized, where
some pixels of the images are corrupted.

/1 RDA for Data Denoising

To filter out the corrupted pixels of an input image, a.k.a., image denoising, Zhou et al. proposed
to replace the /o norm with the /; norm for data denoising.

Emmg}pHL—D¢(E9(L))H2—|—/'LHSHI (3.11)

subjectto X =L +S.
This formulation of the training objective is similar to the relaxation of the RPCA, discussed in

Section 3.2.2.1 (cf. Equation 3.8)). The /; norm favors S element-wise sparsity and filters out the
data corrupted values.
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l>,1 RDA for Outlier Detection

To filter row-wise aberrations, i.e. outliers, the authors regularize S sparsity using the /> | norm,
defined as follows:

8l21 =Y lIsill = X, /X Isis* (.12)
J J !

The /> 1 norm consists in applying the /> norm over each column of the data matrix, and grouping
all these results using the /; norm. As such, the /> ; RDA optimizes the following function:

i [|L— D (o (L) |, + 2SI, (3.13)

subjectto X =L +S.

In this thesis, we focus on outlier detection to flag anomalous network packets. For this purpose,
we focus our study on the /, ; RDA which is more adapted to this task. In the remainder of this
chapter, we refer to /, | RDA as RDA.

3.2.3.2 RDA-based Anomaly Detection In Network Traffic

A series of recent studies have investigated the use of RDAs for network traffic anomaly
detection. Kotani et al. [139] proposed an RDA-based approach for network flow intrusion
detection, which proved to reduce the number of false positives on real-world traffic datasets. This
method operates in two steps. It firstly trains a robust AE to recover an anomaly-free subset of
a corrupted network traffic and model the nominal behavior of the network. Then, this trained
RDA is used to detect any deviation, i.e., any observation with a large reconstruction error. The
experimental results of RDA show fewer false positives compared to the classical AEs. A more
recent study [200] demonstrates the efficacy of RDAs in the robust detection of network malicious
attacks, particularly the well-known DDoS attacks. Along the same lines, Aboelwafa et al. [3] apply
this robust method to identify network false data injection. These attacks are used to overcome the
classical threat detectors by maliciously injecting falsified samples. The authors propose to clean
the corrupted data and filter the injected points using RDAs. They empirically demonstrate the
efficacy of this method in reliably recovering an anomaly-free subset, and show that this method
outperforms SVM-based anomaly detectors, including linear, Radial Basic Function (RBF), and
Gaussian kernels.

3.2.3.3 RDA Limitations

The performance of RDAs is highly dependent on the hyperparameter A, which controls the
trade-off between the reconstruction error and the sparsity of S. A low A results in rejecting too
many training data in S, while a high A over-penalizes data isolated in S, and consequently, enforces
the model to reconstruct all training data. For this reason, the value of A needs to be chosen carefully
with a dedicated exploratory strategy that implicitly requires labelled anomalies. Thus, such RDA
cannot deliver reliable results in uncontrolled environments that require unsupervised approaches.
This is why we propose RADON, which addresses this important limitation, by redefining the
optimization problem.
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3.3 Contribution: RADON, Robust Autoencoder with Dynamic Out-
lier filteriNg

In this section, we introduce our first contribution RADON, a Robust Auto-encoder with
Dynamic Outlier filteriNg that learns a robust representation of the nominal class. Our unsuper-
vised method automatically filters training anomalies, with no access to any labeled samples. To
further improve the AD performance, its training was enhanced to simultaneously minimize the
reconstruction scores of nominal instances and maximize that of the filtered anomalies.

This work has been published in [183].

In the following, we detail the three pillars of our contribution. First, we introduce the new
objective to optimize, based on the cosine function. Then, we revise the traditional projection
constraint by dividing the set of training data into three subsets containing respectively the estimated
normal, abnormal and undetermined samples. Finally, we explain how to constitute these subsets
thanks to a unimodal triangular thresholding [220] on the reconstruction scores histogram.

N The reconstructed
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Figure 3.3: RADON training strategy, which alternates between updating the AE parameters (top)
and updating the subsets X =L USUU (bottom).

3.3.1 RADON Training Strategy

The key insight of RDAs is that they filter training anomalies, and rely only on the remaining
anomaly-free data to learn a non-linear representation of the nominal class. That is, this approach
learns a non-linear representation of the nominal class, but does not leverage them to increase the
relevance of this representation for the task of anomaly detection. We assume that the separation
between nominal and abnormal instances can be maximized using these filtered instances as a prior

for the negative class.
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Inspired by some metric learning approaches [148, 34], our objective is to learn a robust
projection, where nominal data are similar to their reconstruction, but also where anomalies are
explicitly badly reconstructed. RDA reconstruction scores are based on the /; norm, which is not
bounded. Instead of the Euclidean distances, we propose an objective based on the cosine similarity
function. For two non-zero vectors x and y, the cosine similarity function is defined as:

X.y
X[l [[¥1l,

The cosine metric normalizes the similarity with the magnitude of the vectors, which results in
bounded values in the range [0, 1].

We propose to train the AE such that training inliers IL are collinear to their reconstructions,
and training anomalies S and their reconstructions are orthogonal. Concretely, let Eg(.) denote the
encoding function of the AE parameterized by 6, and Dy (.) be the decoding map from the hidden
layer to the output (cf. Figure 3.3). We formulates RADON optimization task as follows:

cos(x,y) = (3.14)

neli(pn (1—cos(LL,Dy(Eq(IL))))* + (0 — cos(S, Dy (Eq(S))))*. (3.15)

The question now is how to filter training outliers, i.e., how to define the two subsets L and

S? We will answer this question in the next section, by defining RADON projection strategy (cf.
Section 3.3.2).

3.3.2 RADON Projection Strategy

We propose to adapt the projection strategy of the RDAs: instead of decomposing the input
matrix into two matrices L and S, we divide the input data into three disjoint subsets X = LUSUU
(cf. Figure 3.4).

* The first subset L. represents data points that are colinear to their reconstructions, with
cos(.,Dy(Eg(LL))) close to 1.

* The second subset S represents data that cannot be reconstructed, with cos(S, Dy (Eg(S)))
close to 0.

* The third subset U is formed of the remaining points, with a cosine score around 0.5. For
these instances, it is not possible to confidently determine whether they should be correctly
reconstructed or not. Indeed, as we are jointly learning to reconstruct inliers and to seclude
outliers, we need to consider only confident accepted or rejected instances, with a cosine
score very close to 1 or 0, respectively. Considering in-between instances may progressively
destabilize the training.

Therefore, we reformulate the constrained optimization problem as follows:
min (1 —cos(IL, Dy (Eq(L))))> + (0 — cos(S, Dy (Eo(S))))? (3.16)
subjectto X =1LUSUU

The training strategy is iterative and alternates between updating the AE parameters and
updating the subsets X = L USUU. We optimize our objective function with respect to ¢ and 0
for a fixed number of epochs, we project the data according to the constraint, and we repeat this
process using the updated values (see Figure 3.3).

The convergence criterion consists in that all training instances are classified whether in S or L,

and no instances remain unclassified in U. We stop the training when Hg”i < &, where e = 1073,

As {SUL} may converge to a fixed set that is different from X, we define a maximum number of
epochs, after which we stop the training even if this inequality is not verified.
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3.3.3 Unimodal Thresholding of the Reconstruction Histogram
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Figure 3.4: The thresholding strategy at the end of the first iteration (left), and at the end of the
following ones (right).

To decompose X into the three subsets, we propose to form a histogram with reconstruction
values cos(X,Dy(Eq(X))) , enabling the use of image segmentation thresholding techniques [270].
We assume an unbalanced dataset, where normal data are over-represented compared to anomalies.
The resulting reconstruction histogram should present a dominant peak, and may or may not have
a second, much smaller peak. Consequently, we propose to use the unimodal thresholding [220],
which specifically addresses this family of histograms. The unimodal threshold is performed by
drawing a line between the peak of the histogram, P, with coordinates [center of the main bin; peak
frequency]; and the first minimum, Q, with coordinates [center of the first empty bin, 0] (see Figure
3.4 (left)). We select the bin center whose peak is farthest from this line as the threshold.

Initially, L = X, and both U and S are empty. For the first iteration, we minimize the objective
function (3.16). Then, we compute the reconstruction error of the input data, and we split it into two
parts, according to the triangular threshold (see Figure 3.4 (left)): instances having a reconstruction
score greater than the triangular threshold are put in L, and the remaining data are placed in S.
Then, we continue RADON training using both positive and negative data. At the end of the next
iteration, we have a reconstruction histogram similar to Figure 3.4 (right). We divide the histogram
into two histograms: the first histogram, Hy, containing instances with a cosine score greater than
0.5, and the second histogram, Hg, containing instances with cosine scores lower than 0.5. We
threshold both histograms using the unimodal threshold (see Figure 3.4 (right)). Instances with a
cosine score greater than 7y, are classified in L, instances with a cosine score less than g are in S,
and the remaining are in U.

Finally, as we threshold the reconstruction histogram to reject outliers, the number of bins is a
hyperparameter that plays a key role in this approach. While a small number of bins may reduce
the impact of noise caused by the randomness of sampling, a large number of bins provide more
details about the original data. This hyperparameter can be fine-tuned, where the optimal value with
the best performance on the validation sets is selected. However, this approach is computationally
expensive, as it involves repeating the training several times for different bin number values.

Many heuristics were developed to estimate the optimal number of bins from the underlying
data [246]. Let n be the number of data points in the original data, / the bin width, and & the
optimal number of bins. Rice’s rule estimates k = 2+/n. This estimator considers only the volume
of the data n. Other rules not only depend on # but also on the data variability. Scott’s rule [234]
defines h = 3.4916n*%, where o is the standard deviation of samples. As o is not robust to outliers,
Freedman and Diaconis [94] proposed a robust estimator, defined as 7 = ZIQRn*%, where IQR
refers to the interquartile range. However, these methods generally make strong assumptions about
the underlying data distribution, and can be sub-optimal if these assumptions are not verified.
Recently, Knuth [137] proposed a non-parametric data-based approach to determine the optimal
number of bins, with no assumption on data distribution. This approach relies on the Bayesian
framework to infer the posterior probability of the number of bins in a piecewise-constant density
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function. In our experiments, we compare the performance of RADON with 3 different bin
estimators: (1) the Rice rule, (2) the Freedman and Diaconis’s (FD) estimator, and (3) Knuth’s
estimator.

3.3.4 Hypotheses
In this chapter, we conjecture the following hypotheses:

* Hypothesis 3.1 (H3.1) : The first hypothesis is related to the rejection strategy. We hy-
pothesize that the dynamic unimodal thresholding of training outliers is more robust than a
predefined regularization hyperparameter. Indeed, we surmise that the dynamic variation of
the threshold separating inliers and outliers during the training makes our contribution more
robust to hyperparameter misspecification;

* Hypothesis 3.2 (H3.2) : The second hypothesis concerns the influence of the bin estimator
on the AD performance. We conjecture that estimating the optimal number of bins from the
data, with Knuth’s estimator, is more flexible and yields better results than heuristic-based
estimators.

In the next Section 3.4, we aim to experimentally validate these hypotheses on the two public
datasets: NSL-KDD and MedBIoT. Furthermore, we compare our contribution performance against
various unsupervised anomaly detectors, to investigate the efficacy and the robustness of RADON
compared to these competing methods.

3.4 Experiments and Results

In this section, we analyze the hypotheses defined in the previous section and we present an
empirical evaluation of our approach against many competing methods, on two benchmark datasets:
NSL-KDD and MedBIoT. Subsequently, we present these datasets, the training protocol, and the
experimental results.

3.4.1 NSL-KDD dataset
3.4.1.1 Dataset Description

The first dataset used in our experiments is the NSL-KDD dataset [196]. The NSL-KDD is
a benchmark dataset widely used to assess the performance of IDSs in distinguishing malicious
network connections, also known as “intrusions”, and normal ones. This dataset is divided into two
subsets: the training subset with 125973 data points and the test subset with 22544 records. Normal
records represent 53% of the training data. Each instance of this dataset contains 41 features
extracted from the network traffic, e.g., protocol type, TCP flags, and labeled as normal or as a
threat. This dataset encompasses 39 types of attacks, with 17 only present in the test subset. These
attacks belong to 4 categories: Denial of Service (DoS), Remote to Local (R2L), User to Root
(U2R), and Probes.

* Denial of Service (DoS) is a category of attacks that consists in overloading a system with a
large number of queries, which exceeds its memory and capacity of processing. Consequently,
this system becomes unavailable and the service is disrupted;

* Remote to Local (R2L) occurs when a remote attacker, which does not have access to a
remote network or machine, illegally intrudes into it;
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» User to Root (U2R) is an attack where a user takes advantage of system vulnerabilities to
have super-user (a.k.a. root) permissions and privileges;

* Probe happens when an attacker steals private and personal information from a network.

Table 3.1 summarizes the volume of data in NSL-KDD per category of attacks.

Table 3.1: Statistics about NSL-KDD dataset

Subset Normal DoS R2L U2R  Probe Total

Train Records 67343 45927 11656 52 995 125973
Percentage 53% 37% 9.11% 0.04% 0.85% 100%

Test Records 9711 7458 2421 200 2654 22544
Percentage 43% 33% 11% 09% 12.1% 100%

The NSL-KDD contains three categorical features: (1) the protocol_type, which presents the
protocol of the flow, e.g., UDP and TCP, (2) the service, which provides the network service of L7
layer (cf. Section 2.1), e.g. http, https, ssh, and (3) the flag, which defines the status of the flow
[91]. The remaining features are numerical, e.g., the number of packets included in the connection.
These features belong to different scales. To prevent the largest scale features from biasing the
optimization process, and to analyze all the attributes equally, we rescale all numeric features to be
in the range [0, 1]. Categorical features are one-hot encoded. More details about this benchmark
dataset can be found in [91].

3.4.1.2 Training Protocols

Here, we depict the three training protocols followed to investigate the two hypotheses defined
in Section 3.3.4. We first explore the importance of the iterative dynamic thresholding strategy
proposed in RADON. We compare the performance of this strategy with the classical /> | regulariza-
tion penalty of RDAs to analyze our first hypothesis H3.1. We then focus on the second hypothesis
H3.2 to explore our contribution sensitivity to its hyperparameters, namely the number of bins of
the histogram. we compare the performance of RADON with 3 different bin estimators: (1) the
Rice rule, (2) the Freedman and Diaconis (FD) estimator, and (3) Knuth’s estimator. Finally, we
empirically compare our contribution to state-of-the-art methods of the literature.

Protocol 1: Iterative Unimodal Thresholding

This first protocol investigates the significance of our rejection strategy with the unimodal
thresholding of the reconstruction error histogram. Unlike RDAs, we propose a dynamic threshold
that varies during the training. The main intuition is that since the model iteratively learns the
data distribution, the threshold that separates training inliers and outliers must also be iteratively
adapted to the model learning evolution. To validate this hypothesis, we compare two RADON
configurations. In the first configuration, we train our method using the unimodal thresholding
strategy, as described in Section 3.3.3. In the second configuration, denoted as RADON Static, we
use two fixed predefined thresholds to separate the three subsets I, S, and U. These two thresholds
are considered as two hyperparameters, which are fine-tuned on a dedicated validation subset. As
such, the only difference between these configurations is the rejection strategy. While the former
relies on a dynamic threshold that varies during the training, the latter is based on a static predefined
threshold that remains constant. In addition, we compare RADON with the classical RDA to
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contrast dynamic thresholding and the classical sparsity regularisation, i.e., the /5 1 penalty applied
on the rejected data S.

Protocol 2: Bin Estimator

We presuppose that the number of bins of the reconstruction error histogram plays a critical
role in this AD task. As mentioned in Section 3.3.3, a small number of bins may reduce the
impact of noise caused by the randomness of sampling, while a large number of bins provide
exhaustive details about the original data. To explore the influence of this hyperparameter on global
performance, we compare three different configurations with three common bin estimators: (1) the
Rice rule, (2) the Freedman and Diaconis (FD) estimator, and (3) the Knuth’s estimator.

Protocol 3: Comparison with Competing Methods

Finally, we conduct an extensive set of experiments to assess the efficacy of our contribution
compared to competing unsupervised anomaly detectors. These competing methods include OSVM
with a Gaussian kernel, Isolation Forest (IF), AE, RVAE, and RDA. In line with prior works,
performances are assessed using the AUROC metric.

To study the sensitivity of anomaly detectors concerning the ratio of anomaly contamination,
we vary the training anomaly percentage. We prepare three training subsets, containing 1%, 5%,
and 10% of outliers, respectively. Anomaly instances are selected randomly from all classes of
NSL-KDD training anomalies. We corrupt training nominal data by mixing it with these outliers
and we randomly shuffle all training data. To have a fair comparison and to use the same data for
different model training, we fix a seed for data shuffle and training anomaly instance selection. To
highlight the statistical significance of these results, we provide also the results of Welch’s test,
with a p-value = 0.05.

3.4.1.3 Training Parameter Settings and Evaluation Criteria

In this section, we describe the training parameters used in our experiments, as well as hyperpa-
rameter selection. The optimal hyperparameters selected in our first set of experiments are reported
in Table 3.2.

Table 3.2: The hyperparamters used in the NSL-KDD experiments.

Hyperparamter Value
Architecture an 8-neuron single layer FFN
Learning rate 0.001
Maximum number of epochs 800

Number of epochs for each data projection | 50

Batch size 256

Laptop 12-core Intel i17-9850H CPU clocked at 2.6GHz,
with 16GB of RAM memory and with NVIDIA
Quadro P2000 GPU

To limit the impact of random parameter initialization, we repeat each experiment 10 times
and average the results over these five runs. In all experiments, we use symmetric autoencoders,
with the standard MLP feed-forward architectures. The encoder is constituted of an eight-neuron
single feedforward layer. For the competing methods, we fine-tune their hyperparameters on the
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validation subset. We select the optimal hyperparameters that maximize validation AUROC. The
data projection, i.e., the update of the three subsets L, S, and U with the unimodal histogram
thresholding, occurs every 50 epochs. We use a learning rate of 0.001, an empirical maximum
number of epochs of 800, and a batch size of 256.

All the experiments were run on a laptop equipped with a 12-core Intel i17-9850H CPU clocked
at 2.6GHz, with 16GB of RAM memory, and with an NVIDIA Quadro P2000 GPU.

3.4.1.4 Results

In this section, we present the experimental results reported on the NSL-KDD. Table 3.3
summarizes these results.

Table 3.3: NSL-KDD experimental results, with different percentages 7y of training outliers. *
indicates that the result is significant compared to RDA, according to Welch’s test with a p-
value=0.05.

Y Methods

IF OSVM | Vanilla AE RVAE L1 RDA RADON

Static FD Rice Knuth
1% | 83.6+0.5 | 81.6+0.1 | 91.6+1.0 | 90.84+0.1 | 93.7+£0.7 | 93.94+0.4 | 94.2+0.9 | 94.8+0.8* | 94.7+0.8
5% | 84.1+0.4 | 84.44+0.1 | 89.5+0.8 | 90.3+1.3 | 91.94+0.7 | 925+0.5 | 945+0.5 | 944+0.6 | 952+1.2*
10% | 82.7+0.5 | 83.2+0.1 | 83.6+£0.7 | 90.1+£0.4 | 91.0+£0.6 | 92.0+1.6 | 93.8+1.4 | 944+1.1* | 944+1.1*

Protocol 1: Iterative Unimodal Thresholding

As shown in Table 3.3, training RADON with a dynamic thresholding strategy, i.e., with FD,
Rice, and Knuth estimators, yields more robust results than a static threshold, for the different
percentages of training outliers. We observe that the greater the ratio y of contamination, the larger
the difference between the results of these strategies. For ¥ = 1%, we report 0.8% points increase
with Knuth RADON compared to Static RADON. This difference becomes more noticeable for
larger values of y and reaches 2.4% when ¥ = 10%. The present results are further confirmed,
with the larger improvement compared to RDAs, which reaches 3.4% points in favor of Knuth
RADON, for ¥y = 5%. These observations validate our first hypothesis (H3.1): the dynamic
unimodal thresholding of training outliers is more robust than a predefined static hyperparameter.

To further inspect this interpretation, we report in Figure 3.5 the variation of the dynamic
threshlods: IL and S thresholds (cf. Section 3.3.3) during the training. After the first projection at
50 epochs, both IL. and S thresholds are equal. The filtering becomes more and more parsimonious
and selective, as IL thresholds are moving iteratively closer to 1, and S thresholds get closer to 0.
Consequently, the discrepancy between both inliers and outliers reconstruction error is increasing
after each projection, and is maximized at the end of the training.

Protocol 2: Bin Estimator

This part focuses on the second hypothesis, concerning the sensitivity of our contribution with
the respect to the bin estimator. Table 3.3 summarises the results of three bin estimators: the Rice
rule, the FD estimator, and Knuth’s estimator. Globally, this hyperparameter does not significantly
impact the performance, with similar AUROC around 94% for the three estimators. We observe that
Knuth RADON slightly outperforms the two other configurations, particularly for Y = 5%. This
slight increase is however not statistically significant according to Welch’s test with a p-value=0.05.
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Figure 3.5: Variation of I and S thresholds during the training stage.

Thus, our second hypothesis is not confirmed: the three bin estimators show relatively similar
results on this first dataset.

Protocol 3: Comparison with Competing Methods

We now focus on the empirical comparison between our contribution and the literature. As
shown in Table 3.3, our contribution shows globally superior results for the different percentages
7Y of training outliers. We firstly report a significant improvement of RADON over the classical
anomaly detectors IF and OSVM of around 10% points of mean AUROC. Furthermore, we highlight
that our method is more robust than AEs. The difference increases with the ratio of contamination,
to reach 6% when y = 10%. Indeed, we note that the performance of AEs gradually decreases
with larger y. In contrast, our method performances remain stable, around 94%, regardless of the
contamination ratio. Finally, our method outperforms the literature robust AEs, i.e., RDA and
RVAE, with a significant improvement of 3% and 4% points of AUROC, respectively.

To conclude, this first set of experiments has shown the robustness and effectiveness of our
contribution to unsupervised network traffic anomaly detection on the NSL-KDD dataset. We have
highlighted that the rejection strategy of our contribution, which rejects the training anomalies
thanks to the dynamic thresholding of the reconstruction histogram, is significantly more robust
than the conventional static rejection strategies. We demonstrated also that our method is not
considerably sensitive to the histogram bin estimator, as the three tested bin estimators reported
relatively similar results. Finally, RADON shows state-of-the-art results and outperforms the
competing methods, for the three contamination ratio y € {1%, 5%, 10%}.

3.4.2 MedBIloT dataset

In the previous part, we investigated the effectiveness of our contribution on a general, i.e.,
non-IoT, network traffic dataset. We particularly demonstrated RADON robustness to training
contamination on one of the most popular datasets in network intrusion detection: the NSL-KDD
dataset. To match the characteristics of our initial problem of IoT-focused anomaly detection, the
second set of experiments is conducted on a larger and more recent loT dataset: MedBIoT dataset
[109]. In the following, we outline the peculiarities of this dataset, the training protocol, and the
experimental results.
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3.4.2.1 Dataset Description

The MedBIoT dataset [109] contains network traffic involving 83 IoT devices, belonging to
four categories: switches, light bulbs, locks, and fans. Three botnet malwares were deployed,
Mirai [17], Bashlite [170], and Torii [140] attacks. Both normal and malicious raw network traffic
were collected for each device type and made public. Globally, this dataset comprises over 17
million network packets: around 30% of this traffic is anomalous and the remaining 70% is benign.
Two reasons justify our choice of this dataset: (i) firstly, unlike other IoT datasets that focus on
small-sized networks, MedBlIoT provides raw traffic data collected from a large network containing
83 IoT devices, (ii) secondly, this dataset is recently published, in 2020, and contains up-to-date loT
botnet traffic. We extract network header metadata from these raw packets, using the open-source
framework NFStream[190]. In particular, we extract 61 flow-based features, which are detailed in
Appendix ??.

We randomly split the benign data into 60% for the training, 20% for the validation, and
20% for testing. Then, we contaminate the benign training data, so that anomalies represent 10%
of the final number of training instances. These contaminants are randomly selected from all
anomalous classes of MedBIoT. The remaining anomalies are randomly split into 50% validation
and 50% test. In this dataset, the cardinality of categorical features is high. To handle the problem
of high dimensional categorical data encoding, and similar to [178], we use CountEncoder [75]
which encodes categorical features with their frequency of occurrence. Finally, all the features are
normalized using the Min-Max normalization method, to rescale them in the range [0, 1].

3.4.2.2 Training Protocols

We aim at investigating the benefit of our contribution over the most relevant methods of the
literature on an IoT dataset. The devices included in the MedBIoT dataset belong to four distinct
families: switches, light bulbs, locks, and fans. The nominal behavior of an IoT device may
significantly vary across these four categories. The Fan nominal network activity is dissimilar to
that of a light bulb. As such, we propose a per-device anomaly detection strategy. This strategy
consists in training one model per device family, to reliably capture the relative norm peculiarities.
This results in four distinct nominal models that model the network activity of the switches, light
bulbs, locks, and fans, respectively. Then, each model is used to flag any anomalous behavior of the
corresponding devices. This per-device AD is in line with numerous recent studies [241, 242]. The
surge of interest in this strategy can be explained by its several advantages. Besides the accurate and
meticulous modeling of device type peculiarities, it allows to dynamically accommodate changes
into a large IoT ecosystem without requiring the entire system retraining [241]. In fact, integrating
a new device type or updating a device behavior requires training a new model or updating an
existing model respectively.

For each device type, we follow the same Protocol 3 introduced in Section 3.4.1.2 and we
compare our contribution RADON against the unsupervised anomaly detectors.

3.4.2.3 Training Parameter Settings and Evaluation Criteria

In this section, we describe the training parameters used in this second set of experiments,
as well as hyperparameter selection. The optimal hyperparameters selected in our first set of
experiments are reported in Table 3.4.

To limit the impact of random parameter initialization, we repeat each experiment 5 times
and average the results over these five runs. In all experiments, we use symmetric autoencoders,
with the standard Multilayer Perceptron (MLP) feed-forward architectures. The AE is a 5-layer
MLP with 61-16-4-16-61 units. For the competing methods, we fine-tune their hyperparameters on
the validation subset. We select the optimal hyperparameters that maximize validation AUROC.
The data projection, i.e., the update of the three subsets L, S, and U with the unimodal histogram
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Table 3.4: The hyperparameters used in the MedBloT experiments.

Hyperparamter Value
Architecture a 5-layer FEN with 61-16-4-16-61 units.
Learning rate 0.001
Maximum number of epochs 800
Number of epochs for each data projection | 100
Batch size 256
Laptop 12-core Intel 17-9850H CPU clocked at 2.6GHz,

with 16GB of RAM memory and with NVIDIA
Quadro P2000 GPU

thresholding, occurs every 100 epochs. We use a learning rate of 0.001, an empirical maximum
number of epochs of 800, and a batch size of 256. Finally, all the experiments were run on a laptop
equipped with a 12-core Intel i7-9850H CPU clocked at 2.6GHz, with 16GB of RAM memory, and
with an NVIDIA Quadro P2000 GPU.

3.4.2.4 Results

Table 3.5: MedBIoT experimental results, with Yy = 0.1. * indicates that the result is significant,
according to Welch’s test with a p-value=0.05.

Device Methods
IF OSVM Vanilla AE 1 RDA RADON
FD Rice Knuth
Lock 93.0+1.5 92.0+0.1 742+£2.0 95.6+0.5 99.2+£2.38 99.3+0.3* 99.3+2.0e—2*
Fan 94.1+42e—2 | 94.0+£9.2e—2 | 98.9+04 | 99.5+£2.5¢—2 | 99.9+1.3e—2* | 99.9+1.3e—2* | 99.9+2.8e—2*
Bulbs | 94.04+5.3e—2 | 94.0+6.3e—2 | 84.5+0.6 | 99.5+2.0e—2 | 99.9+2.1e—2* | 99.9+2.1e—2* | 99.9+2.8e—2*
Switch | 94.1+7.6e—2 | 94.1+7.1e—2 | 92.5+0.4 | 99.4+1.2¢—2 | 99.8+0.9e—2* | 99.8+0.1e—2* | 99.8+0.7e—2*

The results demonstrate a significant improvement in our proposed contribution compared to
the other baselines. The three tested configurations of RADON show the best performance for
all device types, and report an AUROC higher than 0.99. The difference between the three bin
estimators is less noticeable on this second dataset. We note however the standard deviation of
Knuth’s estimator is reduced compared to FD and Rice estimators, for Lock devices. We can explain
this observation by the fact that Knuth’s estimator is more flexible, as it infers the optimal number
of bins from the reconstruction errors, without any prior assumption about the data distribution.

Besides, these results confirm the robustness of our contribution compared to the conventional
AEs. While the latter performance is considerably impacted by training contaminants, RADON
does not learn to reconstruct outliers and yields good results. Indeed, our contribution exceeds AEs
AUROC by 14% points on average.

Furthermore, RADON performs slightly better than /, 1 RDA. The difference varies across the
device types, from 0.4% points reported for Fans, to around 4.% with Locks. The advantage of our
contribution is clearly observable compared to the classical methods IF and OSVM for the four
device types.
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3.5. Conclusion

All in all, the results of the experiments clearly support the robustness of our contribution in
AD, all the more as the training data becomes more contaminated with anomalies.

3.5 Conclusion

In this chapter, we addressed the problem of the robust detection of punctual anomalies in
non-sequence data. We first formalized this unsupervised problem and we introduced the aim of this
first chapter, by highlighting the required characteristics of a robust anomaly detector. We defined
the difference between literature parametric and non-parametric estimators and we justified the
choice of the latter category. We then explored the most common methods of nonparametric robust
estimation developed in the literature and we particularly reviewed three classical dimensionality
reduction-based anomaly detectors: PCA, RPCA, and RDA. We identified the limitations of these
methods, namely their static rejection of training anomalies and their sensitivity to hyperparameter
selection. To address these major limitations, we proposed RADON, a robust AE for unsupervised
punctual AD. Our approach filters training outliers and leverages them to learn a robust projection,
where inliers and their reconstructions are similar, while outliers are poorly reconstructed. As
such, we reformulated the training strategy as a metric learning problem. To effectively filter
training outliers, we provided a dynamic rejection strategy based on the unimodal thresholding
of the reconstruction error histogram. The relevance of this strategy and the robustness of our
contribution were validated on two benchmark datasets the NSL-KDD, and the MedBIoT datasets.
The experimental results showed competitive results compared to unsupervised anomaly detectors.
These results clearly favor the proposed dynamic thresholding strategy compared to a static rejection
of training anomalies. Furthermore, we investigate RADON sensitivity to its hyperparameter: the
number of bins of the reconstruction error histogram. We particularly compared three configurations
with three different bin estimators: FD, Rice, and Knuth estimators. The three configurations
reported similar results, which show that RADON is insensitive to the bin estimator.

These promising findings were published in an international conference [183]. In addition, this
algorithm was integrated in an industrial solution and protected in a patent [35]. This solution helps
Orange finding dysfunctional IoT devices. Indeed, one customer faces a particular problem in the
LAN and call his ISP for technical assistance, our solution uses the history of anomalies reported
by RADON to target the potential devices originating this anomaly.

Despite the good performance of our first contribution RADON, there are still opportunities
for further enhancements, mainly regarding the rejection of training anomalies. Indeed, RADON
iteratively decomposes the noisy training data into three subsets: an inlier subset L, an outlier subset
S, and an undefined subset U. We trained RADON to well-reconstruct I. samples and to poorly
reconstruct S instances. However, the critical data placed in U are not leveraged during the training.
Using a binary thresholding does not allow the model to confidently determine whether they should
be correctly reconstructed or not. Consequently, they are excluded from the optimization task to
avoid training destabilization. However, these instances may convey important information about
the nominal behavior that, unless used, may result in a biased model of the true network behavior.
A natural way of addressing the uncertainty of these observations is through probabilities. We
propose to address this challenge with generative AEs in the next chapter.
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“When one admits that nothing is certain, one must, I think, also add
that some things are more nearly certain than others.” Bertrand
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Chapter 4. Robust Variational Autoencoders for Unsupervised Anomaly Detection

As shown in the previous chapter, learning in the presence of corrupted data is a primordial
step towards the development of robust anomaly detectors that can accurately flag any atypical
observation. This major challenge defies the usefulness of many classical approaches, since they
assume an ideal learning condition where the training data are completely clean and anomaly-free.
Therefore, many recent studies [217, 292, 92] advocate for the development of robust models that
are insensitive to training contamination, since these corrupted data are ubiquitous in almost every
application field.

To prevent modeling the contaminated data, robust dimensionality reduction-based approaches
have been developed and extensively used in the literature. We presented in the previous chapter
two of the most popular approaches: RPCA and RDA. We discussed their main limitations and
proposed a contribution, RADON, which has been shown to be more robust and not sensitive to the
hyperparameter selection. Nonetheless, RADON cannot take into account the training samples in
U, i.e., the observation with an in-between outlier score where the model is not confident to retain
or reject them. These training data points are completely ignored during the learning process to
prevent a potential training destabilization.

In this chapter, we propose a new model designed to extend RADON learning capacity by
leveraging these uncertain points. The main idea consists in associating to each sample of U
a training weight which quantifies its degree of anomalousness. This measure quantifies the
uncertainty of the model and allows to incorporate these mistrustful data points without introducing
conflicting decisions. For this purpose, we propose to use generative AEs, and particularly VAEs
and NFs. These two approaches can be seen as probabilistic versions of the classical AEs [103],
as they adapt the encoder-decoder architecture to learn the probabilistic models that generate the
underlying data. That is, the output of these models is not the predicted value of the input, but the
parameters of its approximate probability distribution. The resulting probability can be leveraged
to infer the confidence of the model decision. Here, the variational inference methodology plays a
key role in the optimization of these probabilistic unsupervised models. This chapter is dedicated
to providing the necessary background to understand and motivate the choice of these generative
models.

The remainder of the chapter is organized as follows. Section 4.1 presents the problem statement
of the variational-based unsupervised AD. We introduce in this part the theoretical background
for for the uncertainty estimation, through EVT. Section 4.2 outlines the state-of-the-art robust
generative AE: the RVAE [10]. Next, we present in Section 4.3 the second contribution of our
thesis: GRAnD. Section 4.4 focuses on the experimental protocols and results. Finally, we provide
in the last section the main conclusions and further research perspectives.

The contributions of this chapter have been published in [186].

4.1 Problem Statement and Background

This section presents the theoretical bases involved in our contribution.. Section 4.1.1 formalizes
the problem of unsupervised AD under the variational inference setting. Section 2.3.5.2 introduces
VAEs and NFs. Finally, Section 4.1.2 outlines the well-known EVT, which will be used later in our
contribution robust rejection strategy.

4.1.1 Problem Statement

In this chapter, we consider the task of unsupervised non-sequence AD, introduced in Section
3.1, but under the variational inference setting. The nature of the input data, the detected anomalies,
the underlying problem statement, and the motivation of the development of a robust model are
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4.1. Problem Statement and Background

exactly similar to those of the previous chapter. The main difference is the backbone models, i.e.,
the scoring function, used to distinguish nominal and abnormal observations.

While we relied on discriminative AEs in the previous chapter, we focus now on two of the
most popular generative AEs: VAE and NF. As mentioned previously, both VAE and NF allow
the computation of the free energy, i.e., an upper bound for the negative log-likelihood, of the
data. It is necessary to identify the atypical observations that have extreme negative log-likelihoods
under these probabilistic models. This question will be addressed in the next section, through the
introduction of the EVT.

4.1.2 Extreme Value Theory

The objective of EVT is to quantify the probability of occurrence of extreme values in a
distribution function. In fact, EVT models extreme events with large quantiles, i.e., the tail of the
distribution, rather than central statistics such as the mean or the median. Recently, EVT has been
applied to detect anomalies in many applications including network traffic data streams [240] and
financial risk measuring [102]. The Peaks-Over-Threshold (POT) is a typical approach used to
model the extreme values of samples that exceed a specific high threshold. This approach is a result
of the Picakands-Balkema-de-Han theorem of EVT [27].

Let (x1,X2,...,X,) be n iid random variables. Let F, be their conditional excess distribution
function, i.e., F,(x) = P(X —u > x|X > u), where u is a high threshold. As shown in Figure 4.1,

Probability distribution F
Extreme Value Distribution
1

U -<«— High threshold

Figure 4.1: The POT method of EVT, adapted from [90].

the POT method models the extreme values that exceed the threshold u, using the Generalized
Pareto Distribution (GPD) parametrized by two parameters, & and o:

F(x)=PX—u>x]X>u)=1-P(X —u<x|X>u)=1-F,(x), 4.1

Fy(x) = 1 —=Gg (x), asu — oo where

In practice, the two parameters of the GPD are empirically estimated by fitting the GPD to the
data. The MLE can be used to find these optimal parameters E and 6. Once the extreme values
are modeled with the optimal GPD, G £.5» We can identify rare extreme samples that have very
low probabilities [240]. Given a small probability g, we can compute the threshold 7, such that,
P(X >1t,) <q.

P(X —u> 14X > u) = F,(ty) ~ 1 = Gg 5(ty)- (4.3)
£

IFE£0, t~u+ ((’;‘Vﬁ) —1), (4.4)

Q|
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Chapter 4. Robust Variational Autoencoders for Unsupervised Anomaly Detection

where n is the total number of observations, and N is the number of x; exceeding the threshold u,
i.e., x; > u. A key question arises as to how to choose the threshold u. Siffer et al. [240] state that
"the value of u is not paramount except that it must be high enough." In practice, u is generally
selected as a high empirical quantile of the data, e.g., 90% quantile. We refer the reader to this
paper [240] for more details.

So far, we formalized the problem and we detailed the main theoretical background concerning
VAE, NF, and EVT. Afterwards, we will explore the literature and focus on the most relevant robust
generative AE designed for this problem: RVAE.

4.2 Related Work: Robust Variational Autoencoder (RVAE)

We review in this part a well-known robust generative model, particularly designed for unsu-
pervised anomaly detection: RVAE [10]. In this work, Akrami et al. [10] leveraged the robust
variational inference theory [98] to make the classical VAEs more robust to training outliers.

In the following sections, we will start by outlining the main theoretical concept of the robust
variational inference used in RVAE: the f-divergence. We compare the robustness of the f3-
divergence against the classical KL-divergence. Then, we will present RVAE robust training
strategy. We mainly review the objective function optimized by RVAE and the corresponding
hyperparameter selection strategy. We conclude this section with the main limitations of this
method.

4.2.1 Robust Variational Inference and the -divergence

To begin with, the classical VAEs are trained to reconstruct the training data, based on stochastic
encoder-decoder architecture. They specifically optimize the ELBO loss presented in Section 2.3.5.2
(see Equation 2.29). This function includes two parts: a reconstruction function that minimizes the
data reconstruction error, and a regularizer term, computed using the KL-divergence, which forces
the latent distribution to map a predefined prior distribution.

Nonetheless, VAE are sensitive to training contaminants, since the encoding process can be
significantly impacted by these aberrations [10]. In fact, the classical MLE considers all training
observations uniformly, so that they equally contribute to the optimization of the loss. Consequently,
the training may be biased by training outliers.

More generally, let x = {x,..,xy } be N iid samples, p(x, 0) be a parametric model, parameter-
ized by 0, and p(x) denote the empirical distribution:

1 N
p(x) = N Y S(xx), 4.5)
i=1

where 9 is the Dirac delta function. MLE trains the parametric model to approximate the empirical
distribution, p(x), by maximizing the data log-likelihood. This is equivalent to minimizing the
KL-divergence, as shown in [11]:

1 N
Dir(P(1)lp(x;0)) = €= 5} Inp(xi; 6), (4.6)
i=1

where C € R is a constant. By minimizing the preceding KL-divergence, we aim to set the
corresponding derivatives to 0, i.e.,

=

1
N/

1

d
1 T Inp(x;;0)=0 4.7)

86
Cette thése est accessible a I'adresse : https://theses.insa-lyon.fr/publication/2022ISAL0124/these.pdf

© [N. Najari], [2022], INSA Lyon, tous droits réservés



4.2. Related Work: Robust Variational Autoencoder (RVAE)

That is, all the derivatives weight equally in the MLE optimization, making it significantly sensitive
to large errors of training outliers. To remediate this issue, several robust divergences were
introduced in the literature, such as the 3-divergence [31] and the y-divergence [97]. Unlike the
KL-divergence, robust divergences down-weight the likelihood of unusual training instances, to
minimize their influence on the optimization. Even though the principle remains the same for all
robust divergences, we focus here on the 3-divergence.

The -divergence between the empirical distribution p(x) and the parameterized distribution
p(x; 0) is defined as follows:

+1
B

Minimizing the B-divergence results in the following equation:

Dg(p(x)||p(x:6)) B/ ()P dx — P plx )p(x;G)ﬁder/p(x;@)ﬁ“dx (4.8)

1 Y ) P
1 Y o) _ .g\82 LoV
Ni§:1p(xz,9) 59 108P(xi:0) = Epco)[p(x:0)" 55 log p(xi; 8)] = 0 4.9)

We refer the reader to [31, 98] for step-by-step description and proof. In the first part of Equation
4.9, we remark that the log-likelihood derivatives are weighted with the probability density of the
training sample p(x;; 6)B. As training anomalies are rare, their probability density is assumed to
be lower than inliers. As such, this density down-weights the contribution of training outliers. It
is noteworthy that all the weights p(x; B)ﬂ are equal to 1 when = 0. This case ties in with the
uniform training of the classical KL-divergence. Thus, 8 is an hyperparameter that controls the
training robustness.

To compare the robustness of KL and -divergences, let us consider this toy case, developed in
[11]. Letx = {x1,...,xy} be N iid samples, generated from a mixture of two Gaussians:

x~ aN(Uu,01)+ BN (U2, 02) (4.10)

We assume that the majority of the data are generated by the first dominant component and a
minority of outliers are generated by the second component, i.e., & >> 3. The original data are
plotted in Figure 4.2, which is extracted from [11] (see the black curve). We note that this toy data
represent a typical situation in unsupervised AD, since it verifies the assumptions mentioned in
Section 4.1.

We aim to robustly model this corrupted data and we fit a single-component Gaussian of mean
u and a standard deviation 6: p(x;0) = 4 (U, o). This distribution is estimated using the KL and
the B divergences, respectively. The optimized distributions are shown in Figure 4.2. The Gaussian
estimated with the KL-divergence, which is visualized with the red curve, is significantly impacted
by the outliers. This results in a flat Gaussian with a large standard deviation, to account for both
Gaussian components. In contrast, outlier influence is down-weighted with the 3-divergence. The
resulting distribution only recovers the dominant component and ignores the outliers.

The robustness of the 3-divergence compared to the classical KL-divergence motivates Akrami
et al. [10] to design a novel robust VAE. They specifically propose a robust training strategy that
reduces the influence of training contaminants. We will now detail this robust training strategy.

4.2.2 RVAE Training Strategy

In RVAE, Akrami et al. [10] propose to integrate the -divergence into the classical VAE. For
this reason, they firstly reformulate the training function of VAEs, i.e., the ELBO, by replacing the
reconstruction log-likelihood with the KL-divergence, according to equation 4.6.

Let x = {x1,...,xx} be N iid samples, and z = {z;,...,zx} be their corresponding latent rep-
resentations, extracted by the model. pg(x|z) denotes the distribution that maps back the latent
encoding to the input space, via VAE stochastic decoder. gy (z|x) is the posterior distribution of the
stochastic encoder, parametrized by ¢. p(x) is the empirical distribution (see Equation 4.5).
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Figure 4.2: Comparison of the robustness of KL and B-divergences, extracted from [11].

Lyag = Lrec + L1, (4.11)
= —E_ <y, (s 10g po (x]2) + Drr(qe (z]x)[| p(2)) (4.12)
= —NE_ 4, .y Pk (P(X)||po (x|2)) + Dk1(q9 (2[x)|| p(2)) +C, (4.13)

The authors propose to replace the reconstruction KL-divergence with a more robust divergence:
the B-divergence. Thus, RVAE variational inference optimization is defined as follows:

Lg = —NE_ 4, (v Dp(D(X)||pe(x|2)) + Dkr(qe (z]x)[|p(2))- (4.14)

Akrami et al. [11, 10] demonstrated the robustness of RVAE on multiple benchmark datasets
from two different application fields: computer vision and network intrusion detection. They showed
that RVAE is significantly more robust to training outliers than the classical VAEs. However, since
RVAE training relies on the -divergence, selecting the optimal 3 hyperparameter that balances the
robustness and efficiency is central. A very small 8 results in tolerating too many training outliers,
while a large B over-penalizes the majority of the data, since the weights p(x; 9)5 converges to 0
when 8 >> 1, regardless of the density p(x;0). For this reason, and similar to RDAs, the value
of B needs to be selected carefully with a dedicated exploratory strategy that implicitly requires
labeled anomalies. In unsupervised anomaly detection, labeled anomalies are scarce and the
hyperparameter selection may deliver unreliable results, a.k.a., hyperparameter misspecification.

To remediate this issue, we propose GRAnND, a robust generative autoencoder that is robust to
the hyperparameter selection and outliers contaminating the training data. We introduce a novel
training strategy that alternates between filtering outliers contaminating the training dataset and
learning a robust representation of the norm. Our training strategy involves little architectural
changes and can be integrated with VAEs [134] and NFs [215].
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4.3 Contribution: GRAnD, Robust VAEs and NFs for Unsupervised
Network AD

So far, we presented the state-of-the-art Robust Variational AE (RVAE). We reviewed the main
limitations of this method, especially its sensitivity to hyperparameter selection. In this section,
we aim at presenting our second contribution: GRAnD, a robust generative AE designed for
unsupervised anomaly detection. Subsequently, we first introduce in Section 4.3.1 the EVT-based
training strategy that allows GRAnD to reject training contaminants. Then, we formalize GRAnD
training optimization strategy by defining the training loss.

Since we focus on unsupervised anomaly detection, we assume that the majority of the training
data are nominal, along with a small ratio of contaminants, i.e. outliers. The ratio of these
contaminants, which we call 7, is not known in advance.

As mentioned previously, we propose a new training strategy that enhances the robustness
of two classical generative models: VAEs and NFs, with minimal changes to the original model
architecture. Our contribution alternates between filtering training outliers and learning a robust
distribution of the norm, as shown in Figure 4.3. Initially, all the training data are considered
nominal and GRAnD incrementally down-weights the potential outliers, using the EVT-based
rejection process. Even though these outliers are not well-sampled from the whole positive class,
we find that they provide global insights that can be generalized to unseen anomalies. Accordingly,
we optimize the model parameters to recover a robust distribution, where inliers are well-modeled
and the filtered outliers are badly represented. Subsequently, we will first explain the rejection
strategy that isolates training contaminants. Then, we will detail the objective function to optimize.

4.3.1 Robust Rejection Strategy

The rejection strategy aims to separate nominal training data points from potential outliers. The
main idea consists in setting a relevant threshold to segment the reconstruction scores assigned
to training samples, in order to reject outliers having extreme scores. Unlike traditional AD
approaches, GRAnD relies on an EVT-based rejection strategy, which is more flexible and does not
require any assumption about the underlying distribution of the data.

We hypothesize that, early in the training phase, contaminants have larger free energy (cf.
Equation 2.29), compared to inliers. Consequently, we propose to isolate these extreme values by
thresholding the energy with the POT approach, described in Section 4.1.2. The POT approach
requires the selection of two parameters: the initial threshold u«, and the risk parameter g.

In our experiments, we define u as follows :

u=0s(F)+aIQR(F) (4.15)

where .7 is the free energy of the training instances, Q3 is the third quartile, and the Inter-Quartile
Range (IQR) is defined as the difference between the third and the first quartiles. o controls the
scale of the decision rule. In all our experiments, we fixed o¢ = 1.5 and ¢ = 0.001. In Sections
4.4.2 and 4.4.2.3, we study the sensitivity of our contribution with respect to o and q.

To extract an outlier-free subset from the unlabeled training data, we isolate the extreme
instances having low likelihoods, at the end of each training epoch. Using the POT parameters, we
propose to split the input data into three subsets X = LUSUT, as illustrated in Figure 4.4:

o The subset L contains nominal training samples, having energy lower than the initial threshold
u of the POT method;

e S contains anomalous data points, with an energy higher than #,, computed using equation
4.4,
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Figure 4.3: The workflow of the proposed approach, GRAnD.
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e U comprises the remaining critical samples, with an energy higher than u and lower than .
These sample energies are neither low enough to be considered nominal, nor high enough to
be rejected as anomalies.
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Figure 4.4: Illustration of the rejection strategy Figure 4.5: Empirical cumulative distribution
using the POT approach. function of U samples

4.3.2 Training Loss

The rejection strategy splits the training data into three subsets L, S, and U. We train the
autoencoder to jointly perform three tasks: (i) minimize L-sample energies, (ii) badly reconstruct
S-samples by maximizing their energies, (iii) maximize a weighted energy function of U instances,
which takes into account the classification uncertainty of these samples.

Let U= {X;,X,...,X,} contain a sequence of n iid instances. We firstly sort these instances
in increasing order according to their free-energies (% (X)), # (X2),...,# (X)), ie., ZF(Xi) <
F(X3) <...<.Z(X,). We use the empirical Cumulative Distribution Function (eCDF) to define
the anomalousness weight of each X; € U.

l n
P(X; € U is anomalous) = eCDF, ( - Z (4.16)
I’l -

where 1 is the indicator function. As illustrated in Figure 4.5, U samples with energies close to the
threshold u have a small probability close to 0. Conversely, samples with high scores, i.e., close to
14, have probabilities close to 1.

GRAnD Objective Function

Given the three subsets of data IL, S, and U, respectively generated from the three distributions,
Dy, Dg, and Dy, GRAnD optimizes the following objective function:

2 (%) = Byup, [FL(0)] + [m = By [ Fs (x)]] + eCDE, (Fu(x)) [m — Eapy [Fu ()]
4.17)
The objective function comprises three components:

* E,.p,[-#1(x)] is the expectation of the free energy function of IL samples, defined in Equation
2.29. This first component aims to minimize the energy of . samples.
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* E,.p[-Zs(x)] is the expectation of the free energy function of S samples. |.| is the absolute
distance, and m € R™ is a margin value. By maximizing this energy, we train the autoencoder
to badly reconstruct the potential training contaminants. Since this energy function is positive
and unbounded, we propose to fix an upper bound m, to prevent divergence during training.

* E.p,[-#u(x)] is the expectation of the free-energy function of U samples. We weight the
objective function of U instances according to their anomalousness probability, computed
with the eCDF function. These weights account for the uncertainty of the classification of U
instances.

4.3.3 Hypotheses

In this chapter, we conjecture the following hypothesis:

* Hypothesis 4.1 (H4.1) : Thanks to the dedicated EVT-based rejection strategy and the
proposed uncertainty-aware training process, we conjecture that GRAnD is robust to the
hyperparamter selection. As such, a slight change of model hyperparameters does not impact
the anomaly detection performance.

In the next Section 4.4, we aim to experimentally validate our second contribution on the two
public datasets: NSL-KDD and MedBIoT. Firstly, we compare GRAnD AD performance against
the competing methods of the literature. We investigate the robustness of these methods in the
presence of different ratio of contamination. Secondly, we explore the validity of the conjectured
hypothesis regerding our contribution sensitivity regarding its three hyperparamters: the initial
threshold u, the risk parameter ¢, and the margin m.

4.4 Experiments and Results

To inspect the robustness of our second contribution, we carry out two sets of experiments on
the same benchmark datasets used in the previous chapter: NSL-KDD and MedBIoT.

4.4.1 NSL-KDD dataset
4.4.1.1 Dataset Description

Firstly, we conduct a first set of experiments on the NSL-KDD dataset [196], which was
previously presented in Section 3.4.1.

4.4.1.2 Training Protocols

Protocol 1: GRAnD Robustness Regarding Training Contamination

This first protocol investigates the efficacy of our contribution compared to competing un-
supervised anomaly detectors. The competing methods included in the present experiments are
OSVM with a Gaussian kernel, IF, VAE, RVAE, DAGMM, NF, and RVAE. Similar to the training
protocols of the previous chapter (cf. Section 3.4.1.2), we study the sensitivity of anomaly detectors
concerning the ratio of anomaly contamination by varying the training anomaly percentage. We
prepare four training subsets, containing 0%, 5%, 10%; and 15% of outliers, respectively. Anomaly
instances are selected randomly from all classes of NSL-KDD training anomalies.
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Protocol 2: GRAnD Sensitivity Analysis Regarding Hyperparameter Selection

The second protocol explores our contribution robustness with respect to its three hyperparam-
eters: the initial threshold u, the risk parameter ¢, and the margin m. We train different models
GRAnND with distinct hyperparameters to study the variation of the performance on the same test
subset. Indeed, we ran multiple experiments where we only vary one hyperparameter and we keep
the remaining ones fixed. These runs are performed with a contamination ratio Y = 10%, repeated
five times, and we report the average results over these five repetitions.

4.4.1.3 Training Parameter Settings and Evaluation Criteria

The optimal hyperparameters selected in our first set of experiments are reported in Table 4.1.

Table 4.1: The hyperparameters used in the NSL-KDD experiments.

Hyperparamter Value
Architecture a 3-layer FFN with 122-8-122 units
Learning rate 0.001
Maximum number of epochs 500

Number of epochs for each data projection | 100

Batch size 256

The initial threshold u 1.5IQR

The risk parameter ¢ 0.001

The margin m 100

Laptop 12-core Intel 17-9850H CPU clocked at 2.6GHz,
with 16GB of RAM memory and with NVIDIA
Quadro P2000 GPU

In all experiments, we use the standard FFN architecture for all autoencoders. All autoencoder-
based methods share the same architecture, composed of a 3-layer FEN with 122-8-122 units. The
latent layers are followed by the ReLU activation function. The last layer of the decoder is followed
by the Sigmoid function. We use an adaptive learning rate: initially, we use a learning rate of 0.001,
which is divided by two if the training loss does not decrease after 20 consecutive epochs. We stop
the training when the learning rate is lower than 10~® or the number of epochs becomes higher
than 500 epochs. We use a batch size of 256 in all experiments. We initialize model parameters
randomly. To limit the impact of random parameter initialization, we repeat each experiment five
times and average the results over these five runs.

Our approach comprises three specific hyperparameters: the rejection parameter  that controls
the initial threshold u, the risk parameter ¢, and the margin m. In all experiments, ¢ is fixed to
0.001, o to 1.5, and m to 100. We conduct a sensitivity analysis experiment in Sections 4.4.2 and
4.4.2.3, to assess our approach robustness regarding the hyperparameters.

We fine-tune competing methods hyperparameters with the greed search method. The experi-
ments were run on a laptop equipped with a 12-core Intel i17-9850H CPU clocked at 2.6GHz and
with NVIDIA Quadro P2000 GPU.
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4.4.1.4 Results

In this section, investigate model sensitivity regarding training contaminants and hyperparameter
misspecification.

Protocol 1: GRAnD Robustness Regarding Training Contamination

Figure 4.6 presents the results of the comparison between GRAnD and other competing methods
on the NSL-KDD. We particularly investigate the performance variation for different outlier ratio
Yp € {0%,5%,10%,15%}.

-4- IF ~-4- vanilla_PF GRAND_VAE
OSVM -4¢- DAGMM --4-- GRAnD_PF
—= vanilla_VAE —+— RVAE
GRAND_PF
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Figure 4.6: NSL-KDD experimental results: comparison of AD methods based on average AUROCs
and deviations over five runs for multiple contamination ratios.

Firstly, when the training data are contaminated with anomalies, our approach significantly
outperforms competing methods. While the performance of competing methods decreases with
higher pollution ratios 7y, our approach is more stable, with an average AUROC around 94% and
very little deviation, for the three contamination ratios 5%, 10%, and 15%. Specifically, it is
important to note that GRAnD is significantly more robust than basic VAEs and NFs. Moreover,
GRAnD outperforms RVAE for the three contamination ratios {5%, 10%, 15%}. We report a 3%
points increase for mean AUROC, in the three cases. We mention that these results are statistically
significant according to Welch’s test with a p-value=0.05 These results mainly highlight the benefit
of the robust rejection strategy, where no prior knowledge about the outlier ratio is required in
advance.

Secondly, when the training data contain only nominal data, i.e., when y = 0%, all neural
network-based baselines report similar performance, with an AUROC around 93%. The two
classical anomaly detectors, IF and OSVM, show poor results, in contrast, with an AUROC
lower than 86%. This first observation favors neural network-based anomaly detectors, for this
high-dimensional input data.

Thirdly, when the training data are anomaly-free, GRAnD performance slightly degrades, with
an AUROC of 92.6% with a standard deviation of 0.8%. This observation can be explained by
the fact that GRAnD leverages training outliers to learn a robust projection, where inliers are
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4.4. Experiments and Results

well reconstructed, while outliers are poorly reconstructed. When training data do not contain
anomalies, GRAnD-PF and GRAnD-VAE performances are very similar to vanilla-PF and vanilla-
VAE, respectively. Despite this slight decrease, GRAnD remains very competitive, with around 6%
points better AUROC than IF.

Finally, for all contamination ratios, GRAnD-PF slightly outperforms GRAnD-VAE. In fact,
since NFs propose a richer family of latent distributions, they are more flexible than VAEs. Conse-
quently, this improves the generalization of the model and refines the downstream task of anomaly
detection. In the conclusion, these first results show that GRAnD is robust to the ratio of training
contaminants, on the NSL-KDD dataset.

Protocol 2: GRAnD Sensitivity Analysis Regarding Hyperparameter Selection

0.945 0.945
0.940 0.940
0.935 0.935
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(a) GRAnD-PF Sensisitivity analysis regarding q.  (b) GRAnD-PF Sensisitivity analysis regarding Q.
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(c) GRAnD-PF Sensisitivity analysis regarding m.

Figure 4.7: Sensitivity analysis of GRAnD-PF on the NSL-KDD dataset.

We conduct a second set of experiments to explore GRAnD sensitivity with respect to its hyper-
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parameters, m, u, and g. As mentioned in numerous works in the anomaly detection community
[217, 292, 92], it is advocated to develop robust anomaly detectors that do not depend on user-
defined parameters. The sensitivity to hyperparameters is problematic in unsupervised AD, since
outlier labels are scarce, and the selection of the optimal hyperparameters is not guaranteed. We
conduct further experiments to assess the sensitivity of our approach regarding its hyperparameters.
We train different models with distinct hyperparameters to study the variation of the performance
on the same test subset. We report in Figure 4.7 the results of the sensibility analysis GRAnD-PF
on the NSL-KDD dataset, with ¥, = 10%.

Overall, a slight variation of GRAnD hyperparameters &, m, and g does not significantly the
AD performance, with a mean AUROC as high as 93.8%. We firstly focus on the sensitivity
analysis with respect to ¢ € {0.0001,0.001,0.025,0.01,0.05}. We remark that the result is globally
stable for the five values of ¢g. The best results are reported when ¢ = 0.001, with an AUROC of
93.9% £ 0.4. The result slightly decreases when g increases, and reaches 93.6% =+ 0.3. This 0.3%
points decline of AUROC is however not significant according to Welch’s test, with p-value =
0.05. For high values of g, the model may reject many training samples, including potential false
positives, which results in a slight degradation of performance. The same observation is valid for
the sensitivity analysis results regarding & and m. Even though we report a slight decrease with
large hyperparameters, the overall performance is consistently stable, with an AUROC around
93.8%. This validate our hypothesis (H4.1): GRAnD is relatively insensitive to hyperparameter
selection.

In the following, we repeat the same set of experiments on an IoT dataset: the MedBIoT dataset,
to explore the effectiveness of our contribution particularly in IoT network traffic analysis.

4.4.2 MedBloT dataset
4.4.2.1 Dataset Description and Training Protocols

The second set of experiments are conducted on the IoT benchmark dataset: the MedBIoT.
This dataset is introduced in Section 3.4.2. The same training protocols, as in Section 4.4.1.2, are
followed in this part.

4.4.2.2 Training Parameter Settings and Evaluation Criteria

Training Parameter Settings are similar to the first set of experiments (see Section 4.4.1.3). The
single difference is the autoencoder architecture. In these experiments, all autoencoders share the
same architecture: a 5-layer FNN with 61-32-16-32-61 units. Indeed, this architecture is selected
after a set of preliminary tests, and fixed for all baselines, to grant a fair performance comparison.
In all experiments, ¢ is equal to 0.001, o to 1.5 , and m to 100 . We conduct a sensitivity analysis
experiment in Section 4.4.2.3 to assess our approach robustness regarding the hyperparameters.
The hyperparameters of competing methods are fine-tuned on a dedicated validation subset.

The optimal hyperparameters selected in this second set of experiments are reported in Table
4.2.

4.4.2.3 Results

Protocol 1: GRAnD Robustness Performance

We present the MedBIoT results in Figure 4.8. As mentioned previously, we train an anomaly
detector for each device type. We obtain similar results for the four device types. Due to space
constraints, we report the most representative results in Figure 4.8. For the four device types, and for
all contamination ratios, GRAnD-PF, GRAnD-VAE, and RVAE outperform other anomaly detectors,
with an AUROC of 99.9 +0.1%. In particular, we highlight the robustness of our contribution
compared to classical VAEs and . While the latter performances are considerably impacted when the
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Table 4.2: The hyperparameters used in the MedBloT experiments.

Hyperparamter

Value

100

95
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85

AUROC
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AUROC
~ ©
o =}

60

50

Architecture
Learning rate

Maximum number of epochs

Number of epochs for each data projection

Batch size
The initial threshold u
The risk parameter ¢

The margin m

0.001
500
100
256

0.001
100

1.5IQR

a 5-layer FNN with 61-32-16-32-61 units

Laptop 12-core Intel 17-9850H CPU clocked at 2.6GHz,
with 16GB of RAM memory and with NVIDIA
Quadro P2000 GPU
GRAND_PF GRAND_PF
= —+ GRAND_VAE 1001 & . . ey ¢ GRAND_VAE
h RVAE Rt - RVAE
IF eemmmeIIlS IF
95 === *
DAGMM DAGMM
OSVM -4 IF
oSVM -y | g %0 osvM OsVM
—|— vanilla_VAE \l =S —|— vanilla_VAE
] vanilla_PF e < 85{ |- vanilla_PF
-1- DAGMM T~ lvanilla_VAE -1-- DAGMM
—— RVAE : go| —t+ RVAE vanilla_VAE
GRAND_VAE GRAND_VAE
-} GRAND_PF " <fvanilla_PF 75| 1+ GRAND_PF “f <«vanilla_PF
0% 5% 10% 15% 0% 5% 10% 15%
Training outlier ratio Training outlier ratio
(a) Results for the device category fan (b) Results for the device category light
GRAND_PF
- GRAND_PF
frrmrerr— oy ef@ng—VAE 100] e | GRAND_VAE
————— —==FR </ DAGMM Rl RVAE
id IF _— IF
: 951 =
0SVM | DAGMM
-4 IF -4 IF . osvM
OSVM 8 90 OSVM
—l= vanilla_VAE g —}— vanilla_VAE ‘I\ .
-+ vanilla_PF < gs5{ -+ vanilla_PF T -t < vanilla_VAE
-4~ DAGMM vanilla_VAE -4~ DAGMM
—— RVAE gol —1 RVAE
GRAND_VAE GRAND_VAE
|-~ GRAND_PF e + <l vanilla_PF |- GRAnD_PF " < vanilla_PF
75

5% 10%
Training outlier ratio

15%

(c) Results for the device category lock

5% 10%
Training outlier ratio

(d) Results for the device category switch

Figure 4.8: The MedBIoT experimental results, for the the four device categories: fan, light, lock,
and switch. We report the average AUROC with the standard variation over five runs.

contamination ratio is higher than 10%, GRAnD yields stable results. For example, for y, = 10%,
GRAND-PF and GRAnD-VAE exceed vanilla-VAE and vanilla-PF AUROCs by 19% and 23%, on
average. Consequently, the robustness of GRAnD for IoT network traffic anomaly detection is
validated on this dataset. Although GRAnD and RVAE yield close results, we will show in the next
section that, unlike RVAE, GRAnD is robust to the hyperparameter selection.
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Protocol 2: GRAND Sensitivity Analysis Regarding Hyperparameter Selection
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Figure 4.9: Sensitivity analysis of RVAE and GRAnD-PF on MedBIoT dataset. We report the
average AUROC with the standard variation over five runs.

In Figure 4.9a, we show RVAE performance for different 8 € {0.0001,0.001,0.01,0.1,1}.
Since GRAnD is defined using three hyperparameters, m, g, and o, we run three experiments,
where we only vary one hyperparameter and we keep the remaining ones fixed. Figure 4.9a shows
that RVAE is sensitive to the hyperparameter 3. For all device types, RVAE AUROC drastically
decreases, when f3 changes. In contrast, GRAnD-PF performance is not impacted by the variation
of its hyperparameters, and the AUROC is stable around 99.8% £0.1.

4.5 Conclusion

In this chapter, we proposed GRAnD, a robust generative method for unsupervised non-sequence
AD. This contribution addresses one limitation of our first method RADON, developed in Chapter
3, thanks to the uncertainty modeling of the noisy training data. Our approach uses Extreme Value
Theory to identify outliers contaminating the data and train a generative AE to learn a robust
representation, where inliers can be accurately reconstructed, while outlier reconstructions are
corrupted. Extensive experiments were conducted on benchmark datasets, and showed that our
approach outperforms classical anomaly detection methods, all the while showing outstanding
robustness to hyperparameter selection. This contribution has been published in an international
conference research paper [187].

So far, our study has been focused on the punctual AD of non-sequence data. To make the
underlying problem more tractable, we assumed that the data points are iid and their chronological
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order was ignored during the modeling phase. This assumption restricts our first two contributions
detection spectrum: only punctual anomalies can be detected and both contextual and collective
ones pass under the radar. We therefore seek to propose a new approach that extends RADON and
to sequential data analysis. We tackle this challenge in the next chapter, with the Transformers.
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RESIST: Robust Transformer for Unsupervised
Time Series Anomaly Detection

“In nature, we never see anything isolated, but everything in connection
with something else which is before it, beside it, under it and over it."
Johann Wolfgang von Goethe
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5.1. Problem Statement

We now propose to widen the scope of our study by exploring unsupervised AD in sequential
data, a.k.a., time series. As mentioned previously, AD approaches are specific to the type of data.
The two previous contributions are tailored to punctual AD of non-sequence data, as they do not
consider the sequential arrangement of the input observations. However, the strong assumption
that the data points are iid is not always valid in practice. Particularly, network traffic data may be
interrelated to each other and can present contextual point-to-point dependencies. The presence
of such dependencies significantly impacts the AD task and outliers are correspondingly detected
based on the contextual anomalousness.

The temporal AD is a more laborious task with more challenges linked to the presence of
temporal correlation in the noisy training data. A plethora of methods has been developed in the
literature to address this problem [40, 144, 74, 69]. In particular, dimensionality reduction-based
models have been extended to model the data temporal correlations and detect any deviation.
Among these methods, Transformers [260] has received increasing attention in recent years in
the machine learning and AD communities. Nonetheless, similar to classical AEs, these model
performance depends on the availability of anomaly-free training data and they are sensitive to the
presence of contaminants.

In this chapter, we introduce a novel method, designed to tackle the challenging problem of
robust AD in sequential data. We introduce a robust learning strategy that trains a Transformer to
model the nominal behavior of the network activity. Unlike most of the existing sequential anomaly
detectors, our approach does not require the availability of an anomaly-free training subset. Relying
on a contrastive learning-based robust loss function, our contribution automatically downweights
atypical corrupted training data, to reduce their impact on training optimization.

This fifth chapter is organized as follows: Section 5.1 introduces the peculiarities of AD in
time series. following up on this problem formalization, Section 5.2 surveys the state-of-the-art
method tailored to solve the present problem. We identify the main limitations of this method and
we then propose in Section 5.3 the third contribution of the thesis. We experimentally validate this
contribution in Section 5.4 and we conclude this chapter with an empirical comparison between the
three contributions of the thesis.

5.1 Problem Statement

This chapter explores unsupervised AD of multivariate sequential data. We begin with the
description of the sequence data and the types of the detected anomalies (cf. Section 5.1.1). Then,
we define the problem of unsupervised AD in sequential data (cf. Section 5.1.2). Finally, we present
and justify the motivation for developing anomaly detectors to address this topic (cf. Section 5.1.3).

5.1.1 Nature of Input Data and Anomalies

This chapter analyzes sequence data. Sequence data are defined as an ordered set of data points,
each of which is recorded at a time ¢ [40]. A sequence can be either continuous or discrete. A
discrete time series is a sequence where the observations are recorded at a discrete set of times,
i.e., t € N. A continuous time series is a sequence where observations are continuously recorded
over an interval of time 7', i.e., t € [0,7]. Most of the existing time series anomaly detectors [62,
40] analyze discrete sequences. This chapter is in line with these studies and focalizes on discrete
sequences.

Similar to non-sequence data, sequences can be univariate or multivariate, depending on the
dimension d sequence observation. While univariate sequences comprise a single attribute events,
i.e., d =1, multivariate sequences contain an ordered set of multidimensional vectors. The difference
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between both types is illustrated in Figure 5.1, extracted from [40].
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Figure 5.1: Univariate (left) and multivariate (right) time series, extracted from [40]. O1, O2, O3
are three anomalies.

Here, we focus on multivariate discrete time series. As mentioned in Chapter 2, multivariate
time series outliers can be either univariate or multivariate, depending on whether they impact a
single attribute, e.g., O3 in Figure 5.1, or multiple dimensions simultaneously, e.g., O1 and O2
in Figure 5.1, respectively. Moreover, temporal anomalies can be either punctual, contextual, or
collective anomalies.

5.1.2 Unsupervised time Series Anomaly Detection

The problem that we address in this chapter is unsupervised time series AD. This is a critical
problem that has been a point of interest for researchers in different application fields such as
network and object monitoring, medical data analysis, fraud detection, and network intrusion
detection [46]. In such fields, the outlier detection task mainly relies on the well-known femporal
continuity assumption. Aggarwal [6] defines the temporal continuity assumption as “the fact that
the patterns in the data are not expected to change abruptly unless there are abnormal processes at
work.” As such, a temporal outlier can be seen as an abrupt change in the data pattern, which results
in a discontinuity of the data with its local context. This assumption makes temporal anomaly
detection more challenging than the classical task, since considering the ordinal structure between
the observations is of paramount importance.

In the following, we provide the common formal definition of unsupervised temporal anomaly
detection.

Problem 5.1 Let X be an ordered set of T successive observations, each of which is a vector of d
dimensions, i.e., X = (X1, ...,X,...,X7 ), where each observation X, € R? is recorded at a timestamp
t. TeN, deR", and 1 <t <T. An unsupervised anomaly detector aims at learning a function

Jw: Rd_”Ra X, = 8 = fu(X) 5.1

[fw models the local dependence of an observation X,, recorded at t, with the contextual adjacent
points localized in the window X, 114 = {X;—w+1,...,X }. For each X,, f,, can output either an
anomaly score s; € R that quantifies the degree of anomalousness of the input observation or a
binary label s, € {0,1}. The difference between the two strategy was detailed in Chapter 3 (cf.
Section 3.1.2).

Finally, time series AD follow the same two assumptions defined in the non-sequence AD
problem: [173]:
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Discrepancy

o Assumption 5.1 The anomalous data are statistically different and distinguishable from the
nominal data.

* Assumption 5.2 The majority of the training data are nominal. These data probably include
a minority of anomalies, a.k.a., data contamination or pollution.

The aim is to develop a robust time series anomaly detector, which is not sensitive to the
presence of training contaminants.

5.1.3 Robustness to Training Contamination

The same definition of robustness that was introduced in Section 3.1.3 of Chapter 3 is followed
in this part. Robustness means “insensitivity to small deviations from the assumption" [120].

in fact, unsupervised time series anomaly detectors assume that most of the training data is
nominal. However, a small part of the data may be contaminated, a.k.a., polluted, with anomalous
instances. The data distribution can be modeled in this case using a mixture of two distributions:

P=(1-n)P"+nP, (5.2)

where P is the nominal data distribution, P~ is the distribution of contaminants, and 1 € [0..1] is
the contamination ratio. In general, 1 is unknown and assumed to be less than 0.5, since training
anomalies represent the minority of the training data. Robust anomaly detection is particularly
destined to design algorithms that are insensitive to polluted training samples and reduce their
influence on the learning process.

In the following part, we present the most relevant and recent study that is designed for
unsupervised time series anomaly detection: AnomalyTransformer [279].

5.2 Related Work: AnomalyTransformer, Time Series Anomaly De-
tection with Association Discrepancy

Before presenting our contribution, we review in detail a recent Transformer developed for time
series anomaly detection: AnomalyTransformer. We mainly focus on this study because it intro-
duces a novel and insightful observation about temporal anomalies: the Association Discrepancy
(AssDis), which we will present later. The authors innovate the Transformer attention mechanism to
improve the detection performance, and this model achieves competitive results on some classical
benchmark datasets.

As we have outlined in Section 2.3, a series of recent studies [64, 272, 258] has shown the
advantage of using Transformers in time series anomaly detection, over classical methods (e.g.
LSTMs). Benefiting from the self-attention mechanism and parallel computations, Transformer-
based anomaly detectors show a higher detection performance and a more efficient training process
[272]. Some recent studies, e.g., TranAD [258] and MT-RVAE [269], propose to combine the
Transformer architecture with common generative models, GANs [106] and VAEs [133], to further
improve the model representation learning and to increase its robustness to training contamination.

Alternatively, Xu et al. [279] renovate the self-attention mechanism by introducing a new
AnomalyAttention module, specifically tailored for unsupervised time series anomaly detection.
Their method, called AnomalyTransformer, is based on the intuition that, due to the rarity of
anomalies, it is harder to find an association spread over the whole sequence. Indeed, Xu et al.
remark that the self-attention of anomalous points tends to be located generally in their adjacent
data points. Consequently, AnomalyTransformer leverages this adjacent concentration bias to
make anomalous points more distinguishable.
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Subsequently, we first depict the novel AnomalyAttention proposed in AnomalyTransformer.
We particularly shed the light on the adjacent concentration bias and its formal computation with
the AssDis criterion. Secondly, we present the global overview of AnomalyTransformer. We mainly
review the AnomalyTransformer min-max training strategy by analyzing the minimized objective
function. Finally, we present how the authors leverage the AssDis for the inference of new unseen
test points.

5.2.1 AnomalyAttention
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Figure 5.2: AnomalyTransformer architecture, adapted from [279].

Xu et al. [279] formalize the previously described adjacent concentration bias by defining the
AssDis criterion. For each data point, the AssDis quantifies the disparity between the local attention
relative to the adjacent points and the global attention with the whole series. To compute the AssDis,
the authors introduced two novel concepts: the Series Association and the Prior Association. While
the former quantifies the global association that maps each data point with the whole time series,
the latter mostly focuses on the local attention covering the adjacent observations. Thus, the AssDis
is formally determined as the divergence between both distributions.

The proposed Anomaly Attention module is a two-branch self-attention, as shown in Figure 5.2.
AnomalyAttention two branches model the Prior Association and the Series Association, which we
detail in the next paragraphs.

5.2.2 Series Association

The first branch of Anomaly Attention (cf. the blue layer of Figure 5.2) learns the temporal
dependencies with respect to the whole sequence. This branch computes the Series Association,
which finds the global point-wise dependencies linking each point with all other samples of the
same input sequence.

Concretely, the Series Association is computed using the classical self-attention map (cf.
Section 2.3.5.4 of Chapter 2). Let Q € R7*4moaet | K € RT *dmodel  and V € RT *4mocel be the query,
key, and value matrices of the AnomalyAttention, respectively. T € N* is the length of the sequence
and d,,,001 € N* is the dimension of the embedded data. Series Association is defined as the
following:

QK"
\ dmodel

S = Softmax( ) (5.3)
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Series Association uses the dot-product function to compute the similarity between a set of
queries and a set of keys. Since we compute the self-attention map, the keys and the queries are the
elements of the same sequence. Then this score is normalized using the Softmax(.) function.

5.2.3 Prior Association

The second branch (cf. the yellow layer of Figure 5.2) assesses the Prior Association, which
quantifies the local self-attention distribution, relative to adjacent time points. Unlike Series
Association, Prior Association focuses only on a small subset of the sequence: the surrounding
data points. In this case, it is crucial to specify the window range of the local context defining the
adjacent points. The authors propose to define the local context using a Gaussian Kernel, denoted
as G in Figure 5.2, and parameterized by a learnable scale parameter o. This learnable Gaussian
kernel has the advantage to adapt the local context to input data characteristics.

For two data points x; and Xj, such that 0 <i<T7,0<j<T,and T € R* is the sequence
length, the Prior Association is defined as follows:

1 j—i |2) >
P;; = Rescale exp| — , 54
' < Ao, p( 202 (5.4)

where ¢ € RT*! stands for the Gaussian learned scale, Rescale is used to normalize the rows
of the matrix P, i.e., to transform P rows to a discrete distribution. The training process of
AnomalyTransformer will be described later in Section 5.2.6.

5.2.4 Association Discrepancy

After presenting both Prior and Series Associations, we define in this part the AssDis. The
AssDis measures the difference between the adjacent concentration and the global attention.
Formally, it is defined as the symmetric KL divergence between the Prior (P) and the Series
(S) Associations. For the /" data point of an input sequence, the AssDis, AssDis € R”*!, is defined
as:

ASSDiS,'(P,S) = KL(P,‘7; || S,‘7:) +KL(S[7: H P,‘y:), (5.5

where KL(P; . || S;.) is the KL divergence computed between two distributions: the i’ rows of S
and P.

As it is difficult to find a global mapping that links anomalous points with the whole sequence,
both local and global self-attentions are mostly localized in the surrounding. The Prior and the
Series associations of an anomaly are considerably similar, which results in a small AssDis. Thus,
anomalies have smaller AssDis than nominal points.

5.2.5 AnomalyTransformer Global Architecture

Before presenting the training strategy, we depict in this Section the global overview of
AnomalyTransformer architecture. As shown in Figure 5.2, AnomalyAttention is composed of a
stack of N identical layers. Each layer comprises an AnomalyAttention module followed by FFN
layer. The Prior and Series Associations are computed at the output of each layer and the global
AssDis is the mean of layer-wise AssDis, defined in Equation 5.5.

N
AssDis;(P,S) = ZAsles (P,S) = Z i ISY) KLY [P (5.6

This global AssDis combines the multiple AssDis extracted from the intermediate layers and
aggregates this multi-level information into a single measure.
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Finally, AnomalyTransformer learns to reconstruct the input data. Similar to the classical
Transformer-based anomaly detectors, the output of this neural network X, a.k.a., the reconstructed
sequence, is defined as:

QK"
V dmodel

X = Softmax( )V =S8V (5.7)

5.2.6 Minimax Training Strategy

AnomalyTransformer has an encoder-decoder architecture. It is trained to reconstruct the
input data. This learning phase consists in minimizing the reconstruction loss, defined using the
Frobenius loss:

. 2
Reconstruction Loss = HX — XHF , (5.8)

where X € R7*? is the input sequence of T d-dimensional points, X € R74 is the sequence
reconstruction, and ||.|| is the Frobenius norm.

Since the reconstruction is defined using the product of the Series Association and the value
matrix, minimizing the reconstruction error guides S optimization and helps the model find the
relevant global self-attention map. However, this classical objective function does not optimize the
Prior Association.

To learn the optimal Gaussian scale parameter, the authors propose to constrain Anomaly-
Transformer training with an additional loss. Indeed, to make anomalies more distinguishable, the
additional loss aims to maximize the Asociation Discrepancy of the training sample, which makes
the task notoriously more difficult for anomalies. In fact, maximizing the AssDis encourages the
model to learn a global point-wise mapping that is not restricted to adjacent points. However, due
to the adjacent concentration bias, this constraint makes the anomaly reconstruction task harder.
Clearly, the opposite is the case for inliers.

All in all, the loss function proposed in [279] is:

~ 2
L(X,S,P,1) = Hx —XHF — A ||AssDis(P,S) |, (5.9)

where A > 0 is an hyperparameter used to trade off the reconstruction and the adjacent concentration
constraint.

Nevertheless, the authors remarked that simultaneously minimizing the reconstruction error and
maximizing the AssDis results in a meaningless Prior Association, with an infinitesimal Gaussian
scale parameter o. Indeed, with a very small o, the contextual window of the adjacent points is
very reduced so that the AssDis can be large for all training data, even anomalies. To avoid this
collapse, the authors propose an alternative training strategy, where they disjointly optimize both
associations in two separate steps: a minimize and a maximize phase.

In the minimize phase, the Series Association, denoted as Sg.4cn, 1S fixed, and the aim of this
phase is to find the best Gaussian that approximates the Prior Association. The objective of this
phase is to minimize the AssDis so that P approximates the fixed Sj.qc- The loss of this phase is:

-~ 2
Ly = HX _ XHF + A || AssDis(P,Sqeraen)|l; = L(X, Sgerach, P, ). (5.10)

Once the optimal o is estimated, the Prior Association is now fixed, S;.r4ch, and the maximize
phase optimizes the series association so that it focuses on the non-adjacent points. This phase,
which maximizes the AssDis, optimizes the following function:

~ 2
Lyax = HX _XHF —A ||ASSDiS(PdetachaS)||1 = L(XaSanetachaz’)- (5.11)

To conclude, the AnomalyTrabsformer minimax training strategy train the Transformer to
disjointedly optimize the Series and the Prior Associations by alternating between these two
min-max phases.
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5.2.7 Test Point Anomaly Score

After the training, AnomalyTrasformer is used to assess the anomalousness of new samples.
The author proposes a novel anomaly score that integrates the proposed AssDis. For a test data
matrix X € R7*? and its reconstruction X € R7*?, the anomaly score is computed as follows:

~112
AnomalyScore(X) = Softmax(—AssDis(P,S)) HX - XH2 (5.12)

The classical reconstruction error is amplified with a term inversely proportional to the AssDis.
Since anomalies have smaller AssDis than inliers, their reconstruction error is amplified, which
improves anomaly detection performance.

5.3 Contribution: RESIST, Robust Transformer for Unsupervised
Time Series Anomaly Detection

5.3.1 Beyond Self-Sequence Dependencies

As mentioned in Section 5.2, Transformers have the potential to learn long-term relationships,
thanks to the attention mechanism. In addition, AnomalyTransformer proposed by Xu et al. [279]
shows that encouraging global attention spread over the entire sequence improves Transformer
anomaly detection performance. While being more robust than basic Transformers, Anomaly-
Transformer attention is still restricted to the input sequence and lacks longer-term dependencies
extracted from historical sequences. In fact, the time-series data are usually split into fixed-length
consecutive segments using a sliding window (cf Figure 5.3). The reference of normality in Anom-
alyTransformer is bounded to a single segment and ignores all the previous windows. Even though
anomalies are rare, the same anomaly may occur twice in the same window. In this situation, the
adjacent concentration bias becomes invalid, as anomalous observation AssDis is no longer limited
to its surroundings. Accordingly, we conjecture that outlier rejection must include an external
reference of normality, mined from the history.

Slide
Sliding window ——>

150 200 250 300 350 400
Figure 5.3: Non-overlapping sliding windows of a toy sequence.

Unlike AnomalyTransformer, we propose to extend the transformer attention to cover the
historical data, in order to reject training unusual observations. We hypothesize that rejecting
training contaminants requires building pairwise associations not only between data points of the
same sequence but also with instances of previous segments. The main intuition is that nominal in-
stances present a regular behavior shared across multiple segments. That is, reconstructing nominal
sequences using either self-information extracted from the current input (i.e., self-reconstruction) or
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using relevant information extracted from sequence adjacent neighbors (i.e., cross-reconstruction)
would lead to similar results. In contrast, since anomalies are rare and different, building inter-
sequence associations (or similarities) is more difficult and less informative. Therefore, anomaly
self-reconstruction is much easier than cross-reconstruction.

Building on this insight, we propose RESIST. RESIST is trained to reconstruct input sequences
using a hybrid representation that combines local intra-sequence information as well as global
properties, shared between multiple segments. Accordingly, we introduce a Siamese training
strategy that encourages the model to pay equal attention to the input sequence as well as to
the previous ones. The sensitivity to training contaminants is significantly reduced since this
reconstruction task becomes arduous for rare training outliers. Moreover, we train RESIST with a
robust loss function to reduce the impact of large reconstruction errors caused by training outliers.
Our experimental results show that this strategy significantly improves transformer robustness in
AD (see Sections 5.4.1.5, 5.4.2.4).

In the following, we detail these contributions and the hypotheses that we will analyze in the
experimental part. Firstly, we depict the global architecture overview of RESIST to present its
main building blocks. Then, we present each component separately. We also focus on the different
configurations that can influence RESIST performance. Finally, we state the presumed hypotheses,
the training protocols followed to analyze these hypotheses, and the experimental results.

5.3.2 Architecture Overview

Our contribution presents an encoder-decoder architecture, comprised of four main components:
a positional encoding and embedding layer, a siamese encoder, a fusion layer, and a decoder, as
shown in Figure 5.4. Similar to Transformers [260], the original data is firstly encoded using the
linear embedding and the positional encoding units. Both encoder and decoder are composed of
stacked identical blocks, where each block contains a multi-head attention unit followed by a FFN
layer.

RESIST takes as input K non-overlapping sequences X;" = (X" ¢ ,...,X;"): an input sequence
x;” and its K — 1 previous sequences. In Figure 5.4, we illustrate our method for K = 2. Firstly, the
linear embedding and the positional encoding units encode the input sequences (X}’ ¢ ;,...,X;")
and output the K embedded sequences (e} x_ ,-..,€;"). Secondly, the encoder extracts from each
embedded sequence e;” a low-dimensional latent encoding z,”. Then, the fusion layer aggregates
these encodings into a single representation. The decoder maps the fusion encoding to the input
space in order to reconstruct the original sequence x;. Finally, RESIST minimizes the Geman-
McClure robust function between the reconstructed sequence x;” and the original one x;”.

After presenting the global architecture of our method, we will thoroughly review each compo-
nent in the following Sections.

5.3.3 Siamese Encoder

RESIST encoder, illustrated in Figure 5.4, learns to project K consecutive sequences into K
low-dimensional embeddings. The encoder receives a sequence X,” and its associated history, which
contains the K — 1 sequences preceding x;". It models the point-wise correlations between x,"
and the history. Then, it learns to project these data into a common reduced space of dimension
d.ne € N*, where common data points share similar representations. This task is notoriously hard
for anomalies, since they present non-representative uncommon patterns. For this reason, we
propose an encoder with a Siamese architecture, with K identical sub-networks that share the same
parameters. Input sequences are simultaneously processed using these networks. The sequences
that share common proprieties have close encodings.

Unlike classical Siamese Neural Networks, our encoder is not trained to learn a similarity
metric between input sequences. Its objective is to reduce the data dimensionality to only keep the
most important information. Each siamese encoder sub-network is composed of a stack of N =2
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identical blocks. Each block comprises two sub-modules: a multi-head attention unit followed by a
FFN layer (cf. Figures 5.5 and 5.6). While the attention mines the temporal correlations in the data,
the FFN layers are used for dimensionality reduction.

The Siamese encoder is a hybrid composition of both Self-Attention (SA) and Co-Attention
(CA) units. While the SA units are used to extract the contextual properties of the current sequence,
the CA unit is destined to extract inter-segment properties and only keep common relationships.

5.3.3.1 Self-attention and Co-attention Module

Attention modules are intended to mine pairwise interactions between data points. We propose
to leverage the Self-Attention (SA) and Co-Attention (CA) layers, initially introduced in multimodal
Visual Question Answering (VQA) [287], to our task of unsupervised AD.

2
!

( Self-attention Unit | ( Co-attention Unit

‘ Layer Norm ‘ ’ Layer Norm ‘
Feed-Forward Feed-Forward
Layer (RelLU) Layer (ReLU)

| Layer Norm | ’ Layer Norm ‘

Multi-head Multi-head
Self-attention Co-attention
w w w
e, € €,
Figure 5.5: Self-attention unit Figure 5.6: Co-attention unit

VQA is a visual reasoning task where we train a model to answer a question concerning an
image. Identifying joint visual-linguistic representations is crucial in VQA. In [287], Yu et al.
propose a Transformer-based VQA model where they introduce a co-attention layer, a.k.a., guided
attention layer (see Figure 5.6). This layer is mainly designed to model multimodal interactions
between a sentence and an image. The architecture of co-attention is the same as the self-attention
layer. The main difference is that co-attention receives two different input sequences, a sentence
and an image. It extracts the Query from the image and the pair (Key, Value) from the sentence.
Recent studies [249] show the potential of co-attention to learn contextual representations and to
improve model generalization performance.

We propose to extend CA to our task of unsupervised anomaly detection. CA can be seen as
a module that filters similar data points between a sequence and the history. Then, it weights the
current sequence observations with the relative normalized similarities. The aim is to guide the
reconstruction with inter-sequence common information and to filter out sequence-specific rare
patterns. This encourages the model to ignore unusual patterns that are only relevant for a single
sequence. Different compositions of CA and SA may result in different configurations of RESIST.
In Section 5.4.1.3, we will present these configurations and we will experimentally evaluate their
impact on the AD performance.
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5.3.3.2 FFN Layer

Each attention layer is followed by a connected FFN, composed of a single linear layer. These
linear layers are used to reduce data dimensionality through a linear mapping from the input space
to a space of fewer dimensions. Furthermore, we apply the activation function to these layer
outputs. For a d;,-dimensional vector x € R¢ , the output of the FFN layer is:

FFN(x) =max(0,xW +Db) (5.13)

where W € Ré%*dou is the weight matrix, b € R%w is the bias vector, and d;, and d,,, are the
dimension of the input and the output, respectively. We have d;, > d,,; since the FFN main task is
to map the input into a lower-dimensional latent space.

5.3.4 Fusion Strategy

Commonly, AE-based neural networks learn to reconstruct the input sequence using a single
latent representation. Unlike these classical methods, we propose to leverage multiple data views
for robust reconstruction. The fusion layer is destined to combine the multiple encodings extracted
by RESIST encoder into a single vector representation, so that the decoder reconstructs the input
sequence using this single compressed fusion.

Formally, fusion is defined as “a multi-level process dealing with the association, correlation,
combination of data and information from single and multiple sources to achieve refined position,
identify estimates and complete and timely assessments of situations, threats and their significance”
[276]. Various data fusion strategies have been developed in different application fields of machine
learning. Data and decision fusion strategies are extensively explored in intrusion detection [149],
wireless sensor monitoring [55], image classification [209]. In this work, we compare two fusion
strategies: concatenation and addition-based fusions. We will detail these strategies in the following
paragraphs.

Regardless of the fusion strategy, the fusion module comprises a fusion layer (i.e., the concate-
nation or the average operations), followed by a single FFN layer. We use this FFN so that the
output of the fusion module, i.e., the input of RESIST decoder, would have the same dimension,
regardless of the applied fusion strategy.

Concatenation Strategy

The first strategy simply consists in concatenating the K outputs of the encoder. Let (Z) .., ...,Z))
be K encodings, each of which contains w data points of dimension dey, i.€., Z;] € RYWXdenc (. is
the dimension of RESIST latent space. The output F); of the fusion module in this case is:

F)(Z), .1, L) =ReLU([Z)_g.1,..., L ]Wys+by), (5.14)
where [.] is the concatenation function, W, € RKdecxds refers to the linear layer weights and
bs e RX4/ to the bias vector. d ' 1s the dimension of the fusion module outputs. In all experiments,
we use dy = deye = 16. The main drawback of this strategy is its sensitivity to the history length K.
As such, concatenation fusion becomes computationally expensive with large K, since more and
more learnable parameters are involved.

Mixup Strategy

The second strategy is inspired from the well-known manifold mixup method [290]. The
original mixup method was initially proposed for data augmentation in supervised learning. For two
training inputs x; and x;, having two labels y; and y;, respectively, mixup generates a new training
instance, X, using a linear interpolation:
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£=8x+(1—8)x;. (5.15)

§=0yi+(1—-29)yj. (5.16)

¥ is the corresponding label of £. The interpolation term & € [0, 1] is an hyperparameter. In
other words, mixup trains supervised classifiers to adapt a linear behavior in the boundaries
between training classes. Recent publications show that mixup reduces classifier regularization
error and makes classifiers more robust to corrupted labels [147]. We refer the reader to [132] for a
comprehensive review of mixup-based strategies.

We extend the mixup method to robust unsupervised anomaly detection. Similar to the original
mixup strategy, mixup fusion merges K instances into a single vector through linear interpolation.

The fusion of K encodings (Z)__ |,...,Z)) is defined as follow:
FY(Z) ki1, Z)) = ReLU(ZyW +by), (5.17)
where
1] =
Z;;:E Y z (5.18)
i=n—K+1

We propose a uniform contribution of all encodings. For example, for K = 2, ZZV is defined as,

— 1 1
Zy =Ty + 52 (5.19)

When the input sequence X, share common properties with its history, represented by X}V ,, we

expect that the siamese encoder extracts close latent representations Z,’ and Z)_,. In his case, the

fused representation would be similar to the encoding of a classical Transformer, i.e., ZZV ~Z) .
In contrast, when the current sequence comprises an uncommon pattern, the encoder self-attention
and co-attention modules potentially extract different encodings. Therefore, the linear interpolation
may generate an inconsistent and less informative encoding, and the reconstruction task becomes
more difficult. In the experimental section 5.4.1.3, we compare RESIST performance with both
strategies.

5.3.5 RESIST Decoder

Finally, the RESIST decoder learns to reconstruct the last sequence of the input using the
compact representation that is the output of the fusion module. It is composed of a stack of N =2
identical blocks. Each block comprises two sub-modules: a multi-head self-attention unit followed
by a FFN layer. While activation function is used in the first block, the last block is followed by a
Sigmoid function to ensure that the output has the same range as the input [0, 1].

5.3.6 Robust Training Loss

To hedge against training contaminants, we train RESIST using a robust loss function. Indeed,
the commonly used Mean Squared Error (MSE) is sensitive to outliers, since squaring large
deviations results in the dominance of anomalies during the training. In contrast, a robust loss can
resist noise and anomalies by reducing the influence of their large reconstruction errors. There have
been numerous studies to explore robust learning in the presence of outliers. The robust function
list includes Charbonnier loss, Cauchy loss, Geman-McClure loss, and Welsch loss. Recently,
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Barron [30] generalizes these common losses in a single parametric function, p(x, @, c), which is
parameterized by two parameters: the scale ¢ and the robustness parameter .

¢

%(%)2 ifa=2

) (4 | x)z ' (5.20)
l—exp(—j(;) ) if 0 =—oo
|oc;2| (( ‘((1%2; + 1)% —1) otherwise

Particular values of o define common robust losses: L2 loss (o = 2), Charbonnier loss (o = 1),
Cauchy loss (@ = 0), Geman-McClure loss (o« = —2), and Welsch loss (& = —oo0). These cases are
visualized in Figure 5.7, extracted from [30]. We refer the reader to [30] for a detailed description
of these losses.

p(m,a,‘c)‘ | %(ch, c)

0 -

-be -5c-4c-3c-2¢ -¢c 0 ¢ 2¢ 3c 4c be Ge -6c -be -de -3¢ -2¢ ¢ 0 ¢ 2c¢ 3¢ 4c be 6e

T €T

Figure 5.7: The general robust loss function proposed in [30].

In particular, we propose to train RESIST by minimizing the Geman-McClure robust function,
i.e., p(x,& = —2,c). The conventional Geman-McClure function is defined as:

(2)°

L(X) = p(x,oc = _27C) = 2m

(5.21)
where c is a scale parameter that modulates the loss robustness range. In all our experiments, we
set x = AIQR, where IQR is the interquartile range and A = 0.1. We conduct a sensitivity analysis
regarding this hyperparameter in Section 5.4.1.5.

5.3.7 Hypotheses

In the previous sections, we presented the global overview of RESIST, as well as a detailed
description of each building block. To conclude the presentation of our method, we synthesize our
contributions into the following hypotheses:

* Hypothesis 5.1 (H5.1) We conjecture that guiding the Transformer reconstruction with both
intra-sequence properties and inter-sequence pairwise interactions with the history results
in a more robust anomaly detector. That is, fusionning local information extracted by the
self-attention module and global information guided by the co-attention unit improves model
performance in the presence of training anomalies;

115

Cette thése est accessible a I'adresse : https://theses.insa-lyon.fr/publication/2022ISAL0124/these.pdf
© [N. Najari], [2022], INSA Lyon, tous droits réservés



Experiments and Results

* Hypothesis 5.2 (H5.2) We hypothesize that training RESIST with a robust loss function, and
particularly the Geman-McClure loss, significantly reduces the impact of training noise and
anomalies;

* Hypothesis 5.3 (H5.3) This hypothesis is related to the fusion of local and global informa-
tion. We assume that the additive fusion with mixup method is more efficient and more robust
than the classical concatenation strategy,

In the next Sections, we investigate the validity of these hypotheses with a set of experiments
performed on two public real-world datasets. In addition, we extensively compare our contribution
against common unsupervised anomaly detectors.

5.4 Experiments and Results

In this section, we aim to explore the validity of the assumed hypotheses on two public datasets:
the CICIDS17 evaluation dataset and the TON-IoT dataset. Firstly, we perform a set of experiments
on the first benchmark dataset, CICIDS17, to assess the performance of our approach in detecting
anomalous flow-based network data. Then, the second set of experiments is particularly related
to IoT traffic anomaly detection. These experiments explore the relevance and efficiency of our
proposal for IoT data, on the recent IoT dataset, TON-IoT. In the following, we provide an overview
of each dataset peculiarities. Then, we develop the main steps of the training and testing protocols.
Finally, we present and analyze the empirical results of each experiment set.

5.4.1 CICIDS2017 dataset
5.4.1.1 Dataset Description

The first dataset used in our experiments is the CICIDS17 dataset [237]. CICIDS17 is a recent
public dataset developed by the Canadian Institute of Cybersecurity (CIC) for IDS evaluation.
Overall, this dataset comprises about 3 million labeled network flows collected over 5 days, starting
from July 3, 2017, and ending on Friday, July 7, 2017. 83% of this traffic is benign and the
remaining 17% is anomalous.

To collect the traffic, Sharafaldin et al. developed a testbed containing two networks: an
Attack-Network and a Victim-Network. The Victim-Network comprises three servers, one firewall,
two switches, and ten interconnected PCs. One switch was configured to mirror all the traffic
passing through the network. The Attack-Network is a separate network that runs network attacks
on the Victim-Network.

CICIDS17 provides full packet capture of the collected data in pcap files. In addition, the raw
data are processed using CICFlowMeter [146], a flow-based feature extractor, to extract metadata
from the packet traces. Each flow record is represented by 85 features: a flow ID, 83 flow metadata
features, and a class label. A detailed description of the 83 flow-based features is presented in [142].
CICIDS17 comprises 15 classes: a nominal class and 14 attack types, including Denial of Service
(DoYS), Distributed DoS (DDoS), Web attacks, and Infiltration attacks. Table 5.1 summarizes the
volume of data in CICIDS2017 per type of attack.

This dataset was extensively used in many recent publications [142], since it covers various
recent attacks and comprises both punctual and collective anomalies. Furthermore, it has more
complex types of attacks than NSL-KDD and MedBIoT datasets (cf. Sections 3.4.1 and 3.4.2).
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Table 5.1: The label classes present in the CICIDS17 dataset

Attack Number of flows Percentage (%)
Benign 2358036 83.33
DoS Hulk 231073 8.16
Port Scan 158930 5.62
DDoS 41835 1.48
DoS GoldenEye 10293 0.36
FTPPatator 7938 0.28
SSHPatator 5897 0.21
DoS Slow Loris 5796 0.21
DoS Slow HTTP Test 5499 0.19
Botnet 1966 0.07
Web Attack: Brute Force 1507 0.05
Web Attack: XSS 652 0.02
Infiltration 36 0.001
Web Attack: SQL Injection 21 0.001
Heartbleed 11 0.0001

5.4.1.2 Data Preprocessing

We follow the same preprocessing steps proposed in [142, 144]. Since the original dataset is
voluminous, and similar to [144], we focus on the data subset that is collected during one day:
Thursday, July 6, 2017. This subset contains 170231 network flow and represents around 6% of the
whole dataset. 98.7% of this traffic is benign and the remaining 1.3% is anomalous.

Firstly, we encode the categorical feature that describes the network protocol, i.e., "TCP’ or
"UDP’ using the Count encoder [75]. The count encoder encodes the categorical features with their
frequency of occurrence. As such, rare protocols have lower weight in flow vectors compared to
frequent ones. Secondly, we rescale numerical features to be in the range [0, 1], using the min-max
normalization method. Finally, we randomly split the benign data into 40% for the training and
60% for testing. Similar to [224], 10% of testing data is selected to tune the hyperparameters of
competing methods.

5.4.1.3 Training and Testing Protocols

Here, we describe the training and testing protocols used in our first set of experiments, to
validate the conjectured hypotheses H5.1-HS5.3. Firstly, we investigate the influence of RESIST
different configurations on the global performance. We aim to analyze the importance of RESIST
individual components: self-attention and co-attention modular composition, the robust loss func-
tion, and the fusion strategy. Afterward, we compare our proposal with relevant unsupervised
methods developed for time series anomaly detection.
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Protocol 1: Modular Composition of Co-attention and Self-attention Modules

Our method is composed of two attention-based components: the self-attention and the co-
attention modules. Different combinations of these modules result in different variants. In this
section, we analyze the first hypothesis (H5.1) by studying RESIST performance with three modular
compositions of the attention-based units.

For ease of illustration, we only visualize in Figure 5.8, the RESIST encoder part of the three
variants. The first variant, RESIST-SS that is illustrated in Figure 5.8a), is the baseline. This first
configuration does not consider the history for data reconstruction. In this case, only the input
sequence flows through self-attention units to gradually extract the intra-properties of each sequence
Then, RESIST-SS decoder is trained to reconstruct the sequence-based only on this self-encoded
representation.

The second configuration, RESIST-SC, represented in Figure 5.8b), considers inter-sequence
similarities between the input and the history. Indeed, both sequences are processed using a first
self-attention unit to model intra-sequence relationships. Then, the encoded representation of
the current sequence is processed using a self-attention unit, while the historical representations
are fed into a co-attention unit to introduce pairwise similarities between consecutive sequences.
Afterwards, all encodings are aggregated and decoded.

Finally, the third variant is RESIST-CC (see Figure 5.8c). Here, the input sequence is encoded
through cascaded self-attention units and adjacent sequences are encoded using co-attention units.
The main difference between RESIST-CS and RESIST-CC is that the former encodes the history
with a hybrid encoder that alternates CA and SA, while in the latter, only CA units are used to
encode the previous segments.

w N 5
%1 z; i
RESIST Encoder RESIST Siamese Encoder RESIST Siamese Encoder

Co-attention
unit

Self-attention
unit

Co-attention Self-attention
unit unit

! ! ! !

Self-attention Self-attention Co-attention Self-attention
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Self-attention
unit
Self-attention
unit

(a) RESIST-SS (b) RESIST-SC (c) RESIST-CC

Figure 5.8: Three configurations of RESIST based on the modular composition of co-attention and
self-attention modules.

Protocol 2: Fusion Strategy

In this section, we investigate the second hypothesis (H5.2), regarding the fusion strategy. In
H5.2, we assume that the additive fusion with the mixup method is more efficient and more robust
than the classical concatenation strategy.

Let K be the history length, i.e., the number of the consecutive training sequences fed to RESIST
Siamese encoder, and d,,. be the dimension of each encoded sequence in RESIST latent space. The
concatenation strategy merges these encodings into a single representation by joining all the vectors
together. This results in a higher-dimensional vector of dimension K X d,,.. Then, this large vector
is projected back into a d,,.-dimensional latent space using a non-linear projection. This fusion
projection selects the relevant information to be forwarded to the decode module. As such, this
projection may discard all the information extracted from the history and keep only self-sequence
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encoding. Formally, as presented in Section 5.3.4, the output of the concatenation module is :

K
FY(Zy 1, L)) =ReLU(). Zy ; \W;+b;), (5.22)

i=1
Since each encoding is projected separately from others, with different parameters W; and b;, the
projection may discard historical information by setting all the corresponding parameters to 0.
The second drawback of this strategy is that it becomes inefficient with more and more encoded
sequences. The fusion layer parameters linearly increase with the history length. That is, increasing
K results in a longer training phase.

In contrast, mixup fusion performs an element-wise summation of all K encoding. Consequently,
the input and the output of the fusion layer have the same dimension. This summation constraints
the fusion to consider all the latent representations equally, since the same parameters, W, and b,
are involved in all projections:

w w 1 s w
FY(ZY i1y Z) = ReLU(Ei;Zn_iHWer), (5.23)

Finally, mixup fusion does not depend on history length. Increasing K would not impact the training
efficiency of the fusion module.

Protocol 3: Robust Loss Function

Traditionally, encoder-decoder architectures are trained by minimizing the euclidean distance,
a.k.a., the L2 loss, between the reconstruction and the input. However, this squared error is
sensitive to training contaminants. In this section, we explore the importance of the robust loss
function to reduce model sensitivity with respect to anomalies. As previously mentioned in Section
5.3.6, various robust losses are developed in the literature, such as Charbonnier loss, Cauchy loss,
Geman-McClure loss, and Welsch loss.

In particular, we compare three different training losses. The first function is the classical L2
loss. Here, we train this first variant of RESIST with the common L2 loss to study its sensitivity to
training outliers, in the absence of a robust training loss. Then, we compare three common robust
functions: Charbonnier loss, Cauchy loss, and Geman-McClure loss. These losses are generally
interchangeable and the performance may depend on the selected robust loss [30]. In the literature,
researchers often experiment with different robust losses and select the best performing function.
Here, we follow the same protocol and we investigate the three robust losses: Charbonnier loss,
Cauchy loss, and Geman-McClure loss.

Protocol 4: Comparison with Competing Methods

Finally, after investigating the contribution of each component of RESIST to the global perfor-
mance, we globally compare our contribution against common unsupervised time series anomaly
detectors. In this experiment, we select the best performing configuration of RESIST: a siamese
encoder that comprises a hybrid composition of self-attention and co-attention units, a mixup fusion
strategy, and trained with the Geman-McClure loss.

The baseline models selected in our experiments belong to the different categories of unsu-
pervised time series anomaly detection presented in Section 2.3 of Chapter 2. These baselines
include one-class classifiers: IF [liu2008isolations], OSVM [251]; density-based methods: LOF
[48]; reconstruction-based algorithms: OmniAnomaly [245], LSTM-AE [164], MSCRED [291],
USAD [21], and Transformer [260]. In addition, we assess the performance of robust Transformers
including TranAD [258] and AnomalyTransformer [279].
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Table 5.2: The hyperparameters used in the experiments of this chapter.

Hyperparamter Value

Architecture a 5-layer MLP with 78-32-16-32-78 units

Learning rate 0.001

Maximum number of epochs 100

Batch size 64

The dimension of the embedding 128

The robust loss scale ¢ c=0.1IQR

The history length K K=2

The window size w w =100

The number of heads /4 of the multi-head | h =2

attention

Laptop 12-core Intel i7-9850H CPU clocked at 2.6GHz,
with 16GB of RAM memory and with NVIDIA
Quadro P2000 GPU

5.4.1.4 Training Parameter Settings and Evaluation Criteria

The optimal hyperparameters selected in our experiments are reported in Table 5.2.

We follow the well-established protocol used by many recent papers [238]. We transform the
input time series into consecutive sub-sequences using non-overlapped sliding windows of length
w = 100. After preliminary tests, we use the same architecture for all autoencoder-based models.
The autoencoders are a 5-layer MLP with 78-32-16-32-78 units. All latent layers are followed by
activation function. The last layer is followed by a sigmoid function. We use the Adam optimizer to
train all the neural networks, with an initial learning rate of 0.001, and a step-scheduler with a step
of 0.5. All models are trained for 100 epochs, with a batch size of 64 in all experiments, and random
parameter initialization. To limit the impact of random parameter initialization, we repeat each
experiment five times and average the results over these five runs. Regarding Transformer-based
anomaly detectors, we set the dimension of the embedding to 128 and we use 2-head attention units.
In all our experiment, RESIST hyperparameter c is set as ¢ = 0.11QR (cf. Equation 5.21). Similar
to the validation protocol adapted by Ruff et al. [224], the competing methods hyperparameters are
tuned on the predefined validation subset. To minimize hyperparameter selection problems, we
select the optimal hyperparameters that maximize their validation AUROC. This deliberately grants
competing methods an advantage over RESIST. Lastly, all the experiments were run on a laptop
equipped with a 12-core Intel i7-9850H CPU clocked at 2.6GHz and with NVIDIA Quadro P2000
GPU.

5.4.1.5 Results

In the following, we present and interpret the experimental results of our first set of experiments.
We first validate each component of RESIST and assess their contribution to the performance, by
analyzing the hypotheses (H5.1, H5.2, and H5.3). Then, we compare RESIST performance against
common unsupervised time series anomaly detectors.
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Protocol 1: Modular Composition of Co-attention and Self-attention Modules

For a fair comparison, the three variants have the same architecture and configuration. The three
variants use the mixup fusion strategy and are trained with the same robust loss: Geman-McClure
loss. The only difference between the three variants is the modular composition of co-attention
and self-attention units. The experimental results of these 3 variants are shown in Figure 5.9.
These first results highlight that the structure of RESIST encoder has a significant impact on the
global performance, since varying the encoder composition of self and co-attention units is clearly
reflected in the results.
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Figure 5.9: Comparison between RESIST three variants: RESIST-SS, RESIST-SC, and RESIST-CC,
on the CICIDS17 dataset.

Firstly, RESIST-SS, whose encoder is purely composed of a cascade of self-attention units,
performs poorly compared to the other variants. Indeed, RESIST-SS is similar to a Transformer
trained to reconstruct the input, using the robust Geman-McClure loss, and without considering
the historical data. This variant shows the lowest AUROC:S in this first set of experiments, with a
mean equal to 76.6%, and with a large standard variation of 5%. The other two variants, which
integrate intra and inter-sequence properties with co-attention units, globally show better results
with reduced standard variations. This confirms our first hypothesis (H5.1), in the sense that guiding
the Transformer reconstruction with both intra-sequence properties and inter-sequence pairwise
interactions with the history results in a more robust anomaly detector.

Furthermore, we note that the hybrid RESIST-SC reports higher AUROC, 80.5% + 0.9, com-
pared to RESIST-SS, 78.8% 4 0.3. This advantage is statistically significant, according to Welch’s
test with p-value = 0.05. This observation reveals that encoding the history with both self-attention
and co-attention units is better than using only co-attention units. In RESIST-SC, the self-attention
unit firstly extracts the intra-dependencies of the history. Then this first representation, which
considers the history local context, is combined with the intermediate representation of the input.
In contrast, RESIST-CC neglects history intra-sequence context and focuses only on inter-sequence
properties. This result is consistent with other works in VQA [287]. In the following, we will use
RESIST-SC encoder architecture as the basis for all next RESIST variants.
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Protocol 2: Robust Loss Function

Similar to the protocol followed previously, all the variants share the same configuration,
except for the training loss function. The three variants have a hybrid siamese encoder, similar to
RESIST-SC encoder. The results are reported in Figure 5.10.
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Figure 5.10: The experimental results for RESIST trained with different loss functions: L2 loss
for RESIST-MSE, Charbonnier loss for RESIST-Ch, Cauchy loss for RESIST-Cauchy, and Geman-
McClure loss for RESIST-GM.

From this figure, we can see that the training loss function has a significant influence on the
performance. We note that the results steadily improve when decreasing the robustness parameter
o of the loss function p(x, ¢, c), defined in Section 5.3.6. Firstly, RESIST-MSE, trained with
the common Euclidean distance, i.e., o = 2, shows the worst performance, with an AUROC
around 74%. This result is in line with previous studies, which state that the mean-squared error
is considerably influenced by outliers. Secondly, the Charbonnier loss, a.k.a, the pseudo-Huber
loss, with @ = 1, does not improve the performance (cf. Figure 5.10). As shown in Figure 5.7
(left), even though the gradients of large error are reduced compared to the L2 loss, these gradients
saturate to a non-zero value. That is, even though their contribution is slightly reduced, training
contaminants still contribute to parameter optimization during the training. Nevertheless, when
a < 0, the gradient magnitude decreases and converges to 0, when the error is higher than the scale
parameter c. As such, large errors are completely ignored and do not impact the training. The speed
of converging to 0 clearly depends on the parameter a. The lower «, the higher the decreasing
speed of large error gradients. Our results confirm this interpretation, in the sense that RESIST-GM,
trained with Geman-McClure loss (& = —2), exceeds RESIST-Cauchy, trained with Cauchy loss
(a =0), by 2.6% on average. We can conclude that the second hypothesis (H5.2) is validated.
Training RESIST with the Geman-McClure loss significantly reduces the impact of anomalies.

Protocol 3: Fusion Strategy

In this section, we explore the third hypothesis (H5.3), which is related to the fusion strategy.
Here, we only vary RESIST fusion strategy: the concatenation or the mixup methods that are
described in Section 5.3.6. In fact, the training of RESIST involves the input sequence and the
previous historical segments. In all the previous experiments, we fixed K = 2. However, as
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mentioned in Section 5.3.4, we assume that the fusion strategy may impact the performance,
especially when we consider more and more sequences in the history, i.e., when K increases.

We propose to verify this hypothesis by running two sets of experiments. In the first experiment,
we set K = 2 and we train two RESIST variants: a variant that uses the concatenation fusion,
denoted as RESIST-Concat, and a second variant with the mixup strategy, denoted as RESIST-
mixup. In the second set, we run the same tests with a higher K = 5. These two experiments aim to
analyze the influence of the fusion strategy on the performance when the history length K increases.
We report RESIST AUROC in Figure 5.11 for both K =2 and K = 5.
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Figure 5.11: RESIST performances for different history length K and with different fusion strategies:
RESIST-Concat denotes RESIST with the concatenation fusion, while RESIST-Mixup denotes
RESIST with the mixup fusion.

We observe that RESIST-Mixup outperforms RESIST-Concat, for both K =2 and K = 5.
This advantage is particularly more noticeable with larger K, i.e., K = 5. The difference in mean
AUROC increases from 1.2% to 2.1%. We also note an unstable performance of RESIST-Concat
for K =5, with a large standard variation of 5.0%. In contrast, RESIST-Mixup reports a stable
result, with a smaller standard variation of 0.9%. This result can be explained by the fact that
RESIST-Concat fusion layer depends on K. As we combine more and more encodings when K
increases, RESIST-Concat involves more and more trainable parameters. This increase in capacity
makes the model more prone to memorizing training contaminants. In contrast, RESIST-Mixup
is agnostic to K, as the fusion, in this case, is an element-wise averaging of all the encodings.
Therefore, increasing K does not increase the model capacity and has no significant impact on the
performance. This observation partially confirms our hypothesis H5.3 that RESIST-Mixup is more
robust than RESIST-Concat.

Besides, we observe a slight decrease of both RESIST-Mixup and RESIST-Concat when K
increases. However, this slight decrease is statistically insignificant according to Welch’s test for
p-value = 0.05. This sensitivity with respect to the hyperparameter k£ will be discussed in more
detail later in the sensitivity analysis part 5.4.1.5.

We propose now to verify the second part of hypothesis HS5.3, which states that RESIST-Mixup
training is more efficient than RESIST-Concat, especially for large K. For this reason, we show
in Figure 5.12 the training times of both variants. We note that the training times of both variants
increase with larger K. This makes sense because RESIST siamese encoder processes more
sequences when K is high. When K = 2, both training times are relatively similar: each training
repetition lasts on average 140s. However, RESIST-Concat training becomes moderately longer
when K = 5. In this case, the training time gap reaches 20s.
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Figure 5.12: Evolution of RESIST-Concat and Resist-Mixup training times with the history length
K.

All in all, we conclude that our hypothesis H5.3 is validated. The additive fusion with the mixup
method is more efficient and more robust than the classical concatenation strategy, especially when
K is large.

Protocol 4: Comparison with Competing Methods

In this section, we compare RESIST performance against common unsupervised anomaly
detectors, presented in Section 5.4.1.3. We aim to demonstrate that RESIST outperforms these
competing methods. The RESIST configuration used in this part is composed of the default
architectures: a hybrid siamese encoder, i.e., the encoder of RESIST-SC, the mixup fusion layer,
and the robust Geman-McClure loss, with ¢ = 0.1IQR. The experiment results are reported in
Figure 5.13.

Globally, RESIST achieves superior results compared to all the baselines, on the CICIDS17
dataset, with an average AUROC of 80.6% =+ 1.3. First, we note that RESIST is substantially
more robust than Transformers. RESIST improves Transformer average AUROC by 10%. Second,
the lowest results are reported with a density-based anomaly detector: LOF. Indeed, detecting
contextual and collective outliers based on the local density of high-dimensional data is challenging.
Surprisingly, Transformer-based anomaly detectors show poor performance on this dataset, even
with careful tuning of these architectures. TranAD and AnomalyTranformer report AUROC
of 50.7% 4+ 1.0 and 52.4% +2.1. This implies that these methods are significantly sensitive to
training outliers, on this network traffic dataset. It is however difficult to explain such poor results,
despite the careful fine-tuning of the hyperparameter on the dedicated validation subset. Third,
classical anomaly detectors, i.e., IF and OSVM, give better results than deep neural network-based
anomaly detectors, including OmniAnomaly, MSCRED, Vanilla Transformer, and LSTM-AE. This
observation ties well with the previous study conducted by Lai et al. [144]. We speculate that this
might be due to the fact that the latter are developed for semi-supervised AD. Indeed, they assume
that the training data are anomaly free. In the case of data pollution with anomalies, this assumption
is not respected and consequently, these methods fail to distinguish both classes. Fourth, RESIST
exceeds IF AUROC by 4% and OSVM AUROC by 3%, on average. These results demonstrate that
RESIST is more robust than these competing anomaly detectors on the CICIDS17 dataset.
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Figure 5.13: Comparison between RESIST and the competing methods on CICIDS17 dataset.

Sensitivity Analysis

Finally, we conduct further experiments to analyze RESIST sensitivity to the hyperparameter
selection. In general, the hyperparameters are tuned on a dedicated validation subset to select the
optimal ones that maximize model performances. This tuning requires the availability of ground
truth data with labeled anomalies. However, in anomaly detection, labeled anomalies are scarce,
and consequently, selecting the optimal hyperparameters is not guaranteed. As such, many studies
advocate the design of robust anomaly detectors that are insensitive to hyperparameter selection
[217,292, 92]. A small variation of one hyperparameter should not significantly impact the model
performance.

In this Section, we explore RESIST sensitivity to three hyperparameters: the history length K,
the scale parameter c of the robust loss, and the number of heads of the multi-head attention units.

Sensitivity to the history length K We start by investigating RESIST sensitivity regarding the
history length K. Figure 5.14 summarizes the sensitivity analysis results. In particular, we present
RESIST performance for different K € {2,3,5}. As shown in Figure 5.14, the hyperparameter K
has no significant impact on RESIST performance. We report a stable average AUROC, around
80%, for all values of K. However, it is worth noting the slight decrease in performance with very
large K. Indeed the performance decreases by 1.1%, when K increases from 3 to 5. This slight
decrease can be explained by the increased difficulty to learn a mapping between a sequence and the
far history. In time-series data, the local context is critical for defining the norm. The data patterns
may evolve in time. Consequently, for a large value of K, it becomes harder for co-attention to
find very long-range inter-sequence interactions, which makes the nominal data reconstruction task
more difficult.

All in all, RESIST show competitive results, regardless of the selected history length K.
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Figure 5.14: RESIST sensitivity analysis according to the history length hyperparameter K.

However, the performance slightly decreases with large K.

Sensitivity to the scale parameter c of the robust loss function In this section, we ex-
plore RESIST sensitivity with respect to the robust function scale hyperparameter c. c is de-
fined as a multiple of the interquartile range of the reconstruction error: ¢ = AIQR, where
A € RT. We train different models that share the same default architecture, we vary A €
{0.05,0.1,0.15,0.2,0.25,0.3,0.35,0.4}, and we report the variation of the performance in Figure
5.15. We observe that RESIST performance depends on the hyperparameter c¢. The best perfor-
mance is achieved with ¢ = 0.1IQR (i.e., with A = 0.1). In this case, the average AUROC is equal
to 81.3%. Unsurprisingly, the performance gradually degrades when we vary c. The lowest result
is reported with a small ¢ = 0.05. This case reflects an underfitting process, where the robust loss is
very restrictive and over rejectitious. Indeed, since c is very small, RESIST ignores many nominal
training data, and as a consequence, it fails to learn a representative mapping of inliers.

In contrast, the performance decrease is less sharp when ¢ increases. The anomaly rejection
becomes gradually less restrictive and RESIST models more and more anomalies with increasing
c. Nonetheless, it is worth mentioning that, even with large c, e.g., ¢ = 0.4IQR, RESIST is more
robust than the classical Transformer and its performance is better than many competitive methods.

Sensitivity to head numbers 2 Lastly, we report in Figure 5.16 the sensitivity analysis results
regarding the number of heads of the multi-head attention. In particular, we conduct a set of
experiments where we vary h € {1,2,4,8}. Overall, the performance is stable and higher than
79.0%. For h € {1,2,4}, the result is almost constant, around 81.1%. We report a slight decrease
of 1% in mean AUROC, when h = 8.

To conclude, RESIST is insensitive to the number of heads used in the multi-head attention
units.

5.4.1.6 Synthesis and Discussion

In this section, we analyzed the hypotheses H5.1-5.3. We have explored the impact of each
building component of RESIST, by comparing the performance of different variants on the well-
known CICIDS17 dataset. In the conclusion of this first set of experiments, we validated the three
first hypotheses H5.1-5.3, and we selected the optimal architecture of RESIST. This architecture is
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Figure 5.15: RESIST sensitivity analysis according to the scale hyperparameter c of training robust
loss.
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Figure 5.16: RESIST sensitivity analysis according to the number of heads h of multi-head attention
units.

composed of a hybrid Siamese encoder, i.e., RESIST-SC encoder, the mixup fusion strategy, and
the Geman-McClure robust loss, with ¢ = 0.1IQR. Afterwards, we used this default architecture to
compare RESIST robustness against common unsupervised anomaly detectors. We have proved
that RESIST significantly outperforms these methods, which validates the last hypothesis H??.
Finally, we investigated RESIST sensitivity with respect to its hyperparameters: the history length
K, the robust loss scale parameter ¢, and the number of heads of the multi-head attention units. We
have shown that RESIST is insensitive to both K and #. However, the performance depends on the
scale parameter c. We explained this observation by the fact RESIST underfits inliers, when c is
small, as the robust function becomes very rejectitious. In contrast, with high ¢, RESIST overfits
a subpart of raining contaminants. We advocate to set ¢ = 0.1IQR in the default configuration.
Subsequently, we will validate these observations on a second public dataset: TON-IoT. This recent
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IoT benchmark dataset is collected from a large-scale network involving real IoT devices and
provides up-to-date IoT anomalous attacks.

5.4.2 TON-IoT Dataset
5.4.2.1 Dataset Description

The Telemetry dataset of IoT and IIoT sensors, Operating systems, and Network traffic, denoted
as TON-IoT [179], is a collection of multiple datasets, collected from a large-scale network of
IoT and Industrial IoT devices. Alsaedi et al. proposed this dataset in 2020, to address the lack of
IoT-based datasets tailored for data-driven temporal anomaly detection. The Australian IoT Lab
of UNSW Canberra Cyber collected this dataset from a large-scale network comprising multiple
physical IoT sensors, virtual machines, and a router. TON-IoT testbed is shown in Figure ??. This
testbed mimics a classical network architecture used in IIoT and industry 4.0. We refer the reader
to [179] for a detailed description of this architecture. We mainly focus here on the edge layer. The
edge layer contains a set of real and simulated IoT devices, interconnected with a physical router.
The physical devices include various IoT sensors such as weather sensors, temperature sensors, and
pressure sensors. In addition, an NSX-VMware platform was installed to extend this testbed with
virtual devices having similar behaviors.

Firstly, the authors collected the benign network traffic generated by these loT devices during
a typical configuration. Then, various hacking scenarios were designed to execute nine attack
categories on these IoT devices and to generate malicious network traffic. The implemented attacks
include, inter alia, Scanning attacks, Denial of Service (DoS) and Distributed Denial of Service
(DDoS) attacks, Ransomware attacks, Backdoor attacks, and Cross-site Scripting (XSS) attacks.
The raw network packets were stored in packet capture (pcap) files and made public. Later, Sarhan
et al. [231] extracted network flow metadata from these raw files, using the CICFlowMeter tool
[146]. Altogether, CICFlowMeter extracts 83 flow-based features, which were detailed in Section
5.4.1.1. A binary label of benign-anomaly was associated with each data flow. The new derived is
publicly available for research purposes. Overall, TON-IoT comprises 5,351,760 labelled flows,
where 2,836,524 samples are anomalous and the remaining 2,515,236 samples are benign. That is,
benign data represents around 47% of the data.

5.4.2.2 Data Preprocessing

The same preprocessing steps as in Section 5.4.1.2 were applied to TON-IoT data. Indeed, the
data is first sorted according to the flow timestamp. Then categorical features are count encoded and
the data are rescaled to be in the range [0, 1], with the min-max normalization method. Finally, the
data is split into two subsets: the first 40% is dedicated for training and the remaining 60% is for the
test. Similar to 5.4.1.2, 10% of the test subset is used to tune competing method hyperparameters.

Unlike CICIDS17 dataset, the ratio of anomalies in TON-IoT is large, i.e., 53%. This violated
the common assumption of anomaly detection, which states that anomalies are rare and less frequent
than the norm. To guarantee this assumption and to investigate algorithm sensitivity regarding the
training anomaly ratio, we prepare four distinct training subsets containing 0%, 5%, 10%, and 15%
of outliers. These anomalies are selected randomly from all TON-IoT anomalous training instances.

5.4.2.3 Training Protocol and Parameter Settings

In the following, we aim to validate RESIST robust performance on an IoT-based dataset. For
this second dataset, we select the optimal default configuration of RESIST and we compare it
against the competing methods. RESIST configuration is composed of the RESIST-CS encoder, the
mixup fusion strategy, and Geman-McClure robust loss, with ¢ = 0.1IQR. The history length K is
equal to 2 and the multi-head attention units have two heads (h = 2).
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The training parameter setting process and the evaluation criteria are identical to Section 5.4.1.4.
We transform the data with a non-overlapped sliding window of length w = 100, we use the same
5-layer architecture, the same activation functions, and the same optimizer. All methods are trained
for 100 epochs, with an initial learning rate of 0.001, a step-scheduler with a step of 0.5, and a
batch size of 64. We repeat each experiment five times and average the results over these five runs.

5.4.2.4 Results

We present in Figure 5.17 the experimental results of the empirical comparison between RESIST
and the other baselines, for different contamination ratios y € {0%,5%, 10%, 15%}. This graph
reveals that for all the methods, the performance trend is subjected to a gradual decline, with an
increasing contamination ratio y. However, the slope of the decline varies across methods.

Firstly, when the data are completely anomaly-free, i.e., ¥ = 0, the different methods report
similar detection performance, with a mean AUROC around 79.5%. This case was specifically
designed to acquire the optimal performance when the classical one-class assumption is verified.
Secondly, it is interesting to notice that competing method performances considerably degrade,
even with a moderate ratio of contamination Y = 5%. We report a significant decline of the Vanilla
Transformer and IF AUROC by 4% and 5%, respectively. Contrarily, RESIST retains a stable
performance, equal to 79.6%. Thus, RESIST is robust against a low ratio of training outliers.

When the data contamination becomes relatively more important, with ¥ > 10%, RESIST
performance slightly decreases, to reach 76.8% with ¥ = 15%. This decline is however more
noticeable with competing methods, as IF AUROC stabilizes around 71.5%. The robustness of
Vanilla Transformer is drastically degraded, to reach 62.9%.
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Figure 5.17: TON-IoT experimental results.

That is, RESIST is less sensitive to training contamination compared to competing methods, for
the different pollution ratios. Despite the slight decline in performance with a higher contamination
ratio, RESIST remains very competitive, with at least 5% points better AUROC than the baselines.
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5.4.2.5 Synthesis and Discussion

In this section, we studied the potential of our contribution, RESIST, on the recent IoT dataset:
TON-IoT. In essence, we have analyzed RESIST performance evolution with increasing contami-
nation ratios y € {0%, 5%, 10%, 15%}. The main conclusion that can be drawn is that, even though
the RESIST detection rate slightly declines with higher data pollution, our contribution shows
competitive results compared to existing anomaly detectors. The present finding confirms that the
same RESIST architecture achieves optimal performances and shows state-of-the-art results in
anomaly detection, on two different datasets: CICIDS17 and TON-IoT. Therefore, we advocate for
the use of this default configuration: the RESIST-SC hybrid encoder, the mixup fusion strategy, and
the Geman-McClure robust loss, with ¢ = 0.1IQR.

5.5 Comparison of the Three Contributions: RADON, GRAnD, and
RESIST

This last section aims at experimentally comparing the three contribution performances on the
benchmark dataset CICIDS17 (cf. Section 5.4.1.1). We particularly want to explore their detection
performance and their training times on this dataset that contains the three types of anomalies:
punctual, contextual, and collective.

The same data processing steps, training protocol, and training hyperparameters, which were
defined in Section 5.4.1 are used here and the experimental results are reported in Table 5.3.

First, the best results are reported with our third contribution RESIST. RESIST AUROC exceeds
GRAnND by around 14% and RADON by 17%. This significant advantage highlights the importance
of modeling the contextual dependencies of the data for an accurate detection of temporal anomalies.
In fact, since the iid assumption is violated in the CICIDS17 dataset, the performance of our two
contributions is sub-optimal. However, we mention that RADON and GRAnD show relatively
similar results compared to other baselines, such as USAD and OminAnomaly (cf. Section 5.4.1.5).
Furthermore, one can notice the slight advantage of GRAnD over RADON, with a 3% points
increase of AUROC. We explain this observation by the fact that GRAnD involves the uncertain
samples in the optimization while RADON completely ignores them. This main distinction extends
our contribution capacity to better represent the data.

Second, we compare the training time of the three algorithms. We note that our last contribution
RESIST reports the fastest training, with lasts for 139s. GRAnD training is the slowest, around three
times longer than RESIST. The training rejection strategy is the main cause of this difference. While
the first two contributions explicitly reject training outliers with a dedicated strategy that studies
the reconstruction scores of the AE, RESIST implicitly down-weights the impact of contaminants
thanks to the robust loss. However, we mention that the cost of this implicit rejection strategy is
its sensitivity to the hyperparameters, and mainly the robust loss scale parameter ¢ (cf. Section
5.4.1.5). While RADON and GRAnD are robust to the hyperparameter selection, this is not the
case with RESIST, with a clear sensitivity to c.
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Table 5.3: The experimental results on the CICIDS17 dataset.

Method | AUROC (%) | Training time (s)

RADON 63.4+0.4 258 +4
GRAnD 66.3+1.0 416 £30
RESIST 80.6+£1.3 139£11

5.6 Conclusion and Perspectives

In this chapter, we presented a proposal for robust anomaly detection in time series. We intro-
duced RESIST, a Robust TransformEr tailored for unSupervISed Time series anomaly detection.
Thanks to co-attention units, RESIST learns to reconstruct the input sequences using common
properties shared with the history (i.e., the previous segments). Thus, both local information
that is specific to the current input and global information shared with the history are leveraged
in this downstream task. Moreover, we proposed a robust training strategy that minimizes the
Geman-McClure loss function, to reduce the impact of training contaminants. We extensively
study the contribution of RESIST components in the global performance, and the experimental
evaluation on the two public datasets CICIDS17 and TON-IoT, confirmed that RESIST outperforms
existing unsupervised anomaly detection. Finally, we substantially investigated RESIST sensitivity
regarding its hyperparameters. This sensitivity analysis revealed RESIST sensitivity to the loss
function scale parameter c.

Finally, an empirical comparison between the three contributions of the thesis is conducted
on the CICIDS17 dataset. This comparison demonstrated the advantage of RESIST in detecting
contextual and collective anomalies in time series data. RESIST implicit rejection strategy with
the robust loss function resulted in faster training compared to the explicit rejection strategies of
RADON and GRAND.

However, one limitation reported with our last contribution RESIST is related to its sensitivity
to the robust loss function scale hyperparameter. One potential solution to this problem consists in
replacing the robust loss function with a more sophisticated rejection strategy that investigates the
training data reconstruction scores and groups the data into disjoint subsets (i.e., similar to RADON
or GRAND rejection strategies). These strategy have show robust performance in Chapter 3 and 4.
This strategy however must consider the contextual distribution of the reconstruction errors, as the
context is key here.
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Conclusion and Perspectives

“Normality is the ability to learn by experience, to be flexible, and to
adapt to a changing environment.” Lawrence S. Kubie
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Chapter 6. Conclusion and Perspectives

This chapter synthesizes the three contributions of the thesis, presents the main limitations of
our research, and develops the potential perspectives toward the development of robust unsupervised
anomaly detectors that can be applied to network traffic analysis.

6.1 Conclusion

The objective of our thesis consists in developing robust unsupervised anomaly detectors, that
can infer an accurate representation of the norm from contaminated, noisy data. These models
should be adequate for IoT device monitoring on the basis of network traffic analysis. This
task is challenging as it involves not only optimizing one model to represent the input data, but
also an additional step of rejecting potential corrupted data points that may skew the underlying
representation learning task.

To this end, we developed three contributions. To simplify this arduous problem, we started by
assuming that the data points are iid and hence, focused on punctual AD. Then, we relaxed this
ideal hypothesis in our last contribution to study contextual and collective AD. In the following, we
will present an overall summary of our three contributions, by developing two main aspects: (1) the
training anomaly rejection strategy and (2) the optimization process.

6.1.1 RADON

Our first contribution leverages the classical vanilla AE to model the nominal behavior from
the data. To mitigate the sensitivity of these conventional models with respect to training contami-
nation, we proposed a novel training strategy that alternates between filtering training outliers and
optimizing the model free-parameters.

To effectively filter training outliers, we performed unimodal thresholding of the reconstruction
error histogram. We assume that most of the training data is nominal along with a minority of
corrupted observations. As such, outliers are unstructured and more difficult to compress than
inliers, particularly early in the training, and they present large reconstruction errors than inliers.
We proposed to analyze the reconstruction error distribution to identify potential contaminants.
Accordingly, we split the training data into three disjoint subsets containing respectively potential
inliers with low errors, potential outliers presenting extremely high errors, and undetermined
samples that have in-between reconstruction errors. The thresholds that separate these three subsets
are automatically inferred from the distribution of errors by means of unimodal thresholding.

We propose to leverage these filtered anomalies to improve the distinction between both classes,
acting as a self-supervision for the model: we learn a robust projection mapping, where inliers
and their reconstructions are similar, while outliers are poorly reconstructed. For this purpose,
we reformulated the training strategy as a metric learning problem. Indeed, the parameters of the
backbone AE are optimized such that inliers are collinear to their reconstructions and outliers
are orthogonal to their reconstructions. The undetermined instance subset is not involved in the
optimization process to prevent training destabilization.

Excluding some training data from the learning process is the main shortcoming of our first
contribution. Even though binary thresholding does not allow the model to determine their class
memberships, one can address the uncertainty of these observations through probabilities, i.e., soft
probabilistic membership instead of categorical one. We proposed to alleviate this limitation in our
second contribution.
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6.1.2 GRAnD

Our second contribution is designed to further enhance RADON learning capacity by leveraging
the uncertain training points. The key intuition is to associate to each undetermined sample a
probabilistic weight that quantifies its degree of anomalousness, i.e., the probability that the
underlying data point belongs to the anomalous class. This allows to incorporate these uncertain
data points in the optimization task without introducing conflicting steps.

For this purpose, we replaced vanilla AEs with VAEs and NFs, to introduce probabilistic
modeling of the reconstruction errors. The resulting probability can be leveraged to infer the
confidence of the model decision.

Furthermore, we replaced the histogram unimodal thresholding strategy with an EVT-based
approach, which is more adequate for such settings. Similar to RADON, the training data are
divided into inliers, outliers, and undetermined points. The distinction of GRAnD consists in
estimating a set of fuzzy weights for the undetermined samples with the eCDF function. Therefore,
we defined a weighted objective function that optimizes the model parameters, taking into account
these uncertainty measures.

Both RADON an GRAnD are limited to punctual AD in non-sequential data. We extended the
horizon of our study to contextual and collective AD in time series, with our third contribution
RESIST.

6.1.3 RESIST

Our third contribution RESIST relies on Transformers to model the data temporal correlations
and detect any deviation. Similar to AEs, these sequence-to-sequence models are trained to
reconstruct the training data and to learn a latent representation where inliers and outliers are
distinguishable.

Since vanilla Transformers are not robust to training contamination by design, we introduced a
learning strategy to mitigate this sensitivity limitation. We modified the architecture of these models
by incorporating a Siamese architecture in the encoder. Benefitting from the self-attention and
co-attention mechanisms, this model can learn the point-wise correlations between each sequence
data point and its history. In other words, the encoder is encouraged to find a low-dimensional
space where common data points share similar representations. This task is notoriously hard for
anomalies, since they present non-representative uncommon patterns.

Unlike the first two contributions, the rejection strategy of RESIST is done implicitly with a
robust loss function. Unlike the traditional least-square minimization, this robust loss can resist
noise and anomalies by reducing the influence of their large reconstruction errors. We empirically
compared RESIST performance with different robust functions of the literature: Charbonnier loss,
Cauchy loss, Geman-McClure loss, and Welsch loss.

We extensively studied the contribution of RESIST components in the global performance,
with an ablation study, and the experimental evaluation on the two public datasets CICIDS17 and
TON-IoT, confirmed that RESIST outperforms existing unsupervised anomaly detection. The
sensitivity analysis showed however that RESIST is sensitive to one hyperparameter: the scale of
the robust loss function.

Finally, an empirical comparison between the three contributions of the thesis was conducted
on the CICIDS17 dataset. This comparison demonstrated the advantage of RESIST in detecting
contextual and collective anomalies in time series data. RESIST implicit rejection strategy with
the robust loss function resulted in faster training compared to the explicit rejection strategies of
RADON and GRAnD. GRAnD performance was slightly better in these experiments than RADON,
highlighting the advantage of our probabilistic modeling of the problem.

In the present thesis, we assessed the performance of our models on multiple public datasets.
Now, we must ensure that these algorithms are operational in real-world environments and can
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monitor physical IoT devices. The following section presents a feasibility study of an end-to-end
monitoring tool integrating our robust models.

6.2 Feasibility Study: End-to-end Monitoring Solution

This section aims at investigating the efficiency of our models in real-world environments.
Section 6.2.1 presents an architecture description of our implemented end-to-end monitoring tools
that collects the data flow from a network of IoT devices, process and process the data, and visualize
the detected anomalies. Then, Section 6.2.2 discusses the ethical-related aspects of our tool and
ensures that our baseline ethical principles (cf. Section 1.1.5 of Chapter 1) are respected.

6.2.1 Proposition Of An Architecture For An End-to-end Monitoring Tool

We developed an end-to-end monitoring tool that collects the network traffic of a testbed
comprising real IoT devices, extracts and processes the flow metadata, stores these data into a
monitoring database, detects any potential anomalous flow using one of our models, and visualize
the results in a user-friendly dashboard. The overall architecture of our tool is illustrated in Figure
6.1. We mention that this implementation is based on open-source software and libraries.

We present here a brief description of each building block. We install a testbed that simulates
customer LANs. This testbed is composed of a router/switch and a set of IoT that are commonly
used in end-user LANs. We configured the router to mirror all the in-going and out-going traffic
and extract the flow data. These data are sent to another analysis PC. On this machine, we have
implemented our monitoring solution. As illustrated, the pipeline involves 3 main stages (1) data
collection, (2) data processing and AD, and (3) data visualization.

6.2.1.1 Data Collection

The first stage consists in collecting the raw flow data sent by the router, and prepossessing and
storing it in a local database. To this end, nProbe', which is an open-source flow exporter, was
installed to transform the testbed network packets into a set of timestamped flows. These data are
streamed to a flow collector installed on a monitoring computer. We selected this popular software
because it is flexible, with many possible configurations, and provides a large list of the exported
IEs. It is also efficient for real-time processing, with optimized packet capture techniques [18].

Afterward, the collected flows are parsed and stored in a monitoring database. For this task, we
use the Elasticsearch, Logstash, and Kibana (ELK) stack. It is a collection of three open source
software: Logstash?, Elasticsearch?, and Kibana*. Network flows are parsed with Logstash and sent
to Elasticsearch for storage in a local database. Elasticsearch is optimized to index large volumes
of data in an efficient way that allows quick search and retrieval with a set of queries.

6.2.1.2 Data Processing And Anomaly detection

The second step is to analyze the network flows indexed in the Elasticsearch database. A
python connector” is installed to retrieve the indexed data and process it according to the processing

Uhttps://www.ntop.org/products/netflow/nprobe/
Zhttps://www.elastic.co/fr/logstash/
3https://www.elastic.coffr/elasticsearch/
“https://www.elastic.co/fr/kibana/
Shttps://pyelasticsearch.readthedocs.io/en/latest/
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protocol described in the thesis. Then, our models are trained on a subset of the processed data
flows until convergence. Finally, these models are used to output an anomaly score for each new
indexed network flow, and these scores are fed back into Elasticsearch.

6.2.1.3 Data Visualization

The final module role is to visualize the network flows as well as the anomaly scores in
interactive user-friendly dashboards. This task is performed by Kibana, which provides dynamic
dashboards that allow network administrators to explore the overall network anomalies and identify
anomalous connections. We adapted Elastiflow® open-source dashboards to our situation. Figures
6.2, 6.3, 6.4, and 6.5 illustrate some interfaces of our monitoring tool.

6.2.2 Discussion On Ethics

Our research involves the collection of end-users data to train and evaluate the anomaly detectors.
We described in the introduction of the thesis a set of ethical principles that that Orange is committed
to in order to protect the personal data and privacy of its customers. This section discusses the
ethical-related aspects of our aforementioned monitoring solution and algorithms.

6.2.2.1 Data Collection

Firstly, since the collected data may include personal en-user information, our study focused
on flow-based AD, which is less intrusive than full packet analysis. In our study, only network
traffic header-based metadata are analyzed and the data contents, i.e., the payloads, are excluded
and never examined. Secondly, the collected data are preprocessed and stored in a local database
in the LAN. Indeed, network flows disclose a lot of information on users’ presence, habits and
services. Thus, we advocate for an on-site monitoring process where the user data are kept in the
LAN and never shared with external company servers.

6.2.2.2 Data Processing And Anomaly Detection

Since the thesis proposed model-based anomaly detectors, two main aspects should be studied:
(1) the training and (2) the inference, i.e., AD.

Firstly, the training of artificial neural networks requires the availability of advanced computa-
tional resources, i.e., CPU, Graphics Processing Units (GPUs), and memory. A first intuitive idea
consists in leveraging the customer gateway, i.e., Orange LiveBox for the training of our models.
However, classical customer gateways have constrained resources and hardware [18]. A potential
solution consists in introducing novel equipment in the LAN, equipped with the required hardware
resources and serving as a server for the training of our anomaly detectors. Even though this option
may be expensive, it guarantees that the training phase is locally performed in customer premises
and no data are transferred outside the home. Rather than introducing novel equipment, another
perspective consists in integrating add-on tools, e.g., Google Edge TPUs’ and NVIDIA Nano®, into
existing LAN equipment. These Al accelerators can be flexibly integrated into existing System On
Chip (SoC) that Orange uses in its smart home devices. For example, these add-on Al accelerators
are well-suitable for Set-top-boxes and other media products, e.g., Mediatek and Broadcom devices
[8, 81].

Secondly, once the models are trained on user IoT device data, they can be deployed to detect
novel observation anomalies. Unlike the first stage of training, the inference is less resource-

Ohttps://www.elastiflow.com/
"https://cloud.google.com/edge-tpu ?hl=fr
8https://www.nvidia.com/fr-fr/autonomous-machines/embedded-systems/jetson-nano/
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consuming and faster. We can rely on edge computing strategies, with edge machine learning
software, e.g., TensorFlow Lite”, to deploy the trained model on an edge device such as gateways
and routers. In our proposed implementation, both training and inference stages are performed on
the same monitoring computer: a laptop equipped with a 12-core Intel i7-9850H CPU clocked at
2.6GHz and with NVIDIA Quadro P2000 GPU.

6.2.2.3 Data Visualization

Finally, data visualization aims to provide insights into the detected anomalies, to ease their
diagnosis and troubleshooting. Indeed, the potential anomalous flows are tagged in the local Elas-
ticsearch database. A set of queries can be executed locally or remotely by network administrators
in case of issues to provide the customer with information on the potential equipment causing the
problem, so that he can be redirected to adequate support services.

To summarize, our final proposition respects the following principles: data privacy, thanks to
in-premise AD and SPI, i.e., header-metadata-based flow analysis; and model privacy, thanks to our
robust unsupervised training strategies and contributions.

We now discuss the limitations of our research and we present the potential perspectives on
these shortcomings.

6.3 Research Limitations And Perspectives

We articulate our discussion around three key aspects: (1) the data (cf. Section 6.3.1), (2)
the model (cf. Section 6.3.2), and (3) the post-processing of the detected anomalies towards an
explainable AD (cf. Section 6.3.3).

6.3.1 Data Discussion

This section discusses two data-related limitations: (1) the data required to validate anomaly
detectors and (2) and the privacy-based issues related to the corresponding data analysis. For each
limitation, we present a set of potential perspectives that can be addressed in future studies.

6.3.1.1 Validation Of Anomaly Detectors

In our thesis, we carefully evaluated the performance of our approaches on four public bench-
mark network traffic datasets. Furthermore, we tested these contributions in near-real conditions,
with a testbed comprising multiple IoT devices. However, all the anomalies included in these
experiments are related to malicious network attacks. The lack of public datasets comprising labeled
traffic of non-malicious anomalies is the main limitation to a realistic evaluation of our anomaly
detectors. The scarcity of adequate datasets has been highlighted by numerous publications in the
network monitoring community [201].

Given the promising results reported in our study, the next step consists in expanding our
testbed configuration to include more heterogeneous loT devices and developing more sophisticated
non-malicious anomalies. A partially labeled network traffic dataset could be generated and made
public to the community.

https://www.tensorflow.org/lite
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6.3.1.2 Privacy Discussion

We presented at the beginning of the thesis a set of ethical guidelines that motivated our choice
of the data features, i.e., SPI and home-centric monitoring solution, that is models specific to a
single LAN. Nonetheless, some constrained [oT devices generate few data during their nominal
activity. Collecting enough nominal data to train neural network-based anomaly detectors, relying
on one single home frugal IoT device may be time-consuming and inefficient [232]. One potential
solution to this problem is to aggregate the data generated from multiple LANs that share similar
characteristics. This solution introduces however privacy problems, since sharing the customer data
may violate their secrecy. Instead of sharing the data and centralizing the model training, a less
intrusive solution consists in keeping the customer data in the home and federating the training of
the model thanks to federative learning strategies [195].

The following section discusses the perspectives on model training and inference.

6.3.2 Model Discussion
6.3.2.1 Sensitivity of RESIST

While our two first contributions are robust to hyperparameter selection, the principal limitation
of our last contribution is the sensitivity with respect to the scale parameter of the robust loss
function.

This could probably be improved by replacing the robust loss function with a more sophisticated
rejection strategy that investigates the reconstruction scores and explicitly rejects extreme values,
similar to RADON and GRAnD rejection strategies. This potential perspective is justified by the
robust performance shown by these strategies in Chapters 2 and 3, despite the slower training time
(cf. Section 5.5 of Chapter 5). It is a question of future research to adapt the threshold selection
strategy to the temporal context of the data. We particularly speculate that local thresholds defined
over data point history, i.e., adjacent sliding windows, are crucial to accurately filter contextual
outliers. This intuition is justified by the evolution of the nominal pattern over time and the extreme
reconstruction errors in one context may be nominal in another one. Developing the optimal explicit
rejection strategy with local threshold selection may constitute the object of future studies.

6.3.2.2 Static Models

In this section, we discuss a broader challenge that concerns our three contributions, as well
as the majority of literature anomaly detectors. This challenge concerns the static modeling of
real-world phenomena, e.g., the network behavior of one IoT device, with artificial neural networks.
Indeed, most machine learning-based models are designed to learn a static model from the input
data [111]. The first phase of offline training is conducted to estimate the optimal parameters of
the model and then the model is deployed for inference. However, the real world is continuously
changing, e.g., the nominal behavior of one device may evolve after firmware updates. The
underlying model must be flexible enough to integrate these novelties into consideration without
forgetting previously learned aspects. This point is particularly important in our task of AD. If the
nominal model does not continuously integrate the novel characteristics introduced after an update,
the false alarm rate may increase as the model considers such novelties as anomalies. The model
should also be able to integrate expert feedback on false detection in an efficient way.

One possible solution to address this challenge is by continuously re-training the model with
newly collected data. This is however not straightforward as the update must be carefully performed
without completely impacting the learned patterns, a.k.a., catastrophic forgetting. Although some
studies are emerging to address this problem of lifelong learning applied to AD [88, 84], it remains
an open research issue where numerous questions remain to be addressed.
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6.3.2.3 One Model Per Device Family

Our study advocates LAN-specific AD approaches, with one nominal model per device family
and per LAN. This results in an expensive data collection and processing process. One can envision
sharing models between similar devices of multiple LANs, which share a close overall activity. For
example, one trained model that represents the network activity of an alarm sensor or a connected
thermometer may be adequate for many customer networks. Besides, a shared vision of different
LANs may facilitate the diagnosis, by correlating detecting anomalies. For example, the same
anomaly reported in many LANSs after a firmware update or a specific device configuration, may be
caused by misconfiguration errors.

We note however that sharing model between LANS is not straightforward. Even though IoT
devices are designed to perform specific tasks without human interaction, their nominal activity may
significantly depend on the contextual behaviors of householders. A light bulb nominal behavior
may differ according to the lifestyle of home occupants. Sharing models may require considering
each LAN supercities to minimize false alarms. There exist an increasing interest in federated
learning approaches, which allow synchronizing model learning without sharing the training data
[195]. In future work, investigating such a paradigm might prove important.

6.3.3 Explainable Anomaly Detection Discussion

In this thesis, we investigated network traffic AD based on the unsupervised learning paradigm.
In particular, the studied models detect anomalies according to the difference between the expecta-
tion, i.e., the norm, and the reality. This makes such models, and particularly AEs a good fit for
unsupervised AD, as their training does not require labeled outliers and predefined knowledge about
the anomalous class. However, such a paradigm introduces one critical challenge: the explainability
of the detected anomalies. In fact, understanding the root cause that triggers the alarm relying only
on the reconstruction error is challenging. It is difficult to precisely localize the anomalous attributes
in the reconstructed high-dimensional data and more explainable solutions may be required to save
the time-consuming diagnosis task by experts [131].

There have been numerous studies to investigate the topics of eXplainable Artificial Intelligence
(XAI), and more specifically eXplainable Anomaly Detection (XAD) [235, 212]. A wealth of
publications has mainly focused on supervised learning to explain the raw model outputs and
provide useful insights for decision-makers and domain experts. Fewer studies has investigated
XAI and XAD under the unsupervised setting [235, 213]. One interesting idea that can be applied
to AE detected anomalies consists in studying the influence of each data feature on the optimization,
for example using influence functions developed in statistics [138]. If a small variation of one
feature resulted in a significant variation of the loss function, the corresponding feature is probably
anomalous. A similar idea has been explored in [193] where the gradient, i.e., derivatives of the
variational lower bound of a vanilla VAE are studied to precisely identify the features causing
the anomaly. This method may become ineffective for high-dimensional data, as it requires
analyzing the gradient of each data feature. One second perspective is to apply some generic XAl
methods to AE-based AD. For example, Ravi et al.[213] compare the AD performance of AEs with
four different XAl methods: Layer Relevance Propagation, Local Interpretable Model-agnostic
Explanation, SHapley Additive explanations, Counterfactual approaches. We refer the reader to
this study for further details [213].

All in all, post-process the detected anomalies is of paramount importance to diagnose the root
cause, filter potential false alarms, and fine-tune the underlying model. Future research should
examine strategically this topic to further improve network traffic-based AD.
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