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Résumé : Alors que les applications d'agriculture de
précision (AP) sont déja bien établies pour les
quadrirotors, la navigation autonome, en particulier
dans les champs agricoles complexes, non structurés
et capricieux, reste un défi permanent pour ces
véhicules. Les stratégies de navigation aérienne
autonome ne doivent pas se limiter a garantir que la
cible est atteinte sans entrer en collision avec les
obstacles. Elles doivent également viser a identifier le
chemin et la trajectoire optimaux (ou sous-optimaux)
que le quadrirotor doit utiliser pour déplacer de son
point de départ a sa destination, en tenant compte
de toutes les contraintes pratiques qui peuvent
s'appliquer. En général, la navigation aérienne
autonome ne peut pas étre résolue directement.
Cependant, elle peut étre divisée en plusieurs sous-
problémes : planification de la trajectoire, génération
et optimisation de la trajectoire, replanification de la
trajectoire et contrdle et suivi de la trajectoire. Cette
thése propose une solution complete et efficace du
probleme de navigation autonome pour un
quadrirotor afin d'accomplir des missions de vol
sures et stables pour la télédétection dans les champs
agricoles. La solution est multi-phase et basée sur
une combinaison d'algorithmes utilisés pour la
premiere fois dans un scénario de AP. Certains de ces
algorithmes ont été choisis avec précision parmi ceux
actuellement disponibles dans la littérature afin
d’identifier la meilleure combinaison d'algorithmes
de navigation autonome. Dans la premiére phase,
une définition hors ligne de la trajectoire optimale a
été utilisée. Cette phase s'est généralement
d’déroulée en deux étapes consécutives. La premiere
étape utilisait des représentations de
I'environnement,  principalement des  cartes
artificielles d'occupation (OGM) et des cartes
numériques d'élévation (DEM), pour générer des
trajectoires géométriques optimales et localiser des
points de référence de position.

Des contraintes contenant les points de passage
extraits et la vitesse/accélération a ces points de
passage ont été formées. Dans un deuxiéme temps,
un algorithme de régulation quadratique linéaire
(LQR) a été adopté pour générer des trajectoires
minimales optimales. Le générateur de trajectoires
LQR traite les contraintes des points de passage
comme étant souples. Cela garantit a la fois la
relaxation des contraintes des points de passage et
la génération de trajectoires de position stables.
Dans la phase de replanification de la trajectoire, un
algorithme de champ potentiel artificiel (APF)
amélioré a été utilisé pour replanifier localement la
trajectoire du quadrirotor en temps réel.
L'algorithme APF amélioré utilise des forces
artificielles pour éloigner le véhicule de tout
obstacle inattendu. Dans la phase finale, un
contréleur géométrique a été congu pour suivre les
trajectoires générées tout en pointant vers une
direction de pointage spécifiée. Dans ce cas, le
controleur devait utiliser les mesures vectorielles
bruitées fournies par l'unité de mesure inertielle
(IMU) pour construire I'attitude du quadrirotor en
temps réel le long de la trajectoire de position
générée. Le controleur géométrique a été mis en
ceuvre sur le groupe euclidien spécial SE(3) afin
d'éviter les singularités associées aux angles d'Euler
ou les ambiguités accompagnant la représentation
en quaternions. Les performances de la stratégie de
navigation autonome proposée ont été
d’démontrées a l'aide de simulations illustratives
dans différents scénarios et les résultats ont
confirmé l'efficacité de la stratégie proposée. Les
résultats ont confirmé l'efficacité de la stratégie
proposée. En particulier, des trajectoires de
guidage géométrique sures ont été obtenues. Des
trajectoires de position optimales satisfaisant aux
contraintes des points de passage ont été générées
avec succés en minimisant l'instantanéité du
quadrirotor.
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Abstract While Precision Agriculture (PA)
applications are already well-established for
quadrotors, achieving autonomous navigation
especially in intricate, unstructured, and fickle

agricultural fields still remains an ongoing challenge
for such vehicles. Autonomous aerial navigation
strategies should not be limited to ensuring that the
target is reached without colliding with the obstacles.
It should also aim to identify the optimal (or sub-
optimal) path and trajectory for the quadrotor to
travel from its starting location to the destination,
taking into consideration any practical constraints
that may apply. In general, the autonomous aerial
navigation cannot be solved directly. However, it can
be divided into multi-phase sub-problems: path
planning, trajectory generation and optimization,
trajectory re-planning and trajectory control and
tracking. As its core, this thesis proposes a complete
and efficient solution of the autonomous navigation
problem for a quadrotor to accomplish safe and
stable flight missions for remote sensing purposes in
agricultural fields. The solution is multi-phase and
based on a combination of algorithms used for the
first time in a PA scenario. Some of these algorithms
were accurately among those currently available in
the literature aiming to identify the best combination
of autonomous navigation algorithms. In the first
phase, an offline definition of optimal trajectory was
used. This phase was typically performed in two
consecutive stages. The first stage made use of
environment  representations, mainly artificial
Occupancy Grid Maps (OGMs) and Digital Elevation
Maps (DEM), to generate optimal geometric paths
and locate reference position way-points.

Constraints containing the extracted position way-
points and velocity/acceleration at these way-
points were formed. In the second stage, a Linear
Quadratic Regulator (LQR) algorithm was adopted
to generate optimal minimum snap trajectories.
The LQR trajectory generator treats the constraints
at the way-points to be soft. This would guarantee
both the relaxation on fulfilling the way-points
constraints and a generation of stable position
trajectories. In the trajectory re-planning phase, an
Improved Atrtificial Potential Field (APF) algorithm
was used to locally re-plan the quadrotor trajectory
in real-time. The Improved APF uses artificial forces
to move the vehicle away from any unexpected
obstacle. In the final phase, a geometric controller
was designed to track the generated trajectories
while pointing towards a specified pointing
direction. The controller in this case was required
to use the noisy vector measurements provided by
the Inertial Measurement Unit (IMU) to construct
the quadrotor's attitude in real-time along the
generated position trajectory. The geometric
controller was implemented on the Special
Euclidean SE(3) group aiming to avoid singularities
associated with Euler angles or ambiguities
accompanying quaternion representation. The
performance of the proposed autonomous
navigation strategy was demonstrated using
illustrative computer simulations in different
scenarios and the results have confirmed the
effectiveness of the proposed strategy. In
particular, safe geometric guiding paths were
achieved. Optimal position trajectories that satisfy
the way-points constraints were successfully
generated with minimized quadrotor’s snap.




Résumé

Bien que les applications d’agriculture de précision (AP) pour les quadcopteres soient déja bien
établies, la navigation autonome, en particulier dans les champs agricoles complexes, non struc-
turés et imprévisibles, reste un défi constant pour ces véhicules. Les stratégies de navigation
aérienne autonome ne doivent pas se limiter a atteindre la destination sans entrer en collision avec
des obstacles. Elles doivent également viser a déterminer le chemin et la trajectoire optimaux
que le quadcoptere doit utiliser pour se déplacer de son point de départ a sa destination, en ten-
ant compte de toutes les contraintes pratiques qui peuvent s’appliquer. En général, la navigation
aérienne autonome ne peut pas étre résolue directement. Cependant, elle peut étre divisée en
plusieurs sous-problemes : la planification du mouvement, la génération et 1’optimisation de la
trajectoire, la replanification de la trajectoire, et le controle et le suivi de la trajectoire. Dans cet
article, nous proposons une solution complete et efficace au probleme de la navigation autonome
pour un quadrotor afin d’effectuer des missions de vol stires et stables pour la télédétection dans les
champs agricoles. La solution est a plusieurs niveaux et repose sur une combinaison d’algorithmes
utilisés pour la premiere fois dans un scénario de navigation autonome. Certains de ces algorithmes
ont été soigneusement sélectionnés parmi ceux actuellement disponibles dans la littérature afin de
déterminer la meilleure combinaison d’algorithmes de navigation autonome. Tout d’abord, une
définition hors ligne de la trajectoire optimale a été effectuée. En général, cette phase s’est déroulée
en deux étapes consécutives. Dans la premiere phase, des représentations de I’environnement, prin-
cipalement des cartes d’occupation artificielle et des cartes d’élévation numériques, ont été utilisées
pour générer des trajectoires géométriques optimales et trouver des points de référence de position.
Les contraintes ont été formées a partir des points de repere extraits et de la vitesse/accélération
au niveau de ces points de repere. Ensuite, un algorithme de régulation linéaire quadratique (LQR)
a été utilisé pour générer des trajectoires optimales minimales. Le générateur de trajectoires LQR
traite les contraintes d’intersection comme étant lisses. Cela garantit a la fois le relachement des
contraintes liées aux points de passage et la génération de trajectoires de position stables. Dans la
phase de replanification de la trajectoire, un algorithme APF (Artificial Potential Field) amélioré a
été utilisé pour la replanification locale de la trajectoire du quadcoptere en temps réel. L’algorithme
APF amélioré utilise des forces artificielles pour éloigner le véhicule d’obstacles inattendus. Dans
la phase finale, un contréleur géométrique a été développé pour suivre les trajectoires générées
pointant dans une direction spécifique. Dans ce cas, le contréleur devait utiliser les mesures vecto-
rielles bruitées de 'unité de mesure inertielle pour construire la position en temps réel du quadrotor
le long de la trajectoire de position générée. Le controleur géométrique a été mis en ceuvre dans le
groupe euclidien spécial SE(3) pour éviter les singularités liées aux angles d’Euler ou les ambiguités
dans la représentation en quaternions. La performance de la stratégie de navigation autonome pro-
posée a été démontrée par des simulations illustratives dans différents scénarios, et les résultats ont
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confirmé l'efficacité de la stratégie proposée. Les résultats ont confirmé l'efficacité de la stratégie
proposée. En particulier, des trajectoires de guidage géométrique siires ont été obtenues. Des tra-
jectoires de position optimales ont été générées, satisfaisant aux contraintes des points de passage
et minimisant I’élan du quadrotor. II a été démontré que le contréleur géométrique suivait les
trajectoires générées et atteignait une stabilité asymptotique quasi globale pour les rotations.
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Chapter 1

Introduction

1.1 Overview

Unmanned Aerial Vehicle (UAV) or drone is the term that refers to the aircraft that can fly without
a human pilot on-board0. UAVs are gaining more interest in applications that can reduce human
effort or where human piloting is impractical. These applications involve structural inspection,
Precision Agriculture (PA), security, emergency response, surveillance and photography. Among
these vehicles, Unmanned Aerial Vehicles or UAVs have seen substantial progression in the past
decades. They have become very popular due to their relative compact size, high maneuverability
and low manufacturing cost. UAVs can be either tele-operated remotely by a pilot or autonomously
fly by relying on the information provided by the different sensors mounted on them. Although
UAVs were primarily dedicated for military purposes, however with the the advent of the Internet of
Things (IoT) and the development in the computing efficiency, mini and micro UAVs have received
a significant attention from the robotics community.

Several schemes have been adopted for to classifying the UAVs, however, these classifications
are not unique. In order to do so, a large number of different characteristics are used. Mass,
size, altitude of operation, autonomy, propulsion system, flying principle ... etc. are some of these
characteristics. It is worth noting that each scheme has its advantages and drawbacks. The most
common classification is based on the type of wings. Hence, UAVs can be rotory-wing, fixed-wing
or flapping-wing. A quadrotor, which is one of the most well-known under-actuated multi-rotor
UAYV systems, consists of two pairs of rotors in cross configuration capable of spinning at different
angular velocities for achieving a certain motion (Sun et al., 2020). Thanks to their significant
mechanical simplicity, several commercial quadrotors models have been developed for autonomous
applications by the use of advanced mechanical and electrical technologies in association with fast
processors and accurate sensor measurements.

As the demands of autonomous quadrotors are increasing in the recent years, navigation prob-
lems have become an extensive research subject in the field of robotics. Hence, navigation systems
are critical elements of autonomous quadrotors where higher level of autonomy and more stable
flight are sought for a robust and efficient flight missions especially when dealing with complex tasks.
Autonomous navigation in known environments involves mainly four processes: path planning, tra-
jectory generation, trajectory control and trajectory re-planning (Kanellakis and Nikolakopoulos,
2017). The first and the last processes aim to determine the shortest path between two configura-
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tions. Trajectory generation uses an optimization algorithm where the input is the geometric infor-
mation produced by the first process in order to generate a smooth position/velocity /acceleration
profiles for the quadrotor. Trajectory control adopts control laws in order to track the generated
trajectory profiles. Autonomous navigation can be categorized into inertial, satellite and vision-
based navigation (Arafat, Alam, and Moh, 2023). Inertial navigation processes the information
provided by an Inertial Measurement Unit internally to drive the quadrotor from its starting loca-
tion to a predefined location. Satellite navigation is based on the data coming from a positioning
sensor like GPS. Visual sensors can provide online information about the environment and perform
visual-based navigation.

Autonomous navigation can be classified also based on the structure designed. On one hand,
coupled structure autonomous navigation combines the planning and the trajectory control pro-
cesses. The advantage of such structure is its effectiveness in real-time applications. However, it
tends to obtain results which are heuristic only (not optimal). Besides, coupled structure has a
heavy reliance on the on-board sensors which are not immune to errors. As a result, catastrophic
control action may occur. On the other hand, decoupled structure uses a simple decouple design
of the mentioned processes to solve the problem of autonomous navigation. Such structure is ad-
vantageous since the trajectories may be obtained from a maximization/minimization of a certain
objective function (time, effort, energy, a position derivation, etc). However, it is mainly dedi-
cated for offline applications. Owing to both structures capabilities to provide solutions for the
autonomous navigation problem, combining them in one single structure improves the accuracy
and the effectiveness of the navigation system.

From these aspects, this thesis presents an autonomous navigation approach for a single quadro-
tor where the path planning and part of the trajectory generation (position generation) are per-
formed using the offline decoupled structure, however, the other part of the trajectory generation
(attitude generation), the tracking controller and the trajectory re-planning are implemented using
the online coupled structure. This autonomous navigation approach provides effective and accurate
solution for quadrotors for both indoor and outdoor scenarios.

1.2 Thesis Scientific Context

This thesis is part of an Algerian-French joint supervision between the University of Paris Saclay
and the University of Abou Bekr Belkaid, Tlemcen. It is entitled ”Navigation Autonome d’un Engin
Volant a Voilures Tournantes pour I’Agricuture de Précision”. The work presented in this report
is the fruit of a thesis co-financed by the French Ministry of Higher Education, Research and Inno-
vation (MESRI) and the Algerian Ministry of Higher Education and Scientific Research (MESRS).
The thesis is supervised by Professor BENALLEGUE Abdelaziz (Laboratoire d’Ingénierie des
Systemes de Versailles, Université de Versailles Saint Quentin en Yvelines, France) and Profes-
sor CHOUKCHOU-BRAHAM Amal (Laboratoire d’Automatique de Tlemcen LAT, Université de
Tlemcen, Algeria) and co-supervised by Dr. El HADRI Abdelhafid (Laboratoire d’Ingénierie des
Systemes de Versailles, Université de Versailles Saint Quentin en Yvelines, France) and Professor
CHERKI Brahim (Laboratoire d’Automatique de Tlemcen LAT, Université de Tlemcen, Algeria).
The two laboratories join thanks to this thesis subsidized by the programme of Partenariat Hubert
Curien PHC Tassili. This thesis is a continuation of work started at the laboratory level on the
synthesis of control, observation, data fusion and the design of a UAV. Its purpose is to generate
an optimal trajectory for an already built UAV platform in the interest of navigating, localization
and mapping in the context of PA.
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1.3 Research Question

The main topic of this thesis is to investigate the different navigation strategies (path planning,
trajectory generation and control methods) developed for autonomous vehicles especially UAVs.

Nowadays, agriculture is facing many challenges. These challenges can be economic such as
productivity (quality and quantity), cost effectiveness and labour shortage in rural areas. They can
be also global such as population increase, urbanization, environment degradation, and of course
climate change (Gnip, Charvat, Krocan, et al., 2008). In addition, reliable monitoring of crops and
accurate detection and identification for analyzing the plants condition are critical to be performed
regularly to lessen economic expenditures, trade disruptions and even human health risks. Under
these conditions, more advanced technologies and tools derived from scientific advances, research
and development activities should absolutely be a priority. Although there exist satellites and
ground-based monitoring and detection solutions, the upper hand of UAVs as they offer better
detailed resolution, low cost implementation and high maneuverability and flexibility which can
not be defeated. Our first research question is how to deploy UAVs to perform remote sensing in
agricultural fields.

Navigation is one of the most prominent and essential abilities of autonomous vehicles as it
has been and still the focus of research in the robotics field. The necessity of the autonomous
aerial navigation algorithm should not be satisfied with the ability to achieve the objective without
colliding with the obstacles only, but also should attempt to solve for a possible optimal or heuristic
motion from an initial position configuration to the objective while satisfying the UAV kinematics
and dynamics constraints. Hence, our second research question is how to improve the accuracy and
the effectiveness of the UAV in known and partially known environment with obstacles.

At present, many strategies have been developed by various researchers for path planning,
trajectory generation and tracking control. Each strategy has its own strengths and flaws in terms
of computational intensiveness, ability in handling maximum uncertainty, the requirement of an
accurate real-time navigation, ability in handling vehicle’s kinematics and dynamics constraints,
etc. However to exploit such strengths, these strategies can be combined together in a decouple
structure. Thus, the last research question is how to build such decouple structure of navigational
techniques in order to offer an efficient and complete autonomous navigation solution for UAVs.

1.4 Thesis Contribution

In this thesis, an extensive research from various perspectives have been conducted to address the
above research questions. For the first question, we use a quadrotor vehicle system with a camera
mounted on it. We envision to fly the quadrotor at low altitudes within irregular and unstructured
agricultural scenarios for sake of performing remote sensing. This is can be achieved by pointing
the camera toward the plants. For the second question, we develop a collision-free navigation
technique which helps the quadrotor execute three-dimensional flight missions with high degree of
autonomy and stability. Mainly two methods are presented: the point-to-point and the coverage
aerial navigation. For the last question, we conduct a feasibility screening among the possible
already known navigation technologies. We attempt to design a complete and efficient solution by
accurately selecting navigation algorithm among those currently available in the literature aiming to
identify the best combination of them. This thesis contributes in the area of autonomous navigation
for quadrotors for PA scenarios. The main contribution can be described as follows:
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A collision-free point-to-point and coverage path planning algorithms for a quadrotor is pro-
posed. The objective is to enable the quadrotor to plan geometric paths from a starting
location to a target one without hitting any obstacle in a partially known environment. The
input of the algorithms is a map representation and the output is a minimum distance geomet-
ric path while keeping safe distance margin from the obstacles. The presented path planning
algorithms can navigate the quadrotor via optimal path successfully.

e An offline trajectory optimization based on Linear Quadratic Regulator (LQR) is designed.
The input to the LQR algorithm is waypoints which are extracted from the planned geometric
path. The output is a smooth minimum snap trajectory. The position trajectory must satisfy
the pointing direction constraints along the whole flight. Depending on the scenarios, a
corridor constraint is added in order to keep the quadrotor fly within the plants rows.

e A nonlinear real-time geometric control law that helps the quadrotor generate its attitude
trajectory is implemented. The control law uses raw vector measurements provided by the
on-board sensors such as Inertial Measurement Unit (IMU). These vectors allow us to avoid
using the desired attitude directly in the control law as presented in most existing algorithms.
The nonlinear geometric control is used also for tracking both the generated position and
attitude trajectories.

e Since the environment where the quadrotor navigate is partially known, an online reactive
trajectory algorithm is proposed. This algorithm is enabled when an unknown obstacle is
detected. It aids the quadrotor re-plan its trajectory locally and commends it to move away
from the unknown obstacles. The vehicle takes the current position (when obstacle detection
occurs) as the starting configuration and the next turning point in the global path as the goal
configuration.

e The performance and the effectiveness of the presented navigation strategy have been con-
firmed by illustrative computer simulations in different scenarios. The simulation results
demonstrated the effectiveness of the presented strategy by comparing it with other strate-
gies.

1.5 Thesis Organization

The thesis is organized into seven chapters:

Chapter 2 presents a comprehensive state of the art that is related to UAVs, specifically their
different classifications, autonomous navigation and its applications. Chapter 3 provides the differ-
ent path planning algorithms and techniques developed in literature. The detailed review focuses
on the algorithms applied on quadrotors and discusses their advantages and drawbacks. The first
part of Chapter 4 develops the quadrotor dynamic model that is used in this thesis. However, the
second part is devoted to the various strategies designed for both trajectory generation and control
for quadrotors. The methodology of the proposed autonomous navigation strategy is described in
Chapter 5. A detail mathematical development of each algorithm is presented. Chapter 6 shows the
different simulation experimental setups, results and discussions of the proposed strategy. Chapter
7 summarized the final conclusion and provides some possible directions for future work.






Chapter 2

Quadrotors: State of The Art

2.1 Introduction

Research on Unmanned Aerial Vehicles or UAVs has been increasingly developed over recent
decades. UAVs havebeen used across the world for several applications ranging from military
applications (e.g., enemy surveillance), civil applications (e.g., search and rescue, remote sensing)
to commercial applications (e.g., package delivery). However, the development of these vehicle
systems still faces many challenges because of the application complexity that increases with such
development particularly with the aim of switching to fully autonomous operations. In addition,
many UAVs applications are evolved to autonomously operate in complex environments where they
require reliance on onboard sensors to perceive the environment they navigate in and to perform
the application tasks effectively. The aim of this chapter is to introduce the different UAVs systems
and give insights about autonomous navigation of such vehicle systems.

2.2 UAV Systems Classifications

An Unmanned Aerial Vehicle, which is better known with its generic term drone, can refer to
intelligent autonomous aircraft that flies without human pilot onboard. Several factors, such as
size, control configuration, autonomy and mean takeoff, are used in order to classify UAVs.

2.2.1 Based on Size and Weight

Based on the size and weight of the vehicle, UAVs can be categorized into four different groups:
micro (< 1kg), small (1 — 25kg), medium (25 — 150kg) and large (> 150kg) (Zakaria, Abdallah,
and Elshafie, 2012) (See Figure 2.1).

Micro and Nano UAVs

Micro and nano UAVs are small drones with less than fifteen centimeters in size and few tens
to hundreds grams. They can fly at lower altitudes (under 300 meters). Micro and nano UAVs
are equipped with propellers driven by electric motors. The designs for such class of UAVs have
focused on making aerial vehicles that can operate in both inside and outside buildings, flying along
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Figure 2.1: UAV classification based on size and weight.

hallways, carrying sensor devices such as transmitters and miniature TV cameras. The autonomy
of such type of UAVs is about twenty minutes for a radius of action of about ten kilometers. Figure
2.2 depicts a micro and a nano UAV.

W

&=

(a) (b

Figure 2.2: (a) Micro and (b) nano UAVs.

Mini UAVs

Mini UAVs or Mini Air Vehicles (MAVs) are types of aerial vehicles that have an endurance of few
hours and dimensions of the order of a meter. MAVs can fly up to an altitude of 300 meters and
operate at distances up to around 30 kilometers while carrying light payloads. Like micro UAVs,
MAVs can be electrically powered. This what makes them relatively slow (some tens of kilometers
per hour) and have limited obstacle avoidance abilities. The technological development required
for this class of UAVs involves sensors such as cameras and lidars. MAVs are characterized by their
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robustness, low noise signature, stable observation sensors and man portable (folded in a rucksack).
CPX4 is an example of such UAV as depicted in Figure 2.3.

Figure 2.3: CPX4 mini UAVs.

Tactical UAVs

Tactical UAVs or TUAVs have an operational range from 30 to 500 kilometers and an altitude
ranging from 200 to 5,000 meters. They have also a radius of action up to more than one hundred
kilometers with autonomy of tens of hours. With the aid of visible and infrared optical sensors,
most of the TUAVs are used for surveillance and reconnaissance mission purposes. Watchkeeper
WK450 and Sagem Spewer manufactured by Thales and Safran, respectively, are example of such
class of UAVs.

Hy!

Figure 2.4: Tactical UAVs: (a) Watchkeeper WK450 and (b) Sagem Spewer.

Combat UAVs

Combat UAVs or Unmanned Combat Air Vehicles (UCAV) are fighter planes which are equipped
with weapons systems or intelligence information gathering. They can perform missions of recon-

8
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naissance, attack and shooting thanks to their technical advances in the areas of automation, data
transmission, satellite link, precision guidance and stealth technology. Figure 2.5 shows an example
of an UCAV.

Figure 2.5: A British MQ-9A Reaper UCAV.

MALE and HALE

MALEs or Medium Altitude Long Endurance UAVs have a wing span of 10 to 20 meters and an
operational range of 500 to 1,000 kilometers. They have autonomy of thirty hours and can fly
between 5,000 and 15,000 meters above sea level and they can carry a payload ranging from 1,500
to 3,500 kilograms. The search for extending the range, endurance, maximum altitude and payload
capacity of MALE UAVs missions has led to the HALE or High Altitude Long Endurance UAVs
whose dimensions are comparable with those of a civilian plane. HALE UAVs are able to fly 7
to 8 kilometers in one single day at very high altitude and carry a payload of one to two tons.
Both MALE and HALE UAVs can carry missions such as strategic reconnaissance and surveillance,
tactical reconnaissance, early detection of missile launching, target identification and designation
and jamming. MQ-1 Predator and Gloabl Hawk in Figure 2.6 are examples of MALE and HALE
UAVs, respectively.

2.2.2 Based on Control Configuration

A typical classification of UAVs is based on control configurations. They can be classified into
rotary-wing drones, fixed-wing drones, hybrid-wing drones and flapping-wingdrones (See Figure
2.7).

Rotary-wings UAVs

Rotary-wings UAVs use rotor blades to produce a forceful thrust which can be used for lifting and
propelling. This type of aerial vehicles is characterized by vertical takeoff and landing (VTOL) which
can make the vehicle to hover at a place (Schauwecker et al., 2012). Rotary-wing UAVs can be either
single-rotor or multi-rotor. Single-rotor UAVs (e.g., helicopters) have been not exploited much as
multi-rotor UAVs. These latter are designed by number and location of propellers on the frame.
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Figure 2.7: Different types of UAVs (a) rotary-wing, (b) fixed-wing (c¢) flapping-wing (Ornithopters)
(d) flapping-wing (Entomopters).

Multi-rotor drones are advantageous in terms of hovering capabilities and maintaining the speed
abilities making them the ideal choice for civilian applications like monitoring and surveillance. The
most popular multi-rotor UAVs are tricopters, quadrotors, hexacopters and octocopters as shown in
Figure 2.8. All of these vehicles are underactuated systems and have similar dynamical models for
control. Quadrotors come at cheaper prices and are faster and highly maneuverable. Hexacopters
and octocopters are known by their flight stability and higher payload capacity. However, all multi-
rotors require more power consumption which limits the vehicles endurance (Singhal, Bansod, and
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Mathew, 2018).

Figure 2.8: Rotary-wings UAVs: (a) tricopter, (b) quadcopter, (c) hexacopter and (d) octocopter.

Fixed-wings UAVs

Fixed-wing UAVs have a simple design. The manufacturing of such type of drones is saturated
nowadays thanks to the further developments and improvements of such type. Fixed-wing aerial
vehicles, which are horizontal takeoff and landing (HTOL) vehicles, use a forward accelerating speed
applied to fixed wings components to produce a lift. This lift is controlled by the air flowing velocity
and steep angle (Singhal, Bansod, and Mathew, 2018). Unlike rotary-wing UAVs, fixed wings UAV's
cannot hover at a certain place due to their typical non-holonomic constraints. Besides, they require
a higher initial speed. However, fixed wings vehicles are characterized by long endurance, less power
consumption and thrust loading less than 1. Figure 2.9 shows two examples of fixed-wing UAVs
which are M?AV Carolo and eBee.

Flapping-wing UAVs

A special UAV configuration that is inspired by birds (Ornithopters) and insects (Entomopters) is
flapping-wing. This type of UAVs is known by lightweight and flexible wings. These configurations
allow agile maneuvers while being more discreet than rotary wings, which represents another definite
advantage for reconnaissance or surveillance missions. Like hybrid UAVs, flapping-wings UAVs are
under development due to the complicated flapping mechanism which results in complex dynamics
and power problems (Gerdes, Gupta, and Wilkerson, 2012). However unlike fixed-wing UAVs,
flapping-wing drones have stable flights especially under windy conditions. Examples of flapping-
wings UAVs are shown in Figure 2.10

11
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Figure 2.9: Fixed-wings UAVs: (a) M2AV Carolo, (b) eBee.

(a) (b)

Figure 2.10: Flapping-wings UAVs: (a) Nano Humming, () The Harvard RoboBee and (¢) The
BionicOpter.

Hybrid-wing UAVs

Hybrid-wing UAVs are types of aerial vehicles which combine both configurations of rotary-wing
and fixed-wing. By doing so, the drawback of a type of an UAV is compensated with the advantage
of another type. This may lead to have VTOL, hovering and long endurance vehicle (See Figure
2.11). Hybrid drones require more reliable and sophisticated control algorithms especial to adapt
with flight mode switching. This is why they are still under research and development.

12
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Figure 2.11: Hybrid-wing UAV design.

2.2.3 Based on Autonomy Level

Another UAV classification is based on autonomy level. Autonomy can be defined as the ability to
perform a mission/task that is assigned to the UAV with minimum human intervention. Thus, the
UAV autonomy level depends on the complexity of the mission/task. The classification is as below
(Huang, 2004):

e Fully autonomous controlled UAVs: These are the UAVs that can carry out the assigned
mission/task without any intervention for a human being. They are fully automated vehicles
systems where all decisions are made onboard using sensory information that perceive and
interact with the environment changes.

e Semi-Autonomous UAVs: In this type of UAVs, when the aerial vehicle is not able of
making decisions, a human being can interfere to make those decisions. This can happen in
cases where high level flight mission is delegated to the vehicle.

e Tele-operated UAVs: These UAVs are operated by human operator that uses the infor-
mation gathered by sensors to directly send control signals in the aim of performing the
mission/task successfully. This type of aerial vehicles is used mainly in Beyond-Line-of-Sight
(BLOS)missions.

e Remotely controlled UAVs: The UAV is controlled manually by a human operator using
a remote control from a Ground Control Station (GCS) (See Figure 2.12). Most of these
UAVs are used in Line-of-Sight (LOS) missions.

2.3 UAYV Applications

the role of UAVs has changed drastically in the last decades. Their applications have been extended
from military to cover civilian and transport applications. To make them more suitable for these

13
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Figure 2.12: Communication means of UAVs through GCS.

applications, the UAVs’ configurations have been changed in favor of smaller dimensions. Besides,
there have been lot of research works to develop their autonomy and endurance. Some of these
applications are discussed in this section.

2.3.1 Military Applications

UAVs, especially tactical, combat, HALE and MALE UAVs, have several applications within the
military and defense area. Very advanced UAV technologies have emerged in this domain as they
make it possible to perform military operations in a more effective and less risky way. These
technologies are now leading to have numerous Intelligence, Surveillance and Reconnaissance (IRS)
and Reconnaissance, Surveillance, and Target Acquisition (RSTA) capabilities. Other applications
of military UAVs are shown in Figure 2.13.

2.3.2 Civilian Applications

UAVs can be deployed in various civilian uses thanks to their high maneuverability, low cost and
high efficiency. In the last years, UAVs have supported public safety, search and rescue (SAR)
operations and disaster management. UAVs play important responsibilities in rescue operations
in case of natural or man-made disasters like floods, Tsunamis or terrorist attacks ... etc. They
can be used to provide communications coverage in support of such operations. UAVs can be
also a solution to provide medical supplies especially in the areas that are inaccessible (Tanzi et
al., 2016). UAVs can be also used for construction and infrastructure inspection. To have a better
visibility about the project progress, project managers fly UAVs to monitor constructions buildings,
wind turbines dams ... etc. Furhermore, UAVs can be also deployed for inspecting high voltage
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Figure 2.13: Some military applications of UAVs (Udeanu, Dobrescu, and Oltean, 2016).

power transmission lines. Another civilian application of UAVs is real-time monitoring of road
traffic. They can monitor large continuous road segments more effectively compared to traditional
road monitoring tools (loop detectors, video cameras ... etc.). In addition to these, other civilian
applications of UAVs can be shown in Figure 2.14.

2.3.3 Transport Applications

Considering the technological development, UAVs are becoming a crucial part of the modern lo-
gistics industry. They can be used for transporting food, packages and goods. Because of traffic
congestion issues, many industries have begun to employ UAVs for transportation. these aerial
vehicles are starting to emerge by integrating into the current infrastructures of transportation.
UAVs for transport can accelerate the delivery time significantly while reducing its cost. In health-
care service, UAVs, which are called ambulance drones (See Figure 2.15 (a)), can travel between
a pick up location and a delivery location to deliver medicines, blood samples and immunizations.
Considering also the increasing of e-Commerce on one hand and the demise of snail mail on the
other hand, postal companies are investing in UAVs to make package delivery fast and more suitable
(Bekhti et al., 2017) (See Figure 2.15 (b)). Companies and researchers are working on exploring new
methods to overcome the challenges and the issues related to airspace safety, the privacy of citizens,
theft, payload requirements, navigation systems ... etc. Another application of UAVs is passenger
transport. Passenger UAVs or "air taxi” (See figure 2.15(¢)) have shown their technical capabilities
to transport passengers between or within cities (Kellermann, Biehle, and Fischer, 2020). Although
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Figure 2.14: Civilian applications of UAVs (Sivakumar and TYJ, 2021).
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this application is still in its infancy, this marks the start of a new era where low level airspace may
be expanded to the third dimension of transportation.

2.4 Quadrotor Autonomous Vehicle Systems

A quadrotor vehicle is a rotary-wing UAV that consists of four (04) rotors located at the extrem-
ities of a cross structured frame. The flight motion of a quadrotors is controlled by the speed of
its rotors; they can roll, pitch, yaw and accelerate along their common orientation. As mentioned
before, quadrotors are multi-rotor vehicles having certain key characteristics like VTOL, hovering
capability, slow precise movements ability, higher payload capacity and higher degree of maneu-
verability. Quadrotors are mechanically simple but they are inherently stable. Thus, they require
feedback control algorithms to make them fly with stability. In order to design a quadrotor, two
modular approaches are adopted: hardware and software.

2.4.1 Hardware Modular Approach

A simpler hardware approach can be used to build a quadrotor with a frame, a propulsion system
and a Flight Control System (FCS) (See Figure 2.16.

Quadrotor Frame

The quadrotor frame can have a common configuration, either +, X, or H configuration (See Figure
2.17). In the “plus” configuration, a single rotor leads the quadrotor; however, in the “cross” and
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Figure 2.15: Transport applications of UAVs: (a) ambulance drone, (b) delivery drone and (c¢) air
taxi.

“H” configuration, two rotors lead the vehicle. The cross and the plus configurations are considered
the most popular. Even though the first configuration is more stable than the second one however
this latter is easier to control (Agrawal and Shrivastav, 2015). The X-copter is considered the most
symmetrical while its weight is concentrated at the vehicle center of gravity. This may lead to
improve its stability, whereas the vulnerability to aerodynamics disturbances is increased. Despite
the simplicity of the X-frame configuration, the shortage of space for integrating other hardware
components remains a big problem. The “plus” frame configuration has the same footprint as the
X-frame flipped with 45°. Such configuration has an advantage of each motor being responsible for
rotation movements (roll, pitch, and yaw) in one axis only. As a result, this allows applying finer
control system strategies. Nevertheless, it is more likely to break because most impacts involve
only solid contact with the front arm. The H-frame configuration is an antique design where the
vehicle’s arms are located in front of a long bus shaped carriage. Due to its hefty design and odd
configurations, the research in H-copter has been recently ignored.

Propulsion System

The propulsion system comprises four motors, four propellers, four Electronic Speed Controllers
(ESCs) and a source of power (batteries).

At the beginning, quadrotors were equipped with DC motors with gearboxes. Recently, they
have been replaced by Brushless DC motors because of the life limit and the friction caused by
the brushes. Brushless DC motors are synchronous motors having longer life, more reliable, better
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Figure 2.16: Hardware components that built up a quadrotor.

(a) (b) (c)

Figure 2.17: Quadrotor configurations: (a) X-quad, (b) +-quad and (¢) H-quad.

efficiency and lighter than DC motors. Besides, they offer better thrust-to-weight ratios. Kv
and current rating are properties that characterize motors. The Kv ratings shows how a motor
transforms the power it receives into speed. The current ratings, however, show the maximum
current that can be drawn by the motor.

The propellers are spun by the Brushless DC motors to create lift thrust to the quadrotor. They
are characterized by their diameter, the larger the propeller, the more lift it provides, and pitch, the
smaller the pitch, the more traction the propeller offers at low speeds. The propellers can be made
from several materials like plastic, carbon, fiber reinforced polymer. However, the most common
ones are nylon and carbon. To ensure flight, the propellers must not all turn in the same direction.
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Hence, they can turn either in CW (Clockwise) direction or in CCW (Counter Clockwise) direction
(See Figure 2.18).

e)

Low speed High speed

Figure 2.18: Scheme of propellers for maneuvering in ”+4” configuration (Lukmana and Nurhadi,
2015).

ESCs are what allow the flight controller to control the speed and direction of motors at a
specific time. They must be able to handle the maximum current the motor can draw without
overheating according to their current rating, and be able to supply it at the correct voltage. In
design, the choice of the ESCs must be done carefully in order to guarantee that the motors draw
enough current.

The batteries provide electrical power to the quadrotor’s motors and other electronic compo-
nents. The most used batteries are made of Lithium Polimer or LiPo due to their small weight, high
energy density, longer run periods, and ability to be recharged. However, they are not completely
safe because they contain pressurized hydrogen gas and tend to burn and/or explode when there is
a problem.

Flight Control System (FCS)

Flight Control System or FCS is the brain of the quadrotor. It is an Integrated Circuit (IC)
component, composed of a microprocessor, sensors and input/output pins, responsible of ensuring
stable flights and makes remote control and autonomous flight possible by setting the right power for
each motor (Valavanis and Vachtsevanos, 2015). The principle work of the FCS is simple. It obtains
the quadrotor’s states (position, velocity, orientation, etc) from sensors such as Inertial Measurement
Units (IMUs), barometers/altimeters, and Global Navigation Satellite Systems (GNSS), converts
radio command signals into actuator pulses and maintains desired states to achieve proper flight
mission performance. FCS contains also a computing module, like a microcontroller, coupled with
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the autopilot to implement its logic for effective flight control mission. FCSs come with build-in
software and can be categorized into two classes: closed-source and open-source software. Closed-
source software can not be modified. However, open-source FCSs are developed such that they allow
customers to modify the software based on their own needs. In this way, universities and industries
can cooperate on solving issues related to aerial vehicles such as their reliability, functionality,
endurance and fault tolerance. These issues are mainly associated with the FCSs hardware and
software. Examples of FCSs with open-source software are depicted in Figure 2.19.

Figure 2.19: FCSs examples: (a) Pixhawk PX4 FMUv5, (b) Chemira Autopilot for Paparazzi, (c)
Ardupilot Mega (APM) and (d) N3 DJI.

Sensors for Navigation and Localization

Sensors are crucial components for both the stability and the autonomy of the quadrotor. These
components provide information about the location of the vehicle for the user (drone pilot) or the
autopilot. The sensors of the quadrotor can be divided into three categories:

e Proprioceptive sensors: they provide information on the current state of the quadrotor, i.e.,
on its state at a given moment. These sensors measure the position, speed or acceleration of
the machine relative to a reference state.

e Exteroceptive sensors: they provide information on the environment in which the drone is
flying, such as mapping, temperature, etc.

e Exproprioceptive: sensors: combination of proprioceptive and exteroceptive.

The design of more efficient sensors ensures perfection and autonomy for quadrotor. These sensors
are: IMUs, accelerometers, magnetometers, gyroscope, GNSS, barometer and imagers.
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An IMU is an electronic navigation system that provides the angular orientation of a body with
respect to an inertial reference. It typically consists of three accelerometers, three magnetometers
and a gyroscope for obtaining an accurate attitude of the body. To execute any flight maneuver,
the vehicle’s orientation read by the IMU should be provided to the flight controller. Micro Electro-
Mechanical Systems or MEMS technologies are the most used recently in quadrotors thanks to their
cost, simplicity, and dimensions. MEMS have made it possible to have accelerometers, gyroscopes
and magnetometers integrated into an electronic circuit weighing around ten grams.

Accelerometers provide the linear acceleration of the frame along the three body-frame orthog-
onal axes. The principle of accelerometers is based on the deformation or displacement of a body
during acceleration. The advantage of an accelerometer is its great ease in revealing a several data
such as acceleration, speed, displacement, force, etc. Nevertheless, obtaining the body displace-
ment necessitates a double integration of the acceleration. Consequently, this leads to problems of
precision. In this case, fusing with other sensors such as gyrometers makes it possible to adjust the
measurements.

On one hand, magnetometers are essentially magnetic compasses that measure the direction
and/or the intensity of a magnetic field, and in particular the direction of the earth’s magnetic
field. Sensitivity to external magnetic disturbances is considered as the major issue of such sensor.
On the other hand, Gyroscope is a device that provides angular rates of a frame with respect to the
body reference frame of the quadrotor. The attitude of this latter can be determined by integrating
the angular rate provided by the gyroscope in a small period of time.

The GNSS is a navigation system that relies on satellites to provide the geo-spatial positioning
of the aerial vehicle. It consists of a constellation of satellites that orbit the Earth. Signals, which
are continuously transmitted from these satellites, are utilized by users to provide their three-
dimensional position. The GNSS consists mainly of three types of satellites technologies: Global
Positioning System or GPS, Glonass and Galileo. The GPS, which was developed by the United
States Department of Defense (DoD) for military purposes, is a satellite positioning and navigation
system containing 24 satellites spread over six orbits (four satellites per orbit) revolving around
the globe (2 turns in 24 hours) and located at an altitude of 20,200 kilometers with an inclination
of 55° relative to the equator or Medium Earth Orbit (MEO) (Subirana, Hernandez-Pajares, and
Miguel Juan Zornoza, 2013). The constellation of the Nominal Glonass is made of 24 MEO satellites
which are located in three different orbital planes which endow 8 satellites equally spaced. They
are located at an altitude of 19,100 kilometers with an inclination of 64.8°. Last but not least,
the constellation of Galileo contains 27 operational and 3 spare MEO satellites at an altitude of
23,222 kilometers with an inclination of 56°. Above all, due to atmospheric disturbances, the signal
propagations of these constellations are altered. This may result in measurement errors. These
latter can be minimized by fusing them with sensory data from imagers (lasers or cameras). Lasers
and cameras represent great sources of information that can be exploited for quadrotor navigation
and localization. Lasers can be ultrasonic, lidar, radar, etc. Cameras can be RGB, multispectral,
thermal, etc.

Barometers are instruments that provide atmospheric pressure. They are used as sensors to
determine the altitude of the quadrotor with respect to a reference level. The main disadvantage
of such sensors is their sensitivity to atmospheric conditions alteration such as wind.
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2.4.2 Software Modular Approach

The quadrotor software module uses the computing unit to run several processes in parallel. A
middleware messaging system provides the ability to interchange messages between the different
processes on the same computing module or with other computing modules on the same network.
The software implemented on the computing module depends on the application to which the
quadrotor is delegated (Elmokadem and Savkin, 2021). For instance n remote sensing, the quadrotor
software is dedicated to both ensure safe mobility in the environment where it navigates and collect
imagery data that can be processed after the mission is ended.

The module, which is related to the quadrotor mobility, is one of the fundamental modules.
The aim of this module is to autonomously generate safe-collision navigation plans for the aerial
vehicle. In most cases, the autonomous navigation module has four (04) submodules (See Figure
2.20): perception, localization and mapping, motion planning and obstacle avoidance and control
(Laghmara et al., 2019). However in other cases, one or more submodules can be discarded. For
example, the motion planning module can be coupled with the control module without the need to
use the localization and mapping module.

Motion Planning H Execution

Obstacle _ Local Global
Avoidance Map Map

Path Tracking

Quadrotor
Environment

Sensors ‘ Localization & Mapping Control

Figure 2.20: Quadrotor software module for autonomous navigation.

2.5 Quadrotor Autonomous Navigation: Definition

Most quadrotors require higher performance autonomous navigation techniques for the purpose of
completing the tasks they are assigned effectively and efficiently. Quadrotor autonomous navigation
can be defined as the process that the vehicles safely and quickly plans and executes its path in
order to achieve the target location. Autonomous navigation is the core element for ensuring the
vehicle collision-free motion. During this process, information like current position and velocity,
heading direction, starting and target location are provided for the quadrotor system aiming to
complete the scheduled mission successfully.

In general, quadrotor autonomous navigation techniques include three (03) key elements (See
Figure 4.4.2): perception, planning and control (Alanezi et al., 2022). These elements are mainly
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used to improve the vehicles autonomy until reaching the final destination. Perception uses the
information gathered by the different sensors for determining the current state of the quadrotor
(e.g. position and orientation) as well as the representation of the surrounding environment (e.g.
obstacles). Several algorithms have been developed for perception. These algorithms comprise algo-
rithms for object detection, localization, object tracking and Simultaneous Localization and Map-
ping (SLAM). Afterwards, the information gathered by perception are used in planning for making
motion decisions. Here, two types of planning are differentiated: path planning (global/local) and
trajectory planning/generation. The former concept refers to the process of generating a geometric
collision-free between a starting and target positions with no timing law. However in the latter con-
cept, the collision-free path associates with a timing law to provide a trajectory which has higher
derivative information (e.g. velocity, acceleration, jerk, etc.) (Elmokadem and Savkin, 2021). The
purpose of the control is to ensure that the vehicle follows the generated path/trajectory in the
planning step. Control algorithms have been implemented for path/trajectory tracking, obstacle
avoidance and stability (Alanezi et al., 2022).

[ Planning

Designed Navigation
Algorithms

Perception Control

Figure 2.21: Quadrotor autonomous navigation elements.

Depending on the complexity of the autonomous navigation problem, different structures have
been used with quadrotors. Structures can be designed by either coupling or decoupling the planning
and the control elements (See Figure 4.4.3). Coupling structures combine planning and control
resulting in complicated reactive control elements. However, decoupling structures are the most
common thanks to their simple designs (Elmokadem and Savkin, 2021).

2.6 Quadrotor Autonomous Navigation: Applications

Quadrotor autonomous navigation has been applied in wide applications and is being recently
envisioned for larger applications with the design technology advancement. Many of the current
applications still do not use fully autonomous design systems because of two main reasons: (1) the
different operational risks that these systems may experience, and (2) the immaturity of research
associated with these applications. Precision Agriculture (PA), Search and Rescue (SAR), oil and
gas exploration, wildlife monitoring and construction are the most relevant applications where
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quadrotors are required to attract more interest in developing aerial vehicle system technologies
with high level navigation autonomy.

Quadrotor Autonomous Navigation in PA

Agriculture is one of the most important sectors and contributes with a huge role in the world
economic status. It is the most promising and challenging sector since it is dependent on weather
conditions, soil conditions and water irrigation quantity and quality. On the other hand, the world
population is increasing day by day and projected to reach 9.4 billion people in 2050 (Boretti and
Rosa, 2019). Hence, food production in sustainable manner must increase to satisfy the need of the
large population. This can be done by implementing modern technologies in agricultural production.
These technologies will contribute in solving problems related to agriculture and establish proper
farming processes by introducing Smart Farming or Precision Agriculture (PA).

PA, dubbed “the farming of the century” is gaining more attraction in today’s modern technology-
driven world. It refers to that type of computerized farming where advanced technologies are used
to monitor and optimize agricultural activities for the aim of improving farm productivity in terms
of quantity and quality. In order to do so, PA takes the advantage of the current technology and
concepts and uses them for regulating temporal and spatial variations (soil, yield, crop, field and
management) in all agricultural output elements (Tsouros, Bibi, and Sarigiannidis, 2019).

Quadrotor systems are one of the technologies that have taken PA one step further. Quadrotors
offer great prospects for acquiring in-field information in an easy, fast and cost-effective manner
compared to other methods like satellites and manned aircrafts (Tsouros, Bibi, and Sarigiannidis,
2019). Quadrotor vehicles are able to fly at low altitudes in agricultural fields for sake of collecting
images of the crops with an ultra-high spatial resolution (few centimeters) such that the performance
of the monitoring systems is improved. Besides, quadrotors are more efficient that Ground Vehicles
(GVs) systems since they can cover larger field areas in short period of time and in non-destructive
manner.

Autonomous navigation quadrotor systems are very commonly used in remote sensing (RS)
applications under PA. Such systems are equipped with different types of sensors and can be used
for identifying which zones of the fields need different management. In this way, the farmers
are able to react on time and with the required quantity of products in any problem detected.
Autonomous navigation quadrotor systems can be used in different applications under PA. Among
these applications, weed mapping is the most popular. Weeds are undesirable plants that grow in
agricultural crops causing many problems such as losses in crop yields and harvesting. In order to
control these weeds, herbicides are sprayed over the entire agricultural field, even in areas with free
weeds. Such activity leads to overuse quantities of herbicides resulting in evolution of herbicide-
resistant weeds, cost as well as pollution problems. These problems are solved in PA using Site-
Specific Weed management (SSWM) approach. Rather than spraying the whole field, SSWM
applies the herbicides only on spots where undesirable weeds present with higher stress (Hunter I11
et al., 2020). In order to do so, an accurate weed map should be generated a priori. Autonomous
navigation quadrotor systems can be employed to collect aerial images of the whole field. These
images can be used to generate a precise weed cover map showing the spots where the herbicides
are required the most. Under the same concept, crop spraying is also an application of autonomous
quadrotor systems. These later are very useful thanks to their lower operator exposure and their
enhanced ability to apply products in timely resolved way.
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Autonomous navigation quadrotor systems represent a great solution for monitoring and assess-
ing the health of the crops. They can monitor the crops constantly in time and in non-destructive
way to detect diseases and avoid economic losses as a consequence of reduced yield quantity and
quality. This can be achieved by data processing techniques that use crop imaging information
collected by the quadrotors to spot changes in the biomass and health of the plant (Patel et al.,
2013). Periodic monitoring flight missions can be scheduled to detect the diseases especially in their
early stages allowing farmers to intervene by providing special treatment of infection using targeted
spraying.

Under the same context of monitoring, autonomous navigation quadrotor systems are commonly
used to monitor the growth of the vegetation and estimate the yield. These systems are means of
collecting information and visualization of crops for mainly two reasons: (1) recording the variability
observed on the field, and (2) monitoring the crop growth. At this stage, crop imaging is also used
to analyze the biomass and nitrogen status information in order to determine the management
actions required for the crop such as the use of fertilizers (e.g., use of nutrients) (Duggal et al.,
2016). In addition, the crop imaging analysis can be performed using 3D digital map models of
the crop by measuring various parameters like the crop height, the Leaf Area Index (LAI), and the
vegetation greenness index or the Normalized Difference Vegetation Index (NDVI).

Another important application of the autonomous navigation quadrotor systems under PA is
crop irrigation management. The extensive consumption of water for crop irrigation (about 70% of
water consumed worldwide according to (Saccon, 2018)) urges to highlight the need for precision
irrigation methods. The purpose of such methods is to improve the water use efficiency by applying
the resource in the right time, places and quantities. This can be done using autonomous quadrotor
systems that can incorporate appropriate sensors to divide the field into different irrigation zones
and identify which zones of a crop that require more water. Precision irrigation methods help
farmers to save time and water resources and increase the crop quality and productivity. In addition
to the aforementioned PA applications, autonomous navigation quadrotor systems have been also
used for soil analysis, mammal detection and phenotyping (Tsouros, Bibi, and Sarigiannidis, 2019).

2.7 Conclusion

In this chapter, we briefly presented the main UAV system architectures and their classifications
based on size and weight, control configuration and the level of autonomy. Afterwards, we grouped
the different applications of such vehicles into mainly three categories: military, civilian and trans-
port. Then, we described the quadrotor autonomous navigation system focusing on its applications
under the PA context. In the next chapter, we will divide quadrotor autonomous navigation system
into multi-phase processes where each phase will be described in details.
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Chapter 3

Quadrotors Path Planning

3.1 Introduction

A crucial part of autonomous robotic system is to ensure that the robot can move while avoiding
collisions with the obstacles present in its environment. Generally, this problem can be addressed
by path planning. Path planning is an essential task from the control engineering perspectives. It
is considered as a hot spot in the field of robot autonomous navigation research. When dealing
with UAVs, the path planning research is essential since it is correlated with the autonomy of such
vehicles, the built-in components required, guidance, endurance, and functionality. Since UAVs
suffer from the limited payload problems, the insertion of many batteries and power banks is not
as option. Hence, path planning becomes the primary issue to solve UAVs time-limited problems
for performing the required tasks. This chapter aims to introduce the concept of path planning, its
types and paradigms used for quadrotor platforms.

3.2 Robot Path Planning

3.2.1 Path Planning: Definition

Robot path planning (RPP) related problems have been extensively studied, generally focusing on
manipulators and ground mobile vehicles. From a technical point of view, path planning is a process
of deliberatively producing a path or a set of way-points for a robot from a starting location to
a goal location while taking into account the environmental and physical constraints of the robot
in order to achieve a collision free path (Lin and Saripalli, 2017). In more technical terms, it is
defined by (Dudek and Jenkin, 2010) as “determining a path in configuration space between the
initial configuration of the robot and a final configuration such that the robot does not collide
with obstacles and the planned motion is consistent with the kinematic constraints of the vehicle”.
A configuration in the definition refers to the position and the orientation of the robot while a
configuration space is the set of all possible configurations (See Section 3.2.2 for more detail).
RPP is associated with a several terms that can be used interchangeably. Motion planning,
which frequently associated with manipulators, is widely used to plan paths that are feasible and
safe. Trajectory planning is which deals with the robot’s dynamics, to plan the next move. Obsta-
cle/collision avoidance is a part of motion planning; it uses the robot’s current sensed information

28



3.2. ROBOT PATH PLANNING

for moving away from immediate obstacles while ensuring stability and safety (Giesbrecht, 2004).

Obstacle

Start

Goal

Figure 3.1: Robot path planning.

Path planning paradigms takes into consideration four main criteria (Teleweck and Chan-
drasekaran, 2019). Optimization is the criterion which guarantees that the selected path is the
best among all of the possible solutions in terms of distance, time computation, cost, and so on.
In case of UAVs where the autonomy problem is recurrent, optimization plays a primordial role
in minimizing the flight distances and time, hence, increasing the vehicles’ endurance and decreas-
ing revelation to possible risks. Besides, optimizing the computational time is required especially
in real-time applications. Completeness criterion ensures the path planning algorithm finding all
possible solutions for the path at hand. Accuracy/precision is another criterion that can be taken
into account for the purpose of driving all states of a robot from an initial configuration to a final
one. Execution time is considered as an important path planning criterion since it ensures the
best-case settings to handle the designated problem. It refers to the time taken by the robot to
complete the entire path (Atiyah, Adzhar, and Jaini, 2021). There often a trade-off among these
criteria. For instance, on one hand, path optimality has to be discarded in order to reduce the
computational time. On the other hand, higher computational time is required for an optimal path
to be generated. Thus, the consideration of these criteria has to be done before the process of path
planning takes place.

3.2.2 Configuration Space

In path planning, the robot and the environment (referred to as workspace) through which it
travels, are represented in some manner so that paths can be planned in a search space. This
latter considers all possible states that can exist. However for planning motions in case of multiple
Degrees of Freedom (DOFs), the notion of configuration space is used. The configuration space
or C-space refers to the set of all possible transformations applied to the robot. C-space is an
important technique that offers solutions for motion planning problems varying in geometry and
kinematics. The configuration space consists of reducing the robot’s size to a point and enlarging
the size of the obstacles according to the robot’s dimensions (Raja and Pugazhenthi, 2012).
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The term “configuration space” is introduced in (LaValle, 2006) as follows:

For an n DOFs robot, the configuration space of a robot, denoted C, is an n-dimensional
manifold that contains the set of all transformations. In particular, the C-space for a 2D rigid body
is called SE(2), for 3D rigid body SE(3), and for multiple independent rigid bodies is the Cartesian
product of the configuration spaces of each of them. The C-space contains two regions: an obstacle
region and a free region as shown in Figure 3.2. The obstacle region, C,,s < C, is all configurations
that the robot collides with obstacles or each other. All the leftover configurations are denoted by
free region, Crree = C/ Cops. Using the definition above, path planning is defined as finding a

fa) (b

Figure 3.2: (a)The workspace and (b) the configuration space of a robot.

continuous path 7 : [0,1] = Cjyee, such that 7(0) = ¢r and 7(1) = g¢ where ¢7,ga € Cyree are the
initial and target configuration, respectively.

3.2.3 Types of Path Planning

The field of RPP can be categorized mainly in two major aspects: the point-to-point path planning
and the coverage path planning. In recent years, researchers and experts have concentrated their
research on the first aspect; however, the study of the second one has relatively reduced.

Point-to-Point Path Planning

The objective of robot point-to-point path planning approach consists of finding a collision-free path
from a starting configuration to a destination configuration while optimizing a certain parameter
like time, distance or energy. This approach is in a sense analogous to a single particle in a potential
field with attraction and repulsion points while the particle being a robot, the attraction point being
a destination configuration and the repulsion point being obstacles (Chakraborty et al., 2022).

Coverage Path Planning

The coverage path planning (CPP) or the complete CPP (CCPP) refers to as the task of traversing
the robot’s whole environment while taking the motion restrictions and avoiding the collision with
the obstacles present in that environment (Cabreira, Brisolara, and Paulo R, 2019). The CPP often
arise in robotics applications. It is considered as an integral task to many robotics systems like
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vacuum cleaners, painter robots, lawn mowers, autonomous harvesters... etc. Coverage planning
necessitates assumptions on the abilities of the robot to sense its environment, get to know its
position in that environment (map knowledge and positioning abilities) and plan its route, efficiently.
The study of the CPP started in the eighties’, Cao et al. in (Cao, Huang, and Hall, 1988) delineated
the conditions that a robot must take into account to perform a coverage operation:

e The robot must cover completely all points in its environment;

e The robot must fill the environment without overlapping routes;

Continuous and sequential coverage process without repetition of the routes is entailed;

The robot must avoid obstacles (if present);
e Motion routes, which are simple (straight lines or circles), must be used (for sake of simplicity);
e Optimal path is obtained under predefined conditions.

However, taking into considerations all the above conditions in a complex environment is unfeasible
in most situations. Thus, priority consideration is required.

The CPP problem can be related to other problems known in literature. The lawn mower
problem is one of them. The lawnmower problem, which states to find a path to cut all the grass of
a pre-defined ROT is proven to be NP-hard (Non-deterministic Polynomial-time) (Dudek and Jenkin,
2010). Another problem is the “piano mover’s problem” which is based on finding a collision free
path from a starting configuration to a target configuration while avoiding obstacles. The problem
is also known to be NP-hard. Consequently, even the CPP is considered as an NP-hard problem.

3.2.4 Path Planning Paradigms

The existing robot path planning techniques in general can be categorized into deliberative (offline
global planning), sensor-based (online local planning) and hybrid as shown in Figure 3.3. In the
deliberative methods, the information of the environment, presented as a map, is known to the
robot prior the planning process. As the information includes global data, the process is slow;
however it can generate optimal paths if one exists. Sensor-based methods rely on the acquired
information from the current robot’s surrounding environment (i.e., a local map) using sensory
observations to plan collision-free paths in real time. In this way, the planned paths are locally
optimal only. However, they can be trapped in local minima. Sensor-based methods provide great
solutions for navigation in partially-known, unknown and dynamic environments thanks to their
computational performance (Hoy, Matveev, and Savkin, 2015). In most practical cases, optimality
is sacrificed for speed of computation when dealing with fast and limited computing power robots
like UAVs. Hybrid methods combine the advantages of both deliberative and sensor-based methods
for planning advanced behaviors (Elmokadem and Savkin, 2021). The robot uses the global planning
for guidance and the local planning for handling unknown and dynamic obstacles, simultaneously.

3.2.5 Map-Based vs. Mapless Path Planning Methods

Path planning paradigms, by their turns, can be divided into map-based and maples methods
depending on the environment information accessibility (See Figure 3.4) (Bonin-Font, Ortiz, and
Oliver, 2008). The former methods depend on local (or global) environment map representation to
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Figure 3.3: Different path planning paradigms.

Sense

plan safe and feasible paths using deliberative and/or sensor-based planning algorithms. Map-based
approaches have a particular reliance on the size and the complexity of the environment map. Con-
sequently, problems related to computational complexity, planning time and memory requirements
are inevitable. On the other hand, the latter methods, known also as reactive methods, do not de-
pend on local (or global) maps but on sensory observations for making motion decisions. Mapless
methods when coupled with a control provide great solutions for obstacle avoidance problems in
terms of computational complexity. However, non-optimal path, local minima and limited Field of
View (FOV) are the most challenging issues that face such methods.

3.3 Map Representation for Path Planning

Robots must have a representation of their environment, a mechanism for choosing targets and a
method for effective navigation to a target to operate autonomously. Combined with efficient local-
ization abilities, an explicit environment representation guarantees the robot to navigate effectively.
Maps are the most natural environment representations. They may contain other information, in-
cluding reflectance properties of objects, unsafe regions or difficult to traverse, and information
gained from prior experiences. Maps are required for at least three different tasks classes; they are
used for (Dudek and Jenkin, 2010):
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Figure 3.4: Map-based vs. mapless path planning.

1. Establishing what parts of the environment are free for traversing. This is a requirement to
present and manipulate that part of the environment that is free of obstacles. This region is
known as free space;

2. Recognizing regions or locations in the environment;
3. Recognizing specific objects within the environment.

The problem of map representation is a dual of the problem of representing the robot’s possible
position or positions. Decisions taken regarding the representation of the environment can affect
the choices available for robot position representation. Hence, the position representation fidelity
is correlated with the map fidelity. Choosing a particular map representation should be done by
taking in consideration three fundamental relationships (Siegwart, Nourbakhsh, and Scaramuzza,
2011):

1. The map precision must match with the precision with which the robot requires to achieve
its target;

2. The map precision and the features type represented must match with the precision and data
types returned by the robot’s sensors;

3. The map representation complexity affects directly the computational complexity of analysis
about mapping, localization, and navigation.

There are mainly three ways to represent the robot’s map: continuous, discrete and hybrid rep-
resentations. A continuous map representation can be used as an exact decomposition of the
robot environment. The main advantage of continuous maps is that the features positions can be
reconstructed precisely in a continuous space (See Figure 3.5(a)). However, augmenting the dimen-
sionality of such representation may lead to a computational explosion. Discrete representation can
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be either exact decomposition or fixed decomposition. Both decompositions deal with environments
which are occupied by polygonal obstacles. Exact decomposition tessellates the space obstacle-free
region into areas of free space. In this way, the representation becomes compact since each area
can be stored as a single node (See Figure 3.6(a)). Fixed decomposition is used to tessellate the
continuous real environment and convert into a discrete map approximation. Such transformation
is demonstrated in Figure 3.6(b) which shows what happen to obstacle-filled and obstacle-free areas
during this conversion. Hybrid representation is considered as a combination of the both repre-
sentations (continuous and discrete). The environment is taken discrete but the motion planning
algorithm is considered as continuous environment (See Figure 3.5(b). This strategy is used to avoid
the difficulties of software implementation of continuous environment (Siegwart, Nourbakhsh, and
Scaramuzza, 2011). (Siegwart, Nourbakhsh, and Scaramuzza, 2011).

&
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Figure 3.5: Continuous map vs. hybrid map.
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Figure 3.6: Exact cell decomposition vs. fixed cell decomposition.

34



3.4. ROBOTIC MAPPING

3.4 Robotic Mapping

In last decades, robotic mapping has been extensively studied in robotics and Artificial Intelligence
(AI). The problem of robotic mapping deals with constructing spatial models of physical world
through robots. Such problem is generally is challenging, especially for complex environments, and
regarded as one of the most major problem for implementing efficient path planning algorithms.
Robotic mapping can be achieved using sensors that enable robots to perceive the outside world.
These sensors include cameras, range finders using sonar, laser, and infrared technology, radar,
tactile sensors, compasses, and GPS (Thrun et al., 2002).

All state-of-the-art robotic mapping algorithms are characterized by their probabilistic feature.
They use probabilistic models of both the robot and its environment for building maps from sensor
measurements. Probabilistic techniques are employed mainly because of two reasons: (1) robot
mapping uncertainty and (2) sensory noise. They solve the robotic mapping problem by formulating
distinctly different noise sources models and their effects on measurements. The basic principle of
most of these techniques is Bayes rule (Thrun et al., 2002):

p(z|d) = np(d|z)p(z) (3.4.1)

Where « is the map, d is the measurement data (say range sensors, odometry). Bayes rules solve the
mapping problem by multiplying p(d|z), the probability of observing the measurement d given the
map z, and p(z), the prior. 7 is a normalizer that ensures p(z|d) is a valid probability distribution.

In robotic mapping, Bayes filters, which extend Bayes rule to deal with temporal estimation
problems, are the most dominating schemes. These filters recursively compute sequence posterior
probability distributions over quantities known as states and denoted by x; at time ¢. Let us define
two different types of components: sensor observation at time ¢, denoted by z; (e.g., camera image),
and control signal asserted in the time interval [t — 1,¢), denoted by u; (e.g., motion commands).
The generic Bayes filter calculates a posterior probability over the state x; via the following recursive
equation:

P21, ur) = nplarlze) / p(aelug, o )p(@e—1 |21, 1)ty (3.42)

3.4.1 Mapping without Localization

Mapping without localization algorithms, which were introduced by (Elfes, 1989) in late 80’s, refer
to a family of robotic algorithms that address the problem of constructing abstract probabilistic
map representation of an environment with the assumption that the pose of the robot is already
known. The basic idea of mapping without localization is to represent a map of the environment
as an evenly spaced grid of binary random variables each referring the occupancy of an obstacle
at that location. This may result in maps known as occupancy grid maps (OGMs). Occupancy
maps use sensor observations for representing the environment as a block of cells, each one either
occupied, so that the robot cannot pass through it, or free, so that the robot can traverse it. The
sensor readings report the status of a set of grid cells that can be verified without reference to
the rest of the map. Initially, all grid cells are assigned a value of 0.5 which means that they are
unvisited yet (See Figure 3.7). The readings of the sensors are compared to the map changing the
probability that observed cells are occupied (Li and Ruichek, 2014).

Occupancy grid mapping algorithms uses Bayes filtering to compute approximate posterior
estimates for the binary random variables. The state z and the observation z are the only required
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Figure 3.7: Occupancy-based grid map (Nuss et al., 2018).

components to solve this filtering problem. There is no need for the control signals since the position
of the robot is initially known. Given the sensor data zj.;, the states x1.; and assuming that the
map does not change with time, a model of the map m can be estimated by filtering each map
cell m; independently assuming that they are in fact independent. Hence, the map posterior is the
products of the maps marginal probabilities (Thrun, 2003):

p(m|zi.e, z1.¢) = ILip(m| 216, T1:¢) (3.4.3)

Occupancy grid maps cannot be accurate, but by selecting a small enough cell size they can offer
all the necessary information. Besides, they offer a uniform framework for fusing data from several
sensors. However, more accurate probabilistic models of sensors are required. Occupancy maps
approach takes into consideration the assumption that the position of the robot is known. This
may lead to an accumulation of position errors over time while mapping is being performed. An
efficient alternative is to perform both mapping and localization in parallel (Dudek and Jenkin,
2010).

3.4.2 Simultaneous Localization and Mapping

Navigation in unknown environments requires both mapping and localization to be performed
simultaneously. This is known as Simultaneous Localization and Mapping (SLAM). In SLAM, both
the position trajectory of the robot and its location of landmarks in the environment are estimated
online without any prior information of the location (Taketomi, Uchiyama, and Ikeda, 2017). The
SLAM process is also probabilistic. A probability distribution, which has to be computed for all
times ¢, is given by

(¢, m|20:t, Uo:t, To) (3.4.4)

Where zg.; = {xg, 21, ...,2¢} = {Z0.t—1, 2+ }: The history of robot locations, ug.; = {uy,us,...,us} =
{ug:t—1,ut}, m = {my,ma,...,ms}. The set of all landmarks and zg.; = {21, 22, ..., 2t} = {20:t—1, 2t 1
The set of all landmark observations. p relates both the landmark locations and the robot’s state
at time t given sensor observations and control input commands with the initial state of the robot.
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Using the Bayesian Theorem, a solution for the SLAM problem can be derived recursively. In order
to do so, an observation model and motion model are required (Durrant-Whyte and Bailey, 2006).
The former model refers to the probability of obtaining an observation z; knowing the locations of
both the robot and the landmark. It can be expressed as:

p(2tlze, m) (3.4.5)

However, the latter model refers to the probability of obtaining a current location x; knowing the
current control command u; and a previous robot location x;_1:

p(@elze—1,u) (3.4.6)

The probabilistic SLAM problem can be solved by constructing a suitable representations for the
observation model in Equation 3.4.5 and the motion model in Equation 3.4.6. As stated before,
the SLAM algorithms can be implemented recursively while this recursion is a function of the
two models. SLAM algorithms are mainly two-step algorithms: time-update and correction and
expressed respectively as follows (Durrant-Whyte and Bailey, 2006):

(X, m|20:¢, Uo:¢, To) = /p($t|$t71>Ut)p(wtq,m|20:t717uo:t—1,mo)dmtfl (3.4.7)

p(ze|ze, m)p(xe, m|20:0—1, U4, To)

P(2t|20:4—1,u0:1)
Both time-update and correction steps offer a recursive process for estimating the posterior in
Equation 3.4.8. In literature, there are three common solutions for the probabilistic SLAM prob-
lem. The first solution is in the form of state-space model which endows a Gaussian noise. This
solution uses the Extended Kalman Filter (EKF) to solve the problem (Castellanos, Neira, and
Tardds, 2018). The second solution expresses the motion model in Equation 3.4.6 as a set of more
general non-Gaussian probability distribution samples. This solution is known as Rao-Blackwellised
particle filter or FastSLAM (Montemerlo et al., 2002). The last solution, which called GraphSLAM,
addresses the SLAM problem by using a graph. The graph contains nodes which represents both
the robot states and the landmarks on the map (Thrun and Montemerlo, 2006).

p(@e, m|20:¢, Uost, To) = (3.4.8)

3.4.3 Types of Robotic Maps

Robotic mapping may result mainly in two specific representations of maps: metric or topological.
In metric maps, raw allothetic data are converted into 2D space information related to the idiothetic
data. The geometric features of the environment, such as the position of some objects, mainly the
obstacles, are stored on an absolute reference frame (Filliat and Meyer, 2003). Metric maps are
explicit occupancy maps that include connectivity information (See Figure 3.7). This is the main
reason why they are the most used form of maps in robotics. Topological maps or relational maps,
on the other hand, are type of maps that explicitly represent the connectivity information of the
environment in the form of a graph (Dudek and Jenkin, 2010). In these maps, the allothetic data
of places are stored, instead (See Figure 3.8). Hence, topological maps represent the environment
sparsely in such a way they only represent key locations for robots to navigate using allothetic
information. The main advantage of topological models is that they do not require metric sensors
to construct 2D models of the environment. However, navigation using such models becomes
difficult since their precision is low (Filliat and Meyer, 2003).
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Figure 3.8: (a) Physical environment (b) topological representation.

3.5 UAYV Path Planning Taxonomy

3.5.1 UAYV Point-to-Point Path Planning

In the last decades, many point-to-point path planning algorithms for UAVs have been proposed
in both 2D and 3D. These algorithms are constructed based on several theoretical hypotheses
like soundness (no collision with the obstacles), completeness, path optimality, time complexity ...
etc. The taxonomy of current methods of the developed path planning algorithm is shown in the
following Figure 3.9.

Classical Paradigms

The first classical paradigm is Artificial Potential Field (APF). Path planning based on APF algo-
rithms is based on a persuasive analogy proposed by Khatib in 1986 (Khatib, 1986): a robot, which
behaves as a single particle, moves under the influence of a potential field U. The target location
represents as an attraction point that draws the robot towards it while the obstacles represent
repulsive potentials such that collisions are avoided (See Figure 3.10). At every location in the
environment, the resultant force magnitude and direction, which the sum of the negative gradients
of each potential, determines the motion the robot should take.

As stated before, an APF U(q) is built from both components: the goal Ugoq:(g) and the obsta-
cles Upps(g). These components are used to generate attractive and repulsive forces, respectively.
The robot is subjected to a total potential given by

U(Q) = Ugoal(Q) + Z Uobs(Q) (351)
The total potential field is then used to generate artificial forces given by
F=-VU(q) (3.5.2)

APF path planning algorithm offers several advantages: mathematical elegance and simplicity
makes is suitable for UAV systems (Zhu, Cheng, and Yuan, 2016), smooth spatial paths can be

Y
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Figure 3.10: Illustration of the APF algorithm.

produced in real-time (Roussos, Dimarogonas, and Kyriakopoulos, 2010) and it can be coupled
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directly to a tracking control algorithm (Santos et al., 2017). However, the main drawback of the
APF algorithm is local minima issue. Several researches have been proposed to deal with the issue
(Chen et al., 2016; Wang, Dai, and Ying, 2021).

The second classical paradigm is sampling-based method. Sampling-based path planning ap-
proaches require pre-defined information of the workspace where the robot is supposed to navigate.
First, these approaches sample the robot’s workspace into a set of nodes, or cells or other rep-
resentations forms. Then, random search is performed to find a feasible path. Sampling-based
approaches can be grouped into two algorithm types: Probabilistic Roadmap (PRM) and Rapidly
exploring Random Trees (RRTSs).

Path planning using PRM algorithms, which was proposed by Latombe in 1996 (Kavraki et
al., 1996),consists of describing the connectivity of the continuous C-space in a network of one-
dimensional curves for sake of having fewer states than the original C-space. PRM methods rep-
resent the environment by generating maps or graphs from sets of nodes and edges. Once the
roadmaps are constructed, they are then utilized as standardized paths sets. In recent years, the
PRM sampling-based algorithms have been greatly enhanced especially in case of UAVs (Yan, Liu,
and Xiao, 2013; Tan et al., 2020). In literature, two types of PRM algorithms exist: the Voronoi
Diagram (VD) and the Visibility Graphs (VG)(See Figure 3.11) (Giesbrecht, 2004). In the VD al-
gorithms, the nodes are defined such that they are equidistant from all the points of the obstacles.
Hence, the generated paths are relatively safe; however, they are not optimal. In addition, VD algo-
rithms are not efficient, from practical point of view, especially when the dimensions are augmented
(more than 3D) and complex data structures are required. The Visibility Graph, in contrast, makes
use of the obstacle vertices including the starting and the target points to construct Visibility Line
network that joints nodes pairs by a set of lines. Generalized VG is an extension of a simple VG
where obstacles are in generalized polygonal shapes (Masehian and Amin-Naseri, 2004).

start stgrt

¥ goal

(a) (b

Figure 3.11: Probabilistic Roadmap algorithms: (a) VG, (b) VD (Siegwart, Nourbakhsh, and
Scaramuzza, 2011).

RRT algorithms are further variations of the PRMs approaches. However instead of sampling the
C-space, RRT's begin planning at the starting location and randomly expands a path, or tree, in the
configuration space. The tree is constructed incrementally from samples built randomly from the
search space and is inherently biased to grow towards large unsearched areas of the problem (See Fig-
ure 3.12). RRTs typically construct a graph during the search process and thus a priori only require
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an obstacle map (without graph decomposition) (Siegwart, Nourbakhsh, and Scaramuzza, 2011).
The Table 1 shows a pseudocode of the RRT algorithm where RANDOM _CONFIGURATION()
selects randomly a coordinate ¢qnq in the domain D, NEAREST VERTEX() finds the vertex
in the tree closest to ¢,qnq in D and NEW_CONFIGURATION produces a new configuration
(new in the tree by displacing a distance A from gpneqr t0 ¢rand.

Algorithm 1 RRT algorithm
Input:
Ginit < Initial configuration
K < Number of vertices in RRT
A + Incremental distance
D < the planning domain
Output: G + the RRT
Processing:
Repeat K times
Grand < RANDOM _CONFIGURATION (D)
Gnear & NEAREST VERTEX (¢rand, G)
Gnew & NEW _CONFIGURATION (¢near, Grand; /(A))
Add verter gnew to G
Add an edge between Qneqr and Qpew G
End repeat
Return G

RRTs represent great sampling-oriented approaches for exploring pathways randomly. In ad-
dition to their simplicity, they have also a relatively high speed to plan paths in large and high
dimensional search spaces. However, they are inefficient, and they create routes with sharp bends
(Rodriguez et al., 2006). Since RRT's do not explicitly construct the entire configuration space, the

45 iterations 390 iterations

Figure 3.12: RRT evolution illustration (Siegwart, Nourbakhsh, and Scaramuzza, 2011).
problem of a growing search time with growing spatial dimensions is avoided. RRT's tend to have

a lower algorithmic complexity in 3D space. Accordingly, they are the most suitable for solving
path planning problems for single UAV (Killian and Backhaus, 2021; Nurimbetov et al., 2017) and
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multi-UAVs (Liu et al., 2022). Recent researches have been developed many RRT algorithms. In
terms of performance, RRT*, which hasan asymptotically optimal property, is an improved version
of RRT algorithm. The RRT* always finds a solution even though the number of samples grow to
infinity (Karaman and Frazzoli, 2011).

Heuristic Approaches

In many UAV applications, the search spaces are generally large and have many unexplored regions.
Additional guidance, which gives the UAV information about the distance to the target location,
could save considerable amount of time. Path planning, in this case, can be done by heuristic
algorithms. These latter deal with nodes’ and arcs’ weight information and compute the cost by
exploring among the nodes resulting in an optimal path. Network algorithms and Node Based
Optimal Algorithms are other names of heuristic algorithms (Yang et al., 2016).

Dijkstra algorithm, proposed by E. W. Dijkstra in 1959, is a graph search algorithm which
sorts solutions for the single-source shortest path problem for a graph with known non-negative
edges’/arcs’ (Dijkstra, 2022). In other words, the algorithm assumes any positive value and searches
for a shortest path that depends on local path costs only. An improved of the Dijkstra Algorithm
is the Bellman-Ford algorithm that generates an optimal path with positive and negative costs (De
Filippis, Guglieri, and Quagliotti, 2012; De Filippis, Guglieri, and Quagliotti, 2011). The flowchart
of the Dijkstra algorithm is shown in Figure 3.13 where O is an open list and ¢ is the current
configuration.

Developed in early 50s, A* star is considered one of the most used algorithm for motion in
robotics. This algorithm merges the Dijkstra and Bellman-Ford characteristics to effectively analyze
the domain for avoiding distributed obstacles. The A* algorithm is a graph search algorithm that
finds a solution path from a given initial location to a given final location. It uses a heuristic
estimate (Hart, Nilsson, and Raphael, 1968):

F(n) = g(n) + h(n) (3.5.3)

Equation 3.5.3 provides an estimate of the best shortest route, where g(n) is the cost from the
starting node to the node n and h(n) is heuristic estimate cost from the node n to the goal.
A* algorithm is known also as the best first search. Usually, the Euclidean distance is used for
calculating the heuristic cost. A* is computationally expensive since it has to pre-plan the entire
path every time new information is added. In a grid map, where the starting location, target
location and the obstacles are identified, A* algorithm starts by searching the 8 neighboring nodes
of the starting location. The heuristics of those neighboring cells are calculated. Then, the process
continues by choosing the nodes that are closer to the target location till the path is sorted. Figure
3.14 depicts the flowchart of the A* algorithm.

For 3D UAV flights, a number of A* algorithm variants have been implemented. One variant,
the Dynamic A* or D* only updates new nodes while reducing computational demand (Zhang et al.,
2020). The Lifelong Planning A* or LPA* is an incremental A* variant that improves the efficiency
of path planning by information reuse. Such algorithm behaves more efficiently when it has specific
start and goal locations nodes (Koenig and Likhachev, 2001). The variant D* Lite was developed
to plan paths in case of a changing start node and a fixed goal node. D* Lite merges both the
heuristic and incremental search for purpose of achieving path planning. The algorithm takes into
consideration the information of the path between the current node and the goal one. Thus, D*
Lite is now widely used in autonomous navigation systems(Hao et al., 2020). Another variant is
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Figure 3.13: Dijkstra algorithm flowchart.

Lazy Theta®™ which can be used over octrees to find an optimal path between the start and target
nodes for sake of exploration (Faria, Maza, and Viguria, 2019; Faria et al., 2019).

Artificial Intelligence Approaches

In artificial Intelligence or A, the term planning is used generally to refer to the process of searching
for a sequence of logical operators or actions in order to transform an initial state to a goal one.
Hence, the aim here is to design systems that think intelligently and use decision-theoretic models
to generate suitable operators. UAVs (or multi-UAVs) systems are relatively novel field of Al
applicable for efficiently solving different complex navigation problems where conventional solutions
require a considerable amount of hand-tuning. Therefore, Al techniques a<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>