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Introduction

Polar regions are more sensitive to climate change than any other region of the world
(Screen and Simmonds, 2009; Serreze and Barry, 2011). During the last decades, the
Arctic region has warmed three times faster than the rest of the globe (phenomenon
which is called Arctic amplification) and has shown acute visible signs such as the
retreat of summertime sea-ice (Serreze and Barry, 2011; Stroeve et al., 2007; Overland
et al., 2019). Among the mechanisms contributing to this Arctic amplification is the
reduction of surface albedo with the melting of snow and ice (Serreze and Barry, 2011;
Taylor et al., 2013), changing the surface energy balance. As temperature rises, the
atmosphere-surface energy balance is modified. But all consequences of changes in the
energy balance are difficult to access as significant uncertainties remain. An example, is
the increasing atmospheric moisture content which can affect seasonal cloud properties
and feedback on the surface (Middlemas et al., 2020), as well as the transport of moisture
within, into, and out of the Arctic region (Mellat et al., 2021). Similarly, projected
increases in evaporation and precipitation could play amplifying roles, depending on
when and where they occur (Bintanja et al., 2020).

Clouds are an important component in the Arctic climate system as they play a key
role in the radiation budget (Curry, 1995; Curry et al., 1996; Garrett et al., 2009; de Boer
et al., 2014). They can cool or warm the surface and the atmosphere depending on their
macrophysical and microphyical properties. The predominant longwave radiative effect
in the Arctic (Lubin and Vogelmann, 2006), which tend to a regional net warming effect,
is caused by different aspects, as the low sun elevation in summer and the lack of solar
radiation during the winter polar night, the presence of supercooled water, temperature
gradients, etc. The ice/snow cover has a pronounced effect on the turbulent and heat
surface fluxes. During winter, snow-covered ice insulates the atmosphere from the high
heat capacity of the ocean. Combined with longwave radiative cooling and the absence
of solar forcing during the Arctic winter, this gives rise to persistent stable stratification
in the Arctic boundary layer about 75% of the time (Persson, 2002). Turbulence in
very stable conditions is poorly understood (Mahrt et al., 1998; Grachev et al., 2005).
During summer, melting ice and snow regulates the low-level temperature; additional
energy input enhances melting rather than heating the surface, while energy loss results
in freezing, rather than a cooling. Long periods of stable boundary layer conditions
are interspersed with shorter periods with near-neutral conditions. This is forced by
longwave radiation (Persson, 2002) and directly related to boundary layer clouds, which
are difficult to handle in atmospheric models.

The occurrence of clouds in Arctic is important (anual mean is ≈ 67%) throughout
the year (Ruiz-Donoso et al., 2020; Mioche et al., 2017, 2015; Intrieri et al., 2002a),
especially close to the Svalbard archipelago. Several studies have highlighted a seasonal
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variability in cloud cover with a minimum in winter (65%) and a maximum in autumn
(90%) (Maillard et al., 2021; Cesana et al., 2012; Nomokonova et al., 2019; Liu et al.,
2017; Shupe et al., 2006; Mioche et al., 2015; Yeo et al., 2018). This variability can
be explained by the intrusion of wet air from the Atlantic in autumn (Maillard et al.,
2021). The greater concentration of moisture in summer and autumn, is attributed
to the increase of open water by melting sea ice that increases latent and sensitive
heat fluxes (Nomokonova et al., 2019; Abe et al., 2016). However other studies came to
opposite results. Morrison et al. (2019) used a coupled ocean/sea-ice/atmosphere model
(CESM1-CAM5),and showed that cloud occurrence should not increase in summer with
decrease of sea ice. In the Arctic, 30% to 60% of clouds are mixed phase clouds (MPCs),
i.e., composed of both ice crystals and supercooled liquid water (Mioche et al., 2015;
Shupe et al., 2011; McFarquhar et al., 2007). These have a strong radiative impact
due to their persistence during all seasons and their particular microphysical properties
(Curry et al., 1996; Intrieri et al., 2002a; Eastman and Warren, 2010; Shupe et al., 2015).

The complex system of interactions between numerous local and large-scale processes
greatly complicate their understanding and modelling (Klein et al., 2009; Morrison et al.,
2012). The ice crystal number concentration controls the liquid/ice partitioning and
hence the maintenance of the MPCs. An inaccurate small increase of the predicted
ice crystal number concentration can lead to a substantially reduced liquid water path,
a rapid glaciation and a dissipation of the cloud (Morrison et al., 2012; Prenni et al.,
2007). However, previous model intercomparisons (Klein et al., 2009) clearly highlighted
large discrepancies in the simulated liquid water content (LWC) and ice water content
(IWC) and even wider differences in the predicted ice crystal number concentrations,
emphasising that our understanding of ice formation processes within MPCs is far from
complete (Korolev et al., 2017). Clouds containing liquid water have more effect on
radiative fluxes (longwave and shortwave) than a cloud containing only ice crystals.
Although liquid water is present in clouds in an important fraction even at very low
temperatures (Beesley, 2000; Intrieri et al., 2002b) throughout the year, the proportion
of liquid water and ice crystals in the cloud varies with the season (Ebell et al., 2020;
Nomokonova et al., 2019; Morrison et al., 2012). A study of the annual variability of
MPCs was performed during the Surface HEat Budget of the Arctic ocean experiment
(SHEBA; Uttal et al. (2002)), showing, that in summer, liquid-containing clouds over
the Beaufort sea reach more than 90%. In winter ice crystals are dominant in the
cloud, water represent about 40% of the clouds. To maintain the unstable equilibrium
between liquid droplets and ice crystals within MPCs, the coupling of various processes
is necessary. This may explain the longevity of MPCs, which can last up to several
days or weeks as has been frequently observed (Shupe et al., 2011; Verlinde et al., 2007;
Morrison et al., 2012). Sedlar et al. (2020) found that some models did not correctly
simulate the occurrence of clouds also causing bad radiation flux representation.

The connection of cloud effects to aerosol particles and cloud microphysics is dis-
cussed by Curry (1986); McFarquhar et al. (2011); Solomon et al. (2015, 2018); Young
et al. (2017). Aerosol particles, which are necessary for the formation of cloud con-
densation nuclei (CCN), regulates the radiative characteristics of the clouds, providing
possible complications to the ice-albedo feedback. There are considerable variations
in the concentrations and composition of arctic aerosols. Shaw (1982) first identified
the arctic haze associated with the transport of aerosols from Europe and Asia. Dur-
ing summer, with the increase of open water due to melting, trans-Arctic shipping is
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also projected to increase, exerting local aerosol perturbations (Hobbs et al., 2000; Khon
et al., 2010; Peters et al., 2011). There is an increased availability of CCN resulting from
both sea salt and dimethyl sulfide emissions (Leck and Persson, 1996) which is released
by sea ice algae and phytoplankton (e.g. Gourdal et al. (2019)) from the ocean, and
predicted ship emissions. This may lead to increased cloud formation and a net surface
cooling during summer, as projected by global climate and Earth system models (Gilgen
et al., 2018; Stephenson et al., 2018). In the summer, the influence of long-range trans-
port on the near-surface aerosol population may be limited, since the transport tends
to occur above the boundary layer (Stohl, 2006; Thomas et al., 2019; Shindell and Falu-
vegi, 2009; Sand et al., 2017). Igel et al. (2017) found that entrainment of aerosols from
the free troposphere into the boundary layer represents an important source of aerosol
particles for Arctic MPCs, also shown by Tjernström et al. (2014) from observations
and LES experiments as part of the Arctic Summer Cloud Ocean Study (ASCOS). In
contrast, in winter, continental and anthropogenic aerosol may have a larger influence
at the surface (e.g., in Freud et al. (2017) and Shupe et al. (2022)). Another primary
aerosol source over sea ice in the polar regions is particle generation from drifting or
blowing snow (Frey et al., 2020; Yang et al., 2008). As for secondary aerosol sources,
precursor gases can be transported over the pack ice and both continental and marine
sulphate has been observed in aerosol particles over the pack ice (Chang et al., 2011).
Christensen et al. (2014) and Possner et al. (2017) found that, locally, aerosols released
in ship tracks alone can change cloud liquid and ice water contents. This may increase
the reflectivity and change the lifetime of Arctic clouds and this would constitute a
negative feedback to climate change. Equivalently, a reduction in the ambient CCN
and hence cloud droplet number concentration (Ndrops) could induce cloud dissipation
(Mauritsen et al., 2011; Loewe et al., 2017; Stevens et al., 2018). Therefore, significant
impacts on aerosol concentrations in the Arctic could be generated by future changes
in non-local sources of aerosol and long-range transport. Furthermore, an increase in
shipping traffic is expected once the Arctic becomes seasonally ice free, further increas-
ing aerosol concentrations (Peters et al., 2011). This increase in shipping traffic would
also be expected to yield an increased demand for accurate weather forecasts over the
Arctic region (Stevens et al., 2018). However, disentangling the competing effects en-
vironmental conditions and aerosol disturbances appears challenging (Jackson et al.,
2012).

There is a real need to better understand the MPCs lifecycle: a combination of local
and large-scale processes control formation, development, persistence and dissipation of
MPCs (Morrison et al., 2012). Previous studies from Korolev et al. (2003); Korolev and
Isaac (2003); Korolev (2007) show that the lifetime of MPCs depend of several aspects.
At the small scale, the ice crystal production is controlled by heterogeneous ice nucle-
ation given the temperature range observed in MPCs, where ice crystals grow at the
expense of supercooled water droplets (Bergeron, 1935; Findeisen, 1938; Wegener, 1911).
This mechanism leads to a rapid glaciation of the MPCs. On the other hand, dynamical
processes, such as turbulence or entrainment may facilitate the formation of new super-
cooled water droplets. For example, liquid droplets can be formed by resupply of water
vapour from the surface or from entrainment of moisture above the clouds. The evolu-
tion of MPCs, however, is closely related to local thermodynamical conditions or local
and long-range dynamic processes (aerosol, heat and moisture transport) which have a
significant impact on Arctic MPCs formation and properties (Cesana et al., 2012; Mor-
rison et al., 2012; Shupe and Intrieri, 2004). The limited measurements capabilities, the
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complexity of interactions between all these processes and to assert which of them play
a key role in the MPCs evolution, make understanding difficult (Harrington et al., 1999;
Morrison et al., 2012). This translates into inaccurate model parameterisations to com-
pute ice crystal concentrations and makes difficult to understand the lifecycle of MPCs
(Heymsfield et al., 2017; Korolev et al., 2017; Field et al., 2017). The hypothesis given
by Solomon et al. (2018) is that, for given meteorological conditions, the relative impact
of CCN and INP (ice nucleating particles) on the phase partitioning is not accurately
represented in models leading to an incorrect prediction of ice crystal concentrations.
Another hypothesis given by Lenaerts et al. (2017) is that, the small scale variability of
the thermodynamics properties as humidity, vertical velocity, temperature, controls the
droplets and the ice crystal concentrations and their spatial distribution within MPCs.
This non linear response of the microphysical properties to atmospheric conditions is
inaccurately represented in regional models with potential large impacts on the MPCs
lifetime.

Furthermore, knowledge of cloud-radiation interactions and cloud properties in the
Arctic remains one of the main source of uncertainties in predicting future climate by
numerical models (Solomon et al., 2007; Stephens, 2005). Several observations, as well
as numerical modelling focused on MPCs (Verlinde et al., 2007; De Boer et al., 2009;
Gayet et al., 2009a; Jourdan et al., 2010; McFarquhar et al., 2011, among others), show
that there are still many uncertainties in the results and important discrepancies are
observed between observations and simulations (Chernokulsky and Mokhov, 2012; Klein
et al., 2009; Morrison et al., 2009b; Thomas et al., 2004). In particular, thermodynamical
properties are crucial for assessing the cloud radiative impact as well as their influence
on the radiation budget and climate feedbacks (Choi et al., 2014; Komurcu et al., 2014).
Ice-albedo feedback also impact largely cloud interactions, warming reduces the ice and
snow cover reducing the surface albedo, thus, enhancing the warming. How climate
models handle sea ice and snow, and the energy exchange at the surface is critical.
Battisti et al. (1997) showed that a lack of physical detail in describing ice processes
inhibits a realistic representation of natural variability in the Arctic climate. It also
causes significant errors in global weather forecast models (Beesley, 2000).

Some studies have found that climate models tend to underpredict the formation of
optically thin liquid clouds with supercooled water (e.g., Cesana et al. (2012)). Large dif-
ferences in the seasonal cloud fraction between Coupled Model Intercomparison Project
phase 3 (CMIP3) models are shown by Vavrus et al. (2009). All models suppose that
liquid water and ice are uniformly mixed throughout the model grid boxes (Tan et al.,
2016; Komurcu et al., 2014; Morrison et al., 2012; Klein et al., 2009; Prenni et al.,
2007). However, MPCs seem to be more likely composed of an inhomogeneous mixture
of ice particles and liquid droplets clustered in single-phase liquid or ice cloud regions
(Korolev et al., 2017). The MPCs simulated by the model will be referred to as ’gen-
uine’ mixed-phase and the real MPCs as ’conditional’ mixed phase. In the conditionally
MPCs, the interaction between ice crystals and liquid droplets is hindered because of
their spatial separation. As a result, the thermodynamic and radiative properties of
genuine and conditional MPCs might be different (Lance et al., 2011). Consequently,
these uncertainties in cloud simulations with climate models cause a greater variability
in the temperature forecast for Arctic latitudes than for lower latitudes (Chapman and
Walsh, 2007). Low-level clouds especially contribute to model uncertainty (Williams
and Webb, 2009). Multiple observational programs within the past two decades have
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sought to address the Arctic cloud challenges (e.g., Uttal et al. (2002); Verlinde et al.
(2007); McFarquhar et al. (2011); Tjernström et al. (2014); Smith et al. (2017)). Efforts
continue to implement more advanced cloud representations within models (Morrison
et al., 2005; Luo et al., 2008; Morrison and Gettelman, 2008; Gettelman et al., 2010;
Lim and Hong, 2010; Liu et al., 2012; English et al., 2014; Forbes and Ahlgrimm, 2014;
Park et al., 2014; Thompson and Eidhammer, 2014). While these efforts are not nec-
essarily all targeted for polar clouds, it is hoped that improved physics will ultimately
produce better representations of regional characteristics. Yet, existing schemes are still
not sufficiently tested against Arctic data, and many cloud schemes are developed based
upon observations of midlatitude and tropical cloud properties (Randall et al., 1998;
Tjernström et al., 2014).

The ability of models to describe the evolution of climate over time depends on
the parameterisation of physical processes. In turn, the reliability of the parameteri-
sations depends on the degree of scientific understanding of the underlying processes.
Climate models alone will not resolve the Arctic climate issue because they often use
simple parameterisations that need to be verified, tested, and/or improved. Neverthe-
less, modelling associated to observations will help to improve our understanding of the
different components of the Arctic region and their interactions. The ice cover is also a
reason for a relative lack of in situ observations. It produces a difficult and hostile en-
vironment for observational studies: fixed permanent sites for long-term measurements
cannot be established due to the ice drifts. Consequently, the ensemble of observations
used for the development of reliable parameterisations may be inadequate. This may
be one reason for the difficulties in modelling the Arctic climate, and the only realistic
way to rectify this is to obtain detailed observations of climate-related processes in the
Arctic. Even if several campaigns have already been organised over the Arctic region (as
described in Chapter 1), the required observations are still sparsely distributed across
this region. As a consequence further data have to be collected in well-planned and
dedicated campaigns to better document and understand the Arctic climate changes.

Building on existing research and motivated to better understand the role of clouds
for climate change in the Arctic, we will apply in this study the Weather Research and
Forecasting (WRF) model at regional scale to simulate two MPCs systems observed
during the ACLOUD (Arctic CLoud Observations Using airborne measurments during
polar Day) campaign which took place at the North-West of the Svalbard archipelago
during spring 2017. WRF has already been used in previous studies on the Svalbard
archipelago, in the area of Ny-Ålesund and Longyearbyen (Kilpelainen et al., 2012a,b;
Makiranta et al., 2011; Claremar et al., 2012; Young et al., 2016). However, signifi-
cant uncertainties in model simulations were reported by these authors for atmospheric
processes (cloud evolution and persistence, turbulence, radiation) and variables (LWC,
IWC), near-surface wind characteristics in particular. Our modeling study with WRF
has three objectives:

• To use the detailed in-situ measurements from the ACLOUD campaign which took
place in the transition zone of the Greenland Sea and the Arctic Ocean (between
open ocean and sea ice) to test the ability of WRF mesoscale model to reproduce
two MPCs observed on the 17 June 2017.

• To evaluate the impact of different surfaces (sea ice and open ocean) on MPCs
microphysical properties
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• To investigate how the response to increased CCN concentrations may differ for
different cloud regimes and impact the MPCs’ properties.

All of these objectives are highly related and are addressed to better understand the
physical processes responsible for the spatial distribution of the water and ice phases
within the MPCs and to better identify the weaknesses of the WRF model in such Arctic
clouds. Models are most useful when they reproduce observations for the right physical
reasons. Thus, we must ensure that the model reproduces observed relationships clouds-
atmosphere-surface for the right physical reasons, before using the model to understand
future clouds’ interactions and to assess the sign of future cloud feedback.

The present thesis is organised in four chapters. Chapter 1 introduces the Arctic re-
gion and describes in detail the different elements impacting the Arctic climate and the
Arctic amplification phenomenon. Chapter 1 also provides information about the past
Arctic instrumental expeditions and about past studies on modelling performances for
representating the Arctic clouds’ properties at climate and weather forecasting scales.
Chapter 2 presents observational results of the ACLOUD campaign. Moreover, Chap-
ter 2 describes the properties of the two MPCs observed over sea ice or open ocean on
the 17 June 2017 with cloud radar, dropsondes and in situ microphysics probes deployed
by airborne measurements. A complete description of the different modelling tools used
throughout this thesis are presented in Chapter 3. Chapter 4 presents the different re-
sults obtained comparing ACLOUD observations and WRF simulations for both MPCs
studied in this thesis. Sensitivity studies of MPC microphysics properties to thermody-
namics, boundary layer and microphysics parameterised schemes, and aerosols loadings
are also presented in Chapter 4. The last Chapter will summarise the conclusions on
the Arctic MPCs and will provide several perspectives to this work.



Chapter 1

The Arctic region and its climate

1.1 The Arctic region

1.1.1 Definition

The Arctic region is often delimited by the Arctic Circle (66.5◦N) (Figure 1.1), which
corresponds to the southern boundary of the midnight sun. However, such a definition
is too simplistic and does not take into account the physical and geographical character-
istics of this region: variations in temperature, presence of mountain ranges, and surface
properties. Therefore, no simple delimitation of the Arctic region is applicable and dif-
ferent possible boundaries can be identified for this region depending on the prevailing
criterion considered.

• On the basis of temperature, the Arctic is defined as the area north of the 10◦C
July isotherm, i.e. North of the region which has a mean July temperature of
10◦C (Woo and Gregor, 1992). Figure 1.1 shows that in the Atlantic Ocean West
of Norway, the heat transport of the Gulf Stream extension deflects this isotherm
northward including only the northernmost parts of Scandinavia within the Arctic
region. In the opposite, cold water and air from the Arctic Ocean push the 10◦C
isotherm southward taking in the north-eastern Labrador and including much of
the Bering Sea (see Figure 1.1).

• A floristic boundary such as the treeline can be used to delimit the terrestrial
Arctic region (Linell and Tedrow, 1981). By definition, the treeline is simply
the northern limit beyond which trees do not grow. This limit corresponds to a
transition zone between continuous boreal forest and tundra, with isolated stands
of trees. As shown in Figure 1.1, the treeline roughly coincides with the 10◦C July
isotherm with few exceptions such as over the Northern Canada.

• Based on oceanographic properties, the marine boundary of the Arctic is located
along the convergence of cool, less saline surface waters from the Arctic Ocean and
warmer, saltier waters from oceans to the South (Stonehouse, 1989). Figure 1.1
shows that the marine boundary of the Arctic region is highly variable in latitude
over the region studied throughout this thesis. Indeed, the warming effect of the
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North Atlantic current deflects this boundary north of 80◦N west of the Svalbard
archipelago, while it moves southward in the Barents Sea to 76◦N.

Figure 1.1: Bathymetric and topographic map (over Greenland, the topography lines are
given every 1000 m) with the possible boundaries of the Arctic region: Arctic Circle at 66◦N
(black solid line), the 10◦C July isotherm (brown solid line), the treeline (green solid line) and
the marine boundary (dark blue solid line). The arrows with dashed lines represent the surface
ocean currents: Atlantic currents (and Gulf Stream extension) in pink and other currents in
purple. The numbers in black indicate the main others currents: 1: West Svalbard Current,
2: East Greenland Current, 3: Beaufort Gyre, 4: Transpolar Drift, 5: Labrador Current, and
6: Alaska Current. Figure adapted from AMAP (1998).

Regardless the definition used to determine this region, the Arctic covers a vast area
of approximately 21.03× 106 km2 with diverse surface categories: ocean, sea ice, glaciers,
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permafrost, tundra ... and is comprised of numerous mountainous lands (see Figure 1.1).
These mountains at high latitudes can impede the atmospheric flow, especially between
the mid-latitudes and the Arctic. Moreover, as suggested before, the energy received
from the sun by the diverse terrestrial and marine surfaces varies with the latitude.

Therefore, the distribution of the surface categories: land, sea and mountains, the
variation of the energy received from the sun, and the atmospheric and oceanic cir-
culation characterise the regional and local climatic and meteorological conditions in
the Arctic. Nevertheless, these different factors interact with each other’s making more
complicated the prediction of the Arctic climate feedbacks and weather patterns in the
current context of global warming.

1.1.2 Arctic climate and meteorology

On an annual basis, the Arctic receives less solar (or shortwave (SW)) radiation than
other parts of the globe. However, the level of SW radiation varies a lot according
to the season since there is a total lack of incoming solar radiation in winter months,
whereas the poles receive higher levels of solar radiation in summer months, due to the
length of polar days. The annual amount of solar radiation received is lower than that
lost to space by terrestrial (or longwave (LW)) radiation since a large part of the solar
radiation that reaches the Earth is reflected by clouds, snow and ice cover, as well as
the sea surface. This radiative imbalance produces low air temperatures next to the
surface and results in a redistribution of heat from southern latitudes via atmospheric
and oceanic currents.

a) Atmospheric circulation

The frequency and the preferred tracks of the persistent Pacific and Atlantic low-
pressure systems and the position of the persistent high-pressure systems play an im-
portant role on the regional and local climates in the Arctic (AMAP, 1998). However,
the positions of these organised pressure systems are different according to the sea-
sons. Thus, the redistribution of heat as well as the transport of humidity and pollution
between the Arctic and the southern latitudes is different in winter and summer months.

In winter months (November through February, when there is no solar radiation),
the lower tropospheric circulation of the Arctic region is dominated by the two low-
pressure systems located over the northern Pacific Ocean1 (the "Aleutian Low" which
is blocked by the mountains of Alaska and northeast Siberia) and over the northern
Atlantic Ocean (the "Icelandic Low" whose influence extends to the North Pole) and by
the high pressure areas over the continents (over North America and Siberia). Thus,
the prevailing winds are westerly or south-westerly between Iceland and Scandinavia,
transporting warm and humid air from lower latitudes toward the Arctic. Farther north,
the circulation is generally anticyclonic around the pole with easterly and north-easterly
prevailing winds.

In summer months (June to August), the continental high-pressure systems disap-
pear, and the oceanic low-pressure systems weaken: the Aleutian Low disappears and

1Note that the positions of the different pressure systems can be easily located using the Figure 1.1.
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the low-pressure system close to Iceland shifts to southern Baffin Island (becoming the
"Canadian Low"). A weak ridge of high pressure present over the Arctic Ocean separates
this low-pressure system from low pressure areas present at the south of the Lake Baikal
in Russia. Accordingly the northward transport from mid-latitudes decreases and the
mean circulation in the lower atmosphere gives way to a more circular clockwise flow
around the pole.

b) Oceanic circulation

As already mentioned in Section 1.1.1, waters flowing north to the Arctic regions
are comprised of warm currents originating from the Atlantic and Pacific Oceans, while
cold currents flow out of the Arctic. Atlantic water enters the Arctic Ocean through
Fram Strait (i.e. at the west of the Svalbard archipelago) and the Barents Sea, while
Pacific water enters via Bering Strait (see Figure 1.1). Nevertheless, most of the water
in the Arctic Ocean originates from the Atlantic Ocean. Water leaves the Arctic largely
via Fram Strait, but also through the Canadian Arctic Archipelago (i.e. close to the
Ellesmere, Banks and Victoria Islands) (Timmermans and Marshall, 2020). The contri-
butions of heat to the atmosphere due to oceanic transport have a major impact on the
geographical distribution of cloud cover in the Arctic.

The Greenland Sea is thereby an area where the oceanic circulation is quite complex
and the different currents involved can impact the surface properties. The western part
of the Greenland Sea has perennial ice cover (see sea ice edge in Figure 1.2a), due to ice
formed locally as well as ice advected from the Arctic Basin through the Fram Strait
(see Figure 1.1). At about 74◦N, the Jan Mayen Gyre (see Figure 1.1) entrains some ice
from the East Greenland Current (T < 0◦C) into the centre of the sea (Parkinson et al.,
1987). The ice extent reaches its maximum in February-March and its minimum in
August-September on the Greenland Sea or on the entire Arctic region (see Figure 1.2b
for the latter one). On the contrary, the eastern part of the Greenland Sea is kept free
of ice by the warm waters of the West Svalbard Current (T > 3◦C) (Figure 1.2a), i.e.
one extension of the Arctic Currents (Hopkins, 1991).

c) Arctic energy budget

The Arctic energy budget depends on the complex interactions between the radiation
fluxes, the atmospheric and oceanic currents and the surface properties which are all
greatly affected by seasonal variations (Walden et al., 2017; Mayer et al., 2019). In this
framework, the Arctic energy budget can be defined by the following components (see
the coloured arrows in Figure 1.3):

• the atmospheric energy convergence (AEC) that corresponds to the energy (heat
and moist) coming from lower latitudes via the atmospheric currents described in
Section 1.1.2(a), as well as the oceanic energy convergence (OEC),

• the top of atmosphere (TOA) net radiation flux that corresponds to the balance
between incoming SW and outgoing LW radiations at the top of the atmosphere,

• and the net surface energy flux (Surf.) which characterises the energy transfers
associated to the ocean-surfaces-atmosphere interactions.
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Figure 1.2: a) Monthly average sea ice concentration in September 2020. The red line shows
the median ice edge position in September for 1981-2010 and the dashed green line shows the
Northeast Passage shipping route. b) Time series of Arctic daily sea ice extent for 2012 (blue),
2019 (green) and 2020 (red). The plot shows in grey shades the daily median (solid line),
interdecile range (light shading) and interquartile range (dark shading) during 1981-2010, as
well as the daily minimum and maximum during 1981-2010 (dashed lines). Figure adapted
from ESOTC (2020).

According to the work of Mayer et al. (2019), where they use a combination of the
fifth-generation European Re-Analysis (ERA5; Hersbach et al. (2018c)) and the Ocean
Re-Analysis System 5 (ORAS5; Zuo et al. (2019)) associated with a novel observa-
tional product (the Japan Meteorological Agency (JMA) 55-year Re-Analysis (JRA-
55); Kobayashi et al. (2015)), in order to provide an updated estimate of the coupled
atmosphere-ocean-sea ice Arctic energy budget (including flux and storage terms) for
the 2001-2017 period, they found that on an annual average basis over the Arctic Ocean,
the TOA net radiation2 is equal to -115.8 W m−2 meaning that there is more LW radi-
ation emitted upward (LWu,TOA) than SW coming down (SWd,TOA). Also, the AEC is
+99.6 W m−2 whereas the oceanic energy convergence (OEC) (associated to the oceanic
currents described in Section 1.1.2(b)) is equal to +16.9 W m−2, which is much smaller
(but not insignificant). On an annual average basis, the net surface energy flux is -
16.2 W m−2 indicating a transfer of energy from the ocean into the atmosphere. The
negative value at the TOA, is induced by the AEC which brings in energy from lower
latitudes to the Arctic region. Therefore, the atmospheric energy storage is close to zero,
i.e. the atmospheric incoming and outgoing energy transfers balance. The atmospheric
component is not losing or gaining energy on an annual average basis over the Arctic
Ocean. On the opposite, the oceanic energy storage is slightly unbalanced since it is
equals to +0.3 W m−2 indicating that the ocean is slightly warming (Mayer et al., 2019).

However, as mentioned before, the Arctic energy budget is greatly impacted by the
seasons. In winter months, the absence of the SW radiation involves a dominant LW flow
(Walden et al., 2017) and a strongly negative TOA radiation budget (-176.9 W m−2)
(Mayer et al., 2019). The AEC is really high (+123.3 W m−2) and even if the OEC
is fairly small (+21.4 W m−2) its role is significant. The net surface flux is equal to

2All energy fluxes discussed in this Section are defined to be positive if they are directed toward the
ground.
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Figure 1.3: Schematic summarising the components of the Arctic energy budget: SW and LW
are the shortwave (yellow arrows) and longwave (red arrows) radiations, Fsh and Flh are the
sensible and latent heat fluxes (green arrows) at the surface, HC is the heat conduction (orange
arrows) through the surface, and M is the energy flux of the ice melting. The subscripts d and
u denote downward and upward directions whereas the subscripts TOA and Surf. denote the
"top of the atmosphere" and the "mean surface" reference altitudes (dashed black lines) used in
the text. Note that the intensity of each flux are variable according to the season; more details
in the text. The schematic also illustrates the development of clouds and thermodynamic
properties across the transition from sea ice to ocean: aerosol particles, cloud droplets and
ice particles (cloud ice and snowflakes) are represented with brown circles, dark blue circles
and light blue crystals respectively. Note that the size of the green vertical arrows which
depict Fsh and Flh is proportional of the increase in strength of these fluxes according to the
surface properties. The curled green arrows represent the development of the turbulent kinetic
energy (TKE) below the clouds. Temperature isotherms (turquoise dashed lines) illustrate
the changing in the boundary layer structure over the transition from the cold sea ice to the
warm ocean. Lastly, the schematic indicates the dominant surface structure present in winter,
spring or summer. Figure adapted from Young et al. (2016).

-59.9 W m−2 meaning there is a huge transfer of energy from the ocean into the atmo-
sphere. Therefore, the atmospheric energy storage is positive (+5.9 W m−2) entailing
a warm up of the atmosphere although the temperatures are cold in winter. On the
opposite, the ocean energy storage is negative (-14.3 W m−2) showing its loss of energy
(Mayer et al., 2019). In summer months, the SW flux becomes dominant and the TOA
net radiation becomes slightly positive (+12,4 W m−2). The AEC becomes smaller than
in winter (+87.9 W m−2) (as already explained in Section 1.1.2(a)) whereas the OEC
remains equivalent (+21.4 W m−2). Compared to the winter conditions, the net surface
flux varies a lot since it becomes highly positive (+94.4 W m−2). Therefore, considering
all the incoming and outgoing radiations, the atmospheric component is gaining energy
(+5.8 W m−2) as well as the ocean (+47.2 W m−2). During summer months, the ocean
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warms up implying the melting of the sea ice and heating flux uppermost levels of the
ocean. Then, as the surface temperature increases, the LW radiation becomes more
intense (Walden et al., 2017). The atmospheric energy available reaches its maximum
in summer months while the atmospheric energy tendency (i.e. the change in the energy
storage) is the most positive already during the spring because the sun is rising higher
in the sky and more energy penetrates to the surface (which is greatly evolving).

d) Surface energy fluxes

The net surface energy flux (Surf.) permits to quantify the energy received and lost
by the surface and to understand the exchanges between the evolving surface and the
atmosphere. Ultimately, it determines the growth and decay of sea ice, as well as the
melting and freezing of snow cover. It is a major driver of many important processes
in the Arctic such as the stability properties of the lower troposphere. The net surface
energy flux can be described by the Equation 1.1 (as e.g. in Lesins et al. (2012)) (the
parameters are explained in Figure 1.3) that corresponds to the sum of all the vertical
energy fluxes at the atmosphere-surface interface:

SWd,Surf. + SWu,Surf. + LWd,Surf. + LWu,Surf. + Fsh + Flh +HC +M = Surf. (1.1)

when Surf. = 0, the surface temperature remains the same and if Surf. is positive or
negative, the surface temperature increases or decreases respectively.

Moreover, as defined by Stull (1988), the atmospheric boundary layer (ABL) is the
lower part of the troposphere directly affected by the surface properties and the surface
forcing occurring within an hour maximum timestep. Then, the surface can generate
turbulence that vertically transports heat, moisture and momentum impacting the BL
temperature and stability. According to the strength of these fluxes, the thickness of
the atmospheric BL could be affected.

As explained in Sections 1.1.2(b)-(c), the Arctic Ocean is covered by sea ice whose
extent and thickness vary according to the seasons (Figure 1.2b). In winter, with the ab-
sence of sunlight (SWd,Surf.+SWu,Surf. = 0), the mean surface air temperature decreases
up to ≈ 240 K (Figure 1.4) and sea ice forms reaching its annual maximum extension in
March (Figure 1.2b). Turbulent fluxes are relatively weak and the atmosphere is mainly
stable over the winter except if synoptic scale systems occur (Walden et al., 2017). As
the ocean is warmer than the ice surface, the HC flux remains positive during all this
season. In spring, with the return of sunshine (SWd,Surf. 6= 0), the snow begins to melt
(Figure 1.2b) and melt ponds form (as illustrated in Figure 1.3) (Webster et al., 2015).
In summer, when the surface air temperature is ≈ 273 K (Figure 1.4) and the sunshine
period is maximal, the sea ice continues to melt (i.e. the M flux is still effective) and
reaches its annual minimum in September (Figure 1.2b). The appearance of melting
ponds and ice-free regions on the surface increases the intensity of the turbulent kinetic
energy (TKE) and the sensible and latent heat fluxes (Fsh, Flh; see bigger green arrows
in Figure 1.3). With the increase of the surface temperature, the HC flux becomes
negative (i.e. the ocean receives energy) and more SW radiation penetrates into the
ocean (Mayer et al., 2019). Note that these changes in surface properties highly impact
radiative parameters such as the surface albedo (α) which varies from αice > 0.65 to
αocean ≤ 0.2 when the surface is bright ice or darker ocean respectively.
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Figure 1.4: The climatological mean surface air temperature (SAT) from the CMIP6 (Coupled
Model Intercomparison Project Phase 6) ensemble mean for the months of (left) January and
(right) July. The panels are plotted on different colour scales to ensure the spatial details are
visible. Figure from Davy and Outten (2020).

Over the Arctic region, in winter months, due to the sea ice surface the atmosphere
is often stable (Overland, 1985; Lüpkes et al., 2011; Young et al., 2016). Even if the
atmosphere is under stable conditions, the thermodynamical properties are favourable to
the cloud formation (as described in the Section 1.1.2(e)). This can be due to synoptic
scale events that bring in warmer and moister air (Walden et al., 2017). In summer
months, due to the melting of the sea ice and the presence of more oceanic surfaces, the
BL becomes more unstable (Lüpkes et al., 2011). These unstable summer atmospheric
conditions are mainly present due to local origins (increase in the concentration of
aerosols from local biogenic sources), as synoptic scale disturbances have less effect
(Tjernström et al., 2004) (the forcing of the atmospheric currents are less intense in
summer, as described in Sections 1.1.2(a)-(c)).

Temperature inversions in the lower troposphere occur frequently in the Arctic re-
gion, especially in winter months (Tjernström and Graverson, 2009). The strength of
these inversions can influence gas and other pollutants’ concentrations in the BL (Barrie
et al., 1988; Bridgman et al., 1989). In addition, there is a strong interaction between
Arctic clouds and the vertical temperature structure (Schweiger et al., 2008; Qiu et al.,
2015; Young et al., 2016) (as illustrated in Figure 1.3). Thus, the temperature inversions
(see Figure 1.3) play a key role in the Arctic climate system. Note that specific humid-
ity inversions have also been observed over the Arctic Ocean (Sedlar and Tjernström,
2009; Solomon et al., 2011; Tjernström et al., 2012) and on the Svalbard archipelago
(Treffeisen et al., 2007; Vihma et al., 2011) and also impact the cloud properties.

Hereinabove, the variations in the surface properties and their impacts on the net
surface energy flux and the atmospheric boundary layer have been described according
to the seasons. All these key trends remain the same if we focus on a geographical
area characterised by a transition from sea ice to open ocean via a marginal ice zone
(both seasonal and geographical transitions are illustrated in Figure 1.3). Several Arctic
expeditions (see Section 1.3) were organised during spring to focus observations on this
transitional phase, such as ACCACIA campaign (Aerosol-Cloud Coupling And Climate



1.1. The Arctic region 33

Interactions in the Arctic; Young et al. (2016)) which took place in spring 2013 close to
the Svalbard archipelago, and during the ACLOUD campain (Wendisch et al., 2019))
organised over the Greenland Sea in spring 2017 (more details in Chapter 2) which is
the framework of this thesis.

e) Arctic mixed-phase clouds (MPCs)

Arctic clouds, which play a major role in the evolution of the Arctic climate (Curry
et al., 1996), have a significant impact on the Arctic energy exchange and surface energy
budget.

In the Arctic region, the cloud cover is important (anual mean ≈ 67%) throughout
the year (Ruiz-Donoso et al., 2020; Mioche et al., 2017, 2015; Intrieri et al., 2002a),
especially close to the Svalbard archipelago. Figure 1.5a represents the mean seasonal
occurrence of clouds (FCLOUDS) referring to time and shows that FCLOUDS values are
ranged from 80% to nearly 100% close to the Svalbard. Clouds then offer a significant
area to interact with sun radiation (see SWd,Ctop and SWu,Ctop illustrated in Figure 1.3).
The clouds disperse the SW radiation (SWd,Cbase) decreasing the SW striking on the
surface (SWd,Surf.). The LW emitted by the earth (LWu,Surf.) and the lower atmosphere
is absorbed by the clouds and these in turn emit LW radiation depending on their own
temperature. The cloud radiative forcing (CRF) is calculated by making the difference
between the energy balance in clear sky and with clouds (Fnet − F cf

net), which depends
on the microphysical, macrophysical, and optical properties of the clouds (Shupe and
Intrieri, 2004). The CRF informs on the ability of the clouds to cool or warm the
surface. Nevertheless, the cloud interactions with the surface and the energy balance
are still poorly understood and poorly represented in climate and weather prediction
models (Lacour et al., 2017) (see Section 1.4).

Figure 1.5: Stereographic projections of the seasonal occurrences of: (a) all clouds (referring
to time) and (b) mixed-phase clouds (MPCs) (referring to clouds). Occurrences are computed
taking into account the 500-12 000 m altitude range. Figure from Mioche et al. (2015).

Numerous observational studies suggest that boundary layer mixed-phase clouds
(MPCs, mixture of supercooled liquid droplets and ice) are ubiquitous in the Arctic
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and persist for several days under a variety of meteorological conditions (see Ruiz-
Donoso et al., 2020; Mioche et al., 2017, 2015; Morrison et al., 2012; Shupe et al., 2011;
McFarquhar et al., 2007; Shupe and Intrieri, 2004; Intrieri et al., 2002a, among others).
Figure 1.5b shows the MPC occurrences where FMPC refers to time where clouds occur.
The MPCs are encountered in all seasons: in winter and early spring, about 30% of
the clouds over the entire Arctic region are MPCs and FMPC reaches about 50% of the
clouds from May to October. However, the spatial and temporal distribution of MPCs
is highly inhomogeneous. For example, larger occurrences (up to 60%) are present
over the Canadian Basin and the Chukchi Sea in autumn, and over the Greenland Sea
throughout the year. Over the Svalbard region, FMPC is even equal or larger compared
to the Arctic average (Mioche et al., 2015).

The persistence of the MPCs in the lower troposphere under a variety of atmo-
spheric conditions for periods of days to weeks is surprising considering the fact that
the mixture of supercooled liquid droplets and ice is microphysically unstable, due to the
Wegener-Bergeron-Findeisen mechanism (WBF) (Pruppacher and Klett, 1997). A com-
plex web of interactions between various physical processes exists within MPCs making
the comprehension of these clouds and their impacts still difficult. Based on a review
of many previous studies, Morrison et al. (2012) have proposed a conceptual diagram
summarising the various physical processes (radiative cooling, microphysics, dynamics,
and surface properties) involved in the development and the evolution of the MPCs (see
Figure 1.6).

Figure 1.6: Basic physical structure of Arctic MPCs. The main features are described in text
boxes, which are colour-coded for consistency with elements shown in the diagram. Charac-
teristic profiles are provided of total water (vapour, liquid and ice) mixing ratio (qtot) and
equivalent potential temperature3 (θe). These profiles may differ depending on local condi-
tions, with dry vs. moist layers/moisture inversions above the cloud top, or coupling4 vs.
decoupling of the cloud mixed layer with the surface. Cloud-top height is 0.5-2 km. Figure
from Morrison et al. (2012).
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Figure 1.6 illustrates that the MPC top height can range between 0.5-2 km since
the cloud base and thickness depend on the atmospheric thermodynamical and stability
conditions, and the surface properties (Young et al., 2016; Morrison et al., 2012) (see also
Section 1.1.2(d)). Turbulence and cloud-scale upward air motion are very important in
maintaining MPCs under weak synoptic-scale forcing (Shupe et al., 2008). The updrafts
can induce supersaturated conditions with respect to the liquid water leading to growth
of ice crystals and supercooled liquid droplets simultaneously. Thus, the clouds can be
made up of a single layer of supercooled water droplets at the top from which ice crystals
form and precipitate. This supercooled liquid layer is responsible for a significant part
of the CRF as downward LW fluxes increase and then warm the surface (Wang et al.,
2001). On the other hand near the cloud top, a LW radiative cooling is present leading to
decreased static stability, buoyant production of turbulent updrafts, and condensational
growth of droplets (Luo et al., 2008). A moisture inversion (see Figure 1.6) is also
frequently produced near the cloud top by large-scale advection, moistening the cloud
layers thanks to the turbulent entrainment of air from above the clouds (Solomon et al.,
2011). These complex feedbacks between turbulence, radiation and cloud droplets,
in association with moisture inversions near the cloud top and surface fluxes whose
magnitude depends on the surface type, can lead to the persistence of MPCs in various
environmental conditions (Morrison et al., 2012).

Also, the atmospheric aerosol particles can influence the evolution of the MPCs by
affecting cloud microphysical properties. Indeed, aerosol particles with heterogeneous
ice-nucleating properties are involved in the ice formation (Cantrell and Heymsfield,
2005; Fridlind et al., 2007). The concentration of INP and hence ice crystals is critical
for MPCs (as mentioned in Figure 1.6) because it impacts the WBF mechanism and
so the liquid/ice partitioning. The liquid phase has also a role on the ice phase in
the MPCs since several observation studies indicate that ice crystal concentration and
the presence of supercooled liquid droplets are correlated (Lance et al., 2011; de Boer
et al., 2011). However, the concentration and size of the cloud droplets are linked to the
aerosol particles (i.e. the CCN) via the droplet heterogeneous nucleation process. The
increase in the aerosol loading with transport from mid-latitudes (see Section 1.1.2(a))
or with higher emissions due to the evolving surface type (see Section 1.1.2(d)) impact
the cloud droplet concentration (Abbatt et al., 2019); thus, the supercooled liquid phase
can impact not only the ice crystal properties but also the CRF resulting in a surface
warming, which may then affect the surface fluxes (Garrett and Zhao, 2006).

As described before, the strong impact of the MPCs on the energy budget is caused
by their persistence and microphysical properties, causing a net warming effect of the
surface which result from a complex web of interactions between numerous local and
larger scale processes (see Figure 1.6) that greatly complicate their understanding and
modelling (Klein et al., 2009; Morrison et al., 2012). Major uncertainties limit our
understanding of the interactions and feedbacks between the physical processes involved
in the MPC lifecycle. This complexity translates into the large discrepancies that can
be found in numerical models to represent the cloud formation and persistence (Wesslén

3θe is the temperature a parcel of air would reach if all its water vapour condenses (releasing latent
heat) and then it is adiabatically brought to the 1000 hPa standard reference pressure level. Under
stably stratified conditions where vertical motions are suppressed ∂θe

∂z > 0 whereas when ∂θe

∂z < 0 the
atmosphere is unstable and convection is likely.

4Surface-coupled clouds were identified by a quasi-constant potential temperature profile (i.e. close
to adiabatic conditions) from the surface up to liquid layer (Gierens et al., 2020; Griesche et al., 2021).
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et al., 2014), the interactions between sea ice and MPCs (Palm et al., 2010; Liu et al.,
2012) as well as the energy balance and variability in the BL, which in turn impacts
their capability of the models to forecast cloud properties in the Arctic.

1.2 Climate evolution: Arctic amplification

The global temperature of the planet increases as a result of greenhouse gas emissions
from anthropogenic activities (IPCC, 2018). Recently, observations confirmed that the
Arctic has warmed three times faster than the rest of the globe during the last few
decades as shown in the Figure 1.7 (ESOTC, 2020), with a very pronounced seasonality
as winter warming far exceeds summer warming (AMAP, 2021), in conjunction with
sea ice retreat (ESOTC, 2020). This increase in temperature, is responsible for the
phenomenon called "Arctic amplification", often attributed to the decrease in the size
and thickness of ice and the snow that covers it. Sea ice decreased by 40% in September
and 10% in March compared to 1975 (ESOTC, 2020) (see Figure 1.2b). Several physical
processes have a role in explaining this phenomenon, including the radiative forcing of
clouds, aerosols particles, the heat carried by ocean currents, changes in atmospheric
circulation, disturbances of heat and moisture transport to the Arctic (Cohen et al.,
2018; Previdi et al., 2020).

Figure 1.7: Time series of (a) Arctic annual mean surface temperature anomalies (averaged
over 66.6◦N-90◦N) and of (b) monthly global-mean surface air temperature anomalies, both
from 1979 to 2020. (c) Map of the annual mean surface temperature anomaly in 2020. All
anomalies are calculated relative to the 1981-2010 mean. Figure adapted from ESOTC (2020).

Figures 1.7a and b show that the global temperatures on the 2000-2020 period were
on average about 0.6◦C higher than they were on the 1981-2010 reference period whereas
over the Arctic region the temperatures on the 2000-2020 period were ≈ 1.6◦C warmer
than the ones measured during the same reference period. This more pronounced warm-
ing present over the Arctic region appears to be mainly a surface-based feature, especially
in the non-summer seasons, even though there is also evidence of summer warming aloft
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according to Graversen et al. (2007). Also, Screen and Simmonds (2009) suggested that
the Arctic warming is mainly linked to the sea ice decline that evolves at a rate of 13%
per decade. Moreover, as suggested by Zhang et al. (2008), changes in atmospheric and
oceanic heat and moisture transports also play a role in the Arctic warming. So, despite
the profound impacts of temperature changes on the Arctic ecosystems (ACIA, 2005),
the main causes of the Arctic amplification are not fully understood due to the complex
interactions between the surfaces, the atmospheric and oceanic currents (AEC, OEC),
the radiative fluxes, the cloud cover and the atmosphere pollution. Indeed, as indicated
in Wendisch et al. (2017): "there is not yet a consensus in the Arctic research community
about the dominant mechanisms leading to Arctic amplification".

Figure 1.8 describes several feedback mechanisms which are effective in the Arctic
region and involved in the Arctic amplification phenomenon (Wendisch et al., 2017).

Figure 1.8: Scheme of important feedback mechanisms and processes involved in the Arctic
amplification phenomenon. Red: surface albedo effect; Black: water vapour, cloud, and lapse
rate feedback mechanisms; Green: aerosol effect; Purple: increased oceanic biological activity;
Blue: modifications in the atmospheric and oceanic transports (remote processes). Figure
from Wendisch et al. (2017).

The Figure 1.8 taken from Wendisch et al. (2017) illustrates that, due to the global
warming, the atmospheric temperatures near the surface increase impacting the surface
properties since the melting of the sea ice and snow becomes more efficient. Then,
due to less reflective surfaces, the albedo decreases and the ocean heat storage becomes
more important (due to more solar absorption by the upper oceanic layer). Thus, the
energy fluxes from the surface to the atmosphere are enhanced, which increases the air
temperature near the surface even further. A warmer ocean surface could also increase
the atmospheric water vapour amount impacting the stability of the atmosphere and
thus cloud development. Moreover, the increase in ocean temperatures and in the ocean
ice-free surface can produce a rise not only in the oceanic biological activity but also
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in the aerosol emissions (which can also affect the cloud properties and their associated
radiative impacts). All of these mechanisms can locally be modified by the wind fields
and can be affected by atmospheric and oceanic transports from larger scales.

Historically, regions of open ocean and newly formed thin ice growing to sea ice
at a rapid rate, a strong negative radiative feedback which tended to overwhelm other
Arctic processes. Arctic changes observed in recent years, however, are likely due to an
underestimated connectivity in multiple atmosphere-sea ice-ocean processes (Wendisch
et al., 2017).

In fact, the ice albedo feedback (Deser et al., 2010; Hall, 2004) has long been consid-
ered as the primary contributor to Arctic warming. This feedback mechanism operates
primarily in summer when insolation is highest, and is absent in winter. It can af-
fect wintertime temperatures by seasonal storage and release of energy (Screen and
Simmonds, 2009; Serreze and Francis, 2006), but the actual energy going into summer
ocean warming and into ice melt and how much both contribute to heat release in Arc-
tic winter warming remains unclear. Also, the warming of the Arctic atmosphere has
been found to increase downwelling infrared radiation mainly through changes in cloud
cover (Screen and Simmonds, 2009) and their properties (Francis and Hunter, 2007),
BL inversion strength (Bintanja et al., 2012, 2011) and moisture content (Lu and Cai,
2009). The water vapour feedback involves either increased local evaporation owing to
the retreating sea ice (Graversen and Wang, 2009) or increased poleward latent heat
transport (Lu and Cai, 2009).

Aerosol particles also impact the climate both directly (aerosol-radiation-
interactions) and indirectly (aerosol-cloud-interactions)(Wendisch et al., 2019). The
indirect effect is the most important in the total aerosol radiative forcing, and the net
effect is a cooling of the atmosphere. Aerosol-cloud-radiation interactions vary signifi-
cantly, not only spatially but also seasonally, due to presence of a diverse environment
around Arctic Circle (containing pack-ice, glaciers, mountains) and also to arrived of dif-
ferent air masses. On Svalbard, there are many potential aerosol sources and the aerosol
particle population follows a seasonal cycle. In winter and spring the aerosol population
is dominated by the Arctic haze period, which is a phenomenon due to the accumulation
of anthropogenic particles (diameters from ≈ 70 nm to 1 µm) in the atmosphere. A ma-
jor characteristic of Arctic haze is the ability of its chemical components to persist in the
atmosphere for significantly longer than other pollutants. This aerosols arrived on Sval-
bard via long-range atmospheric transport (Tunved et al., 2013). They are transported
from Northern Europe, but also from the lower Arctic, e.g. Siberia one of the major
sources of black carbon and sulphate aerosol in the Arctic (Hirdman et al., 2010; Huang
et al., 2015). In summer, due to different atmospheric transport patterns (Stohl, 2006)
and more efficient wet scavenging (Browse et al., 2012) the accumulation of particles is
lower than spring. In summer, the aerosol population is dominated by smaller particles
(Aitken mode) obtained from local secondary aerosol formation (Tunved et al., 2013),
from vapors of both terrestrial and nearby marine origin (Beck et al., 2021; Dall’Osto
et al., 2017). Other potential aerosol sources coming from Svalbard itself include glacial
dust, which has the ability to act as INP (Tobo et al., 2019).

In order to better identify the dominant mechanisms leading the Arctic amplification
and disentangle them, several observational campaigns have been organised in the Arctic
region focussing on the atmosphere-surface-radiation interactions.
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1.3 Arctic expeditions

During the last decades, several observational campaigns were performed over various
parts of the Arctic region (e.g. the Greenland Sea, the Beaufort Sea, the Norwegian Sea
and the Barents Sea; see Figure 1.1 for localisations) in order to study the atmosphere-
surface-radiation complex interactions of the Arctic climate and better understand the
Arctic amplification phenomenon. These past campaigns generally highlighted the im-
portant role that clouds can play in that changing system and in the manifestation of
Arctic amplification. However, there is still a basic lack of understanding of the inter-
play between aerosol particles, clouds, and surface properties, as well as turbulent and
radiative fluxes with dynamical processes.

Tables 1.1-1.2 give a (non-exhaustive) list of the major airborne measurement cam-
paigns, organised since the 2000s, which were focussing on the microphysical properties
of the clouds present in different regions of the Arctic.

In autumn 2004, the Mixed-Phase Arctic Cloud Experiment (M-PACE) that was or-
ganised in the North of Alaska merged the observations from four surface-based sites
(Barrow, Atqasuk, Oliktok Point, and Toolik Lake) and two aircrafts equipped with
the microphysical and radiation instruments to document the cloud properties between
these four points (Verlinde et al., 2007). Using the complementary of in-situ instruments,
remote sensing facilities and radiosondes, the main objectives of this campaign were to
study the dynamical and physical (including microphysics and radiative) processes in
the Arctic MPCs (Verlinde et al., 2007). Within the international ASTAR (Arctic Study
of Tropospheric Aerosols, clouds and Radiation) project, series of airborne campaigns
which were organised in spring 2004 (Schwarzenboeck et al., 2009; Gayet et al., 2007)
and spring 2007 (Gayet et al., 2009a,b; Ehrlich et al., 2009) were devoted to study the
MPCs present in another region of the Arctic: over the Greenland and Barents Seas.
From Longyearbyen (Svalbard), airborne in-situ and remote sensing instruments were
deployed to investigate the aerosol-cloud interactions and the resulting modifications
of radiative properties of the clouds. In spring 2008, the aerosol-cloud interactions in
the Arctic boundary layer were also investigated during the Indirect and Semi-Direct
Aerosol Campaign (ISDAC, McFarquhar et al. (2011)) in the vicinity of Barrow, Alaska
(i.e. the ARM permanent observational facilities). Other experiments were conducted
at the same time as ISDAC which also contributed to a better understanding of the
MPCs over the Beaufort Sea and the North of Alaska, such as the Aerosol, Radiation
and Cloud Processes affecting the Arctic Climate experiment (ARCPAC, Lance et al.
(2011); Warneke et al. (2009)) and the Arctic Research of the Composition of the Tro-
posphere from Aircraft and Satellites experiment (ARCTAS, Jacob et al. (2010)). AR-
CPAC was an airborne campaign coordinated with the POLARCAT experiment (Polar
study using aircraft, remote sensing, surface measurements and models of climate chem-
istry, aerosols and transport); it was closely collocated with remote sensing and in-situ
observations from the ARM ground site of Barrow, Alaska. One of the main objectives
of POLARCAT was the development of an instrumental synergy to retrieve cloud prop-
erties and to characterise the cloud phase at scales smaller than a kilometre (Delanoë
et al., 2013). As visible in Table 1.1, international and collaborative efforts with inten-
sive research focus on the polar regions were made in 2008 within the framework of the
International Polar Year (IPY) programme sponsored by the International Council for
Science (ICSU) and the World Meteorological Organization (WMO).
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Year Period Acronym Campaign Localisation References

2004 Sept-Oct M-PACE Mixed-Phase Arctic Clouds North of Alaska Verlinde et al. (2007)

experiment

2004 May-June ASTAR 2004 Arctic Study of Tropospheric Greenland Sea Schwarzenboeck et al. (2009)

cloud, Aerosol and Radiation Barents Sea Gayet et al. (2007)

2007 April ASTAR 2007 Arctic Study of Tropospheric Greenland & Barents Sea Gayet et al. (2009a,b)

Aerosol, cloud and Radiation Svalbard Ehrlich et al. (2009)

2008 March-April POLARCAT POLar study using Aircraft, Sweden Delanoë et al. (2013)

Spring Remote sensing surface Greenland

measurements and models of

Climate chemistry, Aerosols

and Transport

2008 August AMISA Arctic Mechanisms of Arctic Ocean Persson (2010)

Interaction between the North of Svalbard

Surface and Atmosphere

2008 April ISDAC Indirect and Semi-Direct Beaufort Sea, McFarquhar et al. (2011)

Aerosol Campaign North of Alaska Jackson et al. (2012)

2008 April ARCPAC Aerosol, Radiation and Cloud North of Alaska Lance et al. (2011)

Processes affecting the Arctic

Climate

2010 April-May SORPIC Solar Radiation and Phase Greenland and Barents Seas Bierwirth et al. (2013)

Discrimination of Arctic Clouds Svalbard

2012 April-May VERDI Vertical Distribution of Beaufort Sea Klingebiel et al. (2015)

Ice in Arctic Clouds

2013 March-April ACCACIA Aerosol-Cloud Coupling Greenland Sea Lloyd et al. (2015)

& July And Climate Interactions Young et al. (2016)

in the Arctic

2014 April-May RACEPAC Radiation-Aerosol-Cloud Beaufort Sea Costa et al. (2017)

Experiment in the

Arctic Circle

2017 May-June ACLOUD Arctic CLoud Observations Greenland Sea Wendisch et al. (2019)

Using airborne measurements North of Svalbard Ehrlich et al. (2019a)

in polar Day conditions Ruiz-Donoso et al. (2020)

2018 March-April PAMARCMiP Polar Airborne Measurements Arctic Ocean Ohata et al. (2021)

and Arctic Regional Climate Herber (2019)

Model Simulation Project

2019 March-April AFLUX Airborne measurements of Greenland Sea Lüpkes et al. (2019)

radiative and turbulent North of Svalbard Mech et al. (2022)

FLUXes in the cloudy

atmospheric boundary layer

Table 1.1: Non-exhaustive list of major airborne measurement campaigns performed in
the Arctic region from 2004 to 2019, during which in-situ observations on microphysical
properties of the MPCs were conducted. Adapted from Mioche and Jourdan (2018) and
Jourdan (2022)

In April-May 2010, the aircraft campaign SoRPIC (Solar Radiation and Phase Dis-
crimination of Arctic Clouds) was held in Svalbard (Arctic Norway). More than 10 re-
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Year Period Acronym Campaign Localisation References

2020 August-Sept MOSAiC-ACA Atmospheric airborne Greenland Sea Herber et al. (2020)

observations in the North of Svalbard Shupe et al. (2022)

Central Arctic Central Arctic

2022 March-April HALO(AC)3 HALO(AC)3 Greenland Sea Wendisch et al. (2019)

Arctic Ocean

Svalbard

2022 August RALI-THINICE RALI-THINICE Greenland Sea Rivière et al. (2022)

Svalbard

2022 March-April ISLAS Isotopic links to Norwegian Sea

atmospheric water’s source

Table 1.2: As for Table 1.1 but for the 2020-2022 period.

search flights were conducted out of Svalbard’s main settlement (Longyearbyen) with the
Polar 5 aircraft (of Alfred Wegener Institute for Polar and Marine Research; Germany)
over the Greenland, Norwegian and Barents Seas (Bierwirth et al., 2013). The aircraft
was equipped with a combination of remote sensing and cloud particle in-situ instru-
ments to study the properties of the different cloud phases and their radiative impacts.
During VERDI (Vertical Distribution of Ice in Arctic Clouds), the airborne observations
were conducted inside and above low-level Arctic clouds from Inuvik (northern Canada)
in April-May 2012 in order to improve our knowledge about the cloud effects in the Arc-
tic climate system (Klingebiel et al., 2015). The RACEPAC (Radiation-Aerosol-Cloud
Experiment in the Arctic Circle) campaign which was organised in April-May 2014 took
place at the same place as VERDI (Costa et al., 2017). The several flights of both
VERDI and RACEPAC covered the region of the Arctic Beaufort Sea coast with its
retreating sea ice in spring (Young et al., 2016). Although both campaigns took place
at the same period of the year, the different synoptic conditions led to different cloud
properties: stable anticyclonic periods allowing the formation of strong inversions in the
boundary layer with persisting stratus were observed during VERDI, whereas the fre-
quent frontal systems observed during RACEPAC induced more variable and short-lived
cloud situations (Costa et al., 2017). To study the Arctic seasonality, the two campaigns
of the ACCACIA project took place during March-April and then in July 2013 over the
region between Greenland and Norway (mainly in the vicinity of the Svalbard) (Young
et al., 2016; Lloyd et al., 2015). The main objective of this project was to reduce the
large uncertainty in the effects of aerosols and clouds on the Arctic surface energy bal-
ance and climate, and in particular obtain a better understanding of the microphysical
properties of Arctic clouds and their dependence on aerosol properties. Both the FAAM
BAe-146 (British Aerospace-146 of the Facility for Airborne Atmospheric Measurements)
and the BAS (British Antarctic Survey) Twin Otter aircrafts performed several flights
incorporating profiled ascents, descents and constant altitude runs below, within and
above cloud to measure the vertical structure of the cloud microphysics and the aerosol
properties inside and outside clouds (Lloyd et al., 2015).

Since January 2016, the German Research Foundation launched a new Transre-
gional Collaborative Research Centre called ArctiC Amplification: Climate relevant At-
mospheric and surfaCe processes, and feedback mechanisms (AC)3 (Wendisch et al.,
2017). In this framework, one of the objectives is to embed the short-term measurements
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from several intensive field campaigns (organised in different seasons and meteorological
conditions, covering a suitable wide range of spatial and temporal scales) in longer-term
data sampling programs (i.e. the past 30 years) to identify trends in the spatiotemporal
variability of the Arctic climate parameters. Four airborne campaigns were performed
using the German research aircrafts Polar 5 and Polar 6 of the Alfred-Wegener-Institute
(AWI; Wesche et al. (2016)): ACLOUD in May-June 2017 (which is the framework
of this PhD and will be described in details in Chapter 2) (Wendisch et al., 2019),
PAMARCMiP (Polar Airborne Measurements and Arctic Regional Climate Model Sim-
ulation Project) in March-April 2018, AFLUX (Airborne measurements of radiative and
turbulent FLUXes in the cloudy atmospheric boundary layer) in March-April 2019, and
MOSAiC-ACA (Atmospheric airborne observations in the Central Arctic organised to
complement the MOSAiC mission (Multidisciplinary drifting Observatory for the Study
of Arctic Climate; Shupe et al. (2022))) in August-September 2020. The first (AC)3

results achieved since 2016 on the atmospheric and surface processes, and the feed-
back mechanisms determining the Arctic amplification are presented in Wendisch et al.
(2022).

More recently (i.e., March-April 2022), an additional (AC)3 campaign called
HALO(AC)3 was organised in the vicinity of the Svalbard (Wendisch et al., 2021). Dur-
ing this campaign, a novel form of observation was used in order to follow air masses
to and from the Arctic region thanks to three aircrafts: the AWI Polar 5 and Polar 6
as well as the HALO Gulfstream G-550 aircraft (High Altitude and Long Range Re-
search Aircraft funded by the DFG, German Research Foundation), allowing a better
understanding of the meridional transport and linkages between the Arctic and the mid-
latitudes. Additionally, airborne observations were organised during the international
RALI-THINICE field campaign in Svalbard in August 2022 involving American, French
and British teams. The field campaign involved two instrumented research aircrafts: the
French ATR42 aircraft operated by SAFIRE (the French facility for airborne research)
that was dedicated to study atmospheric dynamics and cloud microphysics in the mid-
dle troposphere, and the Twin Otter aircraft deployed by the British Antarctic Survey
(BAS) to identify the interactions between atmospheric dynamics and sea ice. The main
goal of RALI-THINICE was to study the interactions between atmospheric dynamics,
cloud microphysics and sea ice near summertime Arctic cyclones (Rivière et al., 2022).

All these campaigns help to provide a better knowledge of the complex processes
involved in the Arctic amplification and they should improve climate and weather nu-
merical forecasts in the Arctic region which are still difficult.

1.4 Modelling of the Arctic clouds

The performance of climate and weather models has improved considerably in recent
years, allowing models to perform calculations at finer resolutions. However, models
still have difficulties in correctly representing Arctic weather variables (Sedlar et al.,
2020). Numerous studies are trying to improve models operating in the Arctic region
by considering different processes of local scale. Observational studies have shown that
MPCs are common in the Arctic (e.g. Mioche et al. (2017); Verlinde et al. (2007)). The
life cycle of MPCs results from a complex web of interactions between local dynamical,
radiative and microphysical processes as well as larger scale environmental conditions
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(illustrated in Figure 1.6; Morrison et al. (2012); Solomon et al. (2011); Klein et al.
(2009)). MPCs are therefore challenging to model from local to global scales (Pithan
et al., 2016; de Boer et al., 2014), and over simplified assumptions in the representation
of the microphysical processes are required.

As described in Figure 1.5, cloud cover is close to 67% throughout the year in the
Arctic. These cloud fields have been observed to persist for ≈ 12 h (Shupe et al., 2006)
with some persisting longer than 100 h (Shupe et al., 2011). Climate and meteorological
models generally have great difficulty in correctly representing cloud occurrences and
their microphysical properties, and this is an important source of bias on the surface
energy balance. Clouds in Arctic typically maintain a liquid layer at cloud top which
facilitates ice formation and precipitation during all year (Morrison et al., 2012; Jackson
et al., 2012; McFarquhar et al., 2011; Verlinde et al., 2007; Shupe et al., 2006; Rangno and
Hobbs, 2001) and models have difficulties in representing them correctly (Ebell et al.,
2020; Morrison et al., 2012). Liquid water and ice are uniformly mixed throughout the
model grid boxes (Tan et al., 2016; Komurcu et al., 2014; Morrison et al., 2012; Klein
et al., 2009; Prenni et al., 2007). However, MPCs seem to be more likely composed of
an inhomogeneous mixture of ice particles and liquid droplets clustered in single-phase
liquid or ice cloud regions (Korolev et al., 2017). The significant uncertainties associated
with global climate model (GCM) predictions may be largely attributed to the inade-
quate treatment of sub-grid scale (such as cloud microphysics) parameterisations, and
it has strong consequences on the droplet-ice interactions and hence on the persistence
of MPCs (IPCC, 2013). These uncertainties are predicted to enhance discrepancies in
temperature forecasts in the polar regions (IPCC, 2013; Serreze and Barry, 2011; ACIA,
2005). The accuracy of these forecasts can be improved by developing the representation
of the physical processes involved through the comparisons with observations from e.g.,
in-situ or remote sensing instruments (Curry et al., 1996).

Finer scale models also show that the cloud structure and longevity are very sen-
sitive to the phase partitioning (Solomon et al., 2018; Pithan and Mauritsen, 2014;
Ovchinnikov et al., 2011; Fan et al., 2009). Greater ice number concentrations (Nice)
enhance the efficiency of the WBF process – leading to the depletion of liquid water
within the cloud – whilst lower number concentrations allow liquid droplets to persist
under moderate vertical motions (Morrison et al., 2012; Prenni et al., 2007). The ice
crystal number concentration controls the liquid/ice partitioning and hence the main-
tenance of the MPCs. However, previous model intercomparisons (Klein et al., 2009)
clearly highlighted large discrepancies in the simulated LWC and IWC and even wider
differences in the predicted Nice (five orders of magnitude). The discrepancies can be
attributed to ice formation processes within MPCs in the model, due to the representa-
tion of different microphysical processes and properties result from interactions between
atmospheric dynamics, thermodynamics and aerosol particles, which can act as CCN or
INP (see Figure 1.6). Heterogeneous ice nucleation is the key process that controls the
ice crystal production in MPCs (and hence the phase partitioning). However measure-
ments capabilities of this process are still limited. This translates into inaccurate model
parameterisations to compute Nice and hinders our understanding of the life cycle of
MPCs (Heymsfield et al., 2017; Korolev et al., 2017; Field et al., 2017).

The seasonal variability of cloud cover and cloud microphysical properties and sea
ice cover regulates the temporal evolution of the ABL energy fluxes (turbulent and
radiative), which interact with the cloud layers (Young et al., 2016; de Boer et al.,
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2014; IPCC, 2013). Cloud top radiative cooling and local dynamical processes such as
turbulence and cloud-scale upward air motion also influence the microphysical properties
and are critical in maintaining MPCs (Solomon et al., 2011). The surface properties
(Renfrew et al., 2020) and the ABL (Sedlar et al., 2020; Wesslén et al., 2014; Liu et al.,
2012; Palm et al., 2010) are poorly represented by climate and weather models and
heat exchange coefficients are generally overestimated in the ABL (Sedlar et al., 2020),
leading to poor representation of energy balance on the surface.

The work described in the following chapters aims to evaluate the WRF mesoscale
model (Skamarock et al., 2008) to reproduce the MPCs and to analyse their properties,
for two situations observed during the ACLOUD airborne campaign in spring over sea
ice and over open ocean. Before describing the characteristics of the WRF model, the
following chapter presents the ACLOUD campaign, the observations and instrumenta-
tion used to record the both studied situations.



Chapter 2

ACLOUD campaign, observations
and case studies

As mentioned in the Chapter 1, we are currently witnessing drastic climate changes
in the Arctic that are unprecedented in the history of mankind (Jeffries et al., 2013).
NASA data shows the Arctic warmed a little less than three times as fast as the rest of
the globe over the past 30 years (Serreze and Barry, 2011). Unfortunately, we neither
fully comprehend these striking climate changes in the Arctic nor well understand why
they happen so fast. Therefore, several international efforts are underway to better
understand the various mechanisms that occur in this specific area in order to improve
model projections of the Arctic climate. Climate models alone will not resolve the Arctic
climate issue because they often use simple parameterizations that need to be verified,
tested, and/or improved. Nevertheless, modelling associated to observations will help
to improve our understanding of the different components of the Arctic region and their
interactions. Even if several campaigns have already been organised over the Arctic (see
Chapter 1), the required observations are still sparsely distributed across this region. As
a consequence further data have to be collected in well-planned and dedicated campaigns
to better document and understand the Arctic climate changes.

This chapter presents the ACLOUD campaign, performed during the spring 2017 at
the North-West of the Svalbard archipelago, i.e. region of the Arctic where environ-
mental conditions are complex (this region is subject to different types of air masses
likely to be affected by pollution from mid-latitudes, oceanic currents influencing the
sea ice cover as detailed in Chapter 1). Different objectives have been identified for
this campaign, among which the characterisation of the boundary layer clouds in mixed
phase from in-situ and remote sensing measurements, which provide the framework of
the present thesis. After a brief description of the ACLOUD campaign, the instrumenta-
tion used to characterise the two selected case studies are being presented. Afterwards,
the case studies are described along with each its unique feature, synoptic conditions,
thermodynamical, radiation, and microphysical cloud properties.

45



46 Chapter 2. ACLOUD campaign, observations and case studies

2.1 ACLOUD campaign (Spring 2017)

The ACLOUD field study was conducted jointly with the PASCAL (Physical feedbacks
of Arctic planetary boundary level Sea ice, Cloud and AerosoL) ship cruise campaign
(Macke and Flores, 2018) in May and June 2017 (Wendisch et al., 2019). Both campaigns
were conducted within the framework of the (AC)3 project (Wendisch et al., 2022, 2017).

Collocated, process-oriented observations of a diversity of atmospheric and surface
parameters were collected by instrumentation installed on the Polar 5 and Polar 6 air-
crafts of the German Alfred Wegener Institute (AWI) (Wesche et al., 2016) (ACLOUD),
an ice floe station including a tethered balloon, the research vessel and AWI icebreaker
Polarstern, and from the ground-based site in Ny-Ålesund on Svalbard (Norway) (PAS-
CAL). The archipelago of Svalbard (stretching from 76-81◦N and from 10-28◦E; see
Figure 2.1) is a special location due to its high latitude, where there are frequent intru-
sions of warm air from the south and cold air from the Arctic Ocean. Also, this is an
area where the climate is less cold than other Arctic regions.

Figure 2.1: Overview of ACLOUD/PASCAL observations. (a) Tracks of the aircraft Polar 5
(green) and Polar 6 (red) flights during ACLOUD (23 May-26 June 2017), with later dates in
brighter colours. (b) Track of icebreaker Polarstern: dark and bright colours indicate ocean-
cruising (PSo; 30 May-5 June and 17-18 June 2017) and ice-attached (PSi; 6-16 June 2017)
positions, respectively. LYR and NYA show the positions of Longyearbyen (LYR) and Ny-
Ålesund (NYA) stations on Svalbard. The shading and the dashed line represent the average
sea ice concentration over the ACLOUD/PASCAL measurement period and edge (defined by
15% concentration) over the 1979-2017 climatological period, respectively. Figure adapted
from Knudsen et al. (2018).

The ACLOUD/PASCAL campaigns took place in the transition zone of the Green-
land Sea and the Arctic Ocean between open ocean and sea ice. As the period of the
campaigns was the spring period, the significant snow melt began impacting the radia-
tive balance at the surface. Figure 2.1 shows the average sea ice concentration over
the ACLOUD/PASCAL region during the measurement period (23 May-26 June 2017).
Figure 2.1 also provides an overview of the tracks of the icebreaker Polarstern during
PASCAL and of the Polar 5 and Polar 6 flights during ACLOUD. The area of flight
activities extended to Ny-Ålesund and the marginal ice zone West of Svalbard, which
were in reach of the aircraft. Within this area, five flights with Polar 5 and Polar 6 were
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coordinated with A-Train satellite constellation overpasses to characterise the vertical
structure of clouds (Stephens et al., 2002).

Using near-surface and upper-air meteorological observations, satellite, and ECMWF
(European Centre for Medium-Range Weather Forecasts; Dee et al. (2011)) reanalysis
data, Knudsen et al. (2018) provide an overview of the synoptic conditions during the
ACLOUD/PASCAL measurement period. Relative to the long-term averages, three
key periods representative of the distinct synoptic states were identified: a 7-days cold
period (CP; 23-29 May), a 14-days warm period (WP; 30 May-12 June), and a 14-days
normal period (NP; 13-26 June). During the CP, the Svalbard region was affected by a
northerly cold air outbreak, which led to the development of low-level clouds over the
warm open ocean. Over the Fram Strait (see Figure 1.1 for localisation), these clouds
were organised in a roll convective structure, forming typical cloud streets. During
the WP period a high pressure system south of Svalbard advected warm air from the
south over the archipelago, leading to the development of a low-level, optically thick,
and homogeneous stratocumulus (Ruiz-Donoso et al., 2020). Cold air outbreaks and
warm air advections are phenomena often affecting the Arctic regions (Kolstad et al.,
2009; Woods et al., 2013; Fletcher et al., 2016; Sedlar and Tjernström, 2017; Pithan
et al., 2018). The NP is characterised by close-to-average temperate and moist air
from a mixture of regions but dominated by adiabatically warmed air from the West.
Figure 2.2 shows the temporal evolution of the vertical profiles of the temperature and
the specific humidity for the three key periods of the campaign.

Figure 2.2: Vertical profiles of the temperature (a) and the specific humidity (b) measured at
Ny-Ålesund over the ACLOUD measurement period (23 May-26 June). Black contour lines
represent the respective 1993-2016 averages. Blue circles indicate an estimated of the height
of the atmospheric boundary layer (Knudsen et al., 2018). The vertical red line represents the
thermodynamical conditions for the cases studied hereafter. Figure adapted from Knudsen
et al. (2018).

According to Knudsen et al. (2018), the marine cold air outbreak (MCAO) index,
which is defined as the difference between the potential temperature at the surface and
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at 850 hPa (Papritz et al., 2015; Kolstad, 2017), offers arguably a good understanding
of the local weather. Figure 2.3 shows the temporal evolution of the MCAO index over
the Eastern Greenland Sea obtained for the ACLOUD/PASCAL measurement period.
A comparison with the MCAO index for the 1979-2016 climatological period illustrates
the extreme variations in the weather conditions met during the 3 first weeks of the
campaign.

Figure 2.3: Marine cold air outbreak (MCAO) index for the Eastern Greenland Sea (75.00-
80.25◦N, 4.50-10.50◦E) over the ACLOUD/PASCAL measurement period, based on Era-
Interim reanalysis data (Dee et al., 2011) from the ECMWF. The grey median line and per-
centile shading refer to the climatology over 1979-2016, while the black vertical lines separate
the three key periods (CP, WP, and NP) in 2017. The vertical red line represents the me-
teorological situation for the cases studied hereafter. Figure adapted from Knudsen et al.
(2018).

During the CP, the values of the MCAO index mostly exceed the 95th percentile
of the climatology whereas they significantly drop below the median (even below the
25th percentile of the climatology) during the WP. Note that the values of the MCAO
are higher during the CP, showing a stable atmosphere with cold air mass intrusions. As
one of the main objectives of this work is to analyse the cloud properties and improve
cloud mesoscale modelling within the Arctic under regular conditions, the cases studied
in this work (see Section 2.3) were chosen during the NP when measurements were
available. The others periods have been studied recently by Moser et al., [submitted];
Zanatta et al., [submitted], Järvinen et al. [submitted]. Moreover, in order to study
the possible impact of the surface type on the cloud properties, the observation data
analysed throughout this thesis were collected during the ACLOUD flight 19 on the
17th of June 2017 (see Figure 2.3), over sea ice as well as open ocean surfaces.

2.2 Instrumentation

This section presents the instruments used throughout this thesis. Observational data as
provided as a function of time (in UTC), longitude, latitude, altitude and aircraft speed
relative to the ground, by GPS (Global Positioning System) and the Inertial Navigation
System (INS) of the aircraft. Sections 2.2.1 and 2.2.2 describe the instruments used
within this work that were deployed on the Polar 5 and the Polar 6 aircraft, respectively.
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2.2.1 Polar 5 aircraft

The Polar 5 aircraft was primarily operated as a remote sensing aircraft. Active radar
and lidar observations were combined with passive spectral solar and microwave sensors.
Profiles of meteorological parameters were collected by dropsondes. Technical details
about the used instruments are given below:

AVAPS: The Advanced Vertical Atmospheric Profiling System was operated to release
dropsondes of type RS904 (Ikonen et al., 2010). The dropsondes measure the
vertical profiles of air temperature, humidity, pressure, and the hor-
izontal wind vector between typical flight altitude of 3-4 km and the surface.
The vertical resolution of the profiles is about 5 m, determined by the fall velocity
of about 10 m s−1 and the sampling frequency of 2 Hz. A detailed overview of the
specifications, data processing, and data are published in the World Data Centre
PANGAEA (Ehrlich et al. (2019b)).

MiRAC: The MiRAC (Figure 2.4) radar package is composed of an active (MiRAC-
A) and a passive (MiRAC-P) part for remote sensing: a single vertically polarised
frequency-modulated continuous wave (FMCW) cloud radar (MiRAC-A) manu-
factured by RPG (Radiometer Physics GmbH; Küchler et al. (2017)) that provides
the reflectivity factor Ze (in mm6 m−3) at 94 GHz with an uncertainty of 0.5 dBZ
(Mech et al., 2019) and a passive channel radiometer at 89 GHz (MIRAC-P) which
allows to measure the radiance and the brightness temperature. Thus, the MiRAC-
A permits to document themacrophysical structures of the sampled clouds
(height, thickness) whereas the 89 GHz channel of the MiRAC-P, which is espe-
cially sensitive to the emissions of the surface and liquid clouds, can be used to re-
trieve the liquid water path over the open ocean, i.e. where the emissivity of the
surface is low. The processed data of MiRAC-A was published in a combined data
set (Kliesch and Mech (2019), https://doi.org/10.1594/PANGAEA.899565).

Figure 2.4: Left: MiRAC-A with opened belly pod below the research aircraft Polar 5. Figure
adapted from Mech et al. (2019). Right: The AMALi system in zenith-pointing airborne
configuration on board the Polar 5 aircraft. Figure adapted from Stachlewska et al. (2010).

AMALi: The active microwave profiling by MiRAC-A was complemented by the
Airborne Mobile Aerosol Lidar (AMALi) system (Stachlewska et al., 2010) (Fig-

https://doi.org/10.1594/PANGAEA.899565
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ure 2.4). This backscatter lidar has three channels: one unpolarised channel in
the ultraviolet at 355 nm and two channels in the visible spectral range at 532 nm
(perpendicular and a parallel polarised). The lidar has a vertical resolution of
7.5 m and a measuring frequency of 1 Hz averaged over a period of 5 s for a
horizontal resolution of 375 m for a typical aircraft flight speed of 270 km h−1.
AMALi provides cloud features such as the height of the cloud top which can
be identified as the attenuated backscatter channel at 532 nm.

2.2.2 Polar 6 aircraft

The Polar 6 aircraft was primarily equipped with in-situ instruments characterising
aerosol particles, cloud droplets, ice crystals, and trace gases. Descriptions of the in-situ
probes that provide the data analysed throughout this thesis are given below:

CDP-2: The Cloud Droplet Probe (CDP) is composed of a direct diffusion optical
spectrometer (between 2 and 5 µm) using a 0.658 µm wavelength laser diode
(Figure 2.5) and anti-shattering tips to avoid artefacts caused by the shattering of
large ice crystals on the instruments tips. The sampling frequency is 1 Hz. The
instrument counts and sizes individual water droplet, sizes are accumulated in
30 bins with variable widths. For ACLOUD, a 1 µm bin width was chosen for small
droplet sizes from 2 to 14 µm, while larger cloud droplets with a diameter from 16
to 50 µm were collected in 2 µm bins. The diameter of the droplets is deduced from
the theory of Mie (scattering cross section to diameter relationship) and droplet
number size distribution (DSD) is corrected using a Monte Carlo inversion
method (see details in Ehrlich et al. (2009)). Microphysical quantities such as
the LWC , the concentration of droplets Ndrop and the effective droplet
diameter Deff can be derived from the DSD.

Figure 2.5: Optical schematic of the CDP. Light rays coloured in red indicate the scattering
signal for a droplet within the qualifier DoF (Depth of Field), whereas blue light rays indicate
a droplet outside of the qualifier DoF. For the qualified droplet, the scattered light is focused
through the slit of the qualifier mask, allowing the qualifier signal to be great enough such
that the particle is counted. Figure from Lance et al. (2010).
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CIP: The Cloud Imaging Probe (CIP), which is an optical array probe (OAP, Knol-
lenberg (1976)), measures the size and the shape of cloud particles (Baumgardner
et al., 2011) providing the particle size distribution (PSD) as well as the ice
concentration Nice. It has a sampling frequency of 1 Hz. The CIP has nominal
size range of 25 to 1550 µm with a resolution of 25 µm. An assumed a relationship
(given by (Brown and Francis, 1995)) between the diameter (D) and the mass (m)
of the crystals [m(D) = aDb where m is given in kilograms, D in m, and the
constants a and b are respectively equal to 0.0185 and 1.9] allows the IWC to be
deduced using the Equation 2.1, where the summation is over the range of particle
sizes recorded by the CIP (Brown and Francis, 1995).

IWC =
Dmax∑
Dmin

n(D)m(D) (2.1)

Non-spherical ice crystals were separated from liquid droplets based on their cir-
cularity parameter (circularity larger than 1.25 and image area larger than 16
pixels) following the approach developed by Crosier et al. (2011). Only these non-
spherical particle images were used for the computation of the ice phase properties.
Possible contamination of shattering and splashing of ice and liquid particles on
the instruments’ tips have been identified and removed using interarrival time
statistics and image processing (Field et al., 2006).
Depending on the application, different definitions of the particle diameters can be
applied when calculating the PSD. Figure 2.6 displays several possible diameters
that can be used. For example, using the binary image of the measured crystals,
two simple dimensions can be derived from the dimensions of a rectangular box
that fully encloses the particle image (Lawson, 2011): the size Dy is the box
dimension along the direction of the photodiode array and Dx is the box dimension
along the perpendicular direction (along the axis of the forward movement of
the aircraft). The resulting mean of the box lengths Dx and Dy, Dm = (Dx +
Dy)/2, is called the mean chord length. In this study, Dmax is used (Figure 2.6,
in red), which is the maximum dimension originating from the image centre of
gravity (see Leroy et al., 2016). It was used in previous studies performed over
the Arctic region (e.g. as in Jourdan et al., 2010). Others diameters can be
used as the equivalent diameter (Deq) which corresponds to the diameter of the
circle that has the same surface as the particle image, A = (π/4)D2

eq (McFarquhar
and Heymsfield, 1996). Vaillant de Guélis et al. (2019) show that Deq is the
least subjected to error in sizing due to out-of-focus deformation of the image.
Also there is the circumpolar diameter (Dcc) which is the diameter of the circle
encompassing the particle image. This is the diameter used in the Brown and
Francis (1995) mass-diameter relationship. Ehrlich et al. (2019a) showed using a
comparison of averaged PSD calculated using the three different options for the
assumed particle diameter that there are no significant differences between each
calculated PSD.

A complete description of the data processing, including a discussion of the applied
mass-diameter relationships can be found in Leroy et al. (2016). In the CDP-2 and CIP
data sets published in the PANGAEA database (Dupuy et al. (2019), https://doi.
org/10.1594/PANGAEA.899074), the PSDs of all instruments are stored separately.

https://doi.org/10.1594/PANGAEA.899074
https://doi.org/10.1594/PANGAEA.899074
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Figure 2.6: Definition of particle dimensions that are extracted from OAP (Optical Array
Probe) binary images. Blue lines illustrate some possible diameters passing through the centre
of the image, whereas the red line highlights the longest one, which is defined in this study as
the maximum dimension (Dmax). Figure from Leroy et al. (2016).

Moreover, in order to study the aerosol-cloud interactions, several instruments were
deployed on-board the Polar 6 aircraft. These instruments provide the aerosol particle
size distributions (APSDs) and concentrations. The CCN and INP concentrations
are also available. All aerosol particle sizes measured during ACLOUD refer to dry
aerosol because most particulate water evaporates in the sampling lines connecting the
inlets and the instruments due to the higher temperature inside the aircraft cabin.
Details about the instruments are given below:

UHSAS: The ultra-high sensitivity aerosol spectrometer (UHSAS) measures the num-
ber size distribution of particles (Cai et al., 2008) with diameters between 60 and
1000 nm, by detecting scattered laser light divided in 100 user-specified size bins
of variable size (2-30 nm resolution). From these measurements, the mean particle
diameter and the particle number concentration of a defined size range can be
derived. During ACLOUD, two UHSAS were operated either at different inlets
(for simultaneous measurements) or at the same inlet (for intercomparison), the
UHSAS-1 and the UHSAS-2 could reliably detect particles larger than 60 and
80 nm, with a sampling frequency of 3 s and 1 s, respectively. The flow rate was
set to 50 mL min−1.

CPC: The condensation particle counter (CPC TSI-3010) measures the total particle
number concentration (Mertes et al., 1995), via a light-scattering technique after
creating aerosol droplets inside the instrument large enough for detection (using
butanol to make the drops grow and detectable). In this way, number concentra-
tion of particles down to diameters of 10 nm and up to 3 µm (limit of the CPC)
were measured at a sample flow of 1 L min−1.

CVI: The counterflow virtual impactor (CVI) was applied to capture exclusively non-
precipitating cloud particles inside the cloud and to release their cloud residual
particles for aerosol analysis (Ogren et al., 1985; Twohy et al., 2003), which are the
dry particles that remain after the evaporation or sublimation of cloud droplets or
ice particles, respectively. They are closely related to the CCN and INP that form
the clouds. The cloud particle collection is achieved by blowing a so-called counter-
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flow out of the CVI inlet tip. As a consequence, interstitial gases are completely
deflected from the inlet and smaller interstitial particles that are not activated
to cloud droplets or did not nucleate ice particles are considerably decelerated,
stopped, and blown out of the inlet. Only larger particles could overcome the
counterflow and are sampled by the CVI. The minimum cloud particle size that is
collected by the CVI is determined by the air velocity at the inlet tip (true air speed
of Polar 6) and the amount of the counterflow. Due to the rather low air speed
of Polar 6, the adjustment of the counterflow to about 2 L min−1 could minimize
the lower cut-off diameter to only 8 µm, which is slightly higher than reported in
previous operations of the CVI inlet (Schwarzenboeck et al., 2000). Therefore, the
cloud droplet residuals (CDR) could not be sampled for the complete cloud droplet
population (Mertes et al., 2005). From time to time the counterflow was raised to
12 L min−1, in order to sample only the large hydrometeors in the cloud, which
increased the lower cut-off size between 22 and 24 µm (more details in Ehrlich
et al. (2019a)).
The CVI only provides particle separation but does not directly measure aerosol
concentrations. The UHSAS or CPC are connected to CVI in order to measure
the aerosol concentrations.

CMP 22 Pyranometers and CGR4 Pyrgeometers: pairs of CMP 22 pyranome-
ters and CGR4 pyrgeometers were used to measure upward and downward broad-
band irradiances, covering the solar (0.2 - 3.6 µm) and thermal-infrared (4.5 - 42
µm) wavelength range, respectively. Both aircraft, Polar 5 and 6, were configured
with an identical set of instruments and sampled with a frequency of 20 Hz. In
stationary operation, the uncertainty of the sensors is less than 3% (Grobner et al.,
2014).

2.3 One flight, two case studies

According to Young et al. (2016) the microphysics of single-layer mixed-phase stratiform
clouds can significantly change over the transition from sea ice to ocean (see Figure 1.3).
In this framework, two case studies were chosen to investigate cloud properties devel-
oping over sea ice as well as over open ocean using cloud scale modelling. We choose
to analyse the cloud properties observed on the 17th of June in 2017 during the Arctic
regular conditions ( during the normal period (NP) defined by Knudsen et al. (2018); see
Section 2.1) which corresponds to the ACLOUD flight 19. Note that this flight was not
coordinated with the A-Train satellite constellation and the Polarstern was far from the
flight trajectory (see Figure 2.7a). However, this flight has the benefit of cover both sea
ice and open ocean surfaces (see Figure 2.7a). Figure 2.7a illustrates the flights paths
in red and yellow for Polar 5 and Polar 6, respectively. Moreover, the Figure 2.7a shows
the positions of the different dropsondes released from the Polar 5 during the flight 19.
The analyses of the modelled cloud properties described in the chapters hereafter will
be done on two specific domains which cover the two flight parts of interest: one domain
over sea ice area (hereafter called SI) defined between 80.25◦N - 80.38◦N and 1.0◦E-3.0◦E
(blue rectangle in Figure 2.7), and one domain over open ocean (hereafter called OO)
defined between 78.21◦N - 78.33◦N and 5.34◦E - 7.15◦E (green rectangle in Figure 2.7).
Note that dropsondes were also released in the vicinity of both considered domains.



54 Chapter 2. ACLOUD campaign, observations and case studies

Figure 2.7: Flight paths (a) and altitudes (b) for the Polar 5 aircraft (in red) and for the Polar 6
aircraft (in yellow) done on the 17th of June 2017, i.e. ACLOUD flight 19. The rectangles in
blue and in green represent the domain analyses for, respectively, the SI case study and the
OO case study described in chapters hereafter. On panel a), the solid and dotted blue lines
indicate the 15% and the 90% sea ice concentration (derived from the AMSR2 measurements
(Ludwig et al., 2019)), the shading represents the cloud cover (visible image from MODIS), the
locations where the dropsondes (DS) were released are marked thanks to the black triangles,
and the position of the Polarstern is represented by the black diamond. Figure adapted from
the ACLOUD flight report.

Figure 2.7b shows the flight altitudes for both Polar 5 and Polar 6 aircrafts on the
17th of June in 2017. During the whole flight, the Polar 5 flew at higher altitudes
than the Polar 6, with an average altitude of 3.5 km or 4.5 km for the two regions of
interest (rectangles in green (OO) and in blue (SI) in Figure 2.7b). Note that during
both periods, the Polar 5 performed round-trips over the SI and the OO domains. In
addition to the dropsondes, as the remote sensing instruments were on-board the Polar 5,
the available observations will allow us to characterise the vertical thermodynamical
properties of the atmosphere (dropsondes) and the vertical structure of the clouds (lidar
and radar).

Polar 6 aircraft flew at altitudes lower than 1.5 km for both regions of interest
(see Figure 2.7b). In order to well sample the profiles of clouds formed close to the
surface, the Polar 6 aircraft realised horizontal paths (of approximately 15 Nautical
Miles (NM)) at several constant altitude steps called horizontal legs or staircase patterns
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(see Figures 2.8a and b for SI and OO situations, respectively). According to the chosen
legs, the distribution of measurements is not homogeneous on the height of the cloud.
Thus, many measurement points are available along the legs whereas it is not the case
for the parts where the aircraft changes its altitude.

Figure 2.8: The racetrack flight pattern of the aircraft Polar 5 and Polar 6 over: a) sea ice
(SI) and b) open ocean (OO) domains. Cyan lines correspond to the three horizontal paths
(back and forth) performed by the Polar 5 aircraft at several constant altitudes. Black lines
correspond to horizontal paths realised by the Polar 6 aircraft. The red rectangles correspond
to the legs which were performed inside the clouds whereas the others legs were performed
above clouds top or within the precipitation layer according to the flight reports.

To better characterise the surface type (and so identify the surface properties for
both the SI and the OO cases), a cloud-free surface albedo αcf was calculated based
on solar radiation (SW) (Stapf et al., 2020, 2019a,b). Figure 2.9 shows the derived
cloud-free surface albedo for the coordinates of the ACLOUD flight 19. The cloud-
free surface albedo is quite variable according to the type of the surface. Over sea
ice, where SWu,Surf. is important, the values for αcf vary between 0.5 and 0.9 whereas
over the ocean (where more SWd,Surf. is absorbed), they drop between 0.15 and 0.4.
Moreover, if we focus on the modelling domains used in the following chapters, the
surface albedo is on average equal to 0.72 over the SI domain (blue rectangle) and to
0.21 over the OO domain (green rectangle). Also, note that the mean albedo calculated
over sea ice surface (≈ 0.79) (grey area in Figure 2.9) of the ACLOUD flight 19 is
smaller than the mean albedo observed over the same surface type (≈ 0.82) during the
N-ICE (Norwegian Young Sea Ice) campaign which took place in January-June 2015 at
the North of the Svalbard archipelago (Walden et al., 2017). Seasonal and geographical
variations associated to the reduction of the extent of sea ice and local phenomena
such as different meteorological conditions (e.g. snowfalls) could explain the difference



56 Chapter 2. ACLOUD campaign, observations and case studies

Figure 2.9: Cloud-free surface albedo αcf calculated for the coordinates of the ACLOUD
flight 19 from the upward- and downward-looking pyranometers and pyrgeometers. The
processed data were merged and published in a combined data set (Stapf et al. (2019a),
https://doi.org/10.1594/PANGAEA.900442). The black and grey backgrounds correspond
to, respectively, the open ocean and the sea ice cover whereas the rectangles in blue and in
green represent the modelling domains of both the SI and the OO cases.

obtained in the surface albedo between ACLOUD and N-ICE.

2.3.1 Synoptic conditions of both case studies

The synoptic situation was analysed for both case studies, based on the operational
reanalysis data of the ECMWF ERA-5 were used (Copernicus Climate Change Service
(C3S), 2017). These data are provided on a 0.25◦ × 0.25◦ horizontal grid. To illustrate
the synoptic conditions for the 17 June 2017, weather charts are shown in Figures 2.10
and 2.11 for key heights at 12:00 UTC.

Figure 2.10 presents the sea surface pressure in addition to the 750 hPa geopotential
height. Three low (L) pressure systems are present over the region: the first one centred
over Iceland, the second one (less intense) on the Baffin Sea at the West of Greenland,
and the third one at the North-East of the Svalbard archipelago. A little marked high
(H) pressure system is also present on Northern Europe. Figure 2.10 permits to identify
the main air masses close to these different pressure systems at 750 hPa: a polar air
mass descending from the North Pole towards the Svalbard latitudes (blue arrows), and
a temperate air mass coming from the North Atlantic Ocean via the Norwegian Sea (red
arrows).

Figure 2.11 shows weather charts for temperature (T ) and relative humidity with
respect to liquid water (RH) also obtained thanks to the ECMWF ERA-5 operational
reanalysis data at different geopotential heights. Note that in January, during the Arctic
night (or winter), the temperature close to the surface is in average equal to 255 K which
is much lower than the spring temperatures observed during the ACLOUD campaign. In

https://doi.org/10.1594/PANGAEA.900442
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Figure 2.10: ECMWF ERA-5 at 750 hPa geopotential height (in meters; shading) on
17 June 2017 at 12:00 UTC. The figure also presents the sea level pressure (in hPa; white
contours). Blue and red arrows represents air masses coming from the North Pole and the
North Atlantic Ocean, respectively.

fact, the temperature at 1000 hPa is relatively uniform and equals to ≈ 272 K on average
over the ACLOUD flight 19 area (see white rectangle in Figure 2.11a). Figures 2.11a-
c show that the temperature at 1000 hPa, 950 hPa, and 750 hPa becomes colder in
average when the latitude increases (i.e. towards the North Pole). However, higher
temperatures can be locally visible around the ACLOUD flight 19 area compared to
the mean temperature present in the surrounding area, such as over the North of the
Greenland and at the North of the Svalbard archipelago, where the increase in the
temperature field can reach up to 7 K. Also, cooler air can locally be present as at
750 hPa within the ACLOUD flight 19 area (Figure 2.11c).

Figures 2.11d-f show that the relative humidity (RH) field is not very variable at
950 hPa and 1000 hPa, but it becomes more variable and heterogeneous at 750 hPa.
Above sea ice or open ocean (i.e. zones without any reliefs), the RH is more uniform over
the Northern Arctic than over the Southern parts of the Arctic both at 1000 hPa and
950 hPa. At 750 hPa, the variabilities in the RH field are more marked. For example,
the RH is in average equals to 85% over the ACLOUD flight 19 area and decrease sharply
around this area (e.g. to ≈ 40% or ≈ 50% at the South or the North, respectively).
Humidity differences are associated with synoptic situation shown in Figure 2.10. Note
that the warmer local temperatures identified over the North of the Greenland and at
the North of the Svalbard archipelago are associated to dry conditions at 1000 hPa,
950 hPa and 750 hPa. Far from the area of study, the RH can decrease to lower
values, as e.g. over Northern Europe where RH values drop to 20% at 1000 hPa and
950 hPa (Figures 2.11d-e). Figures 2.11d-f permit to identify saturation spots (where
RH = 100%) within the ACLOUD flight 19 area at 950 hPa and 750 hPa suggesting
the presence of clouds at these levels.

According to Figures 2.10 and 2.11, the synoptic conditions for the 17th of June at
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Figure 2.11: Temperature (in K) (a-c) and relative humidity with respect to liquid water
(RH) (in %) (d-f) at the 1000 hPa (a,d), the 950 hPa (b,e) and the 750 hPa (c,f) geopotential
heights.

12:00 UTC reveal the presence of two main air masses around the Svalbard archipelago:
one cold air mass coming from the North and the other one from the South (i.e. from
the North Atlantic Ocean). The latter air mass regularly observed (Tjernström and
Graverson, 2009; Yu et al., 2019) brings moisture and heat (Dufour et al., 2016; Sorteberg
and Walsh, 2008; Woods et al., 2013) causing temperature and humidity variations,
instabilities and weather changes which promote cloud formation and persistence on the
Svalbard region (Savre et al., 2015). However, the analyses of the synoptic conditions
also reveal a particular situation for this date. A local cool area is visible in Figure
2.11c within the ACLOUD flight 19 zone as well as a warm and dry air at the North
of the Svalbard; conditions that are not very common in the region and which could
impact the cloud formation and evolution.
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2.3.2 Sea Ice (SI) case study

Observations obtained from instruments on-board the Polar 5 and Polar 6 aircraft (de-
scribed in Section 2.2) over the SI domain (see blue rectangles in Figure 2.7) are dis-
cussed in this section. We recall that the Polar 5 aircraft flew at higher altitudes than
the Polar 6 aircraft. The Polar 5 aircraft made return-trips over the domain whereas the
Polar 6 flight was composed of 5 legs within the sampled clouds (see flight schematic in
Figure 2.8a). The in-situ observations of Polar 5 and Polar 6 presented hereafter focus
on the legs 3 and 5, which were done inside of cloud. According to the flight reports,
legs 1 and 2 were done inside a precipitation layer, and the leg 4 was done above the
clouds.

a) Thermodynamic and macrophysical properties

As described in the Section 2.2.1, the dropsondes released from the Polar 5 aircraft
permit to characterise the vertical thermodynamic properties. During the flight 19,
several dropsondes were launched. One of them was released over sea ice surface, close
to the SI domain. The position of this dropsonde is approximately at 80.3◦N and 4.6◦E,
and the corresponding time is 11:20 UTC (see DS1 position in Figure 2.7a). Figure 2.12
presents the skew-T log-P diagram obtained with the DS1 measurements, i.e. the profiles
of the dew point temperature Td (in blue dashed line), the temperature T (in red line),
and the horizontal wind vh properties (barbs).

Figure 2.12: Temperature T (red solid line) and dew point temperature Td (blue dashed line)
profiles from the dropsonde (DS1) released during flight 19 over sea ice (SI) at 11:20 UTC(see
DS1 position in Figure 2.7a). The barbs show the vertical properties of the wind speed and
direction.

Figure 2.12 shows that the temperature close to the surface is equal to -2.5◦C. Then
the temperature decreases with the altitude up to 950 hPa (≈ 500 m) where, at this
level, there is a temperature inversion until approximately 875 hPa (≈ 1200 m), with
an isotherm condition (T ≈ -6◦C) between 950 hPa and 925 hPa (i.e. 500-750 m). At
altitudes above the 875 hPa level, the temperature decreases with the altitude except for
the 800-775 hPa layer (at about 2000 m altitude) where a second temperature inversion
is observed. This latter temperature inversion is nevertheless less intense than the one
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present at lower altitudes. The dew point temperature is equal to -4◦C at the surface.
Then all along the profile, the dew point temperature follows closely the temperature of
the air, except between 870 hPa and 800 hPa (≈ 1250-1950 m). Thus, the atmosphere
is quite humid on almost all the profile (also reproduced within the ERA-5 product at
1000 hPa, 950 hPa and 750 hPa; see Figures 2.11d-f). Using this skew-T log-P diagram,
the Lifting Condensation Level (LCL) can be estimated at approximately 980 hPa, i.e.
at ≈ 200 m altitude. Due to the temperature inversion at 950 hPa, we can assume
that low-level thin clouds could be present over the SI surface, which is confirmed by
the radar reflectivity measurements in Figure 2.13. Moreover, according to the humid
conditions (95%) observed at the highest altitudes of the DS1, we can suppose a second
cloud layer for this case study at levels above 800 hPa (≈ 2000 m altitude).

In this framework, thanks to the reflectivity1 field (Z) obtained using the 94 GHz
MIRAC-A radar that was on-board the Polar 5 aircraft permits to identify clearly the
two cloud layers (Figure 2.13). Indeed, Figure 2.13 which presents the temporal evolu-
tion of the vertical profile of the radar reflectivity shows two types of clouds: low-level
clouds (200-600 m) with precipitating ice and maybe droplets close to the cloud top and
mid-level clouds (1500-3500 m) with vertical bands of Z which could be associated to
precipitating ice crystals. Figure 2.13 also illustrates the observations obtained by the
AMALi Lidar (see Section 2.2.1), which gives the altitude of the cloud top.

b) Air mass origin and aerosols properties

As described by Gultepe et al. (2000) and Gultepe and Isaac (2002), Arctic cloud
properties are strongly linked to the air mass origin. For these reasons, we also studied
the air mass origin for the two different cloud layers occurring in the SI case. This
study was performed using a 3D kinematic trajectory code, the CAT model (Comput-
ing Advection-interpolation of atmospheric parameters and Trajectory tool; Baray et al.
(2020)). This model can be used in a backward mode that permits back-trajectory
analysis. CAT is initialised with the wind fields from the ERA-5 reanalysis data pro-
vided by the ECMWF organisation (Hersbach et al., 2018a,b) and generated using the
Copernicus Climate Change Service information. The back-trajectories are calculated
over 72 hours using this dynamical product over a topography matrix with a horizontal
grid resolution of ≈ 10 km, and a spatial resolution of 0.25◦ in latitude and longitude,
calculated every 3 hours. The number of vertical levels were 20 between 1000 hPa and
300 hPa.

To perform this back-trajectory study, a suitable start point in time and space have
to be chosen for the two cloud layers. The spatial and temporal coordinates were defined
according to the flight trajectory, and the radar observations where the altitudes of both
cloud layers are visible (see Figure 2.13). In this way, two sets of back-trajectories were
performed: one set to study the low-level cloud layer using as start point the position
of the Polar 5 aircraft at 11:00 UTC and an altitude of 500 m and another set to study
the mid-level cloud layer using the same position but with a higher vertical coordinate,
i.e. 2800 m.

For the SI case, the air masses at the origin of the both cloud layers are from
1The radar reflectivity Z in dBZ is obtained using the Ze in mm6 m−3 via the following expression:

Z = 10 log10Ze.
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Figure 2.13: Temporal evolution of the profile of the radar reflectivity obtained with the
94 GHz MIRAC-A cloud radar system (in dBZ; colour scale) and of the cloud top determined
by means of the AMALi lidar system (black solid line represents the altitude of the cloud top)
over the SI surface. These both remote sensing systems were on-board the Polar 5 aircraft
whose flight altitude is described with the grey solid line. Note that the Polar 5 aircraft
performed a round-trip over the SI domain (see Figures 2.7 and 2.8a for the Polar 5 and Polar
6 flight paths). The processed data of MiRAC-A and AMALi were merged and published in a
combined data set: https://doi.org/10.1594/PANGAEA.899565 (Kliesch and Mech, 2019),
and https://doi.org/10.1594/PANGAEA.899962 (Neuber et al., 2019), respectively.

the North and the North-North-East of the Svalbard (Figures 2.14a and d) following
approximately a constant altitude for each cloud layer. Figure 2.14b shows that the
temperature of the air mass at the origin of the low-level clouds decreases due to a
mixture with another air mass, meaning that at 500 m altitude the air is warmer close
to the North Pole (274 K) than close to the Svalbard archipelago (270 K). This trend
reflects the particular situation already identified during the analyses of the synoptic
conditions (see Figure 2.10). Figure 2.14e shows that at 2800 m the temperature of the
air mass at the origin of the mid-level clouds follows the same trend: the temperature
decreases from 268 K to 263 K towards the Svalbard archipelago. Figure 2.14c shows
that at 500 m the humidity of the air mass is constant during all trajectory, instead at
2800 m in Figure 2.14f we can see an increase of humidity from 40% to 90% towards
the Svalbard archipelago.

The back-trajectories analysis permits to show that the northerly air masses at the
origin of both cloud layers pass neither over industrial areas nor over land surfaces, but
stay over sea ice surfaces (see Figure 2.7a). This can explain the quite clean atmospheric
properties observed for the SI case (Figure 2.15) with the CPC instrument (i.e. particles
> 10 nm) deployed on-board the Polar 6 aircraft (see Section 2.2). Figure 2.15a shows
that the temporal evolution of the aerosol particle (AP) concentration NAP,SI is quite
variable, by about 4 orders of magnitude, for the SI case. The median value for the
NAP,SI is equal to 13 cm−3, which is smaller than the median obtained for the whole
campaign (240 cm−3) (Wendisch et al., 2019).

https://doi.org/10.1594/PANGAEA.899565
https://doi.org/10.1594/PANGAEA.899962
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Figure 2.14: 72 hours mean mass back-trajectories calculated for the a)-c) low-level clouds
(start point at 500 m altitude) and for the d)-f) mid-level clouds (start point at 2800 m altitude)
of the SI case. The panels a) and d) give the 3D air mass evolution whereas the panels b), e)
give the temporal evolution of the air mass temperature and c), f) give the temporal evolution
of the air mass RH for both cloud layers.

Figure 2.15 also shows the temporal evolution of the CCN concentration (NCCN,SI),
which was derived from CPC using the CVI inlet resulting in a cut-off diameter of 12 µm
(see Section 2.2). The aerosols measured are the CPRs (cloud particle residues) inside
the cloud, which are the dry particles that remain after evaporation or sublimation of
cloud droplets (CCN). For the NCCN,SI , the median value is equal to 9 cm−3 which
is comparable with the median during all the normal period (NP period identified in
Figure 2.3) over SI (11 cm−3) (Baudoux, 2022). The low CCN concentrations measured
during ACLOUD are comparable with the observations performed during ASCOS (Arc-
tic Summer Cloud Ocean Study at the North of the Svalbard archipelago, Tjernström
et al. (2014)) since during this campaign the observed CCN concentrations were between
about 10 and 100 cm−3 most of the time, with occasional values near or below 1 cm−3

(Martin et al., 2011; Mauritsen et al., 2011; Tjernström et al., 2014; Leck and Svensson,
2015).
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Figure 2.15: Temporal evolutions of a) total aerosol particle number concentration NAP,SI for
the SI case in the diameter range from 10 nm to 3 µm, b) CCN concentration derived NCCN,SI ,
c) INP concentration NINP,SI derived from the DeMott et al. (2010) parameterisation and d)
flight altitudes for Polar 6 aircraft.

Regarding the INP, the temporal evolution of the INP concentrations (NINP,SI) can
be calculated using the parameterisation of DeMott et al. (2010). This parameterisation
relates the INP number concentration NINP (in L−1) to the temperature T (in K), and
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the number concentration of the aerosol particles with diameters larger than 0.5 µm
NAP,0.5 (in cm−3) according to the Equation 2.2:

NINP = 5.94× 10−5 × (273.15− T )3.33 × (NAP,0.5){0.0264×(273.15−T )+0.0033} (2.2)

Figure 2.15c shows the INP concentrations derived using the Equation 2.2, and the
observations for NAP,0.5 and the temperature. The uncertainty attributed to the pa-
rameterisation is approximately of an order of magnitude. Note that the median value
for the NAP,0.5 measured over the SI domain is equal to 0.7 cm−3 and the associated
value for the NINP,SI is equal to 8.19 × 10−4 L−1. This value is much smaller than
the mean NINP concentration obtained for that day (≈ 1.25 × 10−2 L−1) as presented
in Wendisch et al. (2019). The lower values in the INP concentrations obtained with
the parameterisation could be explained by the fact that Wendisch et al. (2019) present
the INP concentrations at a temperature T = -22.5◦C derived from measurements of
polycarbonate filters deployed on the Polarstern, i.e. at the surface where the aerosol
particle concentrations NAP are more important.

c) Radiative properties

The radiative fluxes play a significant role in the Arctic energy budget and the surface
energy fluxes which then impact the boundary layer properties (see Sections 1.1.2(c)-
(d)). Clouds are also an essential component since they interact with solar (SW) and
terrestrial (LW) radiations (see Section 1.1.2(e)). During ACLOUD, measurements of
various radiative parameters were performed by Polar 5 and Polar 6 aircrafts, in order to
better characterise different radiation fluxes and the interactions between the surface and
the clouds (i.e. with flight legs performed just above or below the clouds; see Figure 2.8).
In order to compare both case studies SI and OO, according to available data, only data
from Polar 5 are analysed. Instruments and data (Stapf et al., 2020, 2019a,b) used
hereafter are the same than those used in the determination of the cloud-free surface
albedo presented in Section 2.3. The processing of the pyranometer and pyrgeometer
data is detailed in Ehrlich et al. (2019a). In this section, shortwave and longwave upward
and downward broadband irradiance measurements are analyzed (measurements from
Polar 5 aircraft done at ≈ 3.5 km altitude).

Figures 2.16a-c present the probability density functions (PDF) of the observed
upward, downward and net fluxes (identified by the following subscripts u, d and net

respectively) for the solar (SW), terrestrial (LW) and total radiation. The shortwave
net (SWnet) and longwave net (LWnet) terms are respectively given by the Equations 2.3
and 2.4. The analysis was made taking into account all sky conditions:

FSW,net = (SWd − SWu) (2.3)
FLW,net = (LWd − LWu) (2.4)

Figure 2.16a shows that an important fraction of the energy emitted by the sun is
reflected by the clouds and the ice surface since the median of the SWu and SWd are
equal to 446 W m−2 and 646 W m−2 respectively. The median of the SWnet radiation is
equal to 200 W m−2. Figure 2.16b shows that almost all the energy emitted by the Earth
is trapped by the clouds and then re-emitted, as the median of LWu and LWd are equal
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Figure 2.16: Probability density function (PDF) of observed a) upward, downward and net
solar (SW) radiation, b) upward (u), downward (d) and net (net) terrestrial (LW) radiation,
and c) total radiation (SWnet + LWnet), obtained from Polar 5 aircraft at ≈ 3.5 km altitude
over SI. Panel d) shows the PDF of the solar (in blue), the terrestrial (in green) and the total
(in red) CRF. Values in legends indicate the median of the respective variables. The analysis
was made taking into account all sky conditions.

to 258 W m−2 and 138 W m−2 respectively. The median of the total radiation is equal
to 72 W m−2 for the SI case (see Figure 2.16c), showing that net surface irradiance is
mainly mediated by its solar component. Note that the median values for SWnet, LWnet

and the total radiation are higher than the values found during the whole ACLOUD
campaign, which is related to varying sea ice albedo during the campaign. Additionally,
the incoming solar radiation varied between research flights as they took place a different
times of the day which also introduces further variability.

To better understand the behaviour of clouds and their interactions with the surface,
we analysed the surface CRF according to Stapf et al. (2020). The CRF (defined in
Chapter 1) is calculated at the flight altitude of the Polar 5 (≈ 3500 m; as visible in
Figure 2.7b). The surface CRF is defined by the Equation 2.5:

CRF = Fnet − F cf
net (2.5)

CRF = (FSW,net + FLW,net)− (F cf
SW,net + F cf

LW,net) (2.6)

where the superscripts cf denote the cloud-free conditions (Ramanathan et al., 1989)
and the parameters without superscripts correspond to all-sky conditions (analysed in
Figure 2.16).

For practical reasons, it is impossible to simultaneously measure in cloudy and in
cloud-free conditions at the same time and location. Therefore, the approach used in
Stapf et al. (2020) is to measure net irradiances in cloudy conditions and estimate the
respective net irradiances in an assumed cloud-free atmosphere with radiative-transfer
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simulations (more details in Stapf et al., 2020). Figure 2.16d shows the LW, SW and
total CRF obtained for the SI case. The median values for ∆FLW and ∆FSW are
respectively 57.07 W m−2 (warming effect) and -39.51 W m−2 (cooling effect) over sea
ice surface. In total, ∆F is equal to 19.36 W m−2 (the total CRF is positive) meaning
that a warming effect is produced in this case.

In addition, the sensible heat flux, which shows the ability of the surface to exchange
heat with the atmosphere while its temperature is changing, can be determined thanks
to the observations. Also, using the eddy covariance method (Foken et al., 2012) and
the Reynolds decomposition (which is used to break an observed variable (u) into means
(u) and deviations (u′): u = u+ u′), the sensible heat flux can be defined as:

Fsensible = ρcpw′θ′ (2.7)

with ρ the air density, calculated using the perfect gas law with the temperature and
pressure for dry air, cp the heat capacity of dry air, w′ and θ′ the perturbation in vertical
wind speed and in potential temperature respectively. This calculation is applied only
to the different horizontal legs of Polar 6 aircraft (see Figure 2.8a) because the flight
changes in altitude are responsible for significant potential temperature and vertical
velocity variations that cause outliers for the sensible heat flux.

Figure 2.17 shows the sensible heat flux for the different legs of the SI case, i.e. it
provides an estimation of the vertical profile of the sensible heat fluxes. The chosen

Figure 2.17: Vertical profile of the sensible heat fluxes for the SI case. Values in red correspond
to the sensible heat flux obtaines for each horizontal leg of the flight (≈ 10 minutes for each
leg). The gray lines indicate the cloud base and top in accordance with reflectivity radar
measurements.

convention entails that the negative values are when the atmosphere loses energy in
favour of the cloud and positive values are when the opposite occurs. We can note
that there are large flux variations inside the cloud layer. Moreover, the negative value
obtained for the sensible heat flux suggests vertical wind transport below the cloud
layer. Whereas the positive value located above the cloud layer, suggests the presence
of turbulence caused by the radiative cooling of supercooled water at the top of the
clouds (see Section 2.3.2(d)).

Moreover, we can identify the influence of the surface on the clouds, following the
methodology defined by Gierens et al. (2020); Griesche et al. (2021), which analyse the



2.3. One flight, two case studies 67

behavior of potential temperature (θ) between the surface and the cloud base. For the
SI case, the vertical variation of θ is equal to 0.34 K (which is lower than the 0.5 K
threshold value defined in Gierens et al. (2020); Griesche et al. (2021), meaning that we
we have a coupled cloud-surface system.

d) Microphysical cloud properties

The microphysics probes on-board the Polar 6 aircraft permit to characterise the
in-cloud properties over SI surface (see Section 2.2.2). However, this characterisation is
only possible within the low-level cloud layer since in-situ microphysics observations are
only available at altitudes lower than 1500 m as shown in Figures 2.7b and 2.8a.

Figure 2.18 shows the mean PSD and the mean DSD derived from CIP and CDP
data. As explained in Section 2.2.2, several assumptions can be made to compute the
PSD. Hereafter, the diameter used to determine the PSD is the maximum diameter
(Dmax) (Leroy et al., 2016) which corresponds to the maximum dimension originating
from the gravity centre of the image (see red segment in Figure 2.6).

The PSDs and DSDs shown in Figure 2.18a, are averaged on 480 seconds for each leg
of the flight (see Figure 2.8a) improving their representativeness. In addition, the spread
of the measurements for each leg permits to quantify cloud horizontal heterogeneities.
Figure 2.18b presents the DSD and the PSD corresponding to the mean in-cloud prop-
erties. These latter distributions are calculated doing the median or the mean of the
observations considering only the in-cloud legs, i.e. using the data from legs 3 and 5
(legs with a red rectangle in Figure 2.8a). As explained in the Section 2.3, the legs 1
and 2 were done inside the precipitation layer and the leg 4 was done above the clouds
according to the flight report.

Figures 2.18a-b show that the droplets have smaller sizes than the ice particles since
their size ranges are around 2-40 µm and 80-2000 µm, respectively (we remind that
smaller crystals were not measured due to instrument limitation, see Section 2.2.2).
Moreover, the droplets are more numerous (by more than 4 orders of magnitude) than
the ice particles. Except for the leg 4 (at ≈ 1000 m), this behaviour is quite the same
for all the legs. The leg 4 reveals that only few droplets and quasi no ice particles are
present at the top of the sampled low-level clouds (see Figure 2.8a). For the others legs,
the differences between each of the DSDs or PSDs are small.

Regarding only the DSDs, the number of the smallest droplets (< 9 µm) is equivalent
for all the legs except for the leg 1 (Figure 2.18a). The leg 1 shows that at an altitude of
≈ 60 m the number of the smallest droplets is more important than at higher altitudes
whereas the number of larger droplets is less important. Indeed, the droplets with size
larger than 10 µm are around one order of magnitude more numerous for legs 2, 3, and
5 compared to leg 1. The most observed drop sizes are different (but remains close)
on each of these three legs: 19 µm for the leg 2 (i.e. at 220 m), 20 µm for the leg 3
(i.e. at 380 m), and 11 µm for the leg 5 (i.e. at 550 m). Considering the ice phase, the
PSDs obtained for the legs 1, 2, and 3 are quite similar (Figure 2.18a); the ice particles
with a diameter between 200 µm and 350 µm are nevertheless slightly less numerous
for the leg 3 (i.e. at 380 m) than for the legs 1 and 2. The PSD obtained for the leg 5
is different than the three others since: the ice particles with diameters < 400 µm are
less numerous, the ice particles with diameters between 400 µm and 1 mm are sligntly
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Figure 2.18: Mean PSDs and DSDs obtained (a) for each of the five legs (i.e. leg 1: 60 m,
leg 2: 220 m, leg 3: 380 m, leg 5: 550 m, leg 4: 1000 m) of the SI case described in Figure 2.8a
and (b) considering only the in-cloud legs (i.e. legs 3 and 5; legs with a red rectangle in
Figure 2.8a). Both the mean and the median are shown to describe the properties of the
in-cloud PSDs and DSDs. The Q1 and Q3 indicate the first and the third quartiles illustrating
the small spread of the observations.

more numerous, and the maximum diameter observed at this altitude is around 1.5 mm.
Indeed, even if they are few, the maximum size of the ice particles observed for the legs 1
and 2 are approximately 2.5 mm and 3 mm, respectively.

According to our analysis of the mean DSDs and PSDs for each leg of the flight,
we can note that the microphysics properties of the liquid and ice hydrometeors along
the leg 2 (which is supposed to be performed within the precipitation layer) are not so
different than those obtained along the leg 3. This might be due to the fact that the leg 2
(i.e. leg at 220 m altitude) was performed at the vicinity of the cloud base. According
to Figure 2.12, the LCL is at ≈ 200 m. Moreover, in the opposite, the microphysics
properties for droplets and ice particles obtained along the leg 5 (at 550 m, which is close
to the T -inversion shown in Figure 2.12) are quite different than those obtained for the
other leg performed inside the clouds (i.e. the leg 3). The shorter period (only 2 min)
of measurement for the leg 5 (see Figure 2.8a; see also Figures 2.19b-f and 2.20b-f) or
the temporal gap (≈ 15 min) between these both legs might explained this difference;
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the properties of the low-level clouds could have changed between leg 3 and leg 5).

Thanks to the PSD and DSD measured for each leg of the flight, the temporal
evolution of the concentration of droplets and ice particles (Figures 2.19b-f) can be
calculated as well as the temporal evolution of the LWC and IWC (Figures 2.20b-f).
Moreover, Figures 2.19a and 2.20a present, respectively, the mean and spread values for
both concentrations and water contents for the ice and liquid phases providing thereby
the vertical trends of all these microphysics parameters.

Figures 2.19b-f and 2.20b-f show that the concentrations as well as the contents
of the liquid and ice phases along each leg are highly variable in the time. In order to
distinguish the inside and outside cloud regions, thresholds on the IWC and LWC values
are defined. Thus, we used the ranges defined in previous studies (Dupuy et al., 2018;
Mioche et al., 2017) as IWC ≥ 5 × 10−5 g m−3 and a LWC ≥ 0.01 g m−3. Note that with
this hypothesis the leg 2 would be performed inside clouds. However, considering the
data from this leg in the calculation of the mean, the results do not change significantly.

Figure 2.19a confirms that the concentrations of both droplets and ice particles are
negligible along the leg 4 (at ≈ 1000 m). Also, Figure 2.20a shows that the droplet con-
centration is higher than the ice particle concentration by approximately 3-4 orders of
magnitude for all the other legs. Nevertheless, these concentrations are both quite con-
stant along the profile below 600 m with an exception for Ndrop at 60 m (leg 1). The max-
imum values observed for droplet and ice particle number concentration are 50.8 cm−3

and 4.5 × 10−2 cm−3 respectively, which are higher than the mean droplet concentration
(20 ± 55 cm−3) and the mean ice particle concentration ((4.2 ± 41) × 10−4 cm−3) found
during the entire normal period (NP) of the ACLOUD campaign (see NP properties in
Section 2.1).

Figure 2.20a indicates that the clouds sampled during the ACLOUD flight 19 mainly
consisted of supercooled liquid water since the LWC is much higher than the IWC along
the legs performed within the clouds. Note that according to the flight report only
the legs 3 and 5 are performed inside clouds (see Figure 2.8a) whereas according to
our thresholds the leg 2 was also performed inside clouds. Within the precipitation
layer (below 100 m), the LWC is closer to the IWC. With the exception for the leg 5
(whose the tendencies for the DSD and PSD properties were also different than those
of other in-cloud legs), the LWC and the IWC seem respectively slightly to increase
and decrease with the increasing altitude. Note that the maximum LWC and IWC
values observed for this SI case are 0.189 g m−3 and 0.0015 g m−3, and these values are
respectively higher and lower than the mean liquid and ice water contents found during
NP (0.07 ± 0.08 g m−3 for the LWC and 0.05 ± 0.005 g m−3 for the IWC).

The combination of the different observations (see Figures 2.12-2.20) reveals the main
thermodynamics and microphysics vertical properties of the low-level clouds observed
over SI surface on the 17 June 2017. The cloud layer is in average present from ≈ 200 m
to 600 m. Within the clouds, the temperature T decreases from -2◦C to -5.5◦C and
rapidly increases just above the cloud top. The relative humidity RH inside the cloud is
around 100% and declines to values around 85% above the cloud top. Thus, the low-level
clouds are capped by a warmer and drier air which is common for the Arctic MPCs. Also,
the droplet number concentration Ndrop shows quasi constant values around 45 cm−3

and the LWC slightly increases with altitude inside the cloud layer. The ice particle
concentration Nice is close to a constant value (≈ 3 × 10−2 cm−3) all along the profile
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Figure 2.19: a) Vertical profile of the concentration of droplets (Ndrop) and ice particles
(Nice) for the SI case from CPI and CDP measurements. Points correspond to the median of
the observed data (for the different legs) and intervals indicate the first (Q1) and the third
(Q3) quartiles. b-f) Temporal evolution of (Ndrop) and ice particles (Nice) for each leg (see
Figure 2.8a for corresponding altitudes). Each parameter characterising the liquid or the ice
phase are plotted in red or in blue, respectively.

inside the cloud layer. Moreover, the IWC seems to be slightly decreasing with altitude.
However, the spread in the IWC values is important (see Q1 and Q3 values for each leg
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Figure 2.20: a) Vertical profile of the liquid (LWC) and ice water (IWC) contents for the
SI case from CPI and CDP measurements. Points correspond to the median of the observed
data (for the different legs) and intervals indicate the first (Q1) and the third (Q3) quartiles.
b-f) Temporal evolution of (LWC) and ice particles (IWC) for each leg (see Figure 2.8a for
corresponding altitudes). Each parameter characterising the liquid or the ice phase are plotted
in red or in blue, respectively.

in Figure 2.20a) reflecting the extreme horizontal variability in the data. Both vertical
tendencies for liquid (Ndrop and LWC) and ice (Nice and IWC) phases are typical for



72 Chapter 2. ACLOUD campaign, observations and case studies

MPCs generated by adiabatic lifting (Klingebiel et al., 2015; McFarquhar et al., 2011,
2007) with precipitating ice.

2.3.3 Open Ocean (OO) case study

This section presents the thermodynamics, radiative, and microphysics cloud properties
observed for the open ocean (OO) case (see the green rectangles in Figure 2.7). The
observations are presented in the same way than for the SI case in order to facilitate
the comparison between the two case studies. Moreover, a synthetic comparison of the
main features of the two cases will be available in the Section 2.4.

a) Thermodynamic and macrophysical properties

One of the dropsondes released during the ACLOUD flight 19 provides thermody-
namical profile of the 17 June 2017 situation over open ocean surface. The exact position
of this dropsonde is approximately at 78.3◦N and 8.1◦E; and the corresponding time is
14:25 UTC (see DS4 position in Figure 2.7a). Figure 2.21 presents the skew-T log-P
diagram obtained with the DS4 measurements.

Figure 2.21: As in Figure 2.12 but for the DS4 dropsonde released over open ocean surface
(OO) at 14:25 UTC.

Figure 2.21 shows that the temperature close to the surface is equal to 2.5◦C which
is higher than the surface temperature observed for the SI case. Then, the trend is quite
similar to the SI profile. Indeed, the temperature decreases with the altitude up to the
≈ 960 hPa level (≈ 450 m) where there is a first temperature inversion. This T -inversion
is present until approximately 920 hPa (≈ 800 m). At higher levels, the temperature
decreases with the altitude except in the 860-825 hPa layer (i.e., 1350-1700 m) where
a second temperature inversion is observed. At ≈ 780 hPa (or 2150 m), a slightly
thicker layer is present for the SI case (see the 725 hPa level in Figure 2.12) where
isotherm conditions exist. Regarding the dew point temperature, it is equal to -2◦C at
the surface which is quite similar than for the SI case. Thus, the relative humidity is
lower in the OO case (≈ 80%) than in the SI case (≈ 90%) at the surface. Then, the
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mixing ratio is quasi constant up to 960 hPa (≈ 450 m) which means that the relative
humidity increases with the altitude up to the 960 hPa level. The profile reveals humid
conditions at higher altitudes with the exception of both 860-800 hPa and 750-700 hPa
layers. The LCL is approximately at 940 hPa, i.e. at ≈ 500 m altitude. Due to the
second temperature inversion at 860 hPa (i.e. at ≈ 1350 m altitude), we can assume
that low-level thin clouds could be present over the OO surface. Moreover, according
to the humid conditions observed at the highest altitudes of the DS4, especially around
780 hPa, a mid-level cloud layer could also be present. So, as in the SI case, two
cloud layers could be present. However, according to the thermodynamics conditions
(Figure 2.21), it seems that the bases of both cloud layers are slightly higher in the OO
case in comparison with SI case.

Figure 2.22 presents the temporal evolution of the vertical profile of the radar re-
flectivity and the altitude of the cloud top for the OO case, derived from the lidar
backscattering coefficient measurements.

Figure 2.22: As in Figure 2.13 but for OO case. Round-trip of the Polar 5 aircraft is visible
at 14:30 UTC.

As for the SI case, two types of clouds are observed: low-level clouds (300-1000 m)
with small precipitation bands below, and mid-level clouds (2200-3500 m) with more
intense precipitation (thick vertical bands of Z below the cloud base). Note that, using
the AMALi Lidar system, the altitude of the cloud top is easier to determine than the
altitude of the cloud base. Figure 2.22 also shows that, unlike in the SI case, the two
layers of clouds are not concomitant in the OO case. Moreover, the round-trip done by
the Polar 5 aircraft at 14:30 UTC permits to identify the temporal development of the
mid-level clouds with, in particular, the intensification of the precipitation.
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b) Air mass origin and aerosols properties

Using the CAT model (Baray et al., 2020), the air mass origin of both cloud layers
can again be analysed (Figure 2.23) for this case. To do this, two sets of 72 hours

Figure 2.23: As in Figure 2.14 but for the two cloud layers of the OO case.

back-trajectories were performed using as start point the position of the Polar 5 aircraft
at 14:00 UTC with an altitude of respectively 500 m or 2800 m to study the low-level
clouds or the mid-level clouds.

As for the SI case, Figures 2.23a-c show that the air mass at the origin of the low-
level clouds is from the North of the Svalbard. The altitude of this air mass is still
constant (Figure 2.23a) and the temperature slightly decreases during the 42 first hours
analysed (from 271 K to 269 K) and then increases (from 269 K to 273 K) during the 30
following hours (Figure 2.23d). These temperature variations can be explained by the
uncommon local cool area identified at the North-West of the Svalbard on the 17 June
2017 (see ERA-5 synoptic conditions in Section 2.3.1). The air mass at the origin of the
mid-level cloud layer is from the West of the Svalbard for the OO case (Figure 2.23d-f)
while the air mass at the origin of the mid-level cloud layer for the SI case was from the
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North-North-East of the Svalbard (see Section 2.3.2(a)). Figure 2.23d shows that the
altitude of this air mass varies from 3 km to 2 km as it passes from Greenland to the
Greenland Sea. The air mass temperature (Figure 2.23e) varies simultaneously with the
altitude; colder temperatures at higher altitudes and vice versa. The air mass relative
humidity also varies simultaneously with the altitude; more relative humidity at higher
altitudes (where the temperatures are lower), and vice versa (Figure 2.23f).

The back-trajectories show that air masses at the origin of both cloud layers of
the OO case are completely different. Thus, these air mass origins could impact the
aerosol properties along the profile. Indeed, the northerly air mass within the boundary
layer could be assumed clean whereas the westerly air mass within the free troposphere
could be assumed polluted since hydrocarbon exploitation areas and mining activities
are present on the east coast of Greenland. Moreover, in contrast to the SI case, sea
salts could be locally emitted by the oceanic surface in the OO case. The aerosol
measurements performed during ACLOUD from the Polar 6 aircraft can give few hints
about the aerosol properties at the lowest levels of the atmosphere (Figure 2.24).

In this framework, Figure 2.24a shows the temporal evolution of the aerosol con-
centration NAP,OO. We can see that NAP,OO is less variable in time than NAP,SI . Note
that there are missing data between 14:47 and 14:52 UTC due to instrumental malfunc-
tions: the inlet heating broke two flights before and so the inlet was frozen from time
to time. Moreover, the UHSAS broke during this ACLOUD flight 19. Thus, no CCN
data (NCCN,OO) are available for the OO case. According to Wendisch et al. (2019),
the CCN concentrations were higher over open ocean surfaces (100 cm−3 in average)
and Baudoux (2022) found that the median NCCN is 28 cm−3 for all the normal period
(NP period; see Figure 2.3) of the ACLOUD campaign. As for the SI case, NAP,OO

concentrations were derived from the CPC (see Section 2.2). The NAP,OO median value
is equal to 3 × 103 cm−3, which is higher than the median value obtained for the whole
campaign (240 cm−3) (Wendisch et al., 2019). This quite polluted environment might be
explained by the air mass origin previously studied and the oceanic surface from where
aerosol particle emissions are more important than over sea ice surfaces. Using the
same approach than for the SI case, the temporal evolution of the INP concentrations
(NINP,OO) can be calculated (Figure 2.24b). We can see that the NINP,OO is variable
in time. The values for the NINP,OO remain low but are nevertheless higher than the
NINP,SI , especially after 14:52 UTC. The median NINP,OO is 8.55 × 10−3 L−1 which is,
as for the SI case, lower than the mean NINP concentration found in Wendisch et al.
(2019) for that specific day. Nevertheless, as in Young et al. (2016), the median of our
calculated INP concentrations over open ocean surface (OO case) are higher than over
sea ice (SI case).

As already mentioned, the aerosol probes were not working well during our flight
of interest and so the analyses presented for both the SI and the OO cases have to be
cautiously considered. The observations performed on the Polarstern and presented in
Wendisch et al. (2019), or a study using a larger data set (as the one performed by e.g.
Baudoux (2022)) could be more appropriated.
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Figure 2.24: As in Figure 2.15 but for the OO case and only for a) total aerosol particle number
concentration (NAP,OO), b) INP concentration (NINP,OO) derived from the parameterisation
of DeMott et al. (2010) and c) flight altitudes for Polar 6 aircraft.

c) Radiative properties

Using a similar method than for the SI case (see details in Section 2.3.2(c)), the
observed upward, downward, and net fluxes of the solar (SW), terrestrial (LW) and total
radiations for the OO case are analysed from Polar 5 at ≈ 4.5 km altitude. Figure 2.25a-
c present the probability density functions (PDF) for each radiation type. We remind
that, as for the SI case, the analysis is made taking into account the all sky conditions.

Figure 2.25a shows that ≈ 70% of the incoming solar energy is reflected
(SWd = 638 W m−2 whereas SWu = 446 W m−2 in average) by the clouds and the
ocean surface, note that the important contribution of the clouds due to the decrease
of the surface albedo to 0.21 (see Figure 2.9) associated to the oceanic surface. Fig-
ure 2.25b shows that the amount of the down welling LW radiation is half of the LW
radiation emitted from the ocean and the overlying clouds, resulting in LWnet equal to
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Figure 2.25: As in Figure 2.16 but for OO case.

-143 W m−2. Note that LWu median is higher than over SI, as the open ocean sur-
face is warmer than the sea ice surface. As for the SI case, net surface irradiance is
mainly dominated by its solar component, the median of the total radiation is positive
(44 W m−2, see Figure 2.25c). Figure 2.25d shows the CRFLW , CRFSW and total CRF
for the OO case. The median values for the shortwave and longwave CRF contributions
are CRFLW = 77 W m−2 (warming effect) and CRFSW = -295 W m−2 (cooling effect)
respectively, whereas for the total CRF, the median is equal to -219 W m−2. The to-
tal CRF showed in Figure 2.25d was calculated at ≈ 4.5 km altitude (height of Polar
5), the total CRF was also calculated at surface (not show here) and the results were
found similar, showing that altitude do not have influence in CRF calculation. The
total CRF is negative meaning there is an important cooling effect produced in the OO
case, whereas over sea ice surface (i.e., for the SI case) the total CRF is slightly positive
(19 W m−2; see Figure 2.16d) illustrating an opposite effect of the clouds according to
the surface type.

Figure 2.26 presents the vertical profile (see flight legs in Figures 2.7b and 2.8b) of
the sensible heat fluxes calculated for the OO case using the similar method than for
the SI case.

For the OO case, the used convention is the same than for the SI case, i.e., with
negative flux when the atmosphere loses energy in favour of the cloud and positive if
it is the opposite configuration. The fluxes with negative values suggest an advection
of warm air from altitudes below the cloud layer. As the surface temperature increases
with the transition from the sea ice to the open ocean, thus the sensible heat fluxes from
the surface increase (compare Figure 2.17, for z = 100m). Within the cloud layer, the
sensible fluxes are highly variable.

As in the SI case the profile of potential temperature (θ) is calculated over OO. The
vertical variation of θ is even more negligible (≈0.07 K), so we have also a strongly
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Figure 2.26: As in Figure 2.17 but for OO case.

coupled cloud-surface system for OO case.

d) Microphysical cloud properties

For the OO case, the Polar 6 aircraft flew over oceanic surfaces at altitudes lower
than 1500 m (Figures 2.7a-b) and sampled the low-level clouds using the same strategy
than for the SI case, i.e. with different legs (see Figure 2.8b). According to thresholds
used on the LWC and IWC, the in-cloud observations were obtained along the legs 2, 3,
and 4 (see red rectangles in Figure 2.8b) whereas the leg 1 was performed close to the
surface within the precipitation layer.

Figures 2.27a-b shows the mean DSD and PSD obtained for each leg (Figure 2.27a)
and averaged (median and mean) over legs 2, 3, and 4 (Figure 2.27b) in order to char-
acterise the in-cloud properties.

As in the SI case, the droplets have smaller sizes and are more numerous than the ice
particles whatever the considered leg (Figure 2.27a). The precipitation layer (leg 1) is
composed of some droplets with size < 20 µm, a little less of ice particles within the 80-
500 µm size range and even less ice particles on the 500-1000 µm size range (not visible
on Figure 2.27a). At the top of the clouds (leg 5), there are numerous small droplets
(≤ 10 µm) and an important concentration of large ones (≈ 30 µm) whereas the ice
particles are not many and are quite small (< 250 µm). As studied in Klingebiel et al.
(2015), the formation of the second size mode of the DSD for the leg 5 (Figure 2.27a)
could be explained by the entrainment and the activation/condensation of fresh aerosol
particles, or by the differential condensation processes occurring with cloud droplets
engulfed in different eddies.

Along the in-cloud legs, the most frequent size of the observed droplets is different
according to the altitude. Along the leg 2 (i.e. at 300 m), most droplets have a size of
15 µm and droplets < 10 µm are numerous whereas along the legs 3 and 4 (i.e. at 400 m
and 500 m respectively), the droplets smaller than 10 µm are one order of magnitude
less important and the most occurence size is close to 20 µm. This analysis reveals the
behaviour quite homogeneous for the liquid phase inside the clouds (especially for legs 3
and 4) and an important difference with the lower part of the clouds (leg 2) which could
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Figure 2.27: As in Figure 2.18 but for the OO case. Here, the five legs correspond to the
following altitudes: leg 1: 60 m, leg 2: 300 m, leg 3: 400 m, leg 4: 500 m, and leg 5: 900 m.

be due to the different temperatures on the lower atmospheric layers. Thus, this explains
the large variability (Q1-Q3 range) in the averaged in-cloud properties obtained for the
liquid phase (Figure 2.27b). Figures 2.27a-b also show that the in-cloud properties for
the ice phase are quite homogeneous vertically: a large number of ice particles between
100-300 µm and a small number of big ice particles between 500-800 µm.

In comparison with the SI case, the ice particles reach larger sizes and are more nu-
merous within the low-level clouds in the SI case than in the OO case (see Figures 2.18b
and 2.27b). The concentrations of droplets with sizes < 10 µm are quite similar in both
cases but the larger droplets are slightly more numerous in the OO case. Moreover, we
also have to note that the in-situ measurements made from the Polar 6 for the SI case
were always performed within the low-level clouds (see Figure 2.13) whereas, for the OO
case, it seems that they were performed either within the low-level clouds or within the
precipitation associated to the mid-level clouds (see Figure 2.22).

Figures 2.28a and 2.29a present the mean and spread values for both concentrations
and water contents for the ice and liquid phases respectively, calculated using mea-
surements of each leg. Moreover, Figures 2.28b-f and 2.29b-f illustrate the important
temporal variability of these microphysics parameters.
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Figure 2.28: As in Figure 2.19 but for the OO case.

Figure 2.28a shows that the droplet concentrations are more important than the
ice particle concentrations by approximately 4 orders of magnitude all along the profile
(with an exception for the leg 1 where the Ndrops is only 2 orders of magnitude greater
than the Nice). Figure 2.28a also confirms that the droplet concentrations are slightly
more important in the OO case than in the SI case (within the clouds) whereas the
ice particles concentrations are less important in the OO case (see Figure 2.19a for the
SI concentrations). Moreover, as in the SI case, the concentrations of the droplets and
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Figure 2.29: As in Figure 2.20 but for the OO case.

the ice particles are quasi constant along the profile within the cloud layer whereas
below the clouds both concentrations sharply decrease to quite negligible values. Above
the clouds (leg 5), the Ndrops remains important whereas the Nice becomes negligible.
The maximum values observed for droplet and ice particle number concentrations are
respectively: 75 cm−3 and 8.6 × 10−3 cm−3, which are higher than the respective mean
values found during all the ACLOUD (NP) normal period, these larger concentrations
than those of the ACLOUD NP were also visible for the SI case.

Figure 2.29a shows that the LWC as well as the IWC within the precipitation layer
are negligible whereas at the top of the cloud (leg 5) only the IWC is negligible, since the
LWC reaches ≈ 1.5 × 10−2 g m−3. Moreover, the LWC slightly increases whereas the
IWC remains quite constant with the increasing altitude within the cloud layer. Note
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that the maximum LWC and IWC values observed for the OO case are 0.51 g m−3 and
1.8 × 10−4g m−3. These values are respectively higher and close than the mean liquid
and ice water contents found during the ACLOUD NP.

For the OO case, the main thermodynamics and microphysics vertical properties
of the low-level clouds present over oceanic surfaces on the 17 June 2017 are provided
using the association of the different observations shown in Figures 2.21-2.29. The low-
level cloud layer is in average present from ≈ 300 m to 1000 m. Within the clouds,
the temperature decreases and the relative humidity remains quasi constant. At the
top of the cloud layer, the air becomes warmer and drier as it was observed for the
SI case. Also, inside the cloud layer, the droplet number concentration Ndrops shows
quasi constant values around 75 cm−3 and the LWC slightly inscreases with the alti-
tude. The ice particle concentration Nice as well as the IWC are close to constant values
(Nice ≈ 8.6 × 10−3 cm−3 and IWC ≈ 1.8 × 10−4g m−3). So, the upper part of the
low-level clouds observed for the OO case is mainly composed of liquid phase and pre-
cipitating ice is present below the clouds (as it was the case for the SI situation). These
microphysics features are common within MPCs in the Arctic region (see Wendisch
et al., 2019, among others).

2.4 SI and OO observed cloud properties vs. previ-
ous Arctic expeditions

2.4.1 SI vs. OO

Table 2.1 summarises the main thermodynamics, radiative and microphysics properties
of the MPC observed on the 17 June 2017. This table permits to identify the differences
between clouds observed over sea ice surfaces (SI case) and over open ocean surfaces
(OO case).

For both cases studied, the cloud base is almost the same while the cloud depth
increased over the transition from sea ice to open ocean (see Figure 1.3), agreeing with
observations of Young et al. (2016) and Palm et al. (2010). The surface temperature
increased with transition from the frozen sea ice to the warm ocean, thus can induce an
increasing sensible heat and latent heat fluxes from the surface. The MPC properties are
characterised by increasing values of LWC with altitude, indeed in both cases the liquid
phase is mainly present in the upper part of clouds. The maximum of LWC increased
almost three-fold (from 0.19 to 0.51 g m−3) over the transition from sea ice to open
ocean, and this, in conjunction with a deeper cloud layer. The CRE over OO is negative
(-218.86 W m−2) meaning an important cooling effect, in contrast it is positive over
SI (+19.36 W m−2), showing an opposite effect. The clouds over OO with relatively
high concentration (75 cm−3) of large drops (20 µm) would likely reflect incoming SW
radiation more efficiently than the SI clouds (-294.70 W m−2).

One important change in cloud microphysics is the aerosol concentration, that is
higher over OO (3000 cm−3) than SI (13 cm−3). This can be explained by the air mass
origin and the oceanic surface. Observed ice number concentrations remain low over
the transition, suggesting only primary ice formation is active (note that secondary ice
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Parameters Sea Ice Open Ocean

Thermo- Surface temperature (◦C) -2 2
dynamics Surface potential temperature (◦C) -2.5 1.2

LCL (hPa) 980 940
Cloud base temperature (◦C) -1.2 0.4
Cloud base potential temp. (◦C) -0.03 2.4
Cloud top temperature (◦C) -4 -2.2
Coupling coupled coupled

Aerosol Median NAP (cm−3) 13 3000
particles Median NCCN (cm−3) 9 No data

Median NINP (cm−3) 8.2 × 10−4 8.5 × 10−3

Cloud Cloud base (m) 200 300
macrophysics Cloud top (m) 600 1000
Radiation Mean surface albedo 0.72 0.21

CRFSW (W m−2) -39.51 -294.70
CRFLW (W m−2) 57.07 76.71
CRFnet (W m−2) 19.36 -218.86

Cloud Max. LWC (g m−3) 0.19 0.51
microphysics Mean. LWC (g m−3) 0.11±0.06 0.33±0.21

Max. IWC (g m−3) 0.0015 0.00018
Mean. IWC (g m−3) 0.001±0.0005 0.00013 ±0.0001
Max. Ndrops (cm−3) 51 75
Mean. Ndrops (cm−3) 30±14 54±19
Max. Nice (cm−3) 0.045 0.0086
Mean. Nice (cm−3) 0.015±0.15 0.007±0.0041
Mean. Ddrops (µm) 10±0.0005 20±0.0001
Max. Ddrops (µm) 40 50
Mean. Dcrystals (µm) 100 100
Max. Dcrystals (µm) 3000 800

Table 2.1: Comparison between the main observed properties for both the SI and the
OO cases. The mean values are given with ± one standard deviation.

formation is probably not possible due to the temperature ranges in both cases, > -4◦C).
The ice crystals reach larger sizes for the SI case (≈ 3000 µm) than OO case (≈ 800
µm), opposite to the results obtained by Young et al. (2016). Klein et al. (2009) and
Morrison et al. (2009b) suggest that larger droplet sizes may be a common occurrence in
ocean-based clouds, whilst small droplets are common in clouds over sea ice, regardless
of season. This is in agreement with our study (≈ 50 µm and ≈ 40 µm, over OO and
SI, respectively).

2.4.2 SI and OO vs. previous Arctic expeditions

The cloud properties from both the SI and the OO cases will now be compared to
observations from previous Arctic expeditions. The first comparisons will be done to



84 Chapter 2. ACLOUD campaign, observations and case studies

observations performed during the ASTAR campaign, i.e. over the same region and
at the same period (late spring) than ACLOUD. Then, in order to analyse the season-
ality of the cloud properties, first we will compare the SI and OO properties to data
collected earlier in spring (March-April) during the ACCACIA campaign, and second
we will compare the study reported by Lloyd et al. (2015) during ACCACIA (early
spring case/Svalbard) and ACACCIA (summer case/ Svalbard). In order to analyse
the geographic impact on cloud properties, our SI and OO results will be compared to
observations done during the ISDAC campaign which took place over the Beaufort Sea
and the North of Alaska in early spring 2008. Details about the different campaigns are
given in references cited in Tables 1.1 and 1.2. Finally, we will give a general conclusion
about our observed clouds.

During the ASTAR campaign performed in the vicinity of Svalbard during May-June
2004 (late spring), high ice particle concentrations were observed (up to 0.05 cm−3) over
open ocean surfaces (for the case analysed in Gayet et al. (2009a)). The shattering of
isolated drops during freezing and the ice splinter production during riming appear to
be the most likely processes to explain the observations of high ice concentration (Gayet
et al., 2009a). This does not agree with our data (0.0086 cm−3) for the OO case. Note
that the cloud top temperature is warmer (-4◦C) than in the considered ASTAR cloud
situation (-6◦C), not enabling the secondary ice formation. However, our results are in
agreement with mean values (0.003 cm−3) found by Mioche et al. (2017), in the study
of four airborne campaigns over Greenland Sea and the Svalbard region during spring.

To understand the impact of the seasonality in cloud properties, we compare our
results obtained in a late spring period with the case study reported by Young et al.
(2016) during the ACCACIA campaign, which was performed in early spring (March-
April) around Svalbard. The cloud top temperatures over sea ice and open ocean sur-
faces (-18 ◦C and -23 ◦C, respectively) were much lower than our case studies (-4 ◦C and
-2.2 ◦C, respectively). In our study, the concentration of cloud droplets were variable
throughout the MPC layers in both cases, but mean Ndrop increased from 30 ± 14 cm−3

over the sea ice to 54 ± 19 cm−3 over the open ocean. This increase was not observed
in the case study reported by Young et al. (2016), where in contrary a reduction in the
mean Ndrop from 110 ± 36 cm−3 to 63 ± 30 cm−3 was observed. However low droplet
concentrations over open ocean (63 ± 30 cm−3) were measured for this ACCACIA case.
These Ndrop are similar with our observations over OO (54 ± 19 cm−3), this suggests
that such properties are common amongst over the open ocean surface. During the
ACACCIA case reported by Young et al. (2016), the mean LWC observed over sea ice
(0.1 ± 0.13 g m−3) and open ocean surfaces (0.2 ± 0.12 g m−3) are comparable to our
mean LWC (0.11 ± 0.06 g m−3 and 0.33 ± 0.21 g m−3 for the SI and the OO case
respectively). These results suggest that this is a common observation of clouds over
sea ice and open ocean surfaces. Observed ice crystal number concentrations within
the ocean cloud are similar to those measured over the sea ice (≈ 0.001 cm−3) during
ACCACIA case, however higher ice concentration were found during our study over SI
and OO (0.045 and 0.0086 cm−3, respectively). In addition, substantial microphysical
differences were identified between the study reported by Lloyd et al. (2015) during AC-
CACIA (early spring case/Svalbard) and ACACCIA (summer case/ Svalbard). During
the spring cases median Nice (0.0005 cm−3) were found to be lower by a factor of 5 than
observations from the summer campaign (0.003 cm−3) over sea ice and open ocean sur-
faces. Lloyd et al. (2015) reported that cloud layers in the summer spanned a warmer
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temperature range (≈ 0 ◦C ≥ T > -10 ◦C) than in early spring (≈ -10 ◦C ≥ T > -
20 ◦C) and enhancement of ice concentrations in these cases was expected to be due to
secondary ice production through the Hallett-Mossop (H-M) process, emphasising that
seasonality remains a crucial factor in the study of Arctic cloud microphysics.

The mean LWC observed over the sea ice during ISDAC and ACCACIA, are similar
to the LWC (0.11 ± 0.06 g m−3) of our SI case. This consistency suggests that there is
no impact of aerosol sources related to geography, which can have a prominent influence
on the liquid and ice phase of these clouds. Comparable results of the liquid phase were
found between our study, and the MPC observations reported by other studies performed
in diverse area of the Arctic(e.g. Verlinde et al. (2007), McFarquhar et al. (2011),
Jackson et al. (2012) and Lloyd et al. (2015)) suggest that droplet number concentrations
of ≈ 150 cm−3 or below are common amongst Arctic MPC in the transition season
(spring-summer).

We can see that clouds observed during our case studies present a liquid phase which
is in accordance with the clouds observed in Svalbard during spring 2016, but an ice
phase which is lower than observed generally in this season, due to the warmer cloud
temperatures found in our study. However, note that our ice particle concentrations are
higher than those found during the ACLOUD normal period (NP), this can be explained
by the higher mean temperatures reported (> 2 ◦C) during this period of the campaign
in comparison with our case studies. Secondary ice formation has been found to play
a great role in the late spring and summer cases studied by Gayet et al. (2009a) and
Lloyd et al. (2015).

The observations of both the SI and the OO cases will be used to constrain the
modelling tools. A comparative analysis given in the Chapter 4 between these ACLOUD
observations and the simulation results obtained with the WRF model (Skamarock et al.,
2008) will permit to study the ability of this commonly used mesoscale model (described
in the Chapter 3) to reproduce the properties of the MPCs in the Arctic region (especially
in the vicinity of the Svalbard archipelago), to better understand the physical processes
responsible for the spatial distribution of the water and the ice phases within the MPCs,
and to identify model weaknesses.





Chapter 3

Modelling tools

Previous Arctic expeditions and modelling studies demonstrated how the complex web
of interactions between local and larger scale processes enable MPCs to persist for
days or longer (Wendisch et al., 2019). While many processes involved in the MPCs
formation are known, their interactions (e.g. with the moisture of the ABL or with
environmental conditions (Pithan et al., 2018; Freud et al., 2017)) are not understood
nor well represented by numerical models.

Several atmospheric models (process, regional, and global models) exist to bridge the
spatiotemporal scales from local processes to global and long-term parameters. Models
can assist in the interpretation of the local measurements, evaluate process parameter-
isations, quantify feedback mechanisms, and help to better determine the role of the
MPCs in the Arctic amplification. The observations of the ACLOUD campaign, espe-
cially the data collected from the Polar 5 and the Polar 6 aircrafts on the 17 June 2017
for both the SI and the OO cases, will help to evaluate the predictive skills of the model
used.

This Chapter is dedicated to the state-of-the-art of cloud modelling and the presen-
tation of the modelling tools that are used for this thesis. First, a short overview of
various cloud models at different scales is presented and then, a detailed description on
the WRF model (Skamarock et al., 2008), and the different configurations that will be
used during this thesis are provided.

3.1 Cloud modelling

3.1.1 Modelling scales

Different model approaches are used to simulate the formation and the evolution of
clouds considering their temporal durations and their spatial extensions. Also, depend-
ing on the studied atmospheric processes, the model timestep is adapted: from seconds
when the studies focus on the cloud formation to hours when the studies investigate the
impacts of clouds on the climate. Figure 3.1 illustrates the main weather phenomena
in Arctic classified according to their spatial and temporal scales (micro, meso, and
synoptic scales); the model approach (process, regional or global) generally employed to
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study each of these phenomena is also indicated. A hierarchy of models taking advantage
of these different approaches is commonly used to study an atmospheric phenomenon,
such as is envisaged in the (AC)3 consortium in order to study the Arctic amplification
(Wendisch et al., 2017). The process models, which focus on local-scale processes, are

Figure 3.1: Hierarchy of models covering a wide range of spatial and temporal scales (micro,
meso, and synoptic scales) to study the cloud properties. Figure adapted from Kagkara (2019).

oriented to help regional and global models to improve parameterisations (local mod-
elling studies about Arctic clouds in Zhang et al., 2020, 2022). The regional models
zoom in on specific areas providing results closer to the scale of the real-world obser-
vations about topography, land cover and soil types. These models have to force their
boundaries at regular time intervals by the outputs of larger scale models. Sterzinger
et al. (2022); Morrison et al. (2012); Klein et al. (2009) give examples of regional Arctic
modelling studies. The global models provide the past, present and future evolutions of
the climate over the Earth or over a wide part of the globe. Climate studies with a focus
on the Arctic region can be found in Cesana et al. (2012); Sedlar et al. (2020). Due to
the wider area and longer time, the global models are generally run at lower spatial and
temporal resolutions than the regional models.

The choice of the used model depends directly on the scientific question being ad-
dressed (Held, 2005). Thus, when focusing on the processes involved in the formation of
MPCs, clouds which can persist for several days to weeks, and on the evolution of their
properties according to surface type, aerosol loading and thermodynamics (as studied
in this thesis), modelling at the regional scale is required.

Numerical weather prediction (NWP) models, at the regional scale, can simulate the
synoptic and mesoscale atmospheric motions. NWP models describe the evolution of
wind, pressure, temperature, water vapour, clouds and precipitation in the atmosphere,
as well as the exchange processes of the surface, and with the soil. There are many
mesoscale NWP models such as the French Meso-NH (Mesoscale Non-Hydrostatic; Lac
et al. (2018)) and the operational AROME (Applications of Research to Operations at
MEsoscale; Seity et al. (2011)) models, the British MetUM (Met Office Unified Model;
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Grosvenor et al. (2017)), and the American RAMS (Colorado State University’s Regional
Atmospheric Modeling System; Cotton et al. (2003)) and WRF (Skamarock et al., 2008))
models, which are applied on regional scales.

The WRF model is the regional model used during this thesis and it will be de-
scribed in details in the Section 3.2 as well as the numerical configurations used for the
simulations presented in Chapter 4.

3.1.2 Basic principles of the atmospheric models

All the atmospheric models start the integration from an initial state of the atmosphere,
which is documented by operational meteorological observations coupled with an assim-
ilation procedure, or through data from other models with lower resolution, such as the
models for weather forecast.

Then, the dynamics solver, which is the element of the models where the basic prim-
itive equations governing the dynamics of the atmospheric fluid are integrated numeri-
cally (implying a discretisation of these equations in time and space), gives the evolution
of the atmospheric fundamental variables (wind, pressure, temperature, and water con-
tent in the air). By definition, the evolution of the atmospheric fluid is described with
the principle of conservation of the momentum (Newton’s law; Equation 3.1), the mass
(equation of continuity; Equation 3.2), and the energy (first law of thermodynamics;
Equation 3.3), as well as the equation of state of the ideal gases (Equation 3.4), whose
the formulations in a Cartesian system are given by:

d~v

dt
= −2~Ω ∧ ~v − 1

ρ
~∇p+ ~g + ~F (3.1)

1
ρ

dρ

dt
+ ~∇ · ~v = 0 (3.2)

cp
dT

dt
= Q+ 1

ρ

dp

dt
(3.3)

p = ρRT (3.4)

with ~Ω the Earth’s rotation rate, ~g the gravity, ~F the internal fluid friction forces
(viscosity), cp the heat capacity at constant pressure p, Q the diabatic energy transfers
and R the ideal gas constant.

There are several possible approximations (hydrostatism, compressibility, etc.) of
these basic primitive equations used in order to represent the evolution of the atmo-
spheric fluid. Moreover, additional modules are coupled to the dynamics solver to pa-
rameterise other physical properties such as radiation, surface fluxes, turbulence, and mi-
crophysics. Thus, the representation of the atmosphere dynamics coupled with physics
parametrisation can be quite different for a variety of numerical regional models (Cotton
et al., 2003; Skamarock et al., 2008; Seity et al., 2011; Grosvenor et al., 2017; Lac et al.,
2018).
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3.1.3 Representations of the cloud microphysics

The key process, which impacts simulation results for the cloud properties (formation,
development and dissipation), is the representation of the microphysics properties, such
as the exchanges between the different phases of water, i.e. liquid and ice phases as well
as water vapour. Thus, the microphysics is a fundamental part of cloud modelling and
a critical factor in NWP models.

The cloud microphysics can have different representations depending on the scientific
objectives and the computational time: bulk or bin. The one or more moments (bulk)
microphysics modules where the hydrometeors’ distributions and the microphysics pro-
cesses are parameterised using, e.g., an exponential or a gamma function to represent
the hydrometeors’ distributions (see Figure 3.2b). The bin microphysics modules where
the hydrometeors’ distributions do not follow a predetermined mathematical function,
but are discretised on size (or mass) grids (Figure 3.2a) and the processes are repre-
sented using a more detailed approach than in the bulk modules (Khain et al., 2015).
This latter approach requires a significant number of variables and therefore a consid-
erable computational time making impossible to use this representation in operational
numerical forecast models.

Figure 3.2: Diagram illustrating the (a) bin, and the (b) parameterised representation for the
size distribution of the hydrometeors N(D). Figure from Planche (2021).

Previous studies were performed in order to compare results provided by several
regional models using different assumptions for the dynamics and the microphysics (as
in Klein et al., 2009; Morrison et al., 2011, among others). For example, Arteaga et al.
(2020) showed how these assumptions impact the simulation results for the properties of
clouds and the subsequent precipitation of an intense precipitating event observed over
the South-East of France (over the Cévennes-Vivarais mountains) during the HYMEX
campaign (Ducrocq et al., 2014). In this study, the simulation results provided by the
WRF model using a 2-moment bulk microphysics (Skamarock et al., 2008; Thompson
et al., 2008; Morrison et al., 2009a) and the DESCAM model using a detailed (bin)
microphysics were compared to the available observations. The results from DESCAM
(DEtailed SCAvenging Model; Flossmann and Wobrock (2010); Planche et al. (2010,
2014)) were comparable to the observations for the precipitation field at the surface.
On the contrary, the simulation results from WRF reproduced neither the intensity
nor the distribution of the observed precipitation. Indeed, it seems that the diabatic
effects induced by the microphysics were too important impacting the low-level dynamics
properties, and so the cloud initiation in the WRF model.
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3.2 Description of the WRF model

The WRF model is a numerical weather prediction (NWP) model designed for both
atmospheric research and operational applications (Skamarock et al., 2008). Since the
2000s, the development of the WRF model has been a collaborative effort from the Na-
tional Centre for Atmospheric Research (NCAR), the National Oceanic and Atmospheric
Administration (NOAA), and the Federal Aviation Administration (FAA), among oth-
ers. WRF is maintained and supported as a community model to facilitate wide use.
Thanks to a very active international user community, the model is updated every 6
months.

WRF is suitable for a broad span of applications across scales ranging from meters to
thousands of kilometres, and a whole range of physics and dynamics options permits to
use the WRF model for diverse atmospheric and meteorological applications including,
e.g. real-time NWP, forecast research, and idealised simulations (e.g. LES and 2D
configurations) (Wang et al., 2017).

The principal components of the WRF model are the two possible dynamics solvers
(the Advanced Research WRF (ARW) and the Non-hydrostatic Mesoscale Model
(NMM) solvers), and the physics modules (microphysics, cumulus, surface, planetary
boundary layer, and radiation; see interactions in Figure 3.3) that interface with the
dynamics solver.

Figure 3.3: Schematic of physics modules and their interactions in the WRF model. Figure
adapted from Dudhia (2014).

Skamarock et al. (2008) give details about all the modules and options available in
the WRF model. Hereafter, a focus will be done on the WRF version 3.8.1 (with the
ARW dynamics solver) which is the configuration used during this thesis, and on the
modules and options which are used and tested in the Chapter 4.

3.2.1 Dynamics main properties

The ARW dynamics solver integrates the fully compressible, and non-hydrostatic Eu-
ler equations. The equations are given in flux-form using variables with conservative
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properties (Skamarock et al., 2008). Moreover, the equations are formulated using a
terrain-following mass vertical coordinate (Laprise, 1992). These assumptions are de-
scribed below:

Fully compressible: Most of the atmospheric phenomena can be assumed as Boussi-
nesq flows for which density perturbations are ignored, except where they appear
in terms multiplied by the acceleration due to the gravity g (i.e. in buoyancy
terms). This approximation that permits to simplify the continuity equation
(Equation 3.2) is nonetheless not used in the WRF model. Thereby, consider-
ing a fully compressible dynamics, the atmospheric air parcel enables a quick and
elastically response to all pressure disturbances. Consequently, the acoustic waves
can be solutions of the equations integrated by the model leading to probable nu-
merical instabilities even though acoustic waves do not have a notable influence on
the meteorological processes. To avoid the presence of acoustic waves, WRF uses
a time-split numerical method during the integration of the dynamics equations
(Skamarock and Klemp, 1992) while other models such as Meso-NH (Lac et al.,
2018) or Clark-Hall (Clark, 1977; Clark et al., 1996) use an anelastic assumption.

Non-hydrostatic: Mesoscale models, such as WRF, Clark-Hall, and Meso-NH, are
used to study the development of fine-scale meteorological systems (i.e. convec-
tive systems) with intense vertical accelerations. These intense convective motions
imply that the hydrostatic approximation according to which the vertical accel-
eration is assumed to be negligible, is not applicable in such numerical models.
However, note that the hydrostatic approximation is justified in large-scale mod-
elling and allows a considerable reduction in computational time (Spiga, 2008).

Vertical coordinate: Several vertical coordinates can be used in mesoscale models:
the altitude z (orthogonal coordinate), the terrain-following altitude z′ (non-
orthogonal coordinate) (Clark, 1977; Gal-Chen and Somerville, 1975; Clark and
Farley, 1984), and the pressure p (Eliassen, 1949). The WRF model uses a verti-
cal pressure coordinate called η following the topography which is defined by the
Equation 3.5:

η = ph − ph,t
ph,s − ph,t

(3.5)

where ph represents the hydrostatic pressure at the level considered, ph,s the hy-
drostatic pressure at the surface, and ph,t the hydrostatic pressure at the top of
the model. The coordinate η therefore varies between the value 1 on the surface
of the model, up to 0 at the top, as shown in Figure 3.4a. This vertical coordi-
nate is proposed by Laprise (1992) and permits to better take into account the
topography of the terrain, thanks to higher density of levels towards the surface.

Considering these assumptions, the flux-form Euler equations describing the atmo-
spheric fluid extended to their "moist" versions can be given as a function of µd(x, y)
which represents the mass of the dry air in the column (x, y). The main variables are
defined as:

~V = µd~v = (u?, v?, w?) , Θ = µdθ (3.6)

where ~v = (u, v, w) is the wind and θ the potential temperature.
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Figure 3.4: Schematic of the traditional vertical coordinate used in WRF Version 3. Figure
from Skamarock et al. (2019).

With these definitions, the equations can be written (more details in Skamarock
et al. (2008)) as follow:
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∂Qm

∂t
= −(∇ · ~V qm) + FQm (3.13)

where αd and α are respectively the inverse density of the dry air (αd = 1/ρd) and
the inverse density of the full parcel (α = αd

(
1 +∑

n
qn

)
, with qn the mixing ratios (mass

per mass of dry air) for water vapour and other species: cloud, rain, ice, snow...). Fu? ,
Fv? , Fw? , and Fθ? represent the forcing terms resulting from model physics, turbulent
mixing, spherical projections, and earth’s rotation.

Also, the following diagnostic relations give the dry inverse density and the full
pressure (vapour plus dry air):

∂φ

∂η
= −αµd (3.14)

p = p0

(
Rdθ (1 + (Rv/Rd) qv)

p0αd

)γ
(3.15)

with γ = cp/cv = 1.4 the ratio of heat capacities for dry air, Rd and Rv the gas constants
for dry and moist air, and p0 the reference pressure (assumed equal to 1000 hPa).

Equations 3.7 - 3.13 shows that the dynamics, the thermodynamics and the micro-
physics properties are tied in a cloudy environment.
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3.2.2 Physics parameterisations

This section presents the physics modules used during this thesis according to the dif-
ferent categories illustrated in Figure 3.3. Note that no cumulus module is presented
hereafter because no cumulus parameterisation is used in the simulations described in
Chapter 4. Indeed, the cumulus module is helpful for simulations using coarse grid
sizes (e.g., greater than 10 km) because the sub-grid scale convective eddies cannot be
resolved by the model (Skamarock et al., 2008). This is not the case in our simulations
because the used grid sizes do not exceed 9 km and the formation of deep convection
do not take place.

a) Surface properties

The surface properties are described thanks to both the surface layer module and
the land-surface module. The surface layer module calculates the friction velocities and
the exchange coefficients that enable the estimation of the surface heat and moisture
fluxes by the land-surface module and the surface stress in the planetary boundary layer
(PBL) module. The surface module provides the stability-dependent information about
the surface layer for the land-surface and the PBL modules. Regarding the land-surface
module, it used the atmospheric properties from the surface layer module, the radiative
forcing from the radiation module, and the precipitation forcing from the microphysics
module. No horizontal interactions are assumed in the land-surface module implying
that it can be considered as a 1-D module for each grid-point.

For our simulations, we choose to use the surface layer module described in Janjić
(2002), which is based on similarity theory (Monin and Obukhov, 1954), combined with
the Noah land-surface module (Chen and Dudhia, 2001). This surface layer module
explicitly parameterises the viscous sub-layer over the water surfaces. These modules
are similar to those used in the polar version of WRF, as described e.g. in Hines et al.
(2011).

b) Radiation

The radiation module allow to calculate the atmospheric temperature tendencies
by means of the radiative flux divergence. In addition it also provides the LW and SW
radiation for the surface heat budget. LW radiation includes thermal radiation absorbed
and emitted by gases and surfaces. Upward LW (LWu) radiative flux from the ground
is determined by the surface emissivity which depends on the land-surface type and
the ground temperature. SW radiation corresponds to the solar spectrum; the physical
processes include the absorption, the reflection, and the scattering in the atmosphere and
at the earth surfaces. The upward SW (SWu) flux from the ground corresponds to the
reflection due to the surface albedo (α). Within the atmosphere, the radiation mainly
responds to cloud and water vapour distributions. Moreover, the radiation module is
a one-dimensional module meaning that each column is treated independently and the
fluxes correspond to those in infinite horizontally uniform planes with cloud fractions at
each layer.

The atmospheric radiation module used in our simulations is the Rapid Radiative
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Transfer Model for GCMs (RRTMG, Iacono et al. (2008); Iacono (2011)) which is a state-
of-the-art widely used radiative module that has been implemented in many national
and international dynamical model for weather (e.g. the Korean Integrated Model
(KIM), the Chinese Global/Regional Assimilation and Prediction System (GRAPES),
and the French Non-hydrostatic Meso-scale atmospheric model (Meso-NH)) and climate
(e.g. the NCAR Community Atmosphere Model (CAM5), the ECMWF Integrated
Forecast System (IFS), and the Laboratoire de Météorologie Dynamique (LMD) LMDZ
climate model) applications. This module is based on the single-column correlated
k-distribution reference module (RRTM, Mlawer et al. (1997)) and includes the Monte-
Carlo Independent Column Approximation (McICA) technique (Barker et al., 2007;
Pincus et al., 2003) for representing sub-grid cloud variability.

c) Planetary boundary layer (PBL)

The PBL module is responsible for vertical sub-grid scale fluxes due to eddy trans-
ports in the lower atmospheric column. The surface fluxes are provided by the surface
layer and land-surface modules (see Section 3.2.2(a)). The PBL module calculates the
flux profiles within the well-mixed boundary layer and the stable layer, and thus also
contributes to the atmospheric tendencies of the temperature, the moisture, and the hor-
izontal momentum in the entire atmospheric column. The module is one-dimensional,
and assumes that there is a clear scale separation between sub-grid eddies and resolved
eddies.

As explained in the Chapter 1, the properties of the Arctic MPCs can be impacted
by the features of the boundary layer. Thus, the sensitivity of the MPCs’ properties
to the PBL representation is estimated and shown in the Chapter 4. Both PBL mod-
ules used in our simulations are the Mellor-Yamada-Janjic (MYJ) PBL module (Janjić,
1990, 1996, 2002) and the Mellor-Yamada-Nakanishi-Niino Level 3 (MYNN3) module
(Nakanishi and Niino, 2006, 2009). The choice of the PBL parameterisations used for
our simulations described in Chapter 4 is based upon the previous studies performed
over polar regions (e.g., in Wilson et al., 2011; Tastula et al., 2012; Xue et al., 2022,
among others).

The MYJ PBL module is a 1.5-order local closure module based on a prognostic
equation for the turbulent kinetic energy (TKE). In this module, nonlocal transport
associated with large eddies is considered by adding a counter gradient term in the heat
and momentum transport equations. The module also includes a TKE diffusion outside
the mixed layer, which combined with the counter gradient transport, improving the
representation of the entrainment at the top of the PBL. The PBL height is designated
as the height at which the TKE becomes lower than a TKE threshold equal to 0.2 m2 s−2

(Njuki et al., 2022). The MYNN3 module, which is a modified version of the MYJ mod-
ule, uses results from large eddy simulations (LES) to derive the expressions of stability
and mixing length (whereas these expressions are derived from observations in the MYJ
module). This modification makes the MYNN3 module suitable for applications over a
wider range of static stability regimes (Cohen et al., 2015).
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d) Microphysics

The microphysics modules include water vapour, (liquid- and ice-) cloud, and (liquid-
and ice-) precipitation processes as described in Figure 3.5.

Figure 3.5: Interaction processes between the different categories of water in, e.g., the micro-
physics module described in Morrison et al. (2005). Figure from Morrison et al. (2005).

In the version 3.8.1 of WRF, there are many microphysics modules available which
are more or less sophisticated. In order to estimate how the properties of the Arctic
MPCs can be impacted by the microphysics representation, we performed sensitivity
studies (presented in the Chapter 4) using the two most widely used microphysics mod-
ules for Arctic cloud studies (as in Hines et al., 2011; Bromwich et al., 2009; Girard and
Sokhandan Asl, 2014; Fu et al., 2019, among others), i.e. the Morrison et al. 2-moment
scheme (Morrison et al., 2005; Morrison and Pinto, 2005; Morrison et al., 2009a) and
the Milbrandt-Yau Double-Moment scheme (Milbrandt and Yau, 2005a,b).

The Morrison et al. 2-moment scheme is a bulk microphysics scheme with prognostic
variables that include number (N) and mass mixing ratios (q) of cloud ice (|i), rain (|r),
snow (|s), and graupel (|g) / hail (|h), and the mixing ratios of cloud droplets (|c) and wa-
ter vapour (|v) (10 variables in total). The prediction of two-moments (i.e. both number
and mass mixing ratio) allows for a more robust treatment of the particle size distri-
butions, which are essential in the calculations of the microphysical process rates and
the cloud/precipitation evolutions. The particle size distributions for all hydrometeor
categories are treated using gamma functions, N(D) = N0D

µe−λD, with the hydrom-
eteor diameters D, and the associated intercept N0, shape µ, and slope λ parameters.
Both N0 and λ are derived from the predicted mixing ratio q and number N of each
hydrometeor species using the Equations 3.16 and 3.17 (whereas µ has a constant value):

λ =
[
cNΓ(µ+ d+ 1)

qΓ(µ+ 1)

]1/d

(3.16)

N0 = Nλµ+1

Γ(µ+ 1) (3.17)

where Γ is the Euler gamma function and the parameters c and d are given by the
assumed power-law mass-diameter relationship (m(D) = cDd) of the hydrometeors for
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each species (this mathematical relationship was also used to deduce the IWC from the
airborne observations; see Section 2.2.2). For the precipitation species as well as the
cloud ice µ = 0 (i.e. giving exponential functions or Marshall-Palmer distributions).
For the cloud droplets, µ is a function of the predicted droplet number concentration
following the observations of Martin et al. (1994).

The Milbrandt-Yau Double-Moment scheme is a fully double-moment scheme that
carries graupel and hail as separate species. It therefore has 12 prognostic variables in
addition to the water vapour mass mixing ratio. As in the Morrison et al. 2-moment
scheme, the particle size distributions are described using the three-parameter gamma
distribution function treating N0 and λ as prognostic parameters (with mass-diameter
relationship) and holding µ constant, for each hydrometeor categories. Table 3.1 sum-
marises the main assumptions of both the Morrison and the Milbrandt-Yau 2-moment
schemes for the hydrometeor representations.

Morrison scheme Milbrandt-Yau scheme
Mass variables qx for x ∈ {v, c, r, i, s, g} qx for x ∈ {v, c, r, i, s, g, h}

Number variables Nx for x ∈ {r, i, s, g} Nx for x ∈ {c, r, i, s, g, h}
m-D coefficients cx = π

6ρx & dx = 3 cx = π
6ρx & dx = 3

for x ∈ {c, r, s, g, i} for x ∈ {c, r, s, g, h} & ci = 440 kg m−3

Shape parameter µx = 0 for x ∈ {r, i, s, g} µx = 0 for x ∈ {r, s, g, i, h}
µc = fct(Nc, T, p) & µc = 3

References Morrison et al. (2005) Milbrandt and Yau (2005a)
Morrison and Pinto (2005) Milbrandt and Yau (2005b)
Morrison et al. (2009b) Milbrandt and Yau (2006)

Table 3.1: Main characteristics of the both microphysics schemes used in this thesis in
order to represent the different hydrometeor species. The definitions of the variables are
given in the Section 3.2.2(d) and the subscripts |(v,c,r,i,g,h) correspond respectively to the
water vapour, cloud droplet, rain drop, ice, graupel, and hail species. ρx corresponds to
the density assumed for each species.

In the Morrison et al. 2-moment scheme (Morrison et al., 2009b), various options
exist in order to represent a number of microphysics processes and the choices have to
be done considering the studied cases. For example, when this scheme is used in WRF-
Chem simulations, the droplet concentration can be predicted (Zhang et al., 2021) but in
the WRF simulations, as performed during this thesis, a constant droplet concentration
is set. The default value is 250 cm−3 but it has been adjusted in our simulations (see
Chapter 4) according to the CCN concentrations observed over sea ice and open ocean
surfaces during the ACLOUD campaign (see Chapter 2). The ice phase is formed via
both the instantaneous freezing of droplets at temperatures lower than -40◦C and the
heterogeneous ice nucleation mechanisms which are active at warmer temperatures.
Indeed, the Morrison et al. 2-moment scheme uses three parameterisations, which are
all tied to the atmospheric temperature (T ), to represent the different heterogeneous ice
nucleation mechanisms: the deposition and/or the condensation freezing (active below
-8◦C) is parameterised according to Cooper (1986), and the contact and the immersion
freezing (both active below -4◦C) follow the works of Meyers et al. (1992) and Bigg
(1953) respectively. Moreover, the ice particles can also be produced by secondary ice
processes (SIPs), which results from, e.g., the interactions of already-formed ice particles
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with other ice particles or with supercooled droplets (as described in Field et al., 2017;
Korolev and Leisner, 2020). In the Morrison et al. 2-moment scheme, the only SIP
that has been implemented in the version 3.8.1 of WRF is the rime-splintering process
(Hallett and Mossop, 1974; Mossop and Hallett, 1974; Mossop, 1976, 1985a,c,b), also
known as the Hallett-Mossop process, which refers to the production of ice splinters
after collisions of supercooled droplets with ice particles. This process is active only
in a limited temperature range, between -3◦C and -8◦C, and requires the presence of
supercooled liquid droplets. In addition to the T -condition, the Hallett-Mossop process
is activated in the Morrison et al. 2-moment scheme when both the snow and cloud
liquid (or rain) mass mixing ratios are greater than 0.1 g kg−1 and 0.5 g kg−1 (or
0.1 g kg−1) respectively (corresponding to the same thresholds defined in Rutledge and
Hobbs (1984)). Then, the number of the splinters is based on the mass of the rimed
water assuming a diameter size of 10 µm.

In the Milbrandt-Yau Double-Moment scheme, three heterogeneous ice nucleation
mechanisms are represented: the deposition freezing, the condensation freezing, and the
contact freezing. The deposition and the condensation freezing are based on the pa-
rameterisation given by either Meyers et al. (1992) or Cooper (1986). Regardless of the
parameterisation used, these two mechanisms are both activated at warmer tempera-
tures (at T below than -5◦C) in the Milbrandt-Yau Double-Moment scheme than in the
Morrison et al. 2-moment scheme. The third mechanism considered in the Milbrandt-
Yau Double-Moment scheme, which is the contact freezing, is represented according to
Young (1974) and is activated at T below than -2◦C. Regarding the cloud nucleation
process, the droplet number concentration (activated aerosols) is calculated as a func-
tion of the vertical wind speed (w), the temperature (T ), and the pressure (p) based on
relations/methods developed by Cohard et al. (1998) and Cohard and Pinty (2000).

e) Physics interactions

Even if the physics parameterisations are categorised in different modules, many
interactions (as illustrated in Figure 3.3) exist between these modules via the model
variables (i.e. variables such as the potential temperature θ or the wind components u,
v, w; see Equations 3.7-3.10) and their tendencies, and via the surface fluxes.

At each model timestep, the surface module, which interacts with all other modules
(see Figure 3.3), updates the land variables but does not provide tendencies for the at-
mospheric variables; on the contrary, the microphysics module updates the atmospheric
variables. The radiation and the PBL modules calculate the variable tendencies and the
sum of them contributes to the forcing for the dynamics. Note that the radiation and
the PBL modules can be called at their own frequency, which can be different than the
model timestep. If they are called with lower frequencies, the tendencies calculated by
each of these two modules are kept constant until the next call. Consequently, the WRF
simulations normally use a less frequent call for the radiation module (it is called every
9 min in our simulations) because they are quite expensive. Even if a less frequent call
is also possible for the surface and the PBL modules, they are called at every timestep
in most simulations. Unlike for the other physics modules, there is no option in the
dynamics solver to call the microphysics module at lower frequencies than the model
timestep because of its important saturation adjustment function that interacts with the
dynamics, especially in situations with resolved convection (i.e. with high resolution).
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Thus, due to the different physics interactions, the radiation module is called first
because of the required radiative fluxes in the land-surface module, which also requires
rainfall from the microphysics module, but that is from the previous timestep since the
microphysics module is considered at the end of the model timestep. The PBL module is
necessarily after the land-surface module because it requires the heat and the moisture
fluxes.

3.3 Model and simulation setup

The WRF model is composed by several systems (as illustrated in Figure 3.6): the WRF
Pre-processing system (WPS), the dynamics ARW solver (described in Section 3.2),
and the Post-processing tools. Note that the WPS is an essential system for the model
initialisation and is directly influenced by the external data sources (e.g. the terrestrial
and meteorological data) used for the simulations. All these systems will be presented
in the following paragraphs, with emphasis on the configurations/properties used in the
simulations described in the Chapter 4.

Figure 3.6: Diagram illustrating the flowchart for the version 3.8.1 of the WRF modelling
system used in this thesis. Figure adapted from Wang et al. (2017).

3.3.1 WRF Pre-processing System (WPS) and external data
sources

The WRF pre-processing system (WPS), which is consisted of three independent steps,
is used to define the simulation domains, interpolate the terrestrial data to the simulation
domains, and "ungrib" and interpolate the meteorological data from another regional or
global model to the simulation domains.
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The WPS first step is to configure the simulation domains and interpolate the terres-
trial datasets (which correspond to the soil categories, land-use category, terrain height,
annual mean deep soil temperature, monthly vegetation fraction, monthly albedo, max-
imum snow albedo, and slope category) to the model grids (using the geogrid program).
For our simulations, the model domain is set to 120 × 120 points with a 9 km horizontal
resolution. This domain (d01), with a polar stereographic projection in order to give a
better representation of the Arctic domain, is centred close to Ny-Ålesund (Svalbard) at
78.5◦N in latitude and 10◦E in longitude. Two other domains (d02 and d03) are nested
into the area of interest considering exchanges in both ways between the wider domain
and the nested narrower domain (i.e., a two-way nesting configuration is used). Indeed,
previous studies found that two-way nesting produced better results (as in Harris and
Durran, 2010) than one-way nesting (i.e., exchanges only from the widest domain to the
nested domain). The innermost domain (d03), which uses the finest resolution in our
simulations (1 km), covers either the ACLOUD flight 19 path over the sea ice surface
or over the open-ocean surface (see flight path in Figure 2.7). The horizontal domain
configuration used for both SI and OO cases (described in the Chapter 2) is presented in
the Table 3.2 (and illustrated in the Chapter 4). The terrestrial data applied over these
domains are provided by the USGS (United States Geological Survey; Anderson et al.
(1976)) which consider 16 soil-type categories and 24 land-use-type categories (listed in
Wang et al. (2017)). In our simulations, the data with the highest resolution are chosen
for each terrestrial field (2 m and 10 m).

Domain Number of points Horizontal Number of points
ID horizontally resolution vertically
d01 120 × 120 9 km 105
d02 274 × 232 3 km 105
d03 487 × 430 1 km 105

Table 3.2: WRF domain configuration for both SI and OO cases (which are described
in the Chapter 2).

The WPS second step involves reading the GRIB external data (i.e. the time-varying
meteorological fields from another regional or global model) and writing them to an
intermediate (simpler) format (using the ungrib program). The last step of the WPS
is, through the metgrid program, to horizontally interpolate the intermediate-format
meteorological data onto the already defined simulation domains. The meteorological
data used in order to initialise our simulations are extracted from ERA-5, which is the
fifth generation ECMWF reanalysis data for the global climate and weather modelling
(Hersbach et al., 2018b). The atmospheric thermodynamics (e.g. air temperature (T ),
specific humidity (SH), and geopotential height (gp)) and dynamics (wind U - and V -
components) fields used in this thesis are given every 6 h across a specified number of
pressure levels, and with a spatial resolution of 0.25◦ × 0.25◦ in latitude and longitude.

3.3.2 WRF processing system with the ARW dynamics solver

As illustrated in Figure 3.6, the WRF processing system is composed of two successive
steps. Indeed, the fields generated by the WPS are used by the WRF real.exe pre-
processor for vertical interpolation to the WRF model levels. In this step, the model



3.3. Model and simulation setup 101

setup is specified using the same horizontal domain configuration as in the WPS and
defining the properties of the vertical grid for all the domains. In order to resolve the
low-level MPCs, 105 non-equidistant vertical levels were defined in all our domains (see
Table 3.2 and Figure 3.7).

Figure 3.7: Diagrams illustrating (a) the η levels used in our simulations for all the domains,
(b) the WRF horizontal and (c) vertical grids (with the wind U -, V -, and W - components and
the potential (θ) temperature). Figure adapted from Wang et al. (2017).

After real.exe completion, the numerical integration is executed using the ARW
(Advanced Research WRF) dynamics solver which performs time and space integra-
tions of the atmospheric properties discretizing the equations (certain are given in the
Section 3.2.1) on the specified horizontal and vertical grids and computing approximate
solutions. The ARW dynamics solver uses a time-split integration scheme, low-frequency
modes are integrated using a third order Runge-Kutta (RK3) time integration scheme,
while the high-frequency acoustic modes are integrated over smaller time steps to main-
tain numerical stability (Skamarock and Klemp, 1992). Regarding the spatial grids, an
Arakawa C-type grid is used where dynamics variables such as the wind components
are resolved at the junction between the grid cells (i.e. staggered variables), while the
other variables such as the potential temperature are resolved at the centre of each of
them (i.e. unstaggered variables) (see Figures 3.7b-c). More details about the ARW
numerical approaches are given in Wang et al. (2017).

3.3.3 Post-processing tools

At the end of the simulations, the WRF outputs NetCDF files are not directly ready to
compare with ACLOUD observations because e.g. the outputs are given according to a
vertical coordinate that is not physically useful or the needed variables are not available
in these outputs and should be computed with the help of others variables and/or the
assumptions of the used physics modules. Thus, in order to analyse the WRF outputs,
many post-processing tools are available.

The WRF-python v.1.3.2 package (Ladwig, 2017), created by the NCAR (National
Center for Atmospheric Research, Boulder, CO) and available on the following website:
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http://wrf-python.rtfd.org, provides a collection of 30 diagnostic calculations, sev-
eral interpolation routines, and utilities to help with plotting the outputs from the WRF
model. So, I used part of these routines in order to calculate variables needed to make
comparisons with ACLOUD observations and to interpolate the WRF outputs onto the
altitudes of the Polar 5 and Polar 6 flights. When the comparative analyses between
the ACLOUD data and the WRF results required options which are not available in the
WRF-python package I developed adapted Python routines.

Moreover, in order to do the WRF-MiRAC (see Section 2.2.1) comparisons, I run the
Cloud-resolving model Radar SIMulator (CR-SIM; Oue et al. (2020)). The CR-SIM uses
outputs from high-resolution cloud-resolving models such as WRF to emulate multi-
wavelength, zenith-pointing, and scanning radar observables and multi-sensor (radar
and lidar) products. It allows direct comparisons between the results of our WRF
simulations to the remote-sensing MiRAC product (i.e. the reflectivity at 94 GHz) using
a forward-modelling framework consistent with the assumptions used in the microphysics
module. Indeed, this simulator is adapted to compute radar and lidar observables by
integrated scattering properties over the discrete PSDs, using a constant bin size for
each hydrometeor species, based on the used microphysics module. The environmental
variables such as the pressure, the temperature, the dry air density, and the height
above the sea level are obtained from WRF outputs. The single-scattering properties are
calculated using the T-matrix method (Mishchenko, 2000) and look-up tables (Ryzhkov
et al., 2011). The CR-SIM is licensed under the General Public Licence (GNU) and both
the software and the user guide are online (Tatarevic et al., 2019). Figure 3.8 shows an
example of reflectivity fields produced by CR-SIM for either each hydrometeor species
considered in the used microphysics scheme or for the whole species of hydrometeors.
Thus, it allows to understand the contributions of each hydrometeor species to the radar
reflectivity field.

The WRF model, with these assumptions and configurations, will be used in the
following chapter to study the sensitivity of the MPCs observed during the ACLOUD
campaign over various types of surfaces (sea-ice and open-ocean) to thermodynamics,
microphysics and boundary layer properties.

http://wrf-python.rtfd.org
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Figure 3.8: Illustration of the CR-SIM outputs. Horizontal cross section at 300 m altitude of
the 94 GHz radar reflectivity field (in dBZ) for each hydrometeor species: (a) cloud, (b) rain,
(c) ice, (d) snow, and (e) for all the hydrometeors.





Chapter 4

Modelled MPCs under different
environmental conditions

In the previous chapters, the prevailing synoptic conditions and the temporal and spatial
evolution of the two mixed-phase cloud systems observed during the flight 19 of the
ACLOUD campaign over different surface types (i.e., over sea ice (SI) or open ocean
(OO)) have been discussed, as well as the characteristics of the WRF model.

The present chapter is dedicated to the simulation of these two ACLOUD cases with
the WRF model. The analysis of the simulation results takes place in order to confirm
the model’s ability to represent such Arctic clouds and provide information on the
occurring processes for these two MPC cases according to their different environmental
(or thermodynamics) conditions and surface properties. Also, sensitivity studies of cloud
microphysics to CCN concentration have been performed in order to assess the impact
of air pollution on the MPCs’ properties for both cases.

The results presented in this chapter correspond to a scientific article currently sub-
mitted for peer-review. This chapter/paper is organised as follows: first, an intercom-
parison between the available observations is presented in order to specify the environ-
mental conditions and the microphysics properties of the two different cases; then, the
baseline simulations obtained with WRF for both SI and OO cases are described illus-
trating the role of the initial set-up for the thermodynamics as well as the considered
physics parameterisations; and lastly, sensitivity studies focussing on the impact of the
CCN concentration on the distribution of the cloud condensed (liquid and ice) phases
are described.
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Highlights 

 Mixed phase cloud microphysical properties vary with the underlying surface   

 Better cloud representativeness when using finer vertical grid for initiation data 

 Cloud vertical properties impacted by boundary layer and microphysics schemes 

 The modelled ice crystal number and mass concentrations are underestimated  

 Increasing the droplets concentrations leads to an increase in both cloud phases 

Abstract  

The microphysics of two mixed-phase cloud systems (MPCs), one over sea ice, another over 

open ocean, was investigated using in-situ probes and cloud radar on-board aircrafts during 

the ACLOUD field campaign, west of Svalbard on 17 June 2017. Observations were compared 

to WRF simulations using different model configurations. This comparison reveals 

discrepancies in the vertical profile of the ice crystals concentrations for both MPCs due to 

slightly higher temperatures in WRF than observed, affecting the ice formation. Sensitivity 

analyses address the impact of assumptions used for the microphysics (MP) and the boundary 

layer (BL) schemes on the simulated vertical properties of the MPCs. The role of the vertical 

resolution of the large scale data used for model initialisation was also investigated. Results 

show that the model performance improves for large scale initialisation with more numerous 

levels close to the surface. Moreover, modifying the BL or MP scheme influences the altitudes 

of the cloud top and base, and the liquid and ice water amounts. This study also highlights how 

an increase in the CCN (cloud condensation nuclei) and droplet concentrations can impact the 

vertical profiles of the liquid and ice water amounts.  

Keywords: Arctic cloud microphysics, WRF modelling, CCN, surface properties.  

 

1. Introduction 

This section has been deleted to avoid repeating the elements of context and the current 

scientific questions already presented in the Chapter ”Introduction” of this thesis manuscript. 
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2. ACLOUD observations 

The ACLOUD (Arctic CLoud Observations Using airborne measurements during polar Day) 

field study was conducted within the framework of the ”Arctic Amplification: climate relevant 

atmospheric and surface processes, and feedback mechanisms” (AC)3 project (Wendisch et 

al., 2017, 2019). The ACLOUD campaign took place between 23 May and 26 June 2017 in the 

North-West of the Svalbard archipelago (covering 76-81°N and 10-28°E). This region is known 

to be influenced by different air mass types (e.g., intrusions of warm air from the South or cold 

air from the Arctic Ocean) and by long range transport of aerosols and pollutants from the mid-

latitudes (Knudsen et al., 2018; Wendisch et al., 2023). It is located between the Greenland 

Sea and the Arctic Ocean and characterised by transitioning zone between sea ice and open 

ocean in spring (Young et al., 2016). As shown in Knudsen et al. (2018), various synoptic 

conditions impacted the region during the ACLOUD campaign. Three key periods were 

identified: a cold period (CP; 23-29 May), a warm period (WP; 30 May-12 June) and a normal 

period (NP; 13-26 June). The associated changes of the synoptic conditions lead to sudden 

variations in the atmospheric thermodynamics properties and cloud structures (Ruiz-Donoso 

et al., 2020; Wendisch et al., 2023). 

2.1. ACLOUD flight 19  

Flight 19 performed on the 17 June 2017 lasted more than 5 hours and permitted to sample 

two different cloud structures over either sea ice or open ocean surfaces corresponding to, 

respectively, the SI and the OO cases studied hereafter. Figure 1a shows the collocated flight 

tracks of both aircraft on the 17 June 2017. Note that there is approximately a 7 minutes gap 

between the two aircrafts for both cases (Polar 5 is ahead of Polar 6). Polar 5 always flew at 

higher altitudes than the Polar 6 (Figure 1b) permitting to observe the overall thermodynamic 

and microphysical structure of the cloud using dropsondes and remote sensing 

measurements. On the contrary, Polar 6 flew at lower altitudes, i.e., inside the low-level mixed-

phase clouds (MPCs), using a staircase strategy in order to analyse the profile of cloud 

microphysics properties (ice and droplet concentrations) thanks to the on-board in-situ probes. 

The different instruments available on the Polar 5 and Polar 6 during the flight 19 performed 

on the 17 June 2017 and the associated atmospheric parameters are: 

1. Vertically pointing MIRAC 94 GHz cloud radar (Polar 5) (Küchler et al., 2017) provides 

the radar reflectivity Ze (in mm6 m-3) and then the reflectivity factor Z = 10 log10Ze (in 

dBZ) with an uncertainty of 0.5 dBZ (Mech et al., 2019). The data set is available via 

Kliesch and Mech (2019);  

2. Airborne Mobile Aerosol Lidar (AMALI) system (Polar 5) (Stachlewska et al., 2010) 

informs on the cloud top height. The processed data of MiRAC and AMALi were merged 

and published in a combined data set: Kliesch and Mech (2019) and Neuber et al. 

(2019), respectively;  

3. Dropsondes (Polar 5) which were operated by AVAPS (Advanced Vertical Atmospheric 

Profiling System; Ikonen et al. (2010)) provide vertical profiles of air temperature, 

humidity, pressure, and horizontal wind vector between the typical flight altitude of 3-4 

km and the surface with a vertical resolution of 5 m (Ehrlich et al., 2019b);  

4. Cloud droplet probe (CDP) (Polar 6) gives the droplet number size distribution (DSD) 

over the size range from 2 μm to 50 μm (with a 1-2 μm bin width) (Ehrlich et al., 2009) 

permitting to derive microphysics quantities such as the liquid water content (LWC) and 

the concentration of droplets (Ndrop);  

5. Cloud imaging probe (CIP) (Polar 6) gives the size and the shape of cloud particles 

(Baumgardner et al., 2011) with a nominal size ranges of 25 to 1550 μm with a 25 μm 

resolution hereafter called the particle size distributions (PSD). Non-spherical ice 
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crystals were separated from liquid droplets based on their circularity parameter 

(circularity larger than 1.25 and image area larger than 16 pixels) following the 

approach developed by Crosier et al. (2011). Only these non-spherical particle images 

were used for the computation of the ice phase properties. In the analysis of the particle 

concentration only the sizes >75 μm were considered with an uncertainty of 50% 

(Baumgardner et al., 2017). The ice water content (IWC) is then derived considering 

the maximum dimension (Dmax) for the non-spherical crystals as the diameter (D) (see 

Leroy et al. (2016) for details) and an adapted power law mass-diameter (m-D) 

relationship, such as the relation of Brown and Francis (1995) which is widely used in 

the literature for mixed-phase clouds (e.g., Crosier et al. (2011), and Lloyd et al. 

(2015)). DSD and PSD data are published in Dupuy et al. (2019);  

6. Aerosol particle number (Polar 6) is observed by a condensation particle counter (CPC 

TSI-3010) providing the total number concentration of particles in the diameter range 

10 nm to 3 μm (Mertes et al., 1995). The number of cloud condensation nuclei (CCN) 

are determined from measurements with a counterflow virtual impactor (CVI) (Twohy 

et al., 2003; Ehrlich et al., 2019a). In order to determine the concentration of ice-

nucleating particles (INP), we used the parameterisation of DeMott et al. (2010) which 

relates the INP concentration (in L-1) to the air temperature T and the number 

concentration of the aerosol particles with diameters larger than 0.5 μm (in cm-3).  

 

Figure 1. Flight paths (a) and altitudes (b) for both the Polar 5 (P5, in red) and the Polar 6 (P6, in yellow) aircrafts 

done on the 17 June 2017 (i.e., the ACLOUD flight 19). Note that Polar 5 performed three horizontal paths at several 

constant altitudes. The solid and dotted blue lines indicate the 15% and the 90% sea ice concentration (derived 

from the AMSR2 measurements; Ludwig et al. (2019)). The white shading represents the cloud cover (visible image 

from MODIS). Locations where the dropsondes (DS) were released are marked by black triangles. Blue and green 

rectangles on both panels present the domain analyses for, respectively, the sea ice (SI) and the open ocean (OO) 

case studies. The small numbers on panel b) indicate the legs (i.e., periods when the aircraft flew at constant 

altitude) performed by the P6 aircraft. The distance between the SI and OO domains is approximately 245 km. 
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This instrumental setting permits to characterise the structures of two cloud systems present 

on the 17 June 2017 over sea ice at 12:00 UTC (noon local time) and over open ocean at 

14:00 UTC (afternoon local time), respectively called SI and OO cases hereafter (see locations 

in Figure 1). 

2.2. Overview of the two case studies 

In this section, the vertical structure of temperature and humidity, aerosol properties, and cloud 

microphysics features observed for both situations are analysed in order to give the main cloud 

characteristics of the two SI and OO cases. 

2.2.1. Synoptic and thermodynamic conditions 

The synoptic conditions are given by the operational reanalysis data of the ERA-5 from the 

European Centre for Medium-Range Weather Forecasts (ECMWF) (Copernicus Climate 

Change Service (C3S), 2017) which provides data on a 0.25° x 0.25° horizontal grid. Figures 

2a-c show the 750 hPa geopotential height, relative humidity with respect to liquid water (RH) 

and temperature (T) as well as the surface pressure fields on the 17 June 2017 at 12:00 UTC. 

 

Figure 2. Synoptic maps of the ERA-5 reanalyse product provided by ECMWF on 17 June 2017 at 12:00 UTC for 

(a) the sea level pressure (in hPa; white contours) and the 750 hPa geopotential heights (in meters; colour scale), 

(b) the relative humidity (RH) (in %), and (c) the air temperature T (in K). Blue and red arrows on panel (a) represent 

the two air masses towards the Svalbard archipelago. Panel (d) illustrates the 72 hours mean mass back-trajectories 

calculated from the positions represented by the black stars. These start points correspond to the P6 aircraft position 

in longitude and in latitude at 11:00 UTC and 14:00 UTC respectively, and at an altitude of  500 m (corresponding 

to the SI and the OO cases). 

Figure 2a shows that three low (L) pressure systems were present around the ACLOUD region 

at approximately 2.5 km height: the first one centred over Iceland, the second one over the 

Baffin Sea west of Greenland, and the third one at the North-East of the Svalbard archipelago. 

In addition, a weak high (H) pressure system was located over Northern Europe. These 
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synoptic conditions induced two main air masses around the Svalbard archipelago: a cold polar 

air mass coming from the North Pole (blue arrows) and a temperate air mass from the North 

Atlantic Ocean via the Norwegian Sea (red arrows). Note that the latter air mass is regularly 

observed in this region bringing moisture and heat from mid-latitudes to higher latitudes 

(Sorteberg and Walsh, 2008; Tjernström and Graverson, 2009; Woods et al., 2013; Dufour et 

al., 2016; Yu et al., 2019, among others). These two air masses caused important variations 

in the temperature and relative humidity fields in the vicinity of the ACLOUD region (Figures 

2b-c). The RH is in average equal to 87% over the ACLOUD flight 19 area with several 

saturation spots. RH decreases sharply to about 40% or 50% at the South or the North of the 

ACLOUD area. We can note that temperature increases by 7°C and humidity drops to 52% at 

the North of the Svalbard archipelago. In the opposite, a cooler air spot present at the West of 

the Svalbard archipelago is associated increasing RH. These thermodynamics conditions 

induce weather changes which can promote cloud formation and persistence (as in Savre et 

al., 2014). 

The vertical thermodynamics properties for our both case studies can be illustrated by the 

observations of the dropsondes (DS) released from the Polar 5 aircraft. Two of these 

dropsondes are specifically used to describe T and RH profiles of both case studies: DS1 

which was released over sea ice surface at 11:20 UTC and DS4 which was launched over the 

ocean at 14:25 UTC (see for both positions Figure 1a). Figure 3 presents the skew-T log-P 

diagram obtained from the DS1 and DS4 measurements. 

 

Figure 3. Skew-T Log-P diagram with the vertical profiles of the air temperature T (solid lines) and the dew point 

temperature Td (dashed lines) measured from the dropsondes DS1 and DS4. These dropsondes are released at 

11:20 UTC (DS1) over sea ice surface (SI: in light blue) and at 14:25 UTC (DS4) over open ocean surface (OO: in 

green). The positions of DS1 and DS4 are represented in Figure 1a. The barbs show the vertical properties of the 

horizontal wind speed and direction for both situations. 

Figure 3 shows that the surface temperature is equal to -2°C for the SI case whereas it reaches 

+2°C for the OO case. At 950 hPa (around 500 m), a temperature inversion occurs in both 

cases reaching up to 860 hPa for SI and up to 920 hPa for OO. An elevated inversion layer 

can also be detected for OO reaching from 860 hPa to 820 hPa. Figure 3 shows that the Lifting 

Condensation Level (LCL) can be estimated at approximately 980 hPa (around 200 m altitude) 

for SI whereas it is slightly higher for OO (at 940 hPa, i.e. around 500 m altitude). Next to the 

temperature inversions located at approx. 950 hPa, low-level thin clouds occurred in both SI 

and OO cases, which is confirmed by the radar reflectivity measurements shown in Section 
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2.2.3. Moreover, according to the elevated relative humidity (RH = 95%) observed in DS1 and 

DS4 measurements, a second cloud layer was present at higher altitudes (around 2500 m 

altitude) for both OO and SI cases (see also Section 2.2.3). However, as for the low-level 

clouds, the base of these mid-level clouds is slightly higher in the OO case in comparison with 

the SI case. 

2.2.2 Air masses origin and aerosol properties 

Arctic cloud properties are strongly linked to the air mass origin and thus to the aerosol 

properties (Gultepe et al., 2000; Gultepe and Isaac, 2002). The air mass origin for both cases 

are studied using the 3D kinematic trajectory CAT model (Computing Advection-interpolation 

of atmospheric parameters and Trajectory tool; Baray et al. (2020)) in a backward mode. CAT 

is initialised with the wind fields from the ERA-5 reanalysis data (Hersbach et al., 2018a,b) 

provided by the ECMWF organisation and generated using the Copernicus Climate Change 

Service information. The back-trajectories are calculated over 72 hours using this dynamical 

tool over a topography matrix with a horizontal grid resolution of  10 km, and wind field data 

with a spatial resolution of 0.25° in latitude and longitude, provided every 3 hours. The number 

of vertical levels was set to 20 between 1000 hPa and 300 hPa. The initial spatial and temporal 

coordinates (represented by the black stars in Figure 2d) were defined accordingly to the 

position of the Polar 6 aircraft at 11:00 UTC and 14:00 UTC for the SI and the OO case, 

respectively and at an altitude of 500 m (which corresponds to in-cloud conditions for both 

cases according to Figure 3). Figure 2d shows that the air mass origin of both cases came 

from the North of the Svalbard, staying over sea ice surfaces, and remained in the atmospheric 

boundary layer (i.e., below 500 m altitude). Note that in the free atmosphere, the air mass 

towards the Svalbard archipelago is coming from the North-East for the SI case whereas it is 

coming from the West for the OO case (Arteaga, 2023). 

The CPC instrument deployed on the Polar 6 aircraft is used to measure the aerosol 

concentrations. For the SI case, the median value of the aerosol concentration (NAP,SI) is equal 

to 13 ± 63 cm-3 whereas for the OO case NAP,OO is equal to 3000 ± 365cm-3. This significant 

difference in NAP could be explained by the varying environmental surface conditions. The high 

value over open ocean can be due to local sea salt emissions, and by the pollution (note that 

contrasted NAP values according to surface properties are also discussed in Wendisch et al. 

(2019, 2023)). Regarding the CCN concentration, the median value measured for the SI case 

(NCCN,SI) is 9 cm-3 which is quite low but comparable with observations performed at the North 

of the Svalbard archipelago (Tjernström et al., 2014; Leck and Svensson, 2015). Observations 

of the CCN concentration for the OO case (NCCN,OO) are not available because of the 

malfunction of the dedicated instrument during the ACLOUD flight 19. Wendisch et al. (2019) 

found that the CCN concentration over open ocean surfaces (NCCN,OO) is in average equal to 

100 cm-3 during all the ACLOUD period and Baudoux (2022) estimated that NCCN,OO is in 

average equal to 28 cm-3 when focusing only on measurements done from 13 to 26 June 2017 

under synoptic conditions similar to the OO case. The temporal evolution of the INP 

concentrations can be determined using aerosol observations and the parameterisation of 

DeMott et al. (2010). Using this method, the median values estimated for NINP,SI and NINP,OO 

are respectively equal to 8.19 x 10-4 L-1 and 8.5 x 10-3 L-1. We can note that our estimated INP 

concentrations over open ocean (OO case) are higher than over sea ice surfaces (SI case) 

which is similar than in previous studies performed over the same region (Young et al., 2016). 

2.2.3 Cloud microphysics properties 

This section focuses on the observations done by the MIRAC 94 GHz cloud radar (Polar 5) 

and the on-board cloud probes (Polar 6) deployed during ACLOUD to characterise the in-cloud 

properties. 
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Figure 4 shows the temporal evolution of the vertical profiles of the radar reflectivity (Z) 

obtained with MIRAC (Küchler et al., 2017; Mech et al., 2019) for both cases. For the SI case, 

two types of clouds are present: low-level clouds (200-600 m) with precipitating ice and 

droplets close to the cloud top and mid-level clouds (1500-3500 m) with vertical bands of Z 

which could be associated to precipitating ice crystals (Figure 4a). For the OO case (Figure 

4b), two types of clouds are also observed but with cloud bases at higher altitudes than for the 

SI case: low-level clouds (300-1000 m) with small precipitation bands below and mid-level 

clouds (2200-3500 m) with stronger precipitation (thick vertical bands of Z below the cloud 

base). Both radar reflectivity fields are consistent with our analysis of the skew-T log-P diagram 

given in Section 2.2.1. Figure 4b also shows that, unlike in the SI case, the two cloud layers 

are not concomitant in the OO case. Moreover, the round-trip done by the Polar 5 aircraft 

permits to identify the temporal development of the mid-level clouds with, in particular, the 

intensification of the precipitation (especially for the OO case). 

 

Figure 4. Temporal evolution of the profile of the radar reflectivity obtained with the 94 GHz MIRAC cloud radar 

system deployed on-board the Polar 5 (P5) aircraft for (a) the SI case and (b) the OO case. The grey thick solid 

lines represent the P5 flight altitude. The black thin solid lines describe the altitude of the cloud top determined by 

the AMALi lidar system. Note that the Polar 5 aircraft turned back several times over the SI (at 11:40 UTC and 

12:00 UTC) and OO (at 14:10 UTC and 14:30 UTC) domains. 

Polar 6 in situ measurements were performed at altitudes below 1 km, according to the Figure 

1b. Thus, the microphysics probes only sampled the low-level clouds and the precipitation from 

mid-level clouds in both cases. Figures 5a-b show the mean cloud droplet size distributions 

(DSD) and ice particle size distributions (PSD) derived from CDP and CIP data for each leg 

performed by the Polar 6 (Figure 1b) for the SI and OO cases. Ehrlich et al. (2009) have shown 

that the ice-PSDs remain quite similar whatever hypothesis was made to calculate the particles 

diameter (i.e., the maximum diameter Dmax (Leroy et al., 2016), the equivalent diameter Deq 

(McFarquhar and Heymsfield, 1996), or the circumpolar diameter Dcc (Brown and Francis, 

1995)). We consider in this study the maximum diameter Dmax of the ice particles to compute 

the PSDs (see in Section 2.1).  

Figure 5 shows the PSDs obtained for the different flight legs. For the SI case the PSDs 

extends to larger sizes than for the OO. For the SI case (Figure 5a), leg 4 reveals that only few 

droplets and no ice particles are present at an altitude of 1000 m. Figure 5a also shows that 

the mean PSD obtained for the leg 5 is slightly different than for the three others legs: ice 

particles with diameters < 400 μm are less numerous. The shorter period (only 2 min) of 

measurement for the leg 5 (see Figure 1b) or the temporal gap ( 15 min) between this leg 

with all the other legs might explained this difference for the SI case (the properties of the 

sampled mixed-phase clouds could have evolved). Regarding the OO case, Figure 5b shows 

that, even if the DSDs’ shapes are quite similar than for the SI case, the droplets are slightly 
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more numerous (OO: 75 cm-3; SI: 51 cm-3) and have larger sizes (OO: 50 μm; SI: 40 μm). The 

higher aerosol (or CCN) concentrations observed for the OO case (see Section 2.2.2) could 

have impacted the droplet microphysics properties. Figure 5b also shows that the ice particles 

remain smaller and less numerous in the OO case than in the SI case. 

 

Figure 5. Median (calculated with  350 individual spectre for each leg) droplet size distributions (DSDs) and ice 

particle size distributions (PSDs) calculated for the five different legs of the Polar 6 (P6) aircraft (described in Figure 

1b) for (a) the SI case (i.e., leg 1: 60 m, leg 2: 220 m, leg 3: 380 m, leg 5: 550 m, and leg 4: 1000 m) and (b) the 

OO case (i.e., leg 1: 60 m, leg 2: 300 m, leg 3: 400 m, leg 4: 500 m, and leg 5: 900 m).  

2.2.3.1 Cloud radar vs. in-situ probe observations 

The instruments deployed on board the Polar 5 and Polar 6 have the advantage of probing the 

same clouds with different techniques, i.e., remote sensing and in-situ measurements. Using 

these two experimental approaches allows us to compare observations from the in-situ 

microphysics probes with profiles of the MIRAC cloud radar. In order to compare co-localised 

radar reflectivity data with Polar 6 in-situ measurements, we selected the suitable data taking 

into account both the spatial and temporal position for each legs of the SI and OO cases. Only 

the periods with in-cloud legs are considered for this study, i.e., legs 1-3 for the SI case and 

the legs 1-4 for the OO case. Data from the leg 5 of the SI case are not considered because 

this leg is too short ( 2 min) to correctly define co-localised data. 

Figure 6 presents the probability density functions (PDF) of the reflectivities measured by the 

MIRAC radar (Polar 5) and those calculated from observed PSDs and DSDs on board Polar 

6, with the help of a cloud reflectivity model. We applied the electromagnetic-microphysical 

model SSRGA (Self-Similar Rayleigh-Gans Approximation). In order to study the impact of the 

ice particles size and shape, two different mass-diameter relations m(D) = aDb relations were 

used, which consider different hypothesis regarding the degree of riming of the ice aggregates 

(see more details in Tridon et al., 2019a). The first relation which was developed by Brown and 

Francis (1995) assumes unrimed aggregates (m(D) = 0.012D1.9; called hereafter BF95) 

whereas the second one which was developed more recently by Leinonen and Szyrmer (2015) 

assumes slightly rimed aggregates (m(D) = 0.033D1.94; called hereafter LS15). In both cases 

Dmax was used (as indicated in Section 2.1). This latter relation has been derived from a model 

for ice aggregation and riming described in Leinonen and Szyrmer (2015) in which rimed 

aggregates are obtained by subsequent aggregation of ice crystals and riming in supercooled 

liquid clouds (the LS15 relation used hereafter corresponds to the SSRGA-LS15-B0.2 

configuration in the nomenclature given in Tridon et al. (2019a) associated to the fitting method 

of Ori et al. (2021)). 
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Figure 6. Probability density function (PDF) of the reflectivities measured by the MIRAC cloud radar (deployed on-

board the P5) and calculated from in-situ measurements (deployed on-board the P6) for (a) the SI case and (b) the 

OO case. The SSRGA electromagnetic-microphysical approach and two different mass-diameter relations: Brown 

and Francis (1995) (BF95) or Leinonen and Szyrmer (2015) (LS15), to consider different hypothesis regarding the 

degree of riming of the ice aggregates, are applied to the in-situ PSD data. Values in the legend indicate the median 

of the respective parameters. 

For the OO case, Figure 6b clearly shows that the reflectivities calculated from in-situ 

measurements considering slightly rimed aggregates (P6-LS15) become more comparable to 

the reflectivities measured by the MIRAC radar (P5-MIRAC) than the ones considering 

unrimed aggregates (P6-BF95). For the SI case, this trend is not clear. This comparative 

analyse suggests the presence of slightly rimed aggregates in both cases but with a degree of 

riming less important in the SI case than in the OO case (also found in Järvinen et al. (2023)). 

In order to confirm that the riming process occurs in both situations, we analyse the CIP images 

of ice crystals with sizes larger than 500 μm (i.e., the minimum size for a reasonable analysis) 

for the different in-cloud legs. Figure 7a shows the presence of slightly rimed aggregates for 

each in-cloud leg of the SI situation. However, for the OO situation, the small occurrence of ice 

crystals with sizes larger than 500 μm (see Figure 5b) do not allow us to obtain a representative 

sample of slightly rimed aggregates (Figure 7b). Nevertheless, the sampled aggregates seem 

to have more rounded shapes in the OO case, allowing us to assume that the riming process 

is probably more efficient in that case compared to the SI case.  

 

Figure 7. Examples of CIP images illustrating the presence of slightly rimed aggregates in the different legs. For 

the OO case, only images for leg 3 are represented due to the small occurrence of ice crystals with sizes larger 

than 500 µm (see Figure 5b) which is the minimum size for a reasonable analysis of the CIP images. The images 

enclosed in the dashed and solid black rectangles correspond to aggregates in size ranges 0.5-1 mm and >1 mm, 

respectively. Temperature ranges (in °C) for each leg are also indicated. 

 

 



10 

2.2.3.2 Vertical profiles of the MPCs’ properties 

From the numerous DSDs and PSDs measured along the different legs of the flight, we know 

the concentrations of droplets (Ndrop) and ice crystals (Nice) and we can deduce liquid water 

(LWC) and ice water (IWC) contents for both SI and OO cases (Arteaga, 2023). The mean and 

the spread values of both concentrations (Figures 8a-b) and water and ice contents (Figures 

8c-d) along the different flight legs (Figure 1b) allow estimating the vertical profiles of the cloud 

properties for the SI and the OO cases. Moreover, in order to well identify the in-cloud regions, 

we consider critical thresholds on both the liquid water (LWCc ≥ 0.01 g m−3) and ice water 

contents (IWCc ≥ 5 x 10-5 g m-3) as applied in Mioche et al. (2017) and Dupuy et al. (2018). 

Note that the calculated IWC varies according to the used mass-diameter relationship. 

 

Figure 8. Median vertical profiles of the droplet (Ndrop) and ice particle (Nice) concentrations (a-b), and of the liquid 

(LWC) and ice (IWC) water contents (c-d) for the SI case (a,c) and the OO case (b,d) obtained from in-situ ACLOUD 

observations (black circles and squares). For the observations, the IWC are calculated using either the BF95 

(circles) or the LS15 (squares) mass-diameter relationship. Note that all results obtained using LS15 are plotted 

with a vertical shift (+30 m) to make the figure easier to read. Symbols correspond to the median values obtained 

for the different legs and the intervals indicate the first (Q1) and the third (Q3) quartiles. Median profiles (solid lines) 

and Q1-Q3 spread (coloured shadings) obtained for WRF21 (red) and WRF38 (blue) simulations are also 

represented. Note that the y-axes are different for both cases. 

For the SI case, data collected along leg 4 (at  1000 m) do not characterise in-cloud properties 

because the mean LWC and IWC values are respectively lower than the LWCc and IWCc 

thresholds (Figure 8c). At this altitude, the mean Ndrop and Nice (< 10-6 cm-3) are both negligible 

(Figure 8a). At  60 m (leg 1), we can note that the mean LWC is lower than the LWCc threshold 

but both the mean Ndrop and Nice cannot be neglected (see also Figure 5a). Thus, we assume 

that the Polar 6 aircraft flew in the precipitation layer (fight report) and close to the cloud base. 

Within the cloud layer, the Ndrop is 3 orders of magnitude higher than the Nice, and both 

concentrations remain quite constant along the profile at around 35 drops per cm3 and 0.015 

crystals per cm3. Moreover, while the LWC remains quite constant, the IWC slightly decreases 
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with the increasing altitude (regardless the mass-diameter relation used in the calculations of 

the IWC). 

Figure 8d shows that, according to the LWCc and IWCc thresholds, only the legs 2-4 (in the 

altitude range from 200 to 800 m) are performed inside the clouds for the OO case. Figure 5b 

has shown that the precipitation (at 60 m: leg1) is composed of few ice crystals. Moreover, we 

can note that the IWC calculated at 900 m (leg 5) increases for the LS15 relation (IWC  IWCc 

for leg 5 with the LS15 relation), implying that the large number of small drops in this level may 

effect riming of ice crystals. Within the cloud layer, the supercooled liquid water phase is more 

dominating in the OO case than in the SI case since the LWC is more important while the IWC 

remains comparable (Figures 8c-d). Moreover, the mean vertical trends are different: the LWC 

increases with the increasing altitude (up to 0.51 g m-3) in the OO, whereas the IWC remains 

quite constant for both m-D relationships. 

The two cloud systems observed either over sea ice or over open ocean formed under quite 

warm arctic conditions since the temperatures measured inside clouds are between 0°C and -

5°C for the SI case and between 0°C and -3°C for the OO case (see Figure 7). The supercooled 

liquid water dominates the MPCs of both cases (Figures 8c-d). Ice formation took place by the 

heterogeneous nucleation process. The stronger concentration of Nice for the SI case confirms 

the role of the decreasing temperature for heterogeneous nucleation. However, as the 

temperature in the cloud layer for the SI case ranges mainly between -5°C to -6°C (Figure 3), 

we can suppose that also the Hallett-Mossop process contributes to the ice crystal number 

concentration (Korolev and Leisner, 2020). 

3. Numerical simulations of both MPC cases 

3.1. Model description and strategy of analysis 

Simulations of the two MPCs observed over sea ice (SI case) and open ocean (OO case) were 

done using the non-hydrostatic and compressible Advanced Research version of the Weather 

Research and Forecasting (WRF) model version 3.8.1 (Skamarock et al., 2008) which uses a 

terrain-following mass vertical coordinate. Physics processes are parameterised and 

categorised in different schemes in order to describe microphysics, surface, boundary layer, 

and radiation properties. For this study, the simulations for both SI and OO cases use the 

following set of parameterisations: the shortwave and longwave radiations follow the RRTMG 

(Rapid Radiative Transfer Model for GCMs) scheme based on Iacono et al. (2008) and Iacono 

(2011); the surface properties are described by the surface layer scheme of Janjic (2002) 

(based on the Eta similarity theory (Monin and Obukhov, 1954)) combined with the Noah land-

use module (Chen and Dudhia, 2001); the boundary layer follows the Mellor-Yamada-Janjic 

(MYJ) scheme (Janjic, 2002), and the scheme of Morrison et al. (2009) is used to describe the 

cloud microphysics (initialising the CCN concentration for both cases according to the 

observations: NCCN,SI  10 cm-3 and NCCN,OO  100 cm-3). This set of parameterisations is 

identical to that used in the WRF-Polar version developed by the Ohio State University (Hines 

et al., 2011). However, in our study, the modifications done to the Noah land-surface model 

and the sea ice treatment (Hines and Bromwich, 2008; Bromwich et al., 2009) are not 

considered. Indeed, there are particularly important for long-term simulations where the sea 

ice surface and the snow cover are evolving which is not the case for our cases that last less 

than one day. However, in order to better represent the surface properties, we adjust the 

surface albedo for sea ice (αSI  0.79) and ocean (αOO  0.21) surfaces according to the mean 

surface radiative properties observed during ACLOUD on the 17 June 2017 (Stapf et al., 

2019a,b, 2020). 
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A two-way nested configuration is used with three domains at increasing grid spacing: 9, 3, 

and 1 km. In the horizontal, the numbers of grid points are, from the outermost to the innermost 

domain, 120 x 120, 274 x 232, and 487 x 430. The two wider domains are centred on the Ny-

Ålesund station (NyA in Figure 1a) whereas the innermost domain is centred on the flight 

position either at 11:00 UTC or at 14:00 UTC in order to respectively study the SI or OO cases 

(stars in Figure 2d). For the three domains, the vertical grid consists of 105 non-equidistant 

levels (with a model lid at 350 hPa) in order to have more levels at the altitudes of the MPCs 

(mean vertical grid spacing equal to 30-35 m within the first kilometre). The outermost domain 

is initialised at 00:00 UTC 17 June 2017 and forced every 6 hours with the ERA-5 reanalysis 

data (Hersbach et al., 2018a) from the European Centre for Medium-Range Weather 

Forecasts (ECMWF). These data provide the fields of air temperature, specific humidity, 

geopotential, and wind components with a spatial resolution of 0.25° x 0.25° in latitude and 

longitude for a specified number of pressure levels. Two different simulations using either 21 

or 38 pressure levels (6 or 9 of them are present in the pressure range 1000-800 hPa, 

respectively) are performed in order to study the role of the model initiation. The three 

additional pressure levels in the lowest layer of the atmosphere correspond to the 975 hPa, 

875 hPa and 825 hPa levels. The model settings described above provide the baseline 

simulations, which will be referred to as WRF21 or WRF38 for 21 or 38 pressure levels used 

in the ERA-5 reanalysis data for the two MPC cases. The simulations performed for this study 

are summarised in Table 1. 

Table 1. Description of all the modelling experiments done in this study using the ECMWF ERA-5 reanalysis data 

for WRF initialisation: with either 21 or 38 pressure levels; and with two different parameterisations to describe the 

(BL) boundary layer (the MYJ or MYNN3 scheme) and the (MP) microphysics (the Morrison et al. (MORR) or the 

Milbrandt-Yau (MIYA) 2-moment scheme). Additional sensitivity studies are performed varying the initial CCN 

concentration [n]. Note that in WRF38* baseline simulations, [n] is equal to 10 cm-3 for the SI case whereas it is 

equal to 100 cm-3 for the OO case. 

Name Description 

WRF21 
WRF38 

Using 21 ERA-5 levels, and with MYJ & MORR physics schemes 
Using 38 ERA-5 levels, and with MYJ & MORR physics schemes 

WRF-BL 
WRF-MP 

As in WRF38, but with MYNN3 boundary layer scheme 
As in WRF38, but with MIYA microphysics scheme 

WRF-[n]CCN As in WRF38*, but with CCN concentration equal to [n] cm-3 

The instrumentation deployed on-board the Polar 5 and the Polar 6 aircrafts can be used to 

quantitatively compare the simulated thermodynamics and microphysics properties of the 

MPCs. The vertical profiles of the thermodynamics conditions obtained from the dropsondes 

(Figure 3) and the cloud microphysics properties from the MIRAC cloud radar (Figure 4) as 

well as the in-situ probes (Figures 5-6) are relevant in this context. Comparisons of model 

results with profiling observations are challenging because a model cannot be expected to 

reproduce the exact system evolution in space and time. In addition, the representativeness 

of the observed profile (DS1 or DS4 dropsonde), the time-height (MIRAC cloud radar), or time-

level (in-situ data leg) is unknown. Therefore, as in Tridon et al. (2019b) and Planche et al. 

(2019), we statistically compare the different observations to a large number of model columns 

or level-points over the whole simulated cloud for both cases. Thus, two parallelepipedic 

volumes with a base of 300 x 140 km² and a vertical extension of 1-1.2 km are defined within 

the innermost domain. Each of them encompasses the trajectory of the P6 aircraft for both 

cases, as represented on the Figure 1a. 

In order to evaluate the sensitivity of modelled MPCs properties to the representation of the 

physics processes, additional simulations are performed using different parameterisations for 

the boundary layer (BL) and the microphysics (MP). For these simulations, we choose BL and 

MP schemes which are commonly used for Arctic cloud studies (such as in Bromwich et al. 
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(2009); Hines et al. (2011); Xue et al. (2022), among others). Thus, we replaces the MYJ 

scheme by the Mellor-Yamada-Nakanishi-Niino Level 3 (MYNN3) boundary layer scheme 

(Nakanishi and Niino, 2006, 2009) and the Morrison scheme by the Milbrandt-Yau (MIYA) 

microphysics scheme (Milbrandt and Yau, 2005a,b). MYNN3 is a modified version of the MYJ 

scheme which uses results from large eddy simulations to derive the expressions of stability 

and mixing length instead of observations. In both 2-moments MP schemes, the prognostic 

variables include number (N) and mass mixing ratio (q) for all different hydrometeor species 

(such as rain drop, ice, and snow). The particle size distribution for each hydrometeor species 

(x) is described by a gamma function: Nx(D) = N0,xD
μx e−λxD, where D is the diameter, and N0,x, 

μx and λx are the intercept, the shape and the slope parameters. For each hydrometeor 

species, N0,x and λx are calculated according to Equations 1 and 2 (while μx is fixed): 

𝜆𝑥 =  [
𝑎𝑥𝑁𝑥𝛤(𝜇𝑥+𝑏𝑥+1)

𝑞𝑥𝛤(𝜇𝑥+1)
]

1
𝑏𝑥

⁄
                                                                                          (Equation 1) 

𝑁0,𝑥 =  
𝑁𝑥𝜆𝜇𝑥+1

𝛤(𝜇𝑥+1)
                                                                                                           (Equation 2) 

Γ is the Euler gamma function, the parameters ax and bx are given by the assumed power-law 

mass-diameter relationship (𝑚(𝐷) =  𝑎𝑥𝐷𝑏𝑥) for each hydrometeors species. Table 2 
summarises the main assumptions of both MP schemes for hydrometeors’ representations. 
Note that most of the hydrometeor size distributions follow an exponential function since μx is 
equal to 0. Most of the microphysics processes are based on similar approaches in both MP 
schemes. A difference however consists for the heterogeneous ice nucleation mechanisms 
which start at different temperatures: the deposition/condensation and the contact/immersion 
freezing mechanisms are active at T < -8°C and T < -4°C in the Morrison scheme whereas 
they are respectively active at T < -5°C and T < - 2°C in the Milbrandt scheme. 
 
Table 2. Main characteristics of both microphysics schemes used in this study to described the different 

hydrometeor species (x). The definition of the q, N, a, b, and μ variables are given in the text and v, c, r, i, g, h 
correspond to the water vapour, cloud droplet, rain drop, ice, graupel, and hail species, respectively. ρx corresponds 
to the density for each species. Note that μc follows Martin et al. (1994) in MORR scheme. 

 Morrison scheme (MORR) Milbrandt-Yau scheme (MIYA) 

Mass variables qx for x ∈ {v, c, r, i, s, g} qx for x ∈ {v, c, r, i, s, g, h} 

Number variables Nx for x ∈ {r, i, s, g} Nx for x ∈ {c, r, i, s, g, h} 

m-D coefficients 𝑎𝑥 =  
𝜋

6
 𝜌𝑥 & 𝑏𝑥 = 3 

for x ∈ {c, r, i, s, g} 

𝑎𝑥 =  
𝜋

6
 𝜌𝑥 & 𝑏𝑥 = 3 

for x ∈ { c, r, s, g, h} & ai = 440 kg m-3 

Shape parameter μx = 0 for x ∈ {r, i, s, g} 
μc = fct(Nc, T, p) 

μx = 0 for x ∈ {r, i, s, g, h} 
& μc = 3 

 

3.2. WRF baseline simulations 

In Figure 8, results from WRF21 and WRF38 simulations for both SI and OO cases are already 

included. In WRF experiments, the microphysics properties are determined by selecting a 

sample of points within the parallelepipedic volume matching with the P6 flight path (leading 

typically to more than 200 points in total). Temporally, we consider all the model outputs every 

5 min between 11:00 and 12:00 UTC for the SI case and between 14:00 and 15:00 UTC for 

the OO case. Moreover, from the WRF experiments, the LWC is calculated using the mass 

mixing ratios of both cloud (qc) and rain (qr) species while the IWC is calculated using the mass 

mixing ratios of both ice (qi) and snow (qs) species (the other ice species in MORR are empty 

for the two studied MPC cases). Regarding the concentration profiles, the sum of Nc and Nr is 

used to determine Ndrop while the sum of Ni and Ns is used for Nice. Note that Nc, which is not a 

prognostic variable in the Morrison scheme, is fixed according to the NCCN values used to 
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initialise both cases (Section 3.1). Consequently, Ndrop profiles in Figures 8a-b depict a constant 

value of 10 cm-3 for SI and 100 cm-3 for OO in both WRF21 and WRF38 simulations.  

The median LWC profiles in WRF38 do better compare with observations than in WRF21 for 

both SI and OO cases (Figures 8c-d). However, neither the vertical evolution nor the amount 

of the IWC are well reproduced in both WRF21 and WRF38 experiments for the SI case. 

WRF38 better hits the observed IWC, especially in the first 200 m, for the OO case. The 

simulated median IWC profile in WRF38 is closer to the observed IWC, which was calculated 

by means of the BF95 m-D relationship (Figure 8d). This, however, is in contradiction to our 

results of Section 2.2.3 where we found that radar reflectivity is better reproduced when the 

LF15 m-D relationship for rimed particles is used. Despite this, the simulated median IWC 

profile in WRF38 is within the spread interval of the observations. Figure 8d shows that the 

simulated OO cloud top is not well reproduced in WRF38 and WRF21 since the LWC and IWC 

sharply decrease at 650 m altitude while the observations suggest a cloud top at ≈ 900 m (leg 

5). Ndrop profiles (Figures 8a-b) reflect the CCN number concentrations initially chosen for SI 

and OO cases. The selected number of 100 CCN cm-3 overestimates the Ndrop observations 

for the OO case by 20-30%. For the SI case, 10 CCN cm-3 underestimates the observations 

for Ndrop by a factor of 2-4. Nice is underestimated in WRF21 as well as in WRF38. This 

underestimation is around one order of magnitude for the OO case whereas it reaches 

approximately two orders of magnitude for the SI case. 

This disagreement will further be investigated by exploiting the dropsonde data at the altitudes 

where the MPCs formed. Figures 9a-b compare the mean vertical evolution of the 

thermodynamics properties simulated in WRF21 and WRF38 with the profile of the observed 

air temperature T and dew point temperature Td. Simulated profiles of T and Td are obtained 

averaging the 20 x 20 model columns centred on the position in latitude and longitude of each 

dropsonde (Figure 1) for a one-hour period for the time of the dropsonde releases, i.e., from 

10:30 UTC to 11:30 UTC for the SI case and from 13:30 UTC to 14:30 UTC for the OO case. 

 

Figure 9. Mean vertical profiles of the air temperature T (solid lines) and the dew point temperature Td (dashed 

lines) obtained in WRF38 (blue), in WRF21 (red) and from observations (black) for (a) the SI case and (b) the OO 

case. Results from the WRF sensitivity studies, WRF-BL (purple) and WRF-MP (green), presented in Section 3.3 

for (c) the SI case and (d) the OO case are also illustrated. 
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According to Figure 9a, the LCL obtained in both WRF21 and WRF38 are comparable to the 

observations for the SI case. However, even if the vertical evolution of Td is similar to the 

observations up to 950 hPa, it is overestimated by  1.5-2°C while the T is overestimated by  

1-1.5°C close to the surface in both simulations. These warmer conditions could explain the 

weak simulated IWCs. As the vertical variations of the potential temperature (θ) between 

surface and cloud base are below 0.5°C, observations and simulations reveal a coupled cloud-

surface situation as proposed by Gierens et al. (2020) and Griesche et al. (2021). Also, the T-

inversion that is present at a slightly higher altitude in WRF21 than in WRF38 justifies the 

difference in the altitude of the cloud top visible in Figure 8c for the SI case. The altitude of the 

T-inversion in the observations (located just above the isotherm layer) suggests a cloud top at 

higher altitudes than in both experiments, i.e., between the flight legs 5 and 4 (see Figure 1b). 

For the OO case, the vertical profile of T is well reproduced close to the surface by both WRF 

experiments while modelled Td is overestimated by  2°C (Figure 9b). The LCL is therefore 

lower in the simulations than in the observations. As for the SI case, the adiabatic conditions 

indicate the presence of surface-coupled clouds. At higher altitudes, Td is better estimated by 

the simulations but the T-inversion is more marked and T is overestimated by  2°C in the 

pressure range from 925-850 hPa. These differences in the vertical evolution of T impact the 

altitude of the cloud top as well as the amount of the liquid and ice water contents (Figure 8d). 

Based on our analyses presented in Figures 8 and 9, the WRF38 experiment will be considered 

hereafter as our reference experiment. 

Additional comparisons between observations and baseline simulations (i.e., WRF38) are 

performed on the vertical properties of the MPCs for both cases using a statistical approach. 

Figure 10 shows the altitude-dependent probability density functions (a-PDF) of reflectivities 

measured by the MIRAC 94 GHz cloud radar (deployed on P5). 

In order to focus on the MPCs properties, we excluded MIRAC data from 11:35 to 11:45 UTC 

in our analysis to avoid the precipitation of the mid-level clouds for the SI case (see Figure 4a). 

Similarly, we selected only MIRAC data from 14:15 to 14:45 UTC to avoid the rainy periods of 

the mid-level clouds for the OO case (see Figure 4b). PDFs of radar reflectivities calculated 

from in situ probe measurements (along in-cloud legs done by the P6 aircraft, Figure 6) are 

also shown in Figure 10. From the WRF experiments, the 94 GHz radar reflectivities are 

calculated with the Cloud-resolving model Radar SIMulator (CR-SIM, Oue et al. (2020)). It is a 

forward-modelling post-processing tool that emulates various remote sensing products in 

accordance with assumptions used in the microphysics scheme, i.e., the Morrison scheme for 

both WRF38 baseline experiments (Table 2). The WRF data are selected with the same 

method used for the LWC and IWC analyses detailed for Figure 8. 

Figures 10a-b show different vertical evolutions of the median a-PDF reflectivities of the 

MIRAC observations for both cases. For the SI case, it increases from -22 dBZ to -12 dBZ 

towards the ground whereas, for the OO case, it reaches a maximum of -20 dBZ at an altitude 

of 800 m and then slightly decreases to -25 dBZ at the cloud base. These vertical trends are 

consistent with in-situ measurements which have shown that hydrometeors are larger in the 

SI case (Figure 5). In WRF38, the vertical evolution of the median a-PDF of the modelled 

reflectivities is comparable to the observations for both cases (Figures 10c-d). However, the 

reflectivities fields are more homogeneous in the model than in the MIRAC observations (see 

Q1-Q3 spread). Also, Figure 10d confirms that MPCs simulated for the OO case are less high 

than observed (due to the position of the T-inversion; Figure 9b). 

Figure 10 has shown that radar reflectivities modelled in WRF38 are in accordance with cloud 

radar MIRAC observations for both cases. This agreement is mainly due to the fact that the 

simulated ice particle spectra underestimate the observed particle number but give a wider 
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spectrum with larger particles, which contribute essentially to the reflectivity. Table 2 shows 

that the modelled ice PSDs are prescribed according to exponential distributions (μ = 0) in 

MORR whereas the observed PSDs are rather defined according to gamma distributions (see 

Figure 5). 

 

Figure 10. Altitude-dependent probability density function (a-PDFs) of the reflectivities, resolved in bins of 2 dBZ, 

from the MIRAC radar system (a-b) and obtained applying the CR-SIM module to the WRF38 simulations (c-d) for 

the SI case (a,c) and for OO case (b,d). The a-PDFs are obtained calculating the PDF for each retrieved level. Solid 

black lines represent the median whereas dashed black lines represent the first (Q1) and the third (Q3) quartiles. 

Median (grey symbols) and Q1-Q3 spread of the PDF of the reflectivities calculated from in-situ measurements 

using BF95 (circles) or LS15 (squares) are also illustrated. Note that all the results obtained using LS15 are plotted 

with a vertical shift (+30 m) to make the figure easier to read.  

3.3 Impact of the boundary layer (BL) and microphysics (MP) parameterisations 

The WRF38 baseline experiment provides reasonable results compare to the observations 

with some discrepancies as the underestimation of the ice phase and the altitude of the cloud 

top. To evaluate how these MPC parameters can be impacted by the physics 

parameterisations used in our modelling set-up, we performed sensitivity studies using other 

representations for the boundary layer (BL) and the microphysics (MP), as described in Section 

3.1. These alterations with respect to WRF38 set-up are summarised in Table 1. Figure 11 

represents the median vertical profiles of the LWC and IWC obtained in WRF-BL and WRF-

MP for both cases. 

LWC and IWC simulated with WRF-BL are similar to the values found in WRF38 but both liquid 

and ice water phases extend on thicker layers and are present at higher altitudes. For the SI 

case, the cloud liquid water phase is vertically shifted by approximately +200 m and the cloud 

ice reaches up to 800 m altitude (Figure 11). Figures 11b,d show that the impacts are opposite 

for the OO case since IWC is vertically shifted by approximately +200 m whereas the liquid 

water phase extends over 500 m, i.e., 100 m more than in WRF38. The modifications of the 

vertical profiles of the condensed water for the two cases can be induced by changes in surface 
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sensible (Fsen) and latent (Flat) fluxes and in the thermodynamics structure within the boundary 

layer. Indeed, the mean Flat increases by around 20% in WRF-BL for both cases, while a 

significant reduction in the mean Fsen of -25% only occurs for the SI case. Table 3 summarises 

the mean Fsen and Flat obtained for each WRF-BL experiments. With Figure 9, we can see that 

the air temperature at the surface is 1°C higher in WRF-BL than in WRF38 for the SI case. The 

lower atmospheric layer is more humid up to 910 hPa where a more marked T-inversion is 

present, i.e., at higher altitude than in WRF38 as well as in the observations (see Figure 9c). 

For the OO case, the T-inversion is also located at a slightly higher altitude (≈ 10-20 hPa) than 

in WRF38 (Figure 9d). Below this point, T and Td have a similar vertical gradient even if they 

are stronger than in WRF38. 

 

Figure 11. Median (solid or dashed lines) vertical profiles of the LWC (a-b) and IWC (c-d) for the SI case (a,c) and 

the OO case (b,d) simulated in WRF38 (blue), WRF-BL (purple), and WRF-MP (green) experiments. Coloured 

shadings represents the Q1-Q3 spread. Observations are indicated by black symbols (compare Figure 8). 

Figure 11 also represents the vertical profiles of the LWC and IWC obtained in WRF-MP for 

both cases (see Table 1). In that WRF microphysics experiment, not only the quantities for 

LWC and IWC change but also their vertical profiles. For the SI case, the ice phase is more 

important than in WRF38 by a factor of 2 and extends up to 750 m altitude ( 150 m higher 

than in WRF38) and becomes more comparable to the observations (see Figure 11c). The 

liquid phase simulated in WRF-MP also extends up to 750 m and reaches a maximum of 0.56 

g m-3 at 650 m altitude, i.e., an amount which is two times higher than in WRF38 or in the 

observations (Figure 11a). So, with the MIYA microphysics scheme (used in the WRF-MP 

experiment), both LWC and IWC become more important than in WRF38 for the SI case. This 

is due to changes in the temperature and humidity profile: the T-inversion is located at higher 

altitude (as in WRF-BL) and also the lowest levels of the atmosphere are more humid and 

warmer (0.5-1°C) in WRF-MP compared to the WRF38 experiment and the observations 

(Figures 9a,c). The liquid water fraction (LWF) estimated for WRF38 is higher ( 90%) than 

WRF-BL ( 70%) in the lowest layers for SI case. For the OO case, the changes in the vertical 

profile of the LWC and the IWC are minimal in WRF-MP compared to WRF38 (Figures 11b,d) 

since only the ice phase appears more important in the lowest atmosphere and the maximum 



18 

of the liquid phase increases around 20% at the cloud top. At this altitude of 925 hPa, more 

water vapour is available according to the thermodynamics conditions (see Figure 9d) while 

they are similar to WRF38 conditions at lower altitudes. For the OO case the vertical 

distribution of water is almost the same in both cases. 

Table 3. Mean surface sensible (Fsen) and latent (Flat) fluxes simulated in WRF38 and WRF-BL for both SI and OO 

cases. The numbers in brackets indicate the respective relative differences between WRF-BL and WRF38. 

 SI case OO case 

 WRF38 WRF-BL WRF38 WRF-BL 

Fsen (W m-2) 4.94 3.67 (-25.7%) 21.81 21.44 (-1.70%) 

Flat (W m-2) 3.38 4.10 (+21.3%) 26.03 31.10 (+19.5%) 

The MIYA microphysics scheme (used in the WRF-MP experiment, see Table 1) implies more 

ice, especially in the SI case. This is mainly related to the different temperature thresholds 

used in MORR and MIYA microphysics schemes in order to activate the heterogeneous ice 

nucleation mechanisms. Indeed, all of the ice formation mechanisms parameterised in MIYA 

are activated at warmer temperatures than in MORR (see Section 3.1). Thus, these 

assumptions can have an important impact on the SI simulations where in-cloud temperatures 

are flirting with the threshold values. 

4. Sensitivity to CCN concentration 

An additional sensitivity study is performed using the WRF38 baseline simulations for the SI 

and the OO cases (defined in Section 3.2) in order to investigate the effects of the CCN 

concentration (NCCN) on MPCs’ microphysics properties. In that context, several WRF 

experiments are done (see Table 1) where the cloud droplet concentration (Nc) is set equal to 

CCN concentrations ([n]) as observed in various Arctic or marine environmental conditions 

(e.g. Planche et al. (2017); Wendisch et al. (2019); Baudoux (2022)). Figure 12 shows the 

median vertical profiles of LWC and IWC for the different scenarios. 

For the SI case, an increase by a factor of three in the CCN concentration (from 10 cm-3 in 

WRF-10CCN to 30 cm-3 in WRF-30CCN) impacts the LWC as well as the IWC (Figures 12a,c). 

Indeed, the LWC increases by a factor of 2 while the IWC increases from 1.5 x 10-4 g m-3 to 

5.1 x 10-4 g m-3. Also, the vertical distribution of the liquid water phase is modified since it 

extends over 600 m (i.e., 100 m more than in WRF38) (Figure 12a). Consequently, with an 

increasing CCN perturbation, the liquid water phase becomes more important and extends 

over deeper layer.  Stronger changes in the CCN concentration modify the thermodynamics 

properties close to the surface and induce modifications in the MPC development. Indeed, in 

all WRF experiments with NCCN ≥ 100 cm-3 the T-inversion evolves vertically since it is located 

around 150 m higher than in WRF38 (not shown). Note that an increase of 2.5 times in the 

CCN concentration from 100 cm-3 to 250 cm-3 only induces a slight increase (+5%) in liquid 

phase and almost no effect on the ice phase (see WRF-100CCN and WRF-250CCN in Figures 

12a,c). Thus, no linear relationship between CCN and LWC/IWC exists in all WRF experiments 

with NCCN ≥ 100 cm-3 ; the boundary layer conditions seems “to be saturated” for a perturbation 

of 100 CCN cm-3 for the SI case. 

For the OO case, with an increase in the CCN concentration by a factor of three (from 10 to 

30 cm-3), the liquid phase increases by a factor of 2.5 and extends over deeper layer while the 

ice phase increases by a factor of 10 (Figures 12b,d). These changes in the IWC are more 

important than in the SI case for an identical variation in the initial CCN concentration. 

Increasing the CCN concentration to 100 cm-3, the LWC continue to increase and the cloud 

top becomes higher. Note that in all sensitivity tests with CCN concentrations higher than ≥ 

250 cm-3, the total water content remains similar. As in the SI case, there is a critical CCN 
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concentration from which the boundary layer seems “to be saturated” for the OO case. 

Moreover, the thermodynamics properties are quite similar in all experiments, except in that 

WRF-10CCN, where the T-inversion does not evolve vertically by remains at an altitude of 300 

m.  

 

Figure 12. As in Figure 11, but for the different WRF-[n]CCN experiments where [n] = 10 cm-3, 30 cm-3, 100 cm-3, 

and 250 cm-3. Note that in the WRF38 baseline experiments described in Section 3.2, [n] = 10 cm-3 for the SI case 

and [n] = 100 cm-3 for the OO case. 

Sensitivity of cloud microphysics properties to CCN concentration is more important for the SI 

case than for the OO case. As in e.g. Eirund et al. (2019), a rising CCN concentration 

successively increases LWC and IWC. However, at a critical concentration, the LWC and IWC 

no longer increase for both SI and OO cases. Moreover, the higher the CCN concentration is, 

the deeper the cloud is.  

5. Discussion 

During the ACLOUD campaign 2017 two shallow cloud layers (<700 m) were probed, one over 

Sea Ice surface (SI) at temperatures around -5°C, another over the Open Ocean (OO) under 

slightly warmer conditions around -2°C. LIDAR and RADAR observations indicate that the 

cloud field over Sea Ice typically ranged from the surface up to 500 m while clouds over Open 

Ocean were more elevated with a cloud base close to 200 m and a cloud top around 900 m 

(Figure 4). In situ measurements show that LWC reaches 0.4 g m-3 at 400 m over Open Ocean 

while a maximum of 0.2 g m-3 is obtained in cloud layers over Sea Ice at the same altitude 

level. LWC still increases in the OO case up to 0.5 g m-3 at 500 m (Figure 8d) while LWC in 

the SI case at these levels strongly decreases indicating the top of the cloud. We presume that 

strong entrainment with sub-saturated air from altitudes above cloud top reduced the LWC in 

the SI case. In addition, in the SI case, the vertical structure of the temperature measured by 

the dropsonde DS1 (Figure 3) reflects a wet adiabatic profile indicating a well-mixed structure 

over the entire cloud layer. In contrast to that, the observed temperature profile (DS4) in the 
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lower 400 m of the OO case is dry-adiabatic, justifying the observed LWC of 0.4 g m-3 for 

adiabatic ascent between 200 and 400 m. 

Airborne measurements indicate that the aerosol particle concentrations differed significantly 

between both situations, suggesting that the CCN concentration over Sea Ice (with 10 cm-3) 

represent a cleaner environment than clouds encountered in the Open Ocean case (with 100 

cm-3). This strong discrepancy could not be confirmed by measurements of the droplet number, 

which typically counted 30 droplets/cm3 in the SI case, and only 70 droplets/cm3 in the OO 

case. The number of ice crystals was not correlated with the differences in aerosol 

concentration: while 20 crystals per litre were counted in the SI case, only 5 crystals per litre 

were detected in clouds over Open Ocean. We can speculate that the lower temperatures in 

the SI clouds intensified ice particle formation due to more efficient heterogeneous nucleation. 

The colder temperatures of the SI case also probably favoured the formation and the growth 

of larger crystals up to 2 mm, while ice particles sizes remained below 0.5 mm in the OO case 

(Figure 5). The presence of large ice crystals is confirmed by observations of the cloud radar 

reflectivity Z at 94 GHz. While Z remains below -20 dBZ in the cloud layers over open ocean, 

it is higher, ranging from -20 to 0 dBZ in the SI case. 

After an integration time of 12 to 14 h, simulations with the WRF model reasonably reproduced 

the low arctic cloud layers observed on 17 June 2017 over Sea Ice and Open Ocean. Model 

results for cloud layer depth, prevailing LWC and drop number are quite comparable with the 

observations, however, IWC and crystal number are significantly underestimated. Furthermore 

the model could not represent the mid-level cloud layer, which was observed by remote 

sensing instruments between 1500 and 3500 m in both cases (Figure 4). 

In a first step the role of the vertical resolution of the large-scale data, which provide initial and 

boundary conditions for the model, was tested. Simulations with 21 vertical levels were 

compared with those using 38 levels. The low-level cloud layer formed produced in both 

configurations. However, with additional levels next to the surface, clouds could form at lower 

altitudes causing a slight increase of LWC in the 400 m level, thus in better agreement with the 

observations. Model results for ice crystal number concentration Nice and IWC are only 

marginally affected by the change of the vertical resolution. Most striking is the comparison 

between simulation and observations of Nice. Modelled ice crystal numbers are 100 times 

smaller than observed numbers in the SI case and 50 times smaller than observations in the 

OO case (Figure 8). Observational results for the IWC are uncertain as this quantity depends 

significantly on the m-D relationship applied to the particle number distributions and 

representing the degree of riming of the ice particles (Figures 8 and 10). The resulting IWC 

range in the SI case typically from 1 to 5 mg m-3 and from 0.1 to 1 mg m-3 in the OO case. The 

maximum IWC found by the model remained in both cases below 0.2 mg m-3. We can see from 

these results that the formation of ice crystals and the resulting IWC are significantly 

underestimated by the microphysics of the model. To a certain extent, the underestimation of 

the modelled IWC can also be attributed to the warmer air, simulated in the first 500 m for all 

modelled cases. This underestimation is more pronounced in the SI case, where the simulated 

temperature in the lower 300 m was up to 1.5 °C higher than the observed one. 

Significant changes in the vertical structure of the simulated boundary and cloud layer 

occurred, after replacing the MYJ boundary layer scheme by the model of Nakanishi and Niino 

(2009) (MYNN3). The use of the MYNN3 scheme caused a significant vertical shift of the cloud 

layer in both cases (see WRF-BL in Figure 11). Cloud top for the SI case extends from 450 to 

750 m and for the OO case from 400 to 800 m. All microphysical properties remained quite 

similar in the cloud layer as in previous simulations using the MYJ scheme (WRF38 in Figure 

11). The lifting of the cloud top is accompanied by the lifting of the temperature inversion 

(Figures 9c and d). Below the inversion, the cloud evolution produced a wet adiabatic lapse 
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rate, and the temperature increased from the surface up to cloud top compared to the MYJ 

results. This warming in the boundary layer can be attributed to the increase in surface latent 

heat flux (Table 3), which increased in both cases by 20% for simulations with the MYNN3 

scheme. We can speculate that this modified evolution in the boundary layer is due to the 

different parameterisation of turbulence used in MYNN3 scheme. 

Heterogeneous ice nucleation is the dominant microphysical process for crystal formation in 

the temperature range slightly below 0°C. All simulation results discussed until here concerned 

the Morrison scheme, wherein heterogeneous nucleation is triggered for temperatures below 

-4°C. The consequence of a shift to warmer temperatures for the cloud layer were studied by 

the microphysics scheme MIYA wherein heterogeneous nucleation begins at -2°C. For the 

simulation with MIYA microphysics (see WRF-MP in Figure 11) over Open Ocean no 

remarkable modifications occurred in the profiles of LWC and IWC. This is confirmed by the 

boundary layer structure (Figure 9d), which is almost identical with the profiles of WRF38 for 

the Morrison scheme (MORR). This result is not surprising as the temperatures in the 

simulated OO case remain largely above -2°C. Under colder conditions, as those of the Sea 

Ice case, the magnitude of LWC, IWC as well as the cloud layer depth increased significantly. 

Due to the amplified release of latent heat by water vapour condensation, temperatures in the 

cloud became almost 1°C warmer and cloud top increased by 200 m. As the increase of LWC 

in the MIYA scheme dominates the results in the SI case, it becomes obvious that also other 

cloud parameterisations than heterogeneous ice nucleation influence these model results. 

Thus, simulations with the MIYA microphysics do not provide unambiguous information on the 

role of the temperature threshold for heterogeneous ice nucleation. 

The microphysics scheme of Morrison is initialised with a fixed CCN value, which corresponds 

to the number of cloud droplets that is kept constant along the simulation. Variations of the 

CCN number (Figure 12) show that an increasing CCN concentration leads to more LWC and 

clouds become deeper. The same result can be detected for the vertical profiles of IWC, even 

though the trend is less pronounced. This unexpected behaviour of LWC with changing cloud 

drop number is basically due to the fact that the total drop number determines, consecutively 

to LWC, the shape (µc; Table 2) of the gamma size distribution (Martin et al., 1994). For a given 

LWC of 0.2 g m-3 and droplet numbers of 10, 30, 50, 100 or 200 per cm3 (typical values 

encountered in our Sea Ice case), the resulting gamma distribution corresponds to an effective 

radius of 15.72, 10.89, 9.22, 7.45 or 6.17 µm, respectively (Figure 13a). Thus, the lower the 

number concentrations the more spread the modelled droplet spectrum. The most important 

consequence of this is that fall speed and auto-conversion rate both increase and enhance the 

precipitation formation when low droplet concentrations are simulated (as in Khairoutdinov and 

Kogan (2000); Planche et al. (2015), among others). In this example, for spectra with 10 drops 

per cm3 the corresponding mass-weighted fall speed of the droplets is almost 10 times higher 

and the auto-conversion rate is 200 times stronger than for a spectra with 200 drops per cm3 

(Figure 13b). Thus, the increase of LWC and cloud depth encountered in the simulations for 

increasing CCN numbers could be attributed to the overestimation of precipitation caused by 

the use of a prescribed gamma function. 
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Figure 13. Impacts of the initial droplet number concentration on (a) the drop size distribution (DSD) and the 

effective radius, and then on (b) the auto-conversion rate using the MORR microphysics scheme. Panels (a) is 

obtained for a given LWC of 0.2 g m-3 (typical value encountered in our Sea Ice case). Panel (b) are obtained 

considering a LWC equal to 0.2 g m-3 for the SI case and 0.4 g m-3 for the OO case. 

 

6. Conclusions and outlook 

The main objective of this work was to evaluate the performance of the WRF model to 

reproduce arctic MPCs formed over different surfaces, i.e. over sea ice and over open ocean. 

To do this, we compared the modelling results with a large number of observations (in-situ and 

remote sensing) performed during the ACLOUD flight 19 where two MPC systems were 

observed over sea ice and open ocean. Both MPCs evolved in a quite warm environment 

(between 0 and -4°C) are characterised by a dominating liquid phase. Also the impact of 

particle pollution on the cloud parameters was investigated varying the CCN/droplets number 

concentration. 

For both cases, the WRF model underestimates the observed ice crystals concentrations and 

the associated IWC using the microphysics schemes MORR or MIYA. Temperatures in WRF 

simulations are slightly higher than the observed ones, effecting that ice formation via the 

heterogeneous ice nucleation process becomes quite unimportant. However, simulated radar 

reflectivity reasonably compares with observations because the predefined exponential 

function for the ice particle distribution describes wider spectra with larger particles than 

observed (which are essential to the reflectivity).  

Changing the number of levels in the vertical profiles of the ERA-5 data used to initialise the 

simulations affects both the altitude of the MPC layer and the LWC while modifying the 

boundary layer scheme (MYJ or MYNN3) essentially impacts the altitudes of the cloud top and 

base. Thus, WRF better reproduces the two arctic MPCs studied in this work when the level 

ERA-5 level are more numerous close to the surface and with the MYJ scheme.    

Increasing the CCN/droplets concentration induces deeper clouds and more LWC. Also the 

ice amount increases but remains significantly smaller than the liquid amount. Actually, due to 

the gamma function used to represent the drop size distributions, the effective droplet radius 

becomes smaller impacting strongly the efficiency of the warm rain processes (i.e., lower auto-

conversion rate). This impacts the altitude of the T-inversion inducing deeper cloudy conditions 

where ice can also be formed.  

In the future, it is planned to simulate our two MPC systems with a 3D mesoscale model using 

the DESCAM bin microphysics scheme (DEtailed SCAvenging Model; Flossmann and 
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Wobrock, 2010; Planche et al., 2014) where the size distributions for drops and ice crystals 

are not predefined and the supersaturation is explicitly computing for each time step (i.e., no 

saturation adjustment assumption is used). Then, more extensive studies are possible to 

quantify the role of the aerosol particles with respect to the liquid and the ice phase of the 

different MPCs.  
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Conclusions and perspectives

Conclusions

In this thesis, we have used the WRF model to reproduce low level (MPCs) observed on
17 June 2017 over the northern Fram Strait between Greenland and Svalbard, during
the ACLOUD campaign. Two case studies were selected to study the impact of the
surface on the overlying cloud layer. Two low cloud fields were encountered, one over ice
(SI) and another over open ocean (OO). MIRAC cloud radar, dropsondes and in-situ
microphysics probes deployed on-board the Polar 5 and Polar 6 aircrafts were compared
with results of the WRF model. We have shown how the microphysical properties of
mixed-phase clouds can significantly change over sea ice and over the ocean.

The surface properties have a significant impact on MPCs properties. Our study
supports previous results obtained during the ACCACIA, AFLUX and MOSAIC-ACA
campaigns (Young et al., 2016, 2017; Moser et al., 2023). Near surface temperature
increased significantly by 4◦C from sea ice to ocean. Enhanced surface fluxes, verti-
cal motion, and turbulent activity imply a more efficient mixing in the boundary layer
over ocean than over the sea ice. This increased vertical moisture flux likely promotes
the formation of more cloud droplets and increases the probability of efficient collision-
coalescence. Consequently the cloud layer became deeper, with higher LWC. As the
boundary layer over sea ice is generally less humid, cloud droplet and ice crystal forma-
tion and growth are limited compared to the cloud formation over open ocean.

The predominant change in cloud microphysics was in the liquid phase. The super-
cooled liquid water phase is generally more dominating in the OO case that in the SI
case, in accordance with several previous studies performed in the Arctic (Mioche et al.,
2017; Gierens et al., 2020; Järvinen et al., 2023, among others). LWC is more important
while the IWC remains comparable between the SI and OO case. Due to the contrasted
liquid-ice partitioning in both cases, the cloud droplets-ice crystals interaction processes
can be different. Indeed, a comparative analysis between in-situ microphysics probes
and the MIRAC cloud radar suggests the presence of slightly rimed aggregates in both
cases but with a degree of riming less important in the SI case than in the OO case. This
comparative study also illustrates the necessity to consider adaptive mass-diameter re-
lationships according to the degree of riming in the calculations of the radar reflectivity
or the IWC from in-situ measurements. Moreover, the ice number concentrations were
low but they remained higher than the INP concentrations (estimated from the aerosol
concentration observations) and they decrease over the transition from SI to OO. This
suggests that ice phase over surfaces with sea ice can be formed by the heterogeneous
nucleation process and possibly by secondary ice processes. In example, the Hallett-
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Mossop process, which occurs in a temperature range between -8◦C and -3◦C, could be
more or less active according to the case. Moreover, the ice crystals sizes observed were
typically found to be larger over sea ice (max. 2 mm) than over the open ocean (max.
0.5 mm).

The instrumentation deployed on-board the Polar 5 and the Polar 6 aircrafts was
used to quantitatively compare the simulated thermodynamics and microphysics prop-
erties of the MPCs with results of the WRF model. Two different simulations using
either 21 (WRF21) or 38 (WRF38) pressure levels in the initial ERA5 reanalysis data
(in WRF38; three pressure levels were added for the lowest layers at 975 hPa, 875 hPa,
and 825 hPa) are performed in order to understand the role of the model initialisation.
The WRF38 baseline experiment provided reasonable results compared to the obser-
vations in both cases SI and OO, with some discrepancies: underestimation of the ice
phase (especially for the SI case where the temperatures close to the surface remain 2◦C
higher than observed) and underestimation of the altitude of the cloud top (mainly over
OO). The ice underestimation was mainly attributed to differences in thermodynamical
properties, notably the higher temperatures between 300-500 m. Simulated ice num-
ber concentrations were low and remained low over ocean, suggesting only primary ice
formation was active. The secondary ice production is not possible because simulated
temperatures are quite warm, which can explain the underestimation of ice compared
to the observations. The ice crystals observed and simulated were typically found to be
larger over sea ice than over the open ocean.

To evaluate the sensitivity of modelled MPCs properties to the representation of
the physics processes, modelling experiments were performed using different parameter-
isations for the boundary layer (BL) and the microphysics (MP). Two boundary layer
(BL) schemes were tested: MYJ: Mellor-Yamada-Janjic (Janjić, 2002) and MYNN3:
Mellor-Yamada-Nakanishi Niino (Nakanishi and Niino, 2006, 2009). Both schemes are
based on the use of TKE, but differ in the way mixing lengths scales are formulated.
Simulated clouds in the WRF-BL experiment (using MYNN3) have similar LWC and
IWC as in the WRF38 experiment (using MYJ) in both cases SI and OO, but both
liquid and ice water phases extend on thicker layers and are present at higher altitudes.
The trends obtained in the vertical distribution of the condensed water phases for both
cases can be induced by variations in surface sensible (Fsen) and latent (Flat) fluxes and
in thermodynamics features within the boundary layer. With this sensitivity study, the
MYJ boundary layer scheme (used in WRF38) seems to be more appropriate to repre-
sent conditions of the lower atmosphere in the Arctic, because simulation results for the
vertical evolutions of the temperature and relative humidity as well as the condensed
water phases are in better agreement with the observations (as e.g., in Matejka et al.
(2021) and Loyer (2022)).

The microphysical representation was tested, using two double-moment schemes:
Morrison (used in the WRF38 experiment) (Morrison et al., 2009a) and Milbrandt and
Yau (MIYA, used in theWRF-MP experiment) (Milbrandt and Yau, 2005a,b). The main
difference between both schemes is the ice representation. The MIYA scheme applies
the same prognostic variables as the Morrison scheme. However, the three ice forma-
tion mechanisms (deposition, contact and immersion freezings) considered in MIYA are
activated at warmer temperatures (≈ 2-3◦C higher) than in Morrison. In the WRF-MP
experiment, not only the quantities for LWC and IWC change but also their vertical
profiles. For the SI case, both condensed water phases become more important than in
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WRF38. This is due to variations in the thermodynamics properties: the T -inversion
is located at a higher altitude (as in WRF-BL) and is also more pronounced. Also
the highest levels of the atmosphere are more humid and cooler in WRF-MP compared
to the WRF38 experiment, which allows to activate the heterogeneous ice nucleation
mechanisms and promotes the increase of IWC. For the OO case, no significant change
in the vertical profile of the LWC and the IWC are obtained in WRF-MP compared
with WRF38.

The robustness of the response of the model results to different aerosol (with CCN
ability) concentrations was investigated by several scenarios: 10, 30, 100 and 250 CCN
cm−3 over SI and OO. The CCN concentrations were chosen to match the observedNCCN

over the sea ice (10 cm−3) and over open sea (100 cm−3), and with other different CCN
concentrations observed in various marine environmental conditions. The microphysical
structure of MPCs is particularly more sensitive to CCN concentration over SI than
over OO, as Eirund et al. (2019) has previously shown. Over OO the changes in the
LWC and IWC are less important than over SI case for an identical variation in the
initial CCN concentration. The increasing CCN concentration over SI and OO, induced
an increase on LWC and IWC and also enhanced cloud vertical extension. This could
be a result of the latent heat release during cloud droplet formation which feeds back
onto the updraft velocities (Eirund et al., 2019). Also, the cloud deepening leads to an
increase in IWC because at higher altitudes, the heterogeneous ice nucleation process
becomes more active. Studies have previously shown that the microphysical structure of
MPCs is particularly sensitive to the modelled ice crystal concentration (Young et al.,
2016; Eirund et al., 2019). For high CCN concentrations (higher than 100 cm−3 for the
SI case and higher than 250 cm−3 for the OO case), the response in the vertical profiles
of the LWC and IWC is small as if the boundary layer becomes saturated for these
critical CCN concentrations.

Perspectives

Arctic low-level mixed-phase clouds were quite well reproduced by the WRF atmospheric
model. Nevertheless, discrepancies were found in the simulated properties of the ice
phase compared to observations, such as the underestimations of the IWC and the
ice crystal concentrations. Moreover, the model had difficulties to reproduce the ice
particle size distributions. Thus, this suggests that the ice phase processes such as the
ice formation can still be improved in this model. Indeed, the accurate knowledge of the
ice crystal concentration is of primary importance to correctly parameterise the initiation
and evolution of the ice phase in models. It could reduce the significant uncertainties
in the modelling of the liquid-ice partitioning within MPCs, and so better understand
their roles in the Arctic amplification.

In the WRF model, the different parameterisations used to describe the heteroge-
neous ice nucleation processes are dependent on the temperature (Bigg, 1953; Cooper,
1986; Meyers et al., 1992) but all of them were developed within colder temperature
ranges than those encountered in both ACLOUD cases studied in this thesis. Ad-
ditional tests were done in this work using other parameterisations such as those of
Young et al. (2017), Mioche et al. (2017), and DeMott et al. (2010) but no reason-
able results were found because the application range of these relationships are estab-
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lished for significantly lower temperatures. In the future, it could be interesting to
simulate colder cases formed under cold air outbreak conditions observed during re-
cent campaigns, e.g., AFLUX (spring 2019) or RALI-THINICE (summer 2022). More-
over, in the framework of the (MPC)2 (Microphysical Process Characterization of Mixed
Phase Clouds in the European Arctic) project recently funded by the ANR program
(https://anr.fr/Projet-ANR-22-CE01-0009), cloud data from several key cases ob-
served during different campaigns performed in the Arctic region will be analysed in
order to develop new heterogeneous ice nucleation parameterisations that can be more
adapted to warm conditions encountered in both ACLOUD cases. Then, they could
be implemented in the WRF model to evaluate the new ability of the model to better
reproduce both MPCs.

The observations used in this study to compare with the WRF simulation results
suffer from few limitations. Firstly, the INP concentrations were estimated using the
(DeMott et al., 2010) parameterisation and the observation of the aerosol concentra-
tions. Also, the microphysics properties are solely based on the CIP probe which has
strong limitation for the liquid-ice phase discrimination and only samples crystals larger
than about 100 µm. The Small Ice Detector mark 3 (SID-3) which can give information
on the smaller crystals could have been associated to better estimate the ice concentra-
tions. Thus, the differences found in the ice concentrations between observations and
simulations could even be larger. In the future, it can be of interest to focus on MPC
situations for which all these observations are available.

Moreover, it could be interesting to simulate both ACLOUD cases studied in this
thesis with another atmospheric model such as DESCAM which uses a detailed (bin) mi-
crophysics module (Flossmann and Wobrock, 2010; Planche et al., 2010, 2014; Kagkara
et al., 2020; Arteaga et al., 2020). This model simulates the number distribution func-
tions for aerosol particles, droplets/raindrops and ice/snow. Unlike in the WRF model,
none predefined hydrometeor distributions are used in DESCAM which could facilitate
the comparisons with observed DSDs and ice PSDs. Also, DESCAM is explicitly com-
puting supersaturation for each time step (i.e., no saturation adjustment assumption
is used) and the heterogeneous ice nucleation process is dependent on the supersatu-
ration (Meyers et al., 1992). Thus, the ability of ice formation is quite different com-
pared to that in the WRF model. Currently, in the framework of the ACME (Aerosol-
Cloud interactions in contrasted Marine Environments) project recently funded by the
ANR program (https://anr.fr/Projet-ANR-21-CE01-0003), the different secondary
ice mechanisms: such as the Hallett-Mossop rime-splintering, the breakup of large freez-
ing droplets, and the ice breakup associated to ice-ice collisions (more details in Lauber
et al. (2020) and Korolev and Leisner (2020)) are implemented to the DESCAM module
in order to better estimate the ice concentrations in MPCs. Then, sensitivity studies
could be performed using DESCAM in order to study the impact of thermodynamics
and aerosol loadings on our both cases focussing on the simulated ice concentrations
in order to compare with WRF results where only the Hallett-Mossop rime-splintering
process is considered.

Since the low-level MPCs are generally coupled to the surface, the representation of
the boundary layer properties is important to accurately simulate the lifecyle of these
clouds. Simulations performed using both WRF and DESCAM could investigate the
impact of this representation (parameterised vs. explicit).

https://anr.fr/Projet-ANR-22-CE01-0009
https://anr.fr/Projet-ANR-21-CE01-0003


Appendix A

Extended abstract in French

A.1 Introduction

Différents processus physiques associés aux conditions de surface et thermodynamiques
ainsi qu’aux concentrations en particules d’aérosol influencent la formation et la per-
sistance des nuages en phase mixte (MPCs pour "mixed-phase clouds") présents en
Arctique. Ces nuages qui ont un rôle important dans le phénomène du réchauffement
climatique accéléré en Arctique (appelé phénomène d’Amplication arctique) sont encore
mal compris à cause de leurs différentes rétroactions. Dans le cadre de la campagne inter-
nationale ACLOUD (Arctic CLoud Observations Using airborne measurements during
polar Day) qui s’est déroulée au Svalbard au printemps 2017, deux systèmes nuageux
ayant des caractéristiques contrastées ont été échantillonnés le 17 juin 2017 avec le radar
nuage MIRAC (94 GHz), des dropsondes et des mesures de sondes microphysiques in-
situ, instruments qui étaient déployés à bord des avions de recherche Polar 5 et Polar 6.

Ce travail de thèse montre comment les observations ACLOUD peuvent être utilisées
pour évaluer la représentation des propriétés des MPCs dans le modèle WRF (Weather
Research and Forecasting model) et étudie également comment les propriétés des MPCs
sont impactées par différentes conditions de thermodynamiques atmosphériques, de sur-
face et de concentration des aerosols.

A.2 Observations ACLOUD

La campagne ACLOUD a été menée dans le cadre du projet "Arctic Amplification:
climate relevant atmospheric and surface processes, and feedback mechanisms" (AC)3

(Wendisch et al., 2017, 2019). La campagne ACLOUD s’est déroulée entre le 23 mai
et le 26 juin 2017 dans le Nord-Ouest de l’archipel du Svalbard (couvrant la zone 76-
81◦N et 10-28◦E). Cette région est connue pour être influencée par différents types de
masses d’air (par ex., des intrusions d’air chaud en provenance du Sud ou d’air froid
en provenance de l’Océan Arctique) et par le transport sur de longues distances de
particules d’aérosol et de polluants en provenance des latitudes moyennes (Knudsen
et al., 2018; Wendisch et al., 2022). De plus, cette région est située entre la mer du
Groenland et l’océan Arctique et se caractérise par une zone de transition entre la glace
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de mer et l’océan au printemps (Young et al., 2016). Comme le montrent Knudsen
et al. (2018), diverses conditions synoptiques ont affecté la région pendant la campagne
ACLOUD. Trois périodes clés ont été définies : une période froide (CP pour "cold
period"; 23-29 mai), une période chaude (WP pour "warm period"; 30 mai-12 juin) et
une période normale (NP pour "normal period"; 13-26 juin). Ces différentes situations
synoptiques entraînent des variations soudaines dans les propriétés thermodynamiques
de l’atmosphère et la structure des nuages (Ruiz-Donoso et al., 2020; Wendisch et al.,
2022).

A.2.1 Vol 19 du 17 juin 2017

Pendant la campagne ACLOUD, des observations colocalisées ont été réalisées et de
nombreux paramètres atmosphériques ont été mesurés par des instruments installés sur
les avions Polar 5 (P5) et Polar 6 (P6) de l’Institut allemand Alfred Wegener (AWI)
(Wesche et al., 2016). A bord de l’avion Polar 5, le radar nuage MIRAC (94 GHz) et
un lidar ont été embarqués, mais aussi des dropsondes, tandis que l’avion Polar 6 a
principalement été équipé d’instruments in-situ utilisés pour caractériser, par exemple,
les particules d’aérosol, les gouttelettes d’eau surfondue et les cristaux de glace au sein
des nuages.

Le vol 19 effectué le 17 juin 2017 a duré plus de 5 heures et a permis d’échantillonner
deux structures nuageuses différentes au-dessus de la glace de mer (à 11:00 UTC) ou
au-dessus de l’océan (à 14:00 UTC), correspondant respectivement aux cas SI (pour "Sea
Ice") et OO (pour "Open Ocean") étudiés ci-après. L’avion Polar 5 a toujours volé à des
altitudes plus élevées que l’avion Polar 6, ce qui a permis de mesurer les caractéristiques
verticales de la thermodynamique de l’atmosphère et de la microphysique des nuages à
l’aide des dropsondes et des mesures de télédétection (radar et lidar). En ce qui concerne
l’avion Polar 6, il a volé à des altitudes plus basses, c’est-à-dire à l’intérieur des stra-
tocumulus arctiques en phase mixte, en utilisant une stratégie de paliers afin d’obtenir
le profil vertical des propriétés microphysiques des différents nuages échantillonés (par
ex., les profils des concentrations en cristaux de glace ou en gouttelettes).

A.2.2 Conditions synoptiques et de pollution des deux cas
d’étude

Les conditions synoptiques peuvent être obtenues à partir des données de réanalyse ERA-
5 fournies par le Centre Européen pour les Prévisions Météorologiques à Moyen Terme
(CEPMMT) (Copernicus Climate Change Service (C3S)) sur une grille horizontale de
0,25◦ × 0,25◦ et pour différents niveaux de pression. La journée du 17 juin 2017 est
marquée par trois systèmes de basses pressions (ou dépressions) présents autour de la
région survolée lors de la campagne ACLOUD : le premier est centré sur l’Islande, le
second sur la mer de Baffin à l’Ouest du Groenland, et le troisième au Nord-Est de
l’archipel du Svalbard. En outre, un système de hautes pressions (ou anticyclone) peu
intense était localisé sur le Nord de l’Europe. Ces conditions synoptiques ont induit
deux courants de masses d’air autour du Svalbard : une masse d’air froid en provenance
du pôle Nord et une masse d’air tempéré en provenance de l’océan Atlantique Nord via
la mer de Norvège. A noter que cette dernière masse d’air est régulièrement observée
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sur cette région apportant ainsi de l’humidité et de la chaleur des moyennes latitudes
vers les latitudes plus élevées (Sorteberg and Walsh, 2008; Tjernström and Graverson,
2009; Woods et al., 2013; Dufour et al., 2016; Yu et al., 2019, entre autres). Ces deux
masses d’air ont provoqué d’importantes variations dans les champs de température (T )
et d’humidité relative (RH) au voisinage de la région de la campagne ACLOUD.

Les propriétés des nuages arctiques sont étroitement liées à l’origine de la masse
d’air et donc aux propriétés des aérosols (Gultepe et al., 2000; Gultepe and Isaac, 2002).
L’origine de la masse d’air pour chacun des MPCs étudiés est analysée à l’aide du mod-
èle CAT (Computing Advection-interpolation of atmospheric parameters and Trajectory
tool) avec des rétro-trajectoires (Baray et al., 2020). Les rétro-trajectoires sont calculées
sur 72 heures en utilisant une topographie ayant une résolution horizontale d’environ
10 km2 et avec des champs de vent fournis par les données de réanalyses ERA-5 (Hers-
bach et al., 2018a,b) toutes les 3 heures et avec une résolution spatiale de 0,25◦ en
latitude et longitude. Pour les deux MPCs étudiés, les masses d’air à leur origine vi-
ennent du Nord-Est du Svalbard. Par conséquent, ces deux masses d’air ne sont donc
pas passées au-dessus de zones anthropiques et les concentrations en particules d’aérosol
mesurées ne sont pas caractéristiques d’environnements pollués. En effet, pour le cas SI,
la valeur médiane observée pour la concentration en aérosols est égale à 13 ± 63 cm−3

et, pour le cas OO, elle est égale à 3000 ± 365cm−3. La différence dans ces valeurs
médianes peut être expliquée par les propriétés de surface ; les sels marins peuvent plus
facilement être émis localement par l’océan dans le cas OO.

A.2.3 Propriétés microphysiques des nuages

Les deux systèmes de MPCs étudiés se sont formés soit au-dessus de la banquise, soit
au-dessus de l’océan, ce qui permet d’étudier l’effet des changements de surface sur
les propriétés nuageuses. Les observations révèlent une situation de couplage "nuage-
surface" pour les deux cas puisque les variations verticales de la température potentielle
entre la surface et la base des différents MPCs sont inférieures à 0,5◦C. Les MPCs
observés au-dessus de l’océan (cas OO) se sont formés dans des conditions plus chaudes
que ceux observés au-dessus de la banquise (cas SI). De plus, pour le système nuageux
OO, sa base est située à plus haute altitude, son contenu en eau liquide surfondue
(LWC) est plus important et son contenu en eau glacée (IWC) est plus faible que pour
le système nuageux SI. Les distributions en taille des cristaux de glace (ou PSD pour
"particle size distributions") obtenues pour les différents paliers effectués par l’avion P6
s’étendent à des tailles plus importantes pour le cas SI que pour le cas OO. De plus,
pour le cas OO, même si les formes des distributions en taille des gouttes (ou DSD pour
"drop size distributions") sont assez similaires à celles du cas SI, les gouttelettes sont
légèrement plus nombreuses (OO : 75 cm−3 ; SI : 51 cm−3) et ont des tailles plus élevées
(OO : 50 µm ; SI : 40 µm).

Les instruments déployés à bord des avions Polar 5 et Polar 6 ont l’avantage de
mesurer les mêmes zones des nuages avec des techniques différentes, à savoir la télédé-
tection et les mesures des sondes in-situ. Les réflectivités mesurées par le radar nu-
age MIRAC (Polar 5) ont été comparées avec les réflectivités calculées à partir des
PSD et DSD observées (Polar 6). Pour ces dernières, nous avons utilisé un modèle
électromagnétique-microphysique type SSRGA (Self-Similar de Rayleigh-Gans) et afin
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d’étudier l’impact de la taille et de la forme des particules de glace, deux relations
masse-diamètre (m-D) différentes ont été utilisées, chacune considérant différents degrés
de givrage pour les particules de glace (voir plus de détails dans Tridon et al. (2019)).
La première relation qui a été développée par Brown and Francis (1995) suppose des
agrégats non givrés (relation appelée ’BF95’ par la suite) tandis que la seconde, dévelop-
pée plus récemment par Leinonen and Szyrmer (2015) suppose des agrégats légèrement
givrés (relation appelée ’LS15’ par la suite). Pour le cas OO, les réflectivités calculées
à partir des mesures des sondes in-situ en considérant des agrégats légèrement givrés
(P6-LS15) deviennent plus comparables aux réflectivités mesurées par le radar MIRAC
(P5-MIRAC) que celles qui considèrent des agrégats non givrés (P6-BF95). Pour le cas
SI, cette tendance n’est pas aussi claire. Cette analyse comparative suggère la présence
d’agrégats légèrement givrés dans les deux cas, mais avec un degré de givrage moins
important dans le cas SI que dans le cas OO. Ceci est cohérent au vu des études, par
exemples, de Mioche et al. (2017); Gierens et al. (2020); Järvinen et al. (2023) qui ont
montré que la teneur en eau liquide surfondue (essentielle dans le processus de givrage)
est plus élevée dans les MPCs observés au-dessus de l’océan que dans ceux observés
au-dessus de la banquise.

A.3 Simulations numériques des deux cas d’étude

A.3.1 Description du modèle et stratégie d’analyse

Les simulations des deux MPCs observés au-dessus de la banquise (cas SI) et de l’océan
(cas OO) ont été effectuées en utilisant la version 3.8.1 du modèle WRF (Skamarock
et al., 2008). Les processus physiques sont paramétrés et catégorisés dans différents
schémas afin de décrire les propriétés de la microphysique, de la surface, de la couche
limite et du rayonnement.

Pour cette étude, les simulations des cas SI et OO utilisent l’ensemble des paramétri-
sations suivantes: les rayonnements solaire et terrestre suivent le schéma RRTMG
(Rapid Radiative Transfer Model for GCMs) ; les propriétés de surface sont décrites
par le schéma de la couche de surface de Janjić (2002) combiné au schéma de sur-
face Noah (Chen and Dudhia, 2001) ; la couche limite est décrite par le schéma de
Mellor-Yamada-Janjic (MYJ) ; et le schéma de Morrison et al. (2009b) est utilisé pour
représenter la microphysique des nuages. A noter que l’initialisation de la concentra-
tion en CCN (NCCN) est définie en fonction des observations ACLOUD pour les deux
cas : c’est-à-dire 10 cm−3 pour le cas SI et 100 cm−3 pour le cas OO. Cet ensemble
de paramétrisations est proche de celui utilisé dans la version WRF-Polar développée
par l’Ohio State University (Hines et al., 2011). De plus, afin de mieux représenter les
propriétés de la surface, nous avons ajusté l’albédo de surface pour la banquise (0,79) et
les surfaces océaniques (0,21) en fonction des propriétés radiatives moyennes de surface
observées pendant ACLOUD le 17 juin 2017 (Stapf et al., 2019a,b, 2020).

Une configuration de trois domaines imbriqués (two way) a été utilisée pour chacun
des cas d’étude afin de zoomer sur les zones d’intérêt avec une résolution horizontale de
plus en plus fine : 9 km pour le domaine le plus large (avec 120 × 120 points de grille),
3 km pour le domaine intermédiaire (avec 274 × 232 points de grille) et 1 km pour le
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domaine le plus petit (avec 487 × 430 points de grille). Les deux domaines les plus
larges sont centrés sur la station de Ny-Alesund (Svalbard), tandis que le domaine le
plus imbriqué est centré sur la position de l’avion P6 à 11:00 UTC ou à 14:00 UTC afin
d’étudier respectivement les cas SI ou OO. Pour les trois domaines, la grille verticale est
composée de 105 niveaux non équidistants afin de mieux représenter les altitudes où se
situent des MPC (espacement moyen de la grille verticale égal à 30-35 m dans le pre-
mier kilomètre). Les simulations sont initialisées à 00:00 UTC le 17 juin 2017 et forcées
toutes les 6 heures à l’aide des données de réanalyse ERA-5 (Hersbach et al., 2018a). Ces
données fournissent des champs de température, d’humidité spécifique, du géopotentiel
et des différentes composantes du vent sur une grille ayant une résolution spatiale de
0,25◦ × 0,25◦ en latitude et longitude pour un nombre spécifié de niveaux de pression.
Deux simulations différentes ont été réalisées utilisant soit 21 ou 38 niveaux de pression
(c’est-à-dire avec 6 ou 9 d’entre eux présents dans la gamme de pression 1000-800 hPa,
respectivement) afin de comprendre le rôle des conditions atmosphériques initiales dans
les capacités du modèle WRF à reproduire les propriétés des MPCs observés. A noter
que les trois niveaux de pression ajoutés dans la couche la plus basse de l’atmosphère
correspondent aux niveaux de 975 hPa, 875 hPa et 825 hPa. Les paramètres du mod-
èle décrits dans cette section fournissent le set-up des simulations dites ’de base’ pour
les deux cas de MPCs, qui seront appelées par la suite ’WRF21’ ou ’WRF38’ pour
faire référence aux 21 ou 38 niveaux de pression utilisés dans les données ERA-5 dans
l’initialisation du modèle WRF.

A.3.2 Simulations ’de base’ obtenues avec le modèle WRF

Afin de définir les simulations ’de base’, nous avons sélectionné un échantillon représen-
tatif de points dans les sorties du modèle WRF afin de réaliser des comparaisons ro-
bustes avec les observations des dropsondes, du radar nuage MIRAC ou des sondes
microphysiques in-situ. Pour cela, nous avons défini un volume autour de la trajectoire
des dropsondes ou de celle du Polar 6, où nous avons effectué des a-PDF (Altitude-
dependent PDF) pour comparer avec les observations du radar. Au niveau temporel,
nous avons considéré toutes les sorties du modèle (qui sont toutes les 5 min) entre 11:00
et 12:00 UTC pour le cas SI et entre 14:00 et 15:00 UTC pour le cas OO.

Au niveau thermodynamique, pour le cas SI, la température T est plus élevé
d’environ 1-1,5◦C près de la surface dans les simulations WRF21 et WRF38 alors que
la température du point de rosée Td est similaire aux observations jusqu’à 950 hPa et
est surestimée de 1,5-2◦C par la suite. Pour le cas OO, le profil de T est bien reproduit
près de la surface à la fois dans WRF21 et WRF38 alors que Td est surestimée de 2◦C.
Ainsi, le niveau de condensation par élévation (LCL pour "Lifting Condensation Level")
simulé pour le cas SI est comparable aux observations alors que, pour le cas OO, il
est à une altitude plus faible dans les simulations WRF. De plus, les inversions de T
observées pour chacun des cas sont soit moins marquées soit à une altitude différente
dans les simulations, impactant ainsi l’altitude du sommet des nuages (surtout pour le
cas OO où le LWC et l’IWC diminuent fortement à 650 m d’altitude alors que les obser-
vations suggèrent un sommet du MPC à 900 m). Néanmoins, pour chacun des cas, les
simulations WRF reproduisent le couplage "surface-nuage" observé par les dropsondes.

Au niveau microphysique, les profils médians des LWC simulés dans WRF38 sont
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plus proches des observations que ceux simulés dans WRF21, et ceci pour les deux cas
d’étude SI et OO. De plus, les concentrations simulées en gouttelettes d’eau surfondue
sont proches des observations à la fois dans WRF21 et WRF38 ; ceci est principalement
dû à notre initialisation de NCCN (ou de Nc puisque le schéma de Morrison et al. (2009b)
est à un moment pour l’eau nuageuse). Il faut toutefois noter que l’évolution verticale
de Ndrops dans le cas SI n’est pas très bien reproduite dans WRF aux altitudes du
MPC. En ce qui concerne la phase glacée des MPCs étudiés, ni l’évolution verticale du
IWC ni sa quantité sont bien reproduites dans WRF21 et WRF38 pour le cas SI. Pour
le cas OO, WRF38 reproduit mieux les propriétés observées du IWC, en particulier
dans les premiers 200 m. Néanmoins, ce profil médian du IWC simulé dans WRF38
est plus proche de celui déduit des observations en supposant des aggrégats non givrés
(c’est-à-dire en utilisant la loi masse-diamètre BF95 pour calculer l’IWC à partir des
sondes microphysiques in-situ). Ceci est en contradiction avec nos résultats présentés
dans la Section A.2.3 où nous avions constaté que les réflectivités radar étaient plus en
adéquation avec celles mesurées par le radar MIRAC lorsque la relation masse-diamètre
LS15 était utilisée. Malgré cela, le profil IWC médian simulé dans le WRF38 reste
dans l’intervalle de variabilité (qui est relativement important) des observations. De
plus, pour les deux cas, les concentrations en cristaux de glace (Nice) sont sous-estimées
dans WRF21 ainsi que dans WRF38. Cette sous-estimation est environ d’un ordre de
grandeur pour le cas OO alors qu’elle atteint environ deux ordres de grandeur pour le
cas SI.

D’après nos comparaisons entre observations et simulations pour à la fois le cas SI
et le cas OO, nous avons défini les expériences ’de base’ WRF38 comme nos expériences
de référence. Nous avons donc comparé les a-PDF des réflectivités radar simulées dans
WRF38 aux observations du radar nuage pour chacun des cas d’étude. Ces comparaisons
montrent que les réflectivités radars simulées (et calculées à l’aide du modèle CR-SIM
(Oue et al., 2020)) sont proches de celles mesurées par le radar nuage. Cette adéqua-
tion est principalement due aux hypothèses utilisées dans le schéma microphysique pour
représenter les distributions en taille des hydrométéores qui paramétrise ces distribu-
tions selon une approche exponentielle qui induit plus de gros hydrométéores dans les
simulations.

A.3.3 Etudes de sensibilité

La simulation de référence WRF38 fournit des résultats raisonnables par rapport aux
observations avec toutefois une certaine sous-estimation de la phase glace et de l’altitude
du sommet des nuages. Pour évaluer comment ces paramètres des MPCs peuvent être
impactés par les paramétrisations physiques utilisées, des études de sensibilité ont été
réalisées pour estimer l’impact des schémas numériques utilisés pour décrire la couche
limite (BL pour "boundary layer") et la microphysique (MP) sur les propriétés nuageuses
et ont révélé que la base et l’épaisseur des nuages dépendent fortement du schéma BL
choisi, tandis que l’IWC et le LWC dépendent fortement du schéma MP choisi, mais
avec des variabilités différentes selon les deux cas.

Des études de sensibilité supplémentaires ont été réalisées afin d’étudier l’impact
des aérosols sur les systèmes SI et OO et montrent que la réponse des LWC et IWC
au nombre de CCN n’est pas linéaire. Il existe une concentration critique en CCN
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(différente selon les deux cas) au-delà de laquelle la couche limite atmosphérique semble
être saturée impactant peu les systèmes nuageux. Aussi, dans des conditions propres, le
développement du cas OO est différent car la thermodynamique de la BL a été modifiée.





Appendix B

List of abbreviations

AP : aerosol particle
ABL : atmospheric boundary layer
ACLOUD : Arctic CLoud Observations Using airborne measurements during polar Day
AEC : atmospheric energy convergence
AWI : German Alfred Wegener Institute
AV APS : Advanced Vertical Atmospheric Profiling System
AMALi : Airborne Mobile Aerosol Lidar
CCN : cloud condensation nuclei
CRF : cloud radiative forcing
CDP : cloud droplet probe
CIP : cloud imaging probe
CPC : condensation particle counter
CV I : counterflow virtual impactor
CDR : cloud droplet residuals
CP : cold period
CAT : Computing Advection-interpolation of atmospheric parameters and Trajectory
tool
CPRs : cloud particle residues
DS : drop sonde
DSD : droplet number size distribution
ERA5 : European Re-Analysis
ECMWF : European Centre for Medium-Range Weather Forecasts
Fsh : sensible heat fluxes at the surface
Flh : latent heat fluxes at the surface
GCM : global climate model
HC : heat conduction
IWC : ice water content
INP : ice nucleating particles
LWC : liquid water content
LW : longwave
LCL : lifting condensation level
MPC : mixed phase cloud
M : energy flux of the ice melting
MCAO : marine cold air outbreak
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Nice : ice number concentrations
Ndrop : droplets number concentration
NP : normal period
NM : nautical miles
NWP : numerical weather prediction
OO : open ocean
OEC : oceanic energy convergence
PSD : particle size distribution
PASCAL : Physical feedbacks of Arctic planetary boundary level Sea ice, Cloud and
AerosoL
PDF : probability density functions
RH : relative humidity
SW : shortwave
SI : sea ice
TOA : top of atmosphere
TKE : turbulent kinetic energy
UHSAS : ultra-high sensitivity aerosol spectrometer
WBF : Wegener-Bergeron-Findeisen mechanism
WP : warm period
WRF : Weather Research and Forecasting
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Title: Study of Arctic mixed-phase clouds observed in June 2017 during the ACLOUD 

campaign using the WRF atmospheric model. 

 
Abstract: 
 

Different physical processes associated with surface and thermodynamical conditions as well as aerosol concentrations 

influence the formation and persistence of mixed-phase clouds (MPCs) in the Arctic. Within the framework of the 

international ACLOUD campaign (Arctic CLoud Observations Using airborne measurements during polar Day), which 

took place at the North-West of the Svalbard archipelago in spring 2017, two Arctic mixed-phase cloud (MPC) systems 

with contrasting characteristics were sampled on 17 June 2017 with the MIRAC cloud radar, dropsondes and in-situ 

microphysics probes deployed on-board the Polar 5 and Polar 6 aircrafts. This work shows how the ACLOUD 

observations can be used to evaluate the representation of the MPCs properties in the WRF (Weather Research and 

Forecasting) model, and also investigates how the MPCs properties are impacted by atmospheric thermodynamics 

conditions, surface types and pollution.   

The two MPC systems studied in this work formed either over sea ice or over open ocean permitting to investigate the 

effect of changing surface. Observations reveal a coupled cloud-surface situation for both cases since the vertical 

variations of the potential temperature between the surface and the cloud base are lower than 0.5°C. The MPC system 

observed over open ocean (OO case) was formed in warmer conditions than the one observed over sea ice (SI case). 

Also, the base of the OO cloud system is lifted, the supercooled liquid water content (LWC) is higher and the ice water 

content (IWC) is lower than for the SI case. However, a comparative analysis between the reflectivities measured by the 

cloud radar and those calculated from in-situ microphysics probe measurements highlights the importance of taking into 

account the degree of riming of the aggregates in the estimation of the ice water content (IWC). The droplet number 

concentrations are higher in the OO case due to higher concentrations in aerosols with CCN (cloud condensation nuclei) 

ability observed over the oceanic atmosphere whereas the concentrations in ice crystals are quite similar in both cases. 

As quite warm temperatures occurred inside the OO cloud system, the ice phase can be only formed via the 

heterogeneous ice nucleation process whereas the slightly colder temperatures present inside the SI cloud system entail 

that the ice phase can also be formed via secondary ice processes such as the Hallett-Mossop process.    

Comparisons between ACLOUD observations and baseline simulations’ results reveal that the performances of the WRF 

model in reproducing the different cloud properties (such as cloud base, depth, and LWC) are highly dependent on the 

vertical resolution used within the atmospheric boundary layer for the initial thermodynamic forcing conditions. Thus, 

using the ERA5 reanalysis data with finer vertical resolution for the model initiation, the WRF capability to reproduce 

the observed base and depth of both MPC systems is quite well, as well as for their LWC. However, the WRF model 

underestimates the IWC (especially for the SI case) because the simulated in-cloud temperatures, which are slightly 

warmer than observed, have an impact on the switch on of the parameterisations representing the ice formation 

processes. Sensitivity studies of cloud properties to the schemes used to describe the atmospheric boundary layer (BL) 

and the microphysics (MP) are performed. These tests reveal how the cloud base and depth are dependent on the chosen 

BL scheme while the LWC and IWC are dependent on the chosen MP scheme, but with different intensities in the two 

cases. Additional sensitivity studies have been carried out to investigate the impact of the aerosol loading on the 

distribution of the in-cloud condensed water phases (i.e., LWC and IWC). These latter tests show that the response in the 

LWC and IWC to the aerosol loadings is not linear. Indeed, there is a critical CCN concentration (not the same for the 

two cases) from which the atmospheric boundary layer seems to be saturated. Moreover, under quite clean conditions, 

the formation and the evolution of the MPC are different for the OO case due to changes in the thermodynamics of the 

lowest levels of the atmosphere. 
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Arctic mixed-phase clouds, WRF modelling, microphysics, CCN. 
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