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Résumé en français

Le mouvement des biomolécules (protéines, acides nucléiques, complexes divers...) est par
nature aléatoire : l’agitation thermique du milieu cellulaire les soumet à des perturbations
sans cesse fluctuantes. Mais ce mouvement, bien qu’aléatoire, n’est que rarement libre : il est
bien souvent contraint par son environnement. En effet, les interactions diverses auxquelles
prennent part les biomolécules, ainsi que l’encombrement du cytoplasme ou de la membrane,
qui tantôt confinent et tantôt guident le mouvement, sont deux facteurs susceptibles d’avoir
une influence majeure sur leur dynamique. Caractériser cette dynamique permet donc, indi-
rectement, de mieux connaître le milieu dans lequel évoluent les biomolécules, de comprendre
et mesurer les interactions qui y régissent leur déplacement.

Observation de trajectoires de biomolécules en milieu cellulaire

Plusieurs technologies présentées au chapitre I permettent de sonder les propriétés de la
diffusion en milieu cellulaire, soit à l’échelle d’un ensemble de biomolécules, soit en suivant
celles-ci séparément les unes des autres. Cette thèse se concentre sur l’analyse de mesures
obtenues via ce second type d’observations. Plus précisément, elle se consacre principale-
ment à l’étude de trajectoires observées par la technologie de microscopie de localisation
par molécule unique (dont le sigle anglais est "SMLM"). Cette méthode permet d’observer
le mouvement de biomolécules, trajectoire par trajectoire, avec une précision de quelques
dizaines de nanomètres et une résolution temporelle de l’ordre de la dizaine de millisecon-
des, laissant augurer une caractérisation précise de la topographie cellulaire et des propriétés
dynamiques des protéines dans chacune des différentes organelles. Néanmoins, l’inférence, à
partir des trajectoires, des propriétés du processus génératif sous-jacent, est une gageure. Un
tour d’horizon des méthodes d’analyses développées précédemment est donné au chapitre II.
Les défis rencontrés peuvent être généralement répartis en deux ordres : ils proviennent soit
de limitations techniques dues au protocole expérimental ou à la technologie d’imagerie util-
isée, qui restreignent la précision ou la quantité des mesures, soit de la méconnaissance des
phénomènes observés et de la diversité de ceux-ci, qui empêchent que soient faites à leur sujet
des hypothèses trop fortes. Les méthodes présentées dans cette thèse sont particulièrement
adaptées aux cas où ces deux types de difficultés s’entremêlent.

Inférence amortie de propriétés de marches aléatoires

Je présente au chapitre III une méthode d’inférence des propriétés des marches aléatoires,
qui se place dans le cadre de l’inférence amortie basée sur des simulations. Une telle in-
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férence est dite "amortie" parce qu’elle ne peut être menée à bien qu’après une longue phase
d’entraînement d’un réseau de neurones – entraînement que l’on amortit au fur et à mesure
des inférences réalisées par la suite. Cette méthode tire parti de la flexibilité offerte par
l’apprentissage profond, permettant d’obtenir une meilleure précision que des estimateurs
analytiques et de mieux prendre en compte les biais induits par l’incertitude de localisation
et la courte longueur des trajectoires telles que celles observées par SMLM. Plus précisément,
j’ai adapté à l’analyse de trajectoire une architecture de réseau de neurones sur graphes, en
représentant justement sous forme de graphe le mouvement de chaque particule. Cette
représentation permet de prendre naturellement en compte l’invariance du problème par
rotation de la trajectoire ainsi que les dépendances temporelles de la dynamique à toutes
les échelles. Elle a de plus l’avantage, par rapport à d’autres architectures d’apprentissage
profond, de comporter un nombre relativement limité de paramètres à optimiser. Ce réseau
de neurone est entraîné à inférer des propriétés physiques des marches aléatoires, sur des
trajectoires générées numériquement à l’aide d’une variété de modèles présentant des types
de dynamique différents.

Plus précisément, les variables inférées sont l’exposant de diffusion anormale α ainsi
que le modèle de marche aléatoire dont chaque trajectoire est une réalisation. L’exposant de
diffusion caractérise l’évolution en loi de puissance du carré de la distance à l’origine au cours
du temps : ⟨(r(t)− r(0))2⟩ ∝ tα. L’estimation de cette quantité présente deux difficultés
principales : d’abord, c’est une moyenne sur un ensemble de réalisations indépendantes
d’un même processus ; ensuite, la loi de puissance est asymptotique, valable à temps long,
alors même que les mesures dont on dispose expérimentalement sont souvent courtes et
n’atteignent pas un tel régime (il est rare que leur longueur dépasse une dizaine de points). On
comprend donc aisément que la détermination de l’exposant α à partir d’une seule trajectoire,
courte de surcroît, n’est, en général, pas chose aisée – et jamais dénué d’ambiguïté. De même,
la vraisemblance de la plupart des modèles de marches aléatoires n’admet pas, à ce jour, de
formule analytique, ce qui complique la comparaison rigoureuse de plusieurs modèles à l’aide
de méthodes exactes. Par ailleurs, quand bien même des quantités ad-hoc se révéleraient
capable de discriminer entre l’un ou l’autre modèle, il est rare que le comportement de ces
estimateurs soit stable sur des trajectoires courtes ou bruitées. Pour toutes ces raisons,
on peut s’attendre à ce qu’un réseau de neurones convenablement entraîné sur un grand
nombre de trajectoires, à même de détecter un large spectre d’interdépendances temporelles
et spatiales, atteigne de meilleures performances que des estimateurs conventionnels.

Nous montrons qu’en effet, le réseau est capable d’inférer α et de classifier les trajectoires
de manière très satisfaisante, et ce même lorsque les positions sont bruitées et les trajectoires
courtes. Cette robustesse à l’incertitude de localisation est un des avantages de l’inférence
basée sur des simulations : il suffit d’ajouter du bruit sur les trajectoires présentées au réseau
pendant l’entraînement pour qu’il "apprenne" à fournir une mesure fiable de leur propriétés.
Cette bonne performance révèle la richesse de la représentation des trajectoires apprise par
le réseau, en amont de la sortie de ce dernier. Nous nous attachons en effet à montrer que le
vecteur latent par lequel le réseau représente chaque trajectoire et à partir duquel il fournit
une estimation de ses propriétés, capture un grand nombre d’aspects physiques intéressants
(coefficient de diffusion, nature du modèle génératif...). Notamment, le vecteur décrivant
une trajectoire issue d’un mélange de deux modèles de marche aléatoires sera souvent situé
entre les deux vecteurs décrivant des trajectoires issues de chacun de ces modèles (alors
même que de telles trajectoires "composites" n’ont jamais été présentées au réseau pendant



v

l’entraînement). Les modèles génératifs des trajectoires observées dans les cellules étant
vraisemblablement composites (en raison des hétérogénéités de l’environnement cellulaire),
la robustesse de la représentation latente des trajectoires par le réseau est précieuse. Elle
sera exploitée plus avant au chapitre V de cette thèse.

Inférence variationnelle et comparaison à l’optimum

Avant de tirer parti de la représentation latente de trajectoires courtes, nous avons cherché
à comparer la performance atteinte par notre méthode d’inférence à celle qu’atteindrait un
estimateur optimal. Afin de pouvoir déterminer la performance optimale, je me restreins au
chapitre IV à des trajectoires de mouvement Brownien fractionnaire (fBM), modèle dont la
vraisemblance s’exprime de façon analytique. À l’aide de l’inégalité de Cramér-Rao, nous
pouvons donc estimer la variance minimale d’un estimateur non biaisé de l’exposant α. Nous
proposons pour l’inférence de α un réseau de neurones basé sur l’architecture sur graphe
présentée plus haut, auquel nous couplons un réseau réalisant une transformation inversible
et paramétrable entre un espace doté d’une loi de probabilité Gaussienne et l’espace des
paramètres à inférer. Ceci nous permet d’inférer une distribution a posteriori du paramètre
α avec, une fois passée la phase d’entraînement, une complexité algorithmique croissant
linéairement avec la longueur de la trajectoire. La complexité de l’inférence classique, basée
sur la vraisemblance, estimée en inversant la matrice de covariance du processus, est quadra-
tique en nombre de pas. Nous montrons que la performance atteinte par notre méthode est
proche de l’optimum prédit par la formule de Cramér-Rao (qu’atteint l’inférence classique),
et ce sur deux ordres de grandeur de longueurs de trajectoires.

En outre, nous étudions la capacité d’une telle méthode d’inférence à mesurer un temps
de corrélation fini, au-delà duquel les dépendances temporelles s’estompent exponentielle-
ment. Ce phénomène, qui tend à faire diverger le mouvement du cadre théorique du fBM,
est attendu en milieu cellulaire (où il est peu probable que le mouvement soit doté d’une
mémoire infinie) mais très rarement pris en compte du fait de la difficulté d’estimer ce temps
caractéristique. Nous démontrons ainsi la capacité de méthodes d’inférence amortie à inférer
des propriétés encodées dans des dépendances à longue portée avec un gain substantiel de
complexité algorithmique.

Comparaison statistique d’ensembles de trajectoires

Jusqu’ici, nous ne nous sommes intéressés qu’à un ensemble restreint de quantités décrivant
les trajectoires, que nous avons estimées à l’aide de réseaux de neurones. Mais lorsque le
processus génératif est inconnu, se restreindre à ces quelques variables revient à faire une
hypothèse forte selon laquelle les autres degrés de liberté du système sont sans importance.
Alors que les performances atteintes par les réseaux de neurones suggèrent que ceux-ci ap-
prennent une représentation des trajectoires riche en information, nous proposons au chapitre
V d’utiliser directement cette représentation pour décrire les trajectoires. Afin de comparer
des ensembles de trajectoires, nous proposons d’utiliser la différence moyenne maximale (en
anglais: "maximum mean discrepancy") et le test par permutation qui y est associé. Ces
deux étapes (caractérisation puis test statistique) sont indépendantes l’une de l’autre et peu-
vent être chacune remplacées par des alternatives selon que l’on veuille se concentrer sur un
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aspect particulier des trajectoires ou tester une forme spécifique de variabilité. Les options
présentées ici pour chacune de ces deux étapes ont l’avantage, pour la caractérisation de cou-
vrir une grande variété de dynamiques, et pour le test de fournir une interprétation directe
des différences relevées.

L’architecture du réseau est la même qu’au chapitre III et il est entraîné sur la même
tâche, à ceci près que l’on se concentre cette fois-ci sur des trajectoires courtes et assez
bruitées, afin d’être au plus près de celles observées expérimentalement. Nous validons
d’abord sur des données expérimentales la pertinence de la méthode et sa sensibilité, puis
nous validons sa robustesse en l’appliquant à l’étude de la dynamique de l’α-synuclein. La
méthode permet d’identifier des différences entre chacune des conditions étudiées (contrôle,
avec ajout de sodium dans le milieu, puis fixé). Elle permet aussi de vérifier que la différence
détectée n’est pas due à une expérience aberrante, mais qu’elle se retrouve bien dans chacune
des répliques. De façon générale, cette approche de caractérisation du mouvement à l’échelle
de la trajectoire permet de tester des différences entre des ensembles définis de plusieurs
manières (par champ d’acquisition, par neurone, par condition...), ce qui permet de sonder
précisément l’hétérogénéité des données recueillies. Ce qui es perdu en clarté d’interprétation
par le recours à la description par des vecteurs latents est in fine compensé par un gain en
diversité des critères pris en compte.

Outils logiciels pour l’analyse
Enfin, je présente au chapitre VI des outils développés afin que les analyses présentées dans
cette thèse soient accessibles au plus grand nombre. Le premier outil, nommé Palmari, est un
module du logiciel de visualisation d’image Napari, et permet de traiter le signal recueilli par
la caméra du microscope, lors d’une acquisition de SMLM, afin de détecter les localisations
puis de recueillir les trajectoires. Ce processus comporte un certain nombre de paramètres
dont il est parfois difficile de déceler les interdépendances. Grâce à cet outil, il est possible
d’ajuster ceux-ci tout en ayant un aperçu visuel de leur effet sur les trajectoires finalement
recueillies. Une fois le protocole de traitement affiné, l’outil permet, via une interface Python,
de le lancer sur toute une série d’acquisition correspondant à une même expérience.

Le deuxième outil présenté est une plateforme web (https://tracktor.pasteur.cloud), qui
permet à n’importe quel utilisateur d’effectuer les analyses présentées au chapitre V sur
les trajectoires qu’il y dépose. Ainsi, aucune installation n’est nécessaire et aucun code
informatique ne doit être écrit par l’utilisateur, simplifiant l’adoption de la méthode par le
plus grand nombre. Les résultats peuvent être visualisés sur la plateforme et téléchargés par
les utilisateurs.

∗ ∗ ∗

Cette thèse introduit donc une nouvelle méthode d’analyse des trajectoires de biomolécules,
tirant partie des possibilités offertes par l’apprentissage profond et l’inférence amortie, et pro-
posant une nouvelle caractérisation reposant sur la représentation des trajectoires apprise
par un réseau de neurones. La méthode a été éprouvée sur des données simulées et sur des
données expérimentales, et des outils logiciels sont proposés pour qu’elle puisse être utilisée
facilement à l’avenir.

https://tracktor.pasteur.cloud
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Introduction

Context

These last fifteen years, cellular biology has been jostled by two rising trends. Space-wise,
developments in super-resolution imaging have pushed biologists to investigate the nanoscale
interactions occurring in cells, ruled by thermal agitation and processes combining several
time scales. Besides, due to exponential progress in computing and digitisation of measure-
ment devices, the amount of data collected by biologists – whether images, genotypes or
physiological measurements – has burst. Both these trends lead to an increasing role of
statistical analysis in cellular biology.

A challenge remains in unifying the modelling of cellular processes at the manometer
scale and the statistical analysis required to make sense of the experimental data. Modelling
detailed aspects of the dynamics properties often leads to new challenges in statistical analysis
of experiments. Conversely, large scale data recording coupled to advanced statistical analysis
can reveal complex heterogeneity or phenotypic diversities that may be difficult to include
in models.

Overview of the approach

Scientific question

My PhD project focused on the general question of characterizing the dynamics of biomolecules
in complex environments.

Although the asymptotic behaviour of many canonical random walk models is well char-
acterized, this knowledge cannot be used as such to probe properties of experimental trajecto-
ries of biomolecules, both because of their intrinsically composite nature, which distinguish
them from canonical models, and because of the constraints posed by imaging methods,
limiting the precision, the length and the number of observed trajectories.

While most random walk analysis methods focused on measuring physical parameters
(the diffusion coefficient, the anomalous diffusion exponent, an eventual drift and sometimes
the underlying generative model), these quantities are often ambiguous or ill-defined when
applied to short trajectories. For instance, the anomalous exponent being an average over
an ensemble of realisations, a single trajectory generated by a non-ergodic process only
gives access to a part of the information needed to estimate its value. Moreover, not all
aspects of random walk dynamics are covered by conventional physical parameters: being
the exponent of a long-time power law, the anomalous diffusion exponent notably discards
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2 Introduction

short-terms dynamics. Likewise, the cellular environment – which sets the motion dynamics
of biomolecules – has an important spatial heterogeneity, with patterns of various scales.
The assumption that a trajectory evolves in this setting according to a constant generative
model is thus legitimately questioned.

How then to quantitatively characterize experimental recordings of biomolecule dynamics
? New features might be relevant to describe short recordings of diffusing particles with more
flexibility than canonical estimates. It is nonetheless desirable that trajectories’ description
be both compatible with statistical tests (for comparison of biological conditions, replicates
or cell locations) and interpretable (to facilitate controls and inform biological hypotheses).
Although this concern might seem secondary when large amounts of observations are avail-
able and can be aggregated, analyses led at the single-trajectory scale remain relevant insofar
as they allow one to probe the diversity of dynamics existing within a given ensemble.

Approach

In order to provide a new characterization of biomolecule trajectories, I developed simulation-
based inference schemes. More precisely, I trained a neural network to infer well known
physical properties of random walks generated numerically using of a variety of canonical
generative models and mimicking the experimental conditions (in terms of localization noise
and trajectory length). Nevertheless, the originality of the characterization was not to rely
on these inferred properties, but on the upstream latent representation of walks learnt by
the network. The dimension of these latent vectors is higher than the number of estimated
properties, thus providing a richer description of random walks.

To extract features from trajectories with a neural network, I developed a graph neural
network (GNN) architecture. GNNs were first introduced to handle geometric data (point
clouds) and networks of interactions. I adapted them to process trajectories by treating
trajectories as graphs, considering positions as nodes and drawing edges corresponding to
different scales of time-dependencies. They have the advantage of requiring a relatively low
number of parameters and of providing simple means to match symmetries of the problem
as well as to incorporate long-range memory effects.

In order to assess the capability of this architecture to accurately capture random walk
properties, we performed variational inference of the anomalous diffusion exponent of frac-
tional Brownian Motion. Using the Cramér-Rao bound, we could estimate a lower bound
of the variance achievable by an unbiased estimator of this exponent, and observed that the
network’s performance was close to optimal on a wide range of lengths. This is noteworthy
given that the algorithmic complexity of the estimation provided by the network is linear,
while the maximum likelihood estimation is at least quadratic. Furthermore, we showed that
the architecture was also capable of capturing information about the decorrelation length,
something which is rarely addressed and especially hard to measure with conventional esti-
mators on single trajectories. This amortized inference, yielding estimates of the posterior
distribution of parameters without requiring expensive Monte Carlo sampling, illustrates
the possibility of performing Bayesian inference at low computational cost even on processes
without likelihood.

Latent vectors, as such, are not directly interpretable. Nonetheless, they contain a com-
prehensive description of trajectories and lie in a space whose geometry is smoother than the
one which vectors composed of classical estimators would form. Maximum mean discrepancy,
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a kernel-based method, provides a mean to perform statistical tests in such multidimensional
spaces. We applied the method to compare trajectories obtained under different conditions
and from different biological systems via their latent representations and assess the statistical
significance of the eventual differences according to various null hypotheses. We used these
comparisons with various levels of granularity to probe the heterogeneity that exist across
individual synapses, cells, replicates of a same experiment, and biological conditions. The
comparison also pinpoints the most salient differences between two sets of trajectories, thus
guiding the interpretation of findings.

Finally, given the substantial number of steps involved in the analysis of single molecule
movies, and the implication that each step has on downstream results, I thought useful
to provide the community with a tool allowing one to fine-tune and compare processing
pipelines (with visual feedback) as well as to smoothly run an entire pipeline on batches of
experimental observations, from raw images recorded by the camera to comparisons of sets
of trajectories. Moreover, as the interest of the approach we developed to compare sets of
trajectories does not restrict to one experimental modality, I initiated the development of an
online platform allowing researchers to perform the analysis presented in this thesis on their
trajectories, without writing any code.

Structure of the thesis
Chapter I briefly introduces random walks and gives orders of magnitude of the cell’s geog-
raphy and physics. Besides, experimental techniques allowing to probe diffusion properties
in cells are presented, with the specifics and comparative advantage of each.

Chapter II presents the inference formalism and its application to the analysis of biomolecule
random walks. An overview of methods is given, along with examples of previous work in
which they are used.

Chapter III introduces in more detail the simulation-based inference procedure, as well
as the graph neural network architecture and the resulting latent space encoding of random
walk properties learnt by the network.

In chapter IV, I illustrate the performance of the network by using it to infer the anoma-
lous exponent of fractional Brownian motion, a task for which a theoretical lower bound
of the variance achievable by an unbiased estimator can be derived. Besides, by merging
the graph neural network with a differentiable density estimator, I propose a variational
inference scheme with linear complexity.

I introduce in chapter V the statistical tests and tools used to assess the significance of
differences between sets of observed trajectories. We used them to shed light on the dynamics
in cultured neurons of α-synuclein, a protein involved in Parkinson disease.

Finally, I introduce in chapter VI the main software tools that I released to make my
work accessible to the scientific community.
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I – Biomolecule random walks in cells

Contents
I.1 Random walks: Brownian motion and anomalous diffusion . . . . . . . . 6

I.1.1 From collisions to diffusion: Brownian motion . . . . . . . . . . . 6
I.1.2 Anomalous diffusion . . . . . . . . . . . . . . . . . . . . . . . . . 8

I.2 Biomolecules in cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
I.2.1 Physical orders of magnitude . . . . . . . . . . . . . . . . . . . . 10
I.2.2 Membrane organisation and signal transduction . . . . . . . . . . 13
I.2.3 Example of diffusion-based phenomenons: search processes . . . . 14

I.3 Imaging biomolecules motion dynamics . . . . . . . . . . . . . . . . . . . 15
I.3.1 Diffraction-limited modalities . . . . . . . . . . . . . . . . . . . . 16
I.3.2 Single particle tracking (SPT) with super-resolution . . . . . . . 17

We designate by "biomolecule" any molecule small or large that contributes to the func-
tioning of the cell. These are elementary components involved in essential processes such as
information transmission and storage (using chains of nucleic acids), sensing of the external
environment (via transmembrane proteins) or which simply constitute the layer separating
the interior of the cell from the outside (lipids). Composed of a few dozens atoms for the
smallest of them and of billions for the largest, both their chemical composition and their
geometry are subject to variations throughout their existence.

Biomolecules are subject to complex and varying free energy landscapes stemming from
fluctuating forces, leading to directional motion or changes in conformation – which in turn
might affect the forces exerted on proteins by their environment. Surrounded by small
molecules (water, lipids etc), they undergo a constant flow of collisions originating from all
directions. The combined effect of these collisions constitutes a key driver of a protein’s
motion. Averaged on long time , these collisions cancel out, but on short time scales, their
average effect might exert a significant perturbation on the protein which, depending on the
constraints set by its environment, might be put into motion and pushed to another location
with new physical constraints.

Hence, a biomolecule’s dynamic is revealing of its interaction with its environment. Is
the motion fast or slow ? Is it constrained in some way, does it freely explore the surrounding
space, is it moved by a motor or blocked by an obstacle ?

Significant theoretical work has been done since the early 20th century about the char-
acterization of the type of motion designated by the term random walk, which broadly
encapsulates all dynamics driven by random fluctuations. We first introduce very briefly
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basic concepts associated to random walks I.1, before detailing the physical interactions of
a protein with its environments more thoroughly in I.2. Finally, we introduce the different
imaging modalities allowing observation of diffusion phenomenons in cells I.3.

I.1 Random walks: Brownian motion and anomalous diffusion
The adjective Brownian originates from the following remark made by the Scottish botanist
Robert Brown about the motion of grains of pollens of Clarckia pulchella [1].

While examining the form of these particles immersed in water, I observed many
of them very evidently in motion; their motion consisting not only of a change of
place in the fluid, manifested by alterations in their relative positions, but also
not unfrequently of a change of form in the particle itself (...). These motions
were such as to satisfy me, after frequently repeated observation, that they arose
neither from currents in the fluid, nor from its gradual evaporation, but belonged
to the particle itself.

This observation owed Brown a legacy that spans many scientific fields. Indeed, this
kind of phenomena has later been observed in many domains of physical sciences as well
as biology and finance. Brownian motion has become the elementary dynamics from which
more advanced random walk models – of which a few will be presented in the following work
– derive. In the following, we briefly recall the first progresses towards the understanding
the physical phenomenons resulting in Brownian motion, made by Einstein and Perrin at
the dawn of the twentieth century. We then introduce anomalous diffusion, and mention
some quantities of interest to the study of random processes. Finally, we present the random
walks models which will be used throughout this work.

I.1.1 From collisions to diffusion: Brownian motion

While other observations of chaotic motion were recorded later on in the nineteenth century,
it was only in 1905 that Einstein mathematically bridged the gap between the microscopic
and macroscopic scales of motion [2]. He derived the relation between the diffusion equation
introduced by Adolf Fick in 1855 and the probability law governing the displacements of
particles at short time scales. A few years after Einstein’s analytic derivation, Jean Perrin
experimentally validated the molecular nature of the Brownian motion of particles in sus-
pension in liquids [3] by verifying relation between a particle’s radius, its displacements, the
viscosity of the fluid and its temperature. It is remarkable that Perrin’s experiments were
partly motivated by the observation of the self-similarity of the trajectories across scales: tra-
jectories formed of positions recorded at different frequencies have similar shapes. Indeed,
commenting on trajectories such as those shown in figure I.1, he wrote that each segment
of these, if observed at a higher time resolution, would reveal a trajectory of complexity
equivalent to that of the coarse grained trajectories.

In his seminal work on the dynamics of an object undergoing a steady but chaotic flow
of fluctuations, Einstein postulated that there exist a time scale τ which is small compared
to the interval between consecutive observations of a particle’s location, and sufficiently
large so that the motion of the particle between two consecutive intervals of duration τ
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Figure I.1: Three trajectories of mastic spheres observed by Jean Perrin, taken from [3].

can be considered as independent processes. He also assumed that particles’ motions are
independent processes governed by the same statistical law.

The displacement ∆ of a particle along one dimension during a time interval τ obeys
the probability law ϕ(∆), which is assumed symmetric as no direction is favored. It is also
assumed to vanish rapidly at long distances, such that its second moment is finite.

From these hypotheses, we obtain the two following relations relating the density of
particles f(x, t) and the probability law governing their microscopic motion:

D = 1
2τ

∫ ∞

−∞
∆2ϕ(∆)d∆

∂f

∂t
= D

∂2f

∂x2 .

It follows from the previous equations that the mean square displacement (MSD) along
one dimension of particles starting from the origin is

⟨x(t)2⟩ = x(t)2 = 2Dt

where ⟨·⟩ denotes the average over particles (ensemble average), while · denotes the average
over disjoint time intervals originating from a same particle.
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I.1.2 Anomalous diffusion

a) Introduction

Biology provides many examples of random walks whose MSD does not follow the linear
trend: these walks are said to exhibit anomalous diffusion. Yet, anomalous diffusion was first
described and studied in condensed matter physics, both to describe the motion of particles
(in disordered media for instance) and the phase-space dynamics of high-dimensional systems
(such as a spin glass) [4].

Biological anomalous motion are summarised under the criteria that their ensemble MSDs
follow a power law of the form

⟨x(t)2⟩ = Kαt
α

where α is the anomalous diffusion exponent and Kα is a generalized diffusion constant that
sets the scale of the process. The random walk is said to be subdiffusive when α < 1,
superdiffusive when α > 1 and Brownian (i.e. non anomalous) when α = 1.

Anomalous diffusion is associated to at least one of the following properties [5]:

1. random walkers or their environment exhibit spatially or temporally varying properties,

2. displacements are not statistically independent at any sufficiently small time scale,

3. displacements at small time scales exhibit anomalies (e.g. heavy-tailed distributions)
that prevent the central limit theorem from applying.

b) Some statistical properties of random processes

The equality between time and ensemble average defines ergodicity, and Brownian motion
is thus an ergodic process. For non-ergodic processes, single trajectories do not explore the
entire phase space even in the limit of infinite time. In other terms, recording a single
infinitely long trajectory of a non-ergodic process is not sufficient to observe the entire
dynamics available to walkers of this process. Another aspect characterizing random walks
is whether or not they exhibit ageing, that is, whether or not observables such as the ensemble
MSD depend on the elapsed time between the initialisation of the system and the start of
the measurement. Quantities independent of time are said to be stationary. More precisely,
some of the random walks on which we will focus are weakly non-ergodic: they could possibly
explore the entire phase space, but the probability of doing so is so low that it would require
an infinite amount of time. Finally, a random walk is said to be self-similar if its properties
are conserved by up- or down-sampling the walk.

c) Examples of anomalous random walks relevant to this work

Throughout this work, we will use and refer to multiple canonical models of anomalous
random walks, illustrated in figure I.2 and of which we here describe the main properties.

• Fractional Brownian motion (fBM) [6, 7]. fBM is a Gaussian process characterised
by long temporal correlations in the noise driving the process. It is generated by a
Langevin equation [6] of the form dr(t)

dt =
√
Kαηηη (t), where ηηη is a zero-mean Gaussian

noise process with covariance structure ⟨ηηη (t1)ηηη (t2)⟩ = α (α− 1) |t1− t2|α−2. fBM is a
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Figure I.2: Example of numerically generated anomalous random walks, realisations of the
models studied in this thesis. The diffusion coefficient is constant.

self-similar Gaussian process with stationary increments [6, 7]. Its associated noise is
anti-persistent and negatively correlated in the subdiffusion regime but persistent and
positively correlated in the superdiffusion regime. As such, this random walk model
displays anomalous property no. 2 as defined above. It is stationary and ergodic [8],
and its likelihood is analytically tractable. The tractability of its likelihood makes it a
model of choice to benchmark the performance of various inference methods. We use
it as such in chapter IV.

• Scaled Brownian motion (sBM) [9, 10]. sBM is generated by a Langevin equa-
tion [6] with a time-dependent diffusion coefficient of the form K (t) = αKαt

α−1 and
driven by an uncorrelated (white) noise. It can generate both subdiffusive and superdif-
fusive processes. sBM displays anomalous property no. 1, it is weakly non-ergodic [11]
and has the same marginal probability density for the time-evolution of the walker’s
position as the fBM [12], but a different autocorrelation structure.

• Continuous time random walk (CTRW) [13]. In the CTRW the random walker’s
motion is generated by a renewal process consisting of discrete jumps with a given
waiting time distribution between jumps, ψ (τ), and a distance distribution of jump
lengths, f (∆). Continuous time random walks can be either sub or super-diffusive.
The most studied case is the sub-diffusive one, where f has finite first and second
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moments, and where ψ (τ) ∝ τ−α−1, with 0 < α < 1, such that the mean waiting time
is infinite. If the mean waiting time is finite, superdiffusion occurs either when the
distribution of displacements is heavy-tailed (has diverging variance), or when there
is a coupling between step lengths and waiting times. The definition of the CTRW
used here corresponds to a physical model associated to an annealed environment as
waiting times are randomly drawn at each jump independently of its location [14].
The subdiffusive CTRW model displays anomalous property no. 3 and does not have
a tractable likelihood. It shows weak ergodicity breaking [15], ageing [16, 17], and
non thermal plateau convergence when confined [18], and it has discontinuous paths.
Throughout this work, these subdiffusive walks will be labeled CTRW. We also consider
an example of superdiffusive ones, Levy walks (see below).

• Superdiffusive Levy walk (LW) [19, 20, 21]. LW belongs to the CTRW class of
models, but instead of performing discontinuous jumps their motion is continuous
and composed of a series of uncorrelated “flights" of constant speed generated from
given flight time and distance distributions, ψ (τ) and f (∆), respectively. Here, we
consider a subset of the LW class corresponding to superdiffusive motion with a flight
time distribution scaling as ψ (τ) ∼ τ−1−σ, and with a distance distribution that
is conditional on τ and given by f (∆) ∝ δ(|∆| − vτ), where v is a constant speed
parameter and δ is the Dirac delta function. The superdiffusive LW displays anomalous
property no. 3, it exhibits weak ergodicity breaking and its likelihood is intractable.

• Annealed transit time motion (ATTM) [22, 23]. The ATTM model considers a
random walker in an annealed heterogeneous environment where the diffusivity varies
over space and time. In the ATTM, the random walker has a diffusivity that is piecewise
constant over time with values drawn from (D) ∼ Dσ−1 and with resting time at
each diffusivity level drawn from a conditional distribution p(τ |D). We consider here
p(τ |D) = δ(τ −D−γ) and the parameter range σ < γ < σ + 1 (defined as Regime I in
ref [22]), which leads to subdiffusive motion with an anomalous exponent of α = σ/γ.
Subdiffusive ATTM displays both anomalous properties no. 1 and 2, and it exhibits
weak ergodicity breaking and ageing. It is a physically irrealist random walk but can
be instrumental in describing transiently the dynamics in a heterogeneous diffusive
environement.

• Ornstein-Uhlenbeck process (OU). It is the motion of a Brownian walker diffusing
in a harmonic potential well U(x) = θ

2x
2 (hence linked to property no. 1). Its apparent

anomalous diffusion exponent is 1 at short times but 0 at longer time scales, due to the
confinement imposed by the potential. Between these two limits, its dynamics exhibit
anti-correlations and thus resemble that of a subdiffusive fBM.

I.2 Biomolecules in cells

I.2.1 Physical orders of magnitude

a) Sizes

Cells typically measure between a few microns and a few tens of microns. But between
the membrane and the nucleus, the cytoplasm itself is not a homogeneous media, and is
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Figure I.3: An artist’s view of a cell’s interior. Image by Evan Ingersoll and Gael McGill.
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structured at different scales. It contains organelles such as the Golgi apparatus, endosomes
and mitochondria, whose characteristic scale is of the order of the micrometer. Then, one
order of magnitude smaller, the endoplasmic reticulum and cytoskeletal elements such as
microtubules and actin filaments provide another kind of structure to the cytoplasm. In
the same size range are viruses, spherical structures with a diameter of the order of 100
nanometers. These components naturally interfere with the diffusion of biomolecules present
in the cytoplasm, guiding and regulating it. The effect of this structure on the diffusion of
a molecule is of course dependent of its size, and it has been shown in [24] that particles
larger than 50 nanometers are virtually immobile in the cytoplasm, maintained confined by
these obstacles. Finally, the typical length scale of a biomolecule is of the order of a few
nanometers (hence the term nanoscale), the most notable exception being the strains of
DNA which, in the cell, are packed so as to be contained in a region of a few hundreds of
nanometers, but when elongated span up to a few millimeters. Proteins constitute about
half the mass of all organic molecules in the average cell.

b) Densities

Illustrated in figure I.3, the cytoskeleton’s crowding is such that the term molecular packing
has been employed to describe it: taken together, proteins, lipids and sugar constitute about
40% of the cytoplasm’s volume [25, 26]. As predicted by numerical simulations of diffusion
in packed environments, this very dense and structured spatial organization of the cell has
notably been shown to induce anomalous diffusion [27]. The local variations of protein
concentrations throughout the cell are thought to be at the origin of ageing-related protein
aggregation [28]. In humans cells, the order of magnitude of protein density is of one million
proteins per cubic micrometer of cell. Although the level of expression of proteins types (i.e.
the number of copies of one type of molecule) spans order of magnitudes among the 20,000
types of the human proteome, we can roughly estimate the average concentration of proteins
of a given type to 50 proteins per cubic micrometer. The characteristic distance between
proteins of a same type is thus of the order of a few hundreds of nanometers: relatively to a
protein’s size, this corresponds to one or two humans per football pitch. Note however that
highly expressed proteins might be much closer to each other. The order of magnitude of
receptor densities at the membrane is comparable: the concentration of T-cell receptors in
mouse T-cells was for instance measured at 140-190 receptors per square micrometer [29],
which corresponds to an average distance of the order of 100 nanometers between neighbor
receptors.

c) Time scales

Most biomolecules have a limited time where they remain in their active conformation. In
mammalian cells, proteins are active on average for one or two days, but the longevity varies
a lot across protein types, the fastest ones being degraded in a few minutes while others
are sustained for years. The time scale of encounters between proteins of a same type is the
second (assuming a free diffusion at the membrane, with a diffusion coefficient of the order of
10−1µm2.s−1). The folding of proteins and their evolution between different conformations
occurs, at the fastest, in a few tens of milliseconds [30]. Finally, the shortest time scale of
protein dynamics might be the picosecond, corresponding to the pace at which collisions
between a protein and single water molecules occur, as illustrated in figure I.4.
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Figure I.4: A protein surrounded by molecules of water and salt. Image obtained by numer-
ical simulation, taken from [31]

I.2.2 Membrane organisation and signal transduction
The cell membrane is a 4 nanometer-thick bilayer of lipid whose structure is widely shared
across the living world. It is a highly heterogeneous environment: its physical properties
vary following spatial patterns whose sizes cover several scales [32, 33], as it is the theater
of a variety of biological mechanisms, notably the transduction of signal coming in and out
of the cell, carried by receptors and signaling proteins. This organization, depicted in figure

Figure I.5: The three scales of membrane organisation: compartments, raft domains and
protein complexes. Taken from [32].
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Figure I.6: Illustration of a search process in a crowded environment: the green particle
diffuses toward the light blue reaction site and experiences variations of its apparent diffusion
coefficient. Taken from [35]

I.5, directly affects the dynamics of proteins diffusing at the membrane, notably inducing
non-ergodicity as evidenced by [34].

First, the membrane is compartmentalized in regions of 40-300 nanometers of diameter
by actin-membrane skeleton, which forms barriers limiting the diffusion of transmembrane
proteins. Intercompoartmental transitions, though hindered, are nonetheless possible when
proteins have a sufficiently high kinetic energy, when an actin filament breaks or when
thermal fluctuations create a temporary space between the membrane and the underlying
cytoskeleton: this creates co-called "hop diffusion" dynamics.

Then, some regions whose size ranges from a few nanometers to a few dozens of nanome-
ters are specifically enriched in cholesterol, GPI-anchored proteins such as receptors or adhe-
sion proteins, and a special type of lipids. Called "raft domains", these regions have different
properties depending on whether they are stimulated or not, i.e. whether one of their recep-
tor has bound and formed a dimer or a greater oligomer. Prior to stimulation, their lifetime
is very short and does not exceed one second, but the stimulation induces stabilization al-
lowing them to exist for 100-1,000 seconds and to grow larger: these raft domains are thus
stabilized on demand, to allow the realization of a given function in response to a stimulus.

I.2.3 Example of diffusion-based phenomenons: search processes

Although highly ordered phenomenons such as cell division, differentiation and migration
make it clear that the inner cell machinery is a well regulated highly dynamical system,
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there is a challenge in bridging the gap between the high stochasticity of all phenomena
linked to individual biomolecules and the large scale dynamics involved in the natural cell
cycle.

The following paragraphs give a few examples of biological functions relying on diffusion-
mediated search processes, of which figure I.6 gives an illustration. The study of search
strategies and of first passage times is a very rich topic; in the present paragraphs, we only
mention a few examples, highlighting the presence of diffusive motion in processes requiring
the encounter of two particles.

It has been observed that enzymes meant to bind a specific region of the DNA can effi-
ciently bind to their target. A random walk model combining both one-dimensional diffusion
along DNA and rapid three-dimensional jumps between remote regions of the genome was
proposed in [36], recovering the efficiency of the search and matching characteristic times
measured in-vivo. The search dynamics of CRISPR-Cas9, the protein used for genome edit-
ing, exhibit a similar pattern, observed in [37]. It diffuses throughout the cytoplasm and
nucleus before it finds the genome region which its RNA-guide is designed to bind. The dif-
fusion is fast in regions remote from the chromosomes, and much slower when it approaches
them, due to interactions of the protein complex with the chromatin. Still in the nucleus, the
regulation of genetic expression by geometric structure has been explored by [38]. They show
that, in confined environments, a compact walker tends to visit sites close to its initial posi-
tion much sooner than remote ones, while this difference is less pronounced for non-compact
walkers. Hence, a transcription factor with a compact dynamics will favor the expression of
genes located close to its starting point much more than that of remote ones.

Chemical processes might be diffusion limited with challenges for reactants to find each
other in the cell. Catalysis by enzymes as well as protein aggregation and complexation,
which are key chemical processes occurring in the cell, are of this type [39]. Hence, the
biological functions of which they constitute the basic components eventually depend on
the diffusion properties of their reactants in the cell media. The mean first passage time
of a subdiffusive walker in a confined environment (a model for a protein interacting with
components of the endoplasmic reticulum, for instance) has notaby been studied in [40]. In
[41], it has been numerically shown that the anomalous diffusion of enzymes, due to the
presence of obstacles, strongly influence the kinetics of the chemical reactions in which they
are involved.

I.3 Imaging biomolecules motion dynamics

Our knowledge of lateral diffusion of proteins in cells, whether at the membrane or in the
cytoplasm, is based both on the understanding of fundamental chemical properties of mem-
brane components and on optical observations of the behavior of these components in live
cells or synthesized assemblies such as artificial model membranes. Here, we introduce ex-
amples of imaging technologies allowing to probe diffusion phenomenons, starting from the
diffraction-limited ones and ending with super-resolution techniques, which provide the lo-
calizations and tracks analyzed in the rest of this thesis.
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Figure I.7: Principle of FRAP. Adapted from Wikipedia

I.3.1 Diffraction-limited modalities

a) Fluorescence recovery after photobleaching (FRAP)

FRAP experiments allow one to measure the time necessary for the population of biomolecules
(proteins or lipids) present in a given region of the cell (either at the membrane or in the
cytoplasm) to be replaced, as illustrated in I.7. Molecules of interest are tagged by a fluores-
cent marker, and a specific location is exposed to a strong laser intensity which irreversibly
photobleaches the labels, causing a drop in fluorescence intensity. Progressively, the pho-
tobleached region is repopulated by fluorescent molecules, and the fluorescence intensity
recovers. The temporal evolution of the fluorescence intensity informs about the observed
diffusion process. The simplest model allows one to recover a diffusion coefficient from the
relaxation time. More complex models can be fitted on the observed curve in order to deter-
mine, for instance, the fraction of mobile and immobile molecules: see [42] for an application
to α-synuclein, a protein studied in chapter V.

b) Fluorescence correlation spectorcopy (FCS)

In FCS, the fluorescence intensity I(t) of a small volume containing labeled molecules (of
the order of one cubic micron of cell, containing a few hundreds of molecules of interest) is
recorded for a period of time, in order to access the global auto-correlation G(τ) = ⟨I(t+τ)I(t)⟩

⟨I(t)⟩2

of the signal. The fluorescence intensity being proportional to the number of molecules in the
considered volume, the temporal correlation of its fluctuations informs about the diffusion of
molecules in and out of the volume. In the same manner as in FRAP experiment analysis,
various models can be used to interpret G(τ) curves, possibly accounting for anomalous

https://en.wikipedia.org/wiki/Fluorescence_recovery_after_photobleaching
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diffusion or the existence of several modes of diffusion.

c) Limitations

While FRAP and FCS provide good means of measuring the diffusion of biomolecules in
cells on the micrometer scale, they do not directly account for the small scale heterogeneity
of diffusion dynamics. Indeed, both in FRAP and FCS experiments, the measured diffu-
sion coefficient corresponds to an "average" diffusion in the region, not informative of local
discrepancies. In addition, as remarked in [43], the diffusion coefficients provided by these
techniques depend on the considered region’s topology. Furthermore, although FRAP yields
a direct measurement of mobile and immobile fractions, the extent at which these two meth-
ods allow one to probe the existence of several diffusion modes of a given protein is rather
limited, given that all measurements correspond to aggregates over an ensemble of molecules.
In particular, one should be aware of the assumptions made when choosing the model used
for fitting the curves – model selection will be discussed in paragraph II.1.2.

I.3.2 Single particle tracking (SPT) with super-resolution

a) Why SPT is relevant to study biomolecules motion

In contrary to diffraction-limited techniques, which are bound to measure properties of an
ensemble of diffusing particles, single particle tracking allows one to distinguish each unique
molecule and follow its dynamics during a limited time frame. This is particularly suited to
characterizing the heterogeneity of dynamics which often exist across a population of diffusing
biomolecules, be it transcription factors exploring the genome [44], or glycine receptors
around synapses [45]. In addition, super-resolution imaging technologies, on which SPT
relies, provide a very high spatial resolution which enables one to probe the fine-grained
heterogeneity of an environment’s physical properties. These technologies are detailed in the
following.

The analysis of SPT data however poses more challenges than that of FCS or FRAP
experiment. First, the numerous processing steps required to obtain tracks from a microscope
recording oblige one to validate that they do not introduce artifacts. Details on this process
for PALM are notably provided in VI, where a software tool for tuning and running processing
pipelines on batches of PALM movies is presented. Second, the observed data is much more
complex than in the two aforementioned modalities: raw trajectories are high-dimensional
vectors of varying length, and are thus not easily compared or aggregated. Finally, the
quantity and spatial density of observed trajectories do limit the level of precision that
one might have when measuring certain properties of the dynamics in a given region. The
relevant spatial resolution as well as the nature of measured properties should be carefully
set so as to capture relevant information with enough reliability. This work provides methods
to take advantage of the granularity offered by SPT measurements while accounting for the
statistical challenges posed by the complexity and relative scarcity of the data.

b) Single molecule localization microscopy (SMLM)

The size of the luminous spot created by a single emitter on an optical sensor is bounded by
Abbe’s law, setting the limit to a few hundreds of nanometers, depending on the characteris-
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Figure I.8: Principle of single molecule localization microscopy. A: Relative sizes of a
molecule and its light spot. B: Example of hardly distinguishable molecules. C: Image
of CD63 on a Cos-7 cell, acquired in diffraction-limited mode. D: same region, imaged in
PALM. E-F zooms on specific portions of the cell. Adapted from [46] and [47]

.

tics optical system and the wavelength of the signal. This spatially spread spot, designated
as the point spread function (PSF) in the field of optics, is due to diffraction and the wave
nature of light. However, there are means to circumvent this limitation and separate discrete
luminous spots formed by neighbor sources, as intuited by [48].

FRAP and FCS both rely on classical fluorophores, constantly emitting light in response
to an excitation, until they eventually photobleach. Hence, in these settings, two fluorescent
molecules separated by a distance smaller than the PSF diameter can not be distinguished
from each other; only the increased total intensity would signal the presence of two distinct
fluorophores. Figure I.8 illustrates the overlap between neighboring PSFs, hiding the de-
tailed structure of the molecules’ positions. In the following, we introduce super-resolution
techniques, including photo-activated localization microscopy (PALM), used to acquire the
data analyzed in chapter V.

SMLM overcomes Abbe’s limit by temporally separating the emission of light coming
from neighbor molecules. This general idea is declined in several variants, of which [49] and
[50] provide thorough reviews. In most cases, it takes advantage of fluorophores engineered
so that, excited by a laser beam, they enter a bright mode and bleach in a stochastic manner,
the reversibility of which depends on the exact technique used. The pace at which fluorescent
markers enter this bright phase, as well as the characteristic duration of the emission, can
be calibrated according to the density of probes so as to ensure that the probability of two
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neighboring molecules to fluoresce simultaneously is weak or negligible. This then allows one
to assume that each observed spot is due to a single bright particle, the coordinates of which
can be determined with a precision of a few dozens of nanometers by fitting the PSF.

Although the most common PSF-fitting methods only give access to planar coordinates
of the emitter, a few techniques allow to recover the axial coordinate, opening the possibility
of performing three-dimensional localization – although the axial resolution is often lower
than the transversal one. When no such technique is employed, cells are imaged in Total
internal reflection fluorescence (TIRF) to avoid background fluorescence and image only a
slice of the volume: the excitation laser beam is tilted so as to have a critical incidence
angle on the coverslip. Hence, only the evanescent wave is transmitted to the cell, exciting
a layer whose depth does not exceed one wavelength (a few hundreds of nanometers). This
modality is thus particularly well suited to image membrane proteins, or structures located
just underneath the membrane.

c) Photo-activated localization microscopy (PALM)

PALM, introduced by Betzig et al. for fixed samples and adapted in [51] to live imaging,
is the specific variant of SMLM used to access the positions of proteins diffusing in living
cells analysed in the following chapters of this thesis. Prior to being imaged, cells are
transfected with a DNA vector containing the genetic code of the protein of interest fused
with a fluorescent protein, associated with a promoter of expression ensuring a certain level of
transcription. The fluorescent proteins used are photo-activable: they stochastically become
bright in response to a laser excitation and then irreversibly bleach [52]. PALM has been
used to track proteins in a wide range of cell types, from bacteria [53] to embryonic stem cells
[44]. A downside of PALM is the toxicity of the prolonged exposition to the excitation laser,
which might damage the cell as observed in [54]. Furthermore, the promoter of expression
potentially light lead to an over-expression of the protein of interest and thus induce a
change in the cell’s physiological activity, perturbating the state of the observed system. In
addition, due mostly to the transfection step and the sensitivity of the acquired movies to
laser intensities (excitation and illumination power have to be cautiously set), PALM has
the inconvenient of requiring more experimentalist’s work and fine-tuning than other SMLM
techniques. Nonetheless, bearing in mind these limitations, PALM remains a technique of
choice for probing the diffusion properties of proteins in living cells. The main advantages
of this technique is that it is compatible with live-cell imaging (contrary to other SMLM
modalities requiring the prior fixation of samples) and that the perturbation undergone by
the imaged cell can be kept relatively low.

d) Stimulated emission depletion (STED)

Stimulated emission depletion microscopy, introduced by [55], reaches sub-diffraction reso-
lution by separating the light emitted by neighbor fluorophores not by stochastic blinking –
as in PALM, where it is unlikely that two blinking events colocalize both in space and time
– but by forcing the transition towards the dark state of some fluorophores in a well defined
region. The depletion of all excited fluorophores except those located in a central region
is forced by a depletion-stimulating beam, and only spontaneous depletions occuring in the
untouched region are recorded. Excitation and depletion-stimulating beams, synchronised
and concentric, are focused on regions which, due to the diffraction, cannot be smaller than



20 CHAPTER I. BIOMOLECULE RANDOM WALKS IN CELLS

Figure I.9: Principle of STED. Image adapted from [56]

a few hundreds of nanometers. The shapes of these regions however differ, as can be seen
on figure I.9: the excitation is a Gaussian spot while the stimulated depletion beam has a
torus geometry leaving the central region un-depleted. STED can reach resolutions of the
same order of magnitude as PALM or STORM. However, the intensity peaks required by
the depletion stimulation might induce photo-toxicity, hampering its application to live-cell
imaging. An extensive review of STED methods, capabilities and limitations is provided in
[56].

e) An alternative to fluorophores: quantum dots and nanoparticles

If one is more interested in measuring properties of the environment than the dynamics of a
given type of biomolecule diffusing in it, it is possible to introduce synthetic particles in the
investigated environment, the fluorescence properties of which might be better controlled and
more favorable than those of fluorophores used to label biomolecules. Furthermore, they have
the advantage of not requiring laser excitation, which limits the damage caused to the cells
by the imaging process. Nonetheless, despite some efforts, the size and mass of these probes
are often of the same order of magnitude (if not larger) than the molecules they tag, which is
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detrimental to the relevance of the insights they provide on the unperturbed dynamics of the
walker [57]. Latex spheres (500 nm) and gold nanoparticles (40 nm) have first been used as
such probes [58], but quantum dots were argued to offer a better compromise between the size
of the bead and its optical properties [45], to the point that they could even be used as labels
of proteins without too strongly affecting the diffusion. Very stable emitters, they allow one
to track individual diffusing particle for tens of minutes while fluorophore-based movies rarely
exceed a few seconds of uninterrupted blinking. This length is very valuable as it enables
the observation of long cycles in a protein’s motion. This high photostability however comes
at the expense of spatial density: if the density of simultaneously emitting particles is too
important, it hinders the reconstruction of trajectories form localizations. Hence, space
cannot be sampled as regularly as in the case when many fast-blinking fluorophores are
used.
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Inference consists in analysing data to extract quantitative properties from an underlying
probability distribution. Challenges in performing inference arise from several factors: the
quantity and quality of available data are critical, as much as the relation between the
various models available to describe the data as well as the various bias associated to both
data acquisition and the models themselves.

Single particle tracking experiments provide nanoscale observations of trajectories of
biomolecules diffusing at the membrane or inside the cell. The interpretation of these tra-
jectories is neither straightforward nor unique. While some random walks have analytical
likelihood facilitating experimental data analysis, most of them don’t. Hence, recent ad-
vances in statistical learning, along with increased access to computing power, have opened
new possibilities in data analysis. Yet, The growing amount of data generated by biological
experiments poses new challenges to the interpretation of observations, but combined with
the aforementioned advances, broadens the scope of accessible information.
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The following chapter introduces the Bayesian inference framework. Elements on limita-
tions as well as practical difficulties are mentioned, providing the motivation for our devel-
opments in chapters III, IV and V. As we introduce inference techniques, we will mention
a selection of results in the field of biomolecule diffusion which were obtained using these
tools, highlighting the specific interest of one or the other method in each case, showing their
strengths and potential pitfalls. The interested reader will find in Lee et al. an interesting
discussion of the diverse challenges encountered throughout the analysis of SMLM movies,
from the image processing steps to the analysis of trajectories.

II.1 Introduction to Bayesian inference

We introduce notations used throughout the following sections. In this part we will use the
example of diffusion inference to exemplify our discussions. We note x the experimental
data, it can be of any type in general although in this precise case it is likely to be the
intensity curve resulting from a FRAP experiment, or a set of trajectories observed via
SMLM techniques (see section I.3). We assume at least one modelM that can describe our
data which is parameterized by a vector θ. In a simple example, diffusion will be Brownian
and only characterized by the diffusion D. In more complex examples involving anomalous
diffusion, an additional parameter will be the anomalous exponent α (see I.1), or even in
cases in which two modes of anomalous diffusion coexist in some proportion µ: then, θ is
a five-dimensional vector (D1, D2, α1, α2, µ). Given a model M, the framework of Bayesian
inference relates x and θ, but it does as well provide tools to assess the relevance of one
model compared to another, and to aggregate quantities inferred assuming different models.
As inference problems are very often encountered when processing experimental observations
and measurements, the use of Bayesian methods in physics is concisely reviewed in [2].

II.1.1 Bayes’ theorem: Likelihood, prior and evidence

Here, we assume that we have a model M and a corresponding θ. The aim of Bayesian
inference is to estimate the posterior distribution of the parameters given the observations:
P (θ|x). For a fixed set of observations, this is a probability defined over the parameters’
space. Bayes’ theorem relates the posterior to three other quantities. First, the likelihood of
the parameters given the data, noted L (x|θ). It encapsulates the assumed generative model
of the data: given a value of θ, the hypothesis is that observations are sampled according to
this probability law: x ∼ L (x|θ). The second quantity is the prior probability of parameters,
P (θ). It is meant to incorporate any prior assumptions on the parameters or constrains that
are not expressed in the likelihood. The last quantity involved is the evidence, that is, the
probability P (x|M) of the observations given the model. It acts as a normalizing constant
and is instrumental to compare different models.

Using these quantities, Bayes’ theorem reads as follows:

Posterior = Likelihood × Prior
Evidence

or
P (θ|x) = L (x|θ)P (θ)

P (x|M)
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As argued in [3], the fact that Bayesian inference relies so clearly on assumptions made
about the studied system (notably via the choice of prior distribution), far from introducing
undesired subjectivity, strengthens the interpretability of inference results: as assumptions
are made clear, they are easy to discuss and modify.

II.1.2 Comparing models: the evidence

Bayesian analysis provides a rigorous way of addressing the question of model comparison
and aggregation.

In the above formulation of Bayes’ theorem, we omitted to mention the dependency to
the modelM of the prior, likelihood and posterior, because it was assumed beforehand that
they were expressed for a fixedM. Suppose now that we have two different modelsM1 and
M2 and that we would like to know whether one is more plausible than the other given the
data. The posterior probability of one model given the data is

P (Mi|x) = P (x|Mi)P (Mi)
P (x)

Assuming that the two models have the same probability a priori, we have P (M1) = P (M2).
The main quantities of interest are thus the evidences of models, expressed as follows:

P (x|Mi) =
∫
L(x|θ,Mi)P (θ|Mi)dθ.

The evidence encapsulates both the ability of the model to explain the data and the volume
of the parameters’ space occupied by parameter values yielding a good likelihood: if this is a
narrow region, and small changes in the parameters make the likelihood vanish, the evidence
will be low ; on the contrary, it will be high if a wide range of parameter values explain the
data sufficiently well. Intuitively, this favors models with few parameters, as there are more
ways of being wrong when many parameters influence the likelihood: this is known as the
Occam’s Razor [4].

When the number of parameters is low, the derivation might be tractable: Serov et al.
provide a good example of a such case, where models of diffusion with and without external
force are compared using the ratio of their respective evidences. However, quite often, there
exist no formula to simply integrate a likelihood over the space of its parameters. In such
cases, it is possible to resort to nested sampling, as in [6] or to Monte Carlo methods, but
the computational cost of these usually scales exponentially with the number of parame-
ters, preventing them from being applied to complex problems involving a large numbers of
parameters.

Another way of approximating the evidence is to fit a Gaussian to the posterior around
its maximum (this notably implies assuming the posterior to have a single mode and no
heavy tails). One first has to find the MAP parameters θMAP , and then to estimate the
Hessian of the log-posterior, H = −∇θ∇θ ln(P (θMAP |Mi,x)). Then, the evidence can be
approximated as follows [7]:

P (x|Mi) ≈ P (x|θMAP ,Mi)P (θMAP |Mi)/
√

det(H/2π).
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Figure II.1: Overview of different approaches from simulation-based inference. Taken from
[9]

II.1.3 Simulation-based inference (SBI) for models without likelihood

Many challenges can be associated to the evaluation of Bayes’ formula. Not all generative
models admit an analytically tractable likelihood (i.e. a closed-form, calculable likelihood).
This is for instance the case of continuous time random walks: the generative process is
known and well understood, but there are no analytical expressions allowing one to estimate
the likelihood of an anomalous exponent given a trajectory: this would require integration
over all possible paths from a point to another.

Similar examples are encountered in other scientific fields, notably in epidemiology [8].
The difficulties encountered in the study of such processes, for which it is possible to simulate
data but impossible to compute a likelihood, motivated the development of likelihood-free
inference, or simulation-based inference, of which [9] provides an overview.

Nonetheless, the relevance of simulation-based methods is not limited to models whose
inference is not tractable: they are also helpful when the likelihood is tractable but requires
a long computation. We will give an in-depth example of such problem in chapter IV.

A taxonomy of this family of models is shown in figure II.1. Here, we will focus on a few
variants of SBI which relate the most to methods used in the later chapters of this work.
In SBI, the simulator can be seen as a function f of the parameters and of random hidden
variables z, from which it generates data in a deterministic way: x = f(θ, z). Accessing the
likelihood of the parameters would require integrating over the whole space of z, which is
infeasible in real cases when the dimension of z is high.
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Simulation-based approaches can be split in two main categories: approximate Bayesian
computation and approximate frequentist computation.

a) Approximate Bayesian computation (ABC)

ABC, schematically described in figure II.2 consists in sampling the posterior of parameters
θ by generating data using these parameters and measuring the difference between simu-
lations and actual observations using some informed metric [10, 11]. Sampled parameters
are accepted if the difference is lower than a given threshold. In the limit of an infinitely
small threshold, ABC becomes exact, but as the probability of accepting a set of parameters
vanishes, the required sampling is prohibitively expensive. On the contrary, using a softer
criterion will harm the inference’s quality, at the benefit of speed. The metric on which the
acceptance criterion relies can either be based either directly on observed and simulated data,
as in figure II.1A, or on intermediate summary statistics. Resorting to summary statistics
is especially relevant, for instance, when doing inference on random walks with ABC: given
the importance of randomness in the generative process, two random walks generated using
the same model and parameters might have drastically different coordinates, while statistics
such as their MSD curves will certainly have more in common. One might indeed think of
the MSD as a relevant statistics for a such task, but restricting solely to such hand-picked
summaries might harm the quality of inference by discarding some information. Machine
learning provides tools to learn summary statistics which are optimal in some sense and
can be used for ABC, as depicted in figure II.1B. ABC scales poorly to high-dimensional
problems, both because of the rejection process and of the difficulty of finding good proposal
distributions (advanced ABC methods include a feedback from the rejection process on the
sampling, which helps sampling the most relevant regions of the parameters space). More-
over, the sampling has to be re-done each time a new observation is considered, which makes
ABC computationally quite costly.

b) Approximate frequentist computation

Approximate frequentist computation, illustrated in figure II.1E, consists in estimating the
likelihood from generated data using histograms or density kernel methods (corresponding
to "unsupervised learning" in the figure). Recently, the development of neural conditional
density estimators [13, 14] has allowed invertible transformations to be integrated in neural
architectures. Parameterized by a summary vector describing the observation on which the
inference is to be performed, these mappings, applied to samples drawn from multivariate
normal distributions, offer a mean to sample and evaluate complex posterior distributions.
An upfront simulation phase is first performed in order to learn the likelihood of the studied
system (i.e. a function of the parameters and the simulated data, approximated by a neural
network). The computational cost of this step scales exponentially with the dimension of
the data (or of the summary statistics), just as for ABC. However, contrarily to ABC,
approximate frequentist computation handles efficiently the inference of properties for new
observations, as the estimation of the likelihood on a new data point can be based on the
previously run simulations, there is no need to re-run them. We say that this inference
method is amortized, as the cost of the initial simulation step is amortized over all subsequent
inferences.
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Figure II.2: The principle of approximate Bayesian computation, taken from [12]

II.2 Inferring landscapes of diffusion coefficients and forces
Let us here focus on one approach to analyzing biomolecule dynamics: the mapping of forces
and diffusion coefficients based on particle trajectories. In this framework, random walk
properties are associated to spatial properties and summarized by local diffusion and forces.

All methods presented in this section model the diffusion dynamics using the overdamped
Langevin equation, assuming that the fluctuation-dissipation relation locally holds. Consid-
ering for simplicity that the diffusion tensor is isotropic and with ξ(t) being a continuous-time
Gaussian white noise process, this equation reads:

dr(t)
dt

= D(r, t)
kBT

a(r, t) +
√

2D(r, t)ξ(t)

, where D(r, t) is the diffusion coefficient and a(r, t) the drift vector, accounting for both the
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force F(r, t) and effects due to eventual gradients of diffusivity (see [5]). If the additional
assumption is made that the force field is conservative, the potential from which it derives
can be inferred instead of the force vectors. It follows from the Langevin equation that the
likelihood of a jump is

p (∆r|F(r, t), D(r, t)) = 1
4πD(r, t)∆t exp

−
∥∥∥∆r− D(r,t)∆t

kBT
a(r, t)

∥∥∥2

2
4D(r, t)∆t


and, considering that jumps are independent, the likelihood of the set of observations is the
product of the likelihoods of all jumps.

Bayesian inference usually handles finite sets of parameters: applying this framework to
continuous landscapes requires some adaptation. The three approaches mentioned below
have different ways of dealing with this issue.

II.2.1 InferenceMAP & The random walk analyzer (TRamWAy)

Let us first mention the approach proposed by El Beheiry et al., Laurent et al.. There, in
order to recover a finite set of parameters, spatio-temporal bins are defined, inside which
diffusion and effective potential are assumed constant. The size of these domains needs to
be large enough, so that a sufficient number of observations (i.e. particle jumps) are present
in each bin for the inference to be precise, but small enough to be able to probe the local
variations of these values, whose characteristic size might be small. Finally, assumptions
about the expected shape of the effective potential and diffusivity landscapes are translated
into priors, defined in terms of the difference of potential between neighbor bins (both tem-
porally and spatially). Hence, we have all the elements mentioned in the previous paragraph:
a model yielding a likelihood linking the observed jumps to a set of parameters (resulting
from a tessellation of the space), as well as priors on these parameters. Assuming that we
are not interested in comparing different models, this is sufficient to obtain values of the
posterior distribution, up to a normalization factor.

The number of parameters to infer (two per spatio-temporal bin) can be of the order
of several thousands if large and dense regions are considered. Getting an estimate of the
full posterior distribution is thus very hard, and a more reasonable objective is to focus
on estimating the parameters maximizing the posterior: this is referred to as inferring the
maximum a posteriori (MAP), and amounts to optimizing the posterior with regard to the
parameters, something which can be done using stochastic gradient descent (SGD) methods.

II.2.2 Gaussian processes

Another approach introduced in [17] handles the issue of spatial continuity by resorting
to Gaussian processes priors for the force field, with mean zero and covariance K(x, x′) =
f(|x − x′|). The diffusion coefficient is assumed constant in space, and has a Beta prior.
The advantage of this method is that, given that its priors handle under-sampled regions
naturally, it overcomes the trade-off between observations density and spatial resolution as
well as the artifacts introduced by the discrete binning. It also provides a way of sampling the
full posterior, using a Gibbs sampling for the diffusion coefficient. In the publication, values
are assumed constant in time, but adding another dimension to allow for time-variations
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would not profoundly alter the principle. The main drawback of the method however is
its inability to leverage large numbers of observations, as its algorithmic complexity and
memory footprint grows proportionally to the cubed number of observations. Thus, its is
mainly interesting in the regime where little data is available. The TRamWAy method is
more appropriate in cases where data is abundant, firstly because it is faster, and because
the artifacts introduced by the discrete binning tend to vanish in the infinite data limit.

II.2.3 A non-Bayesian method: projection on a family of functions

Stepping out of the Bayesian inference framework, Frishman and Ronceray introduces an-
other mean of inferring force fields. Building on an analogy with information transmission
via a noisy channel, the authors introduce a way of inferring the force and diffusion fields
which also provides a lower bound of the creation of entropy along the process. Fields are
inferred by fitting the coefficients of a decomposition of the fields on a finite orthonormal
family of functions (such as Fourier or a polynomial functions). This is another mean of
restricting the inference to a finite number of parameters. Each jump provides a maximum-
likelihood estimate of the fields at its position, and the projections of these estimates on
each component of the chosen family of function are averaged in order to obtain a global
estimate of the force fields. The advantage of this method is that it comes with interesting
relations about the thermodynamics, that it generalizes well to high-dimensional trajectories,
and that its complexity scales linearly with the number of observed jumps, not requiring any
optimization step. However, results depend on the family of functions chosen to decompose
the force field, and it is unclear why one should favor a family over the other – this high-
lights the interest of the Bayesian framework when it comes to clearly stating assumptions.
Moreover, although estimates of the errors are provided, there are no guarantees about the
effect of highly irregular landscapes on the estimated fields.

II.2.4 Remarks

Comparing these three inference schemes aimed at addressing relatively similar questions
showed important criteria for the choice of a method: the computational complexity, the
amount of data required for the method to provide reliable results as well as the possibility
to link assumptions to inference results and to control the error (via posterior sampling or
theoretical bounds).

In the remaining of this thesis, the spatial criteria is left aside as trajectories are consid-
ered irrespective of their localization. Nonetheless, methods introduced in chapter V could
well be used to highlight particular properties of given spatial regions and spatial binning
tools such as those implemented in TRamWAy could help closing the loop.

II.3 Statistical methods for analysing random walks

II.3.1 MSD-based methods

a) Single trajectories

The most commonly encountered quantity when measuring the diffusion coefficient of a
diffusing particle is naturally the mean squared displacement (MSD). For a single Brownian
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trajectory of duration N∆t whose positions ri along a single dimension axis are measured at
intervals ∆t, the slope of the curve of ρn = 1

N−n+1
∑
i(ri+n−ri)2 is indicative of the diffusion

coefficient D. ρn is known in the literature as the time-averaged MSD (TAMSD). However,
due to the correlation between displacements of length nmeasured from overlapping segments
of the trajectory, its variance grows rapidly with n as demonstrated in [19]:

Var(ρn) = (2Dn∆t)2(2n2 + 1)
3n(N − n+ 1)

The estimator D̂n = ρn/2n∆t thus has a squared relative error of the order of

Var(D̂n/D) ≈ 2n
3(N − n+ 1) .

For short trajectories, the relative error is thus very high, even when n ≪ N : about 20%
when n = 1, N = 10 and 10% when N = 50. Depending on the time scale of the correlations
between jumps, it might be needed to base the estimator on larger time intervals, increasing
the level of relative error. Moreover, if one is not only interested in the diffusion coefficient
but also in the anomalous diffusion exponent, scaling properties of ρn at large n must be
estimated.

More generally, [20] study the biases of the estimation of Dα and α from fits of log-
TAMSD curves, i.e. when they are determined by a least square fit of the curve of log(ρn) =
log(Dα)+α log(n). They demonstrate that the resulting estimation of α depends on the range
of considered values of n, as exemplified in figure II.3. They confirm the effect of localization
error on estimations of α and highlight the importance of taking it into account (and of
estimating it beforehand). An estimation of the negative bias induced by localization errors
is introduced by Kepten et al.. Finally, regarding short and noisy trajectories (shorter than
100 localizations), one might quote the conclusion of Lanoiselée et al.: "for short trajectories
the TAMSD is not appropriate".

Altogether, this confirms the intuition that if one’s aim is to extract information about
diffusion from a single trajectory, it should rather be from a long one. If no sufficiently long
trajectories are available, then a good option might be to resort to ensemble methods.

b) Ensemble methods

Beyond individual trajectory analysis, information can be gained from the aggregation of
several trajectories, if such observations are available. In general, this however implies that
additional assumptions are made that all particles share the same physical properties (and
hence, that estimates deriving from single trajectories can be considered as independent
samples from a same probability distribution). Although it is possible, if assumptions are
made about the underlying distributions of α and Dα, to gain insight on the average α from
TAMSDs based on ensembles of trajectories (see [21]), this is in general not the case. Indeed,
if particles have different properties, superdiffusive dynamics will tend have a predominant
effect on the TAMSD at long time lags while subdiffusive will dominate the short time
lags. In the case where walkers are assumed to share the same α and Dα, [22] introduce
several estimators based on various fitting procedures of the MSD, some being tractable
and others requiring a numerical optimization step. Such fits are used in [23] to measure
with precision the exponent α. It is interesting to remark that this work mentions the slight
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Figure II.3: Estimations of the anomalous exponent α from a single trajectory of length 300,
based on different ranges of TAMSD, taken from [20]

(but significant) difference between the anomalous exponent measured at long and short time
scales. In addition, comparing TAMSD and ensemble-averaged TAMSD might be interesting
to pinpoint the existence of weak ergodicity breaking, as in [24].

II.3.2 Distinguish diffusion states with hidden Markov models (HMMs)
Up to this point, we have only discussed inference methods assuming constant dynamics for
the entire trajectories. Yet, long trajectories can sample portions of the cells with different
physical properties or the biomolecule can undergo change in conformation changing the
natures of its interaction with its environment. This motivated development of inference
schemes aimed at quantifying the transition dynamics between these modes, as well as the
diffusion properties of each of these modes. Many of these approaches resort to hidden
Markov models (HMMs), which we will introduce briefly prior to presenting a selection of
multi-state inference methods.

a) Hidden Markov models

Let us consider a system evolving over N time steps between K possible states. The se-
quence of its states is s1, s2, . . . , sN , with si ∈ {s(1), s(2), . . . , s(K)}. This system is said to be
Markovian if the probability of transitioning from one state to another only depends on the
current state, and not of the previous ones. A such process is thus fully characterized by the
vector (π1, . . . , πK) the probabilities of the initial states, and the transition matrix whose
coefficients pi→j , are the probabilities of transitioning from state i to state j. In a hidden
Markov model, states are not observed directly, they are hidden and one only accesses obser-
vations (y(1), y(2), . . . , y(N)) conditioned by the hidden state: y(n) ∼ p(·|s(n)). In the context
of SPT experiments, the states are the particles’ diffusion modes, while the observations are
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the actual recorded trajectory jumps. Fitting such models to trajectories requires determin-
ing the actual number of states, the transition probabilities from one state to another, and
the physical properties driving the diffusion in each such state. The initial probabilities can
also be inferred if it is not assumed that the system is observed at equilibrium. Once these
parameters are known, determining the most plausible states visited by a particle from a
single trajectory, i.e. to segment the trajectory according to the hidden states, can be done
using the Viterbi algorithm [25].

b) A two-state model

Here, we present the model introduced in [26]. It assumes that a particle randomly switches
between two modes of Brownian diffusion, defined each by a diffusion coefficient. The
model thus has four parameters: two diffusion coefficient and two transition probabilities
(D1, D2, p1→2, p2→1). As it is considered to be at equilibrium, and thus initial probabil-
ities can be confounded with equilibrium ones, determined by the transition rates. The
log-likelihood of the parameters given an observed trajectory can be expressed using the
probabilities of being at state i at step n given the data, which are computed recursively.
Then, the posterior is estimated using a Monte Carlo Markov Chain, with an initialization
step allowing the parameters to converge towards the MAP. Posteriors of different trajectory
can be multiplied to aggregate information stemming from different observations. Compared
to simpler methods applied to a such two-mode diffusion [27, 28, 29], based on fits of a bi-
modal distribution on the MSD histogram (as illustrated in figure II.4), this approach allows
one to access the rates of transition between the two modes, and to estimates more precisely
the characteristics of each mode.

Figure II.4: Illustration of results obtained with Gaussian fitting of the apparent diffusion
histogram (left) and with the two-state HMM method (right). The HMM yields posterior
distributions of the two diffusion coefficients as well as transition rates. Adapted from [27]
and [26]
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c) Unknown number of unknown states

Although the previously introduced two-state model could be extended to an arbitrary num-
ber of diffusion states, one may have no reason to make the assumption of one precise number
of hidden states. A more complete model is introduced in [30] to address this issue. It en-
compasses diffusion modes which can be either pure Brownian motion or directed Brownian
motion, in which case they are parameterized not only by a diffusion coefficient Di but also
by a drift vector vi. The number K of different states is not fixed beforehand, only an
upper limit Kmax is set. As the fraction of diffusion modes with non-zero drift is not known
either, there are K + 1 possible models with K steps. Hence, there are (K2

max + 3Kmax)/2
alternative models with K ≤ Kmax. These models are compared via their evidences, which
are computed using a Metropolis Markov chain Monte Carlo sampling algorithm. This in-
ference scheme has the advantage over the previously cited one that it does not force the
detection of several modes. Moreover, it accounts for a wider diversity of modes (directed
motion and pure diffusion). The authors demonstrate its relevance on several examples of
biomolecules diffusing in cells. We remark that on the examples they provide, the number
of states selected by the model rarely exceeds two or three.

Another approach, similar to this one because it also compares models based on a range
of numbers of states using their evidence, was proposed earlier by Persson et al.. It was
restricted to normal diffusion however, but had the interest of using a mean-field approxima-
tion to circumvent the computational burden of Monte Carlo samplings. The approximation
amounts to considering the diffusion parameters and the series of hidden states as indepen-
dent, facilitating the optimization of the likelihood.

d) Unparametric Gibbs sampling

Finally, we mention the model recently presented in [32], as it notably has the conceptual
advantage of not requiring from the user to input a maximal number of considered states.
This method is inspired by the approach introduced in [33] for the analysis of time-series
coming from single molecule observations. Instead of sampling the posteriors of a collection of
models defined by various sets of parameters, a single iterative sampling scheme is performed,
varying the number of considered states across iteration. Thus, computing resources might
be more efficiently allocated, as extensive samplings of irrelevant models are avoided. Each
step of the iteration can be summarized as follows: first, the number of states is set using a
Dirichlet Process, reduced to a finite number of states by discarding those with the smallest
weights. Then, a Gibbs sampling method similar to the one used in the HMM model is used
to get posteriors of the modes’ parameters. When new states are inserted, their properties
are drawn from a prior distribution, those of the remaining states are sampled from the last
iteration’s posterior distribution. This runs until a convergence criterion is reached.

e) Remarks

HMMs have the advantage of providing an intuitive interpretation of the dynamics, as transi-
tion probabilities between discrete diffusion states are rather telling notions. However, most
HMM-based methods have the inconvenient of requiring costly sampling steps, which have
to be re-run every time a new data point is added. Moreover, these models require that a
tractable likelihood of the diffusion mode is available and are thus restricted to a limited set
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of random walk models. Furthermore, there might exist cases where the diffusion properties
vary continuously and not discretely. In such cases, HMM-based schemes might suggest a
high number of diffusion modes, or a very broad mode.

II.3.3 Leveraging hand-picked features

In the following, we introduce a selection of random walks characterization techniques focused
on specific mathematical or physical properties, along with their application and the type of
dynamics that they allow one to distinguish.

a) Directional changes

In Burov et al., the distribution of directional changes is shown to be a signature of different
types of diffusion dynamics, complementary of the MSD curve. It notably provides insights
on the eventual anisotropy of the diffusion, or the existence of a drift, as such phenomenon
would favor either small changes of the direction or U-turns. At each recorded position of
the trajectory, the angle between consecutive jumps is accessed via the sine and cosine of
the jumps. Hence, this metric can be computed regardless of the dimension (as long as it is
greater or equal to two)

b) Mean maximal excursion (MME)

Studies of the mean maximum excursion (MME) of random walks on fractals and of CTRWs
have motivated [35] to demonstrate this quantity’s relevance for quantifying the anoma-
lous diffusion exponent of an ensemble of trajectories assumed to have the same diffusion
dynamics. For a trajectory, the maximum excursion at a given time t is the maximum dis-
tance rmax(t) from the origin reached by the particle up to this point. It was shown that for
CTRWs and diffusion on fractals, the second moment of this quantity, ⟨rmax(t)2⟩, scales with
tα. Authors show that fits of the MME curve yield more precise estimations of α than those
of the MSD. Besides, the authors study the property of the ratios, both for the MSD and the
MME, of the fourth moment and the squared second moment. Along with the probability of
being in a sphere centered at the first position of the trajectory and whose radius grows like
tα/2, these constitute a set of quantities which can allow one to distinguish between various
random dynamics (CTRW, fBM, diffusion on fractals).

c) First passage observables

Interested in studying the kinetics of diffusion-limited chemical reactions, [36] compared the
properties of several first passage observables resulting from CTRW and diffusion on fractals.
Among other quantities, they study the distribution and first moment of the first passage
time (FPT, time taken to reach a distance r from the origin), and analytically show that
the mean FPT scales differently for CTRWs, which explore the space non-compactly, than
for diffusion on fractals which is much slower. These observables thus allow to discriminate
between these two concurrent models of diffusion.
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d) Remarks

The approaches mentioned here, while relevant for the insights they provide about defined
features of the trajectories, share several flaws which hinder, for now, their applicability to
a range of experimentally recorded trajectories. Indeed, FPT and mean maximal excursions
rely on asymptotic properties of the walks and are thus not suited to the analysis of short
recordings such as those provided by SPT-PALM experiments. Moreover, they assume a
single mode of diffusion for the analyzed particles while biomolecule often do not diffuse
for very long in cells before transitioning between regions with different physical properties,
or undergoing a state change of some sort (oligomerization, change of three-dimensional
conformation...). Hence, both technical and biological constraints limit the set of problems to
which these methods can be applied. Their interest in fact mostly lies in the understanding
that they provide of how the motion dynamics of a walker govern its biological function.
Besides, the distribution of directional changes does not require long trajectories, but is hard
to interpret on its own and will mostly serve to compare sets of trajectories observed under
different conditions, or to recover relaxation times. All these methods lack a quantification of
likelihood of observing a given level of discrepancy between two measurements: to use them
to quantify the statistical significance of these discrepancies, one has to resort to common
sense, or (better) to simulations in order to interpret non-overlapping curves. The issue of
probing the statistical significance of measured differences between observables derived from
trajectories of random walks is addressed by the method we introduce in chapter V.

II.4 Methods based on random forests and neural networks

A last class of inference methods rely on supervised learning methods to characterize parame-
ters of the diffusion. Prior to introducing a few examples of application of these techniques to
the study of diffusion, we rapidly summarize some concepts associated to machine learning.

II.4.1 A very short introduction to supervised machine learning

The task addressed by supervised machine learning is that of learning a mapping between a
space of observations (images, text, sound, ...) and a space of predictions [37]. The mapping
belongs to a given class of functions, which depends on the type of algorithm used. Denoted
fθ, it is parameterized by a vector θ: simple models have only a handful of parameters, while
most advanced neural architectures can have billions. In a supervised setting, a collection of
samples x is available, along with the corresponding expected predictions y.

During the learning (or "training") phase, θ is set so as to minimize a loss term, which
measures the discrepancy between ŷ = fθ(x) and y. In some cases, the loss might as
well depend on θ itself, so as to penalize undesired types of mappings. For instance, when
learning a mapping between two Euclidian spaces, one might want to impose regularity
constraints and therefore prevent too steep variations by penalizing exceedingly large values
of coefficients of θ. Although some learning algorithms provide a closed form expression of
θ given the data, most learning procedures are iterative optimizations.

The fact that, given a sufficient amount of data, such predictors can be automatically
fitted, is interesting for many problems where defining explicit rules on which a prediction
should be based is a difficult task. Image recognition, which has driven lots of the recent
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advances in neural networks, is one such class of problems: expressing in mathematical terms
the difference between a picture of a dog and one of a cat can indeed be quite challenging.

Nonetheless, for a such mapping to be relevant, it does not suffice that it makes accurate
predictions on the training data: it should also provide a sensible interpolation between the
training examples, so as to be used on novel samples. This is especially complex when the
dimension of the data is high, because the manifold on which the data lies is never extensively
sampled in the training set. Hence, the difficulty of machine learning mostly lies in finding
algorithms capable of generalizing outside of the training data. Several factors influence this
property, notably the architecture of the mapping (the class of function to which it belongs),
the pre-processing of the data and the optimization procedure [3].

Before the improvements of hardware, which made possible the rapid training of mod-
els counting millions of parameters, the rise of performance of machine learning (and more
specifically deep learning [38]) on complex tasks was first driven by the development of pre-
dictors architectures able to capture symmetries of the data, hence reducing the complexity
of the interpolation task [39].

There exist numerous families of predictors, whose complexity vary between the simple
linear regressions and the large transformer neural networks counting billions of parameters.
As important as the structure of the predictor itself is the input that it is given: does the
predictor access the raw observations, are they pre-processed, or does it only deal with a
determined set of features computed from the observations ? Resorting to features can help
the model to better generalize, both because it often reduces the dimensionality of the input
and because informed features wipe out irrelevant degrees of freedom (for instance, they
might respect some symmetries). On the opposite, the risk is to discard information, present
in the data but not captured by the hand-picked features. The advantage of neural network
is that they are able, to some extent, to learn features relevant to the prediction process
directly from the raw data, overcoming this pitfall.

II.4.2 Machine learning for random walk analysis

Predictors obtained via machine learning methods have the advantage over analytical esti-
mators (such as those introduced in section II.3) of being more versatile. Indeed, they are
not restricted to a subset of model random walks: as long as they have been trained on the
right data, they should be able to output a relevant measure. Moreover, they can provide
estimators for which no analytical formula has been developed, such as changes of anomalous
diffusion exponent. Predictors are trained on trajectories simulated using a variety of random
walk model and parameter values, depending on their purpose. Indeed, we can only know
with certainty the ground truth values of underlying parameters for numerically simulated
trajectories: such labels do not exist for recorded trajectories.

Relying on simulations for training lifts the constraints induced by the limited amount of
available data which most machine learning use cases have, but simulations imply assuming
the generative model used within these simulations to be close enough from the observed
dynamics. If an artifact in the experimental protocol perturbs the observations, (localiza-
tion noise, for instance), it might fool the predictors. But if this artifact is anticipated and
included in the simulation scheme used during training, the predictors can learn to account
for it. This ability to handle a variety of known artifact is another advantage of machine
learning methods over conventional analytical estimators. Finally, methods relying on ma-



40 CHAPTER II. INFERENCE OF BIOMOLECULE DYNAMICS

chine learning belong to the class of amortized inference: after an expensive training phase,
the inference of new observations is almost instantaneous. This is a great advantage over all
methods requiring long sampling procedures for each new data point.

II.4.3 Methods based on random forests

We will not introduce random forests in details here, as we will mostly state the properties
of these predictors which matter to their use for random walk analysis. We refer the inter-
ested reader to [40] for an introduction to random forests and a presentation of some recent
developments.

Random forests are reckoned as predictors of choice when dealing with tabular data,
i.e. data lacking geometric structure or symmetries. They accept both continuous and
discrete inputs, and provide more direct insights than neural networks about the relative
of importance that they assign to each input variable. Random forest thus must resort to
trajectory-level features to handle trajectories of various sizes as they only handle a fixed
size of input vectors.

One of the first studies of this type, [41] proposes a trajectory classifier based on nine
features, chosen each for their ability to capture a given aspect of random dynamics. The
classifier is able to distinguish between anomalous diffusion, Brownian motion, directed mo-
tion and confined diffusion. The drop in performance caused by the removal of each of the
features from the model, allows one to probe their relative importance in the prediction. Re-
cently, [42] explored in more detail the contribution of each feature and the effect of various
parameters of the random forest on its performance. Taking another approach, [43] directly
inputs trajectory positions into random forests, to predict both the anomalous exponent
and the type of random walk. It reaches a good performance but has the inconvenient of
requiring a different predictor for each trajectory length.

II.4.4 Methods based on neural networks

Over the last decades, complex architectures of neural networks were developed, of which
many share a same building block: the multi-layer perceptron (MLP). It is a succession of
steps (called "layers") sequentially performing the following operation on an input vector x:
lW,b(x) = g(Wx + b), where g is a non-linear function and the parameters of l are a weight
matrix W and a bias vector b. MLPs, like random forest, are restricted to fixed-size input
vectors. They were used by [44] on MSD curves computed on windows of the trajectories,
in order to extract the diffusion mode (among three options) of the corresponding portion
of the trajectory.

Recurrent neural networks (RNN) were developed to analyze data with a sequential
structure (they are very much used in natural language processing). In [45], they were
used to measure the anomalous diffusion exponent of fBM trajectories, as well as to detect
changes of anomalous diffusion exponent. The authors leveraged the flexibility offered by the
use of synthetic training data to handle trajectories with irregularly sampled observations
(that is, with a varying time interval between locations, or with missing observations). They
observe, as one could expect, that their approach only outperforms conventional MSD-based
methods on short trajectories. Most of the best-performing models of the AnDi challenge
[46], a competition aiming to objectively compare random walk analysis methods, were based
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on RNNs (see for example [47]). Good results were notably obtained by using convolution
layers such as those used for image and sound analysis yield in conjunction with a RNN
architecture [48].

Interestingly, deep learning has sometimes been coupled with analytical methods of ran-
dom walk characterization, such as in [49], where an RNN first segments tracks in tracklets
assumed to have a constant dynamics, which are then analysed using the moment scaling
method, an analytically computed metric providing a hint about whether trajectories are
confined or diffusing freely.

II.4.5 Limitations of machine learning

As machine and deep learning methods almost all rely (linear regression being one of the
few exceptions) on intractable learning rules, they are notably difficult to dissect. Indeed,
the resulting predictor depends simultaneously on the data, the structure of the network
and the learning rule, in a very intricate manner. Hence, although results obtained on
numerically generated data often overcome those of conventional estimators, one is often left
with conjectures and intuitions when it comes to ensuring the capability of a machine-learning
predictor to generalize on experimental data. Statistical methods such as the maximum mean
discrepancy presented in chapter V are interesting in this regard, as they allow one to take
advantage of representations of trajectories learnt by neural networks with more flexibility
and way for interpretation than when only values predicted by the networks are considered.
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A variety of archetypal random walk processes were introduced to cover the diversity of
dynamics observed in physical or biological systems: jumps can be continuous or discrete,
exhibit ageing or obey a stationary distribution, etc... For a large class of such processes, the
anomalous diffusion exponent α is defined asymptotically (i.e. for long trajectories). While
this exponent is easily estimated when one disposes of a large number of long trajectories
(using previously introduced TA-MSD curves), inferring the value of α of a such process from
a single one of its realisation can be challenging, all the more so when the type of random
walk model is not known in advance. In this chapter, we introduce a method addressing the
inverse problem consisting in inferring both the anomalous diffusion exponent and the type
of random walk (among a dictionary of five).

Most analytical estimators of α do not work well for short trajectories, or when positions
are measured with uncertainty. Furthermore, ad-hoc features such as those mentioned in
II.3.3 do not allow to simultaneously distinguish more than two or three types of walks.
Thus, in order to cover a broad diversity of random walk models and to account for posi-
tioning noise, we chose to develop a simulation-based inference approach. One originality of
the method lies in the use of graph neural networks (GNNs), which we adapted to handle
trajectories. We start by introducing GNNs and motivating or choice of architecture. Then,
we demonstrate the performance of the method on simulated trajectories. We highlight the
structure of the latent space learnt by the network, which is informative of the distinctions
that it is able to make. We end the chapter by exploring a few perspectives of improvement
over the published version of the model, some of which are used in chapters IV and V.

III.1 Graph neural networks on random walks
We detail below the methodology developed to leverage GNN’s flexibility and their capacity
for representation learning [2] in order to infer properties of random walks, in particular their
anomalous exponent and model class.

First, a graph has to be associated with each trajectory for it to be processed by a
GNN (see Figure III.1 and paragraph III.1.2). The actual inference is performed by a GNN,
capable of processing graphs of variable size, and which outputs an estimate of the anomalous
exponent and a probability of belonging to each random walk model class. The weights of
this neural network are set during a training phase (on numerically generated trajectories)
similarly to conventional supervised learning schemes. The network can later be used for
inference on other trajectories, not seen during training.

III.1.1 Rationale for learning random walks with graph neural networks
The use of a graphical representation has long been a method of choice to model and perform
inferences of complex systems [3]. For example, factor graphs associated to mean field, belief
propagation [4] and cavity methods [5] have been used to model spin glass dynamics and
perform complex optimisation problems. Hidden Markov models [6] have been developed to
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Figure III.1: Examples of graphs associated to a single trajectory. A) An example of a
short, subdiffusive fBM trajectory. B) Graph associated to the trajectory following a causal
geometric edge wiring scheme (see Section III.1.2). C) Graph obtained by wiring edges at
random. Edges linking to a single selected node are shown in red in B and C.

model changes in random walker dynamics, and mixture models [7, 8] have been applied to
approximate the point spread function in fluorescence microscopy and to model and analyse
complex networks [9].

Over the past 4 years, extensions of deep learning approaches to graph data in the form of
graph neural networks have attracted significant attention [2] and have demonstrated great
efficiency for representation learning on point clouds, graphs and manifolds [10, 11]. GNNs
meet several criteria that make them well suited for analyzing trajectories, and which moti-
vated the design of our learning procedure. (i) They can be applied directly, using a shared
architecture, to trajectories of different lengths [12, 11]. (ii) The choice of graph structure
allows taking into account different time scales while retaining a sparse architecture. (iii) Nu-
merous known features associated to random walks, such as the convex hull [13, 14, 15], first
passage times [16, 17, 18], or the distributions of different features’ extreme values [19, 20, 21],
are linked to geometric properties which can be learned efficiently using GNNs. (iv) Finally,
while advances in machine learning are associated to impressive achievements [22, 23] they
are often obtained with large scale models (several millions to billions of parameters) that
are prone to over-fitting and are challenging to interpret [24]. Hence, a model with a lim-
ited number of parameters and a means to quantify the acquired information during training
would be beneficial to understand the requirements for random walk inference using machine
learning. All these criteria point towards using graph neural networks for individual random
walks analysis.

III.1.2 Graph representation of trajectories

We associate to each trajectory R = (r1, r2, . . . , rN ) a directed graph G = (V,E,X), with
V = {1, 2, . . . , N} the set of nodes corresponding to the positions in the trajectory, E ⊆
{(i, j)|(i, j) ∈ V 2} the set of edges connecting pairs of nodes, and X = (x(0)

1 ,x(0)
2 , . . . ,x(0)

N )
a sequence of local feature vectors x(0)

i associated to each node i in V (fig. III.2A). Each
node features vector x(0)

i , of size nx, may contain any feature of the trajectory or of the
graph and may depend only on i or on arbitrary neighborhoods of i. The size of each
node’s feature vector depends on the dimensionality of the trajectory, so a model trained
on trajectories of a given dimensionality can only be applied to trajectories with the same



48 CHAPTER III. AMORTIZED INFERENCE WITH GNNS

Figure III.2: Graphical representation of the GNN model. A) Construction of a graph from
a raw trajectory: (left) raw trajectory, (middle) positions in the trajectory are represented by
nodes and a vector of local features is associated to each node; (right) nodes are connected
to each other using a wiring scheme as described in section III.1.2 to form a graph on which
the GNN is applied. B) Overview of the GNN’s architecture. Red arrows symbolise outputs
of layers passed as inputs to other layers. When several arrows point to a same layer, their
features vectors are concatenated before being passed to the layer. Graph convolution layers
are shown in blue, they can process inputs of variable length (for graphs of variable size rep-
resenting trajectories of variable length) using neural message passing (see Section III.1.4).
They use two different aggregation methods for messages: mean (averages over all the mes-
sages) and maximum (takes the maximal value of messages, for each feature). In green, the
pooling operation embeds the variable-sized vector output from the graph convolution layers
into a fixed-size vector representing the trajectory. Orange boxes downstream are multi-layer
perceptrons, acting on vectors of fixed size as in conventional neural networks architectures.

number of dimensions. However, the approach can be applied to trajectories with any number
of dimensions using the exact same procedure, only the size of the node feature vectors will
differ. This graph-based encoding of trajectories was inspired by applications of GNNs to
point cloud data [12, 11], but where time is an additional feature associated to each point
here. We here consider only trajectories recorded at regularly spaced points in time. However,
since time is an explicit feature of each node, the method is straightforward to extend to
trajectories with missing points or recorded at irregular sampling rates.

We attach to each node i the time ti and three differently normalised versions of the i-th
position ri: (1) normalised using the standard deviation of step sizes, (2) normalised using
the standard deviation of positions, and (3) normalised using the mean step size. We also
include in each node features the values of the cumulative sums of step sizes and of squared
step sizes up to their time-point, computed using each of the three normalised positions.
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In order to prevent Levy walks from having a disproportionate influence in the learning
process, due to the extreme distance values that the walk can induce, we clipped extreme
jump lengths before normalisation. We noted during initial training that these rare events
induced significant bias in the batch normalisation layers [25].

Thus, two matrices initially represent the graph associated to the random walk: the
(sparse) adjacency matrix A, of size (N,N), and the node feature matrix X, of size (N,nx)
where nx is the number of features initially attached t. Note that we may also add features
to edges in the graph [26], represented by an edge feature matrix U , of size (|E|, ne).

Remark: At the time of writing, the implementation of graph convolution involving
edge features was much slower than those relying strictly on nodes features, which is one
of the reason why we did not use them. Moreover, they require a higher number of model
parameters. We nonetheless chose to use edge features in later developments of the method,
as explained in section III.6.

A known limitation of message passing GNNs has motivated us to choose particular
wiring schemes for the graph. The mechanism of information propagation in a GNN involves
iteratively passing messages between neighboring nodes, aggregating them in each step. The
latter creates an information bottleneck [27], leading to a limitation of information encoding
in finite sized vectors. A GNN may fail to faithfully propagate local information stemming
from nodes separated by long paths in the graph. It can hence perform poorly if the properties
to be predicted depend on long-range information, which is generally the case for the task
of classifying various random walks and inferring their anomalous exponents. Our approach
overcomes these limitations by using structured wiring schemes to ensure more direct message
passing from distant nodes. We discuss here two different wiring schemes, (i) hierarchical
causal and (ii) regular random, but many options are possible. In the hierarchical causal
scheme (i), the incoming edges of each node connect only to nodes in the past (respecting
causality): node i is connected to nodes i−∆1, . . . , i−∆max, where (∆i)i≥1 is a geometric
series (see details in III.5.1). In the regular random scheme (ii), edges are drawn at random,
with the only constraint that all nodes have the same in-degree, generating a type of random
regular graph. Example graphs can be seen in Figure III.1. In both schemes, the graph
structure ensures that distant time points of the random walk are connected by short paths.

III.1.3 Neural network architecture

We used a two-part architecture for the graph neural network, starting with an encoder
followed by task-specific multi-layer perceptrons [24], each estimating a property of interest
from the latent representation built by the encoder – here the anomalous exponent and the
random walk class. This architecture, shown in figure III.2, enables multi-task training (i.e.
simultaneous inference of a random walk’s class and anomalous exponent).

The encoder is the entry-point to the model. It embeds the graph representation of the
trajectory into a latent space whose dimension is independent of the trajectory length. To
do so, it performs several graph convolution operations [28, 29, 30, 31] (described in Section
III.1.4 below) which propagate learnt features through the graph. It is terminated by a
pooling layer, i.e. an operator that combines an aggregation of features across nodes with
a multi-layer perceptron that outputs a fixed-size vector. We used convolution layers using
both “mean" and “max" operations to aggregate messages they receive from their neighbors,
thus enabling the network to compute a broader variety of features. We also chose to wire
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convolution layers so that the last one receives both the output of its predecessor and the
initial features to prevent the information from vanishing through bottlenecks created by
successive graph convolutions.

III.1.4 Graph convolution layers and neural message passing
The core of GNN operations is formulated in terms of neural message passing, which gathers
and transmits information from nodes to nodes through connecting edges (Fig. III.3) and
aggregates it using basic operations such as convolution and pooling [32, 29, 30, 31, 33].

Graph convolution layers implement operations on node feature vectors following a mes-
sage passing scheme [33] (Fig. III.3):

x⃗
(k)
i ← γk

(
x⃗

(k−1)
i ,Xj∈N (i)x⃗

(k−1)
i

)
.

Here, the exponent (k − 1) denotes a vector’s value before the k-th convolution, and (k)
its updated value after the convolution. The functions γk are neural networks (in our case,
multi-layer perceptrons) whose weights are learned during training. The size of x⃗(k)

i is not
constrained to be the same as that of x⃗(k−1)

j : drawing analogy with convolution layers in
classic architectures used for image processing, each output size of γ corresponds to a con-
volution kernel. χ is a permutation-invariant aggregation operator which reduces the set of
input vectors to a single vector of fixed size. In our case, it is either a feature-wise mean or
maximum across nodes. We illustrate both the graph building process and the learning in
Figure III.2.

We point out here that, while initial motivations for using GNNs stemmed from the
known efficiency (see Section III.1.1) of graph models in physics, GNNs differ strongly from
physically motivated graph models and message passing techniques. The neural messages
do not represent beliefs about features or variables of interest, they are not normalised by
conservation of probability and optimisation is not performed by sampling. The graph serves
as a means to link features to sets of neighbor features and allow "classical" learning to be
performed by optimisation.

III.2 Results

We test our model’s performance on classification (model selection) and regression (param-
eter estimation) tasks for simulated trajectories of varying lengths and with a range of lo-
calisation noise amplitudes and characteristic scales of motion. We use the same convention
as in the AnDi Challenge [34] regarding the localisation noise, i.e. we apply an independent
Gaussian noise to all positions in a trajectory with a standard deviation equal to a constant
factor of the expected standard deviation of the jump sizes of the random walk. We refer
to this proportionality factor as the “noise amplitude", and we consider noise amplitudes in
the range [0, 1].

The lengths and anomalous exponents of trajectories used for both training and eval-
uation were sampled uniformly between their respective extreme values (unless otherwise
specified, N = 10–1000 and α = 0.05–1.95). For each evaluation, performance metrics were
computed using one million trajectories (200 000 from each model), generated using the AnDi
package [34]. We added localisation errors with the same amplitude to all dimensions of a
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Figure III.3: Illustration of a graph convolution. At each iteration k, each node (A) aggre-
gates messages sent by nodes that are connected to it. The color code illustrates how the
information is propagated between nodes. The weight parameters of the multi-layer percep-
tron γk, corresponding to the kth layer of the GNN, are learnt during the training. Here,
the aggregation scheme for feature vectors shown is a mean over neighbor nodes.

trajectory. Here, we will show only results for 3D trajectories, but the dimension of the
trajectories does not qualitatively change results.

Unless otherwise specified, we trained the GNN to perform both classification and regres-
sion simultaneously by using a training objective given by a simple sum of the mean squared
error (MSE) of the estimated anomalous exponent and the cross-entropy between the true
and predicted class labels. We use the mean absolute error (MAE) between the estimated
and true values of the anomalous exponent α to quantify regression accuracy, the F1 score to
quantify overall classification accuracy and provide confusion matrices to estimate class-by-
class evaluation. Section III.5.1 gives detailed definitions of each of the measures. The code
of the model described in the paper is available at https://github.com/DecBayComp/gratin.
This model is dubbed GRATIN (Graphs on trajectories for inference).

III.2.1 Performance in absence of localisation noise

We show in Figures III.4 and III.5 the performance of a GNN trained on trajectories of lengths
between 10 and 1000 and in the absence of localisation noise. Figure III.4A shows that the
accuracy of the inference of the anomalous exponent α from a single trajectory depends
on trajectory length and the class of random walk considered: the anomalous exponent of
ATTM is harder to infer than that of CTRWs or fBMs. Looking at how the estimation
error on α depends on its true value, we see as can be expected a conservative bias shifting
estimates away from extreme α values (i.e. 0, 1 and 2). The bias is pronounced for short
trajectories and decreases with trajectory length (Fig. III.4B,C). The bias stems in majority
from the poor performance on ATTM trajectories.

Looking at the confusion matrices to assess classification accuracy (Fig. III.5), we see that
even for short trajectories, most walks are accurately classified, and misclassifications mainly
confuse sBM and fBM. For trajectories longer than 200 points, the classification exhibits

https://github.com/DecBayComp/gratin
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Figure III.4: Performance of the inference of the anomalous exponent α on 3D trajectories.
A) Mean absolute error (MAE) of estimate of the anomalous exponent, α̂, as a function of
trajectory length N . B) & C) Distribution of α̂ values as a function of true value of α for B)
trajectories of 10 to 100 points and C) 100 to 1000 points. x-axis: true exponent α, y-axis:
inferred exponent α̂.

high performance. The GNNs classification performance for short trajectories illustrates
that it relies not only on the asymptotic properties but also on finite-scale features of the
random walks. Hence, even for short trajectories identification is possible. Furthermore, the
confusion between sBM and fBM can be explained by the similarity of the processes for short
trajectories, with a more pronounced effect for α close to one (in the range of approximately
0.7 to 1.4). sBM and fBM indeed share the same marginal probability density for the
time-evolution of the walker’s position [35] and they both approach Brownian motion as α
approaches one.

Figure III.5: Confusion matrix for model classification, i.e. probability to identify a trajec-
tory as having been generated by each random walk model (inferred class) given its true
generating model (true class). For trajectory lengths in the range: A) 10-50, B) 50-200, and
C) 200-1000.

III.2.2 Robustness to noise
Experimentally recorded trajectories are subject to various sources of noise. We here focus
only on localisation noise, modelled as an uncorrelated Gaussian noise, but correlated noise
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Figure III.6: Inference performance as a function of noise amplitude and for different ranges
of noise amplitudes included in the training data. A) Mean absolute error of the anomalous
exponent inference, MAE (α̂). B) F1 score for model identification. The F1 score is the
harmonic mean of precision and recall (see details in Supplementary Section III.5.1).

sources may also be present [36, 37]. We investigated the performance of the inference when
both training and inferring on trajectories observed with a broad range of noise amplitudes.

As shown in Figure III.4, high localisation noise may significantly impair the accuracy of
inferences when it has not been taken into account in the training data. We tested a global
approach to induce noise robustness by assuming that no information on noise was accessible
safe for a range of possible amplitudes. Hence, we trained on trajectories with added local-
isation error whose noise amplitude was randomly drawn from [0, 1]. Remarkably, training
on such a wide distribution of noise leads to a nearly flat performance in of the anomalous
exponent inference over the full range of noise amplitudes (green curve in Fig. III.6). Simi-
larly, the performance in classifying the trajectories, i.e. identifying their generative model,
exhibited only a limited decrease with increasing noise amplitude. Conversely, when infer-
ence is performed on trajectories with localisation noise outside the range that the GNN was
trained on, the performance of both regression and classification may degrade significantly.

In most experimental settings, there are means by which a range of possible values for
positioning noise can be either deduced a priori or directly measured. Taking this in account
by simulating with the same noise range to generate the training set increases the accuracy
(curve corresponding to 0.2-0.4 in Fig. III.6A), even if the GNN trained on the whole range
of noise amplitudes already performs well. We refer the reader to [38] for an example of a
procedure to estimate positioning noise within the context of single molecule experiments.

III.2.3 Improving performance on specific cases

We tested the performance of the architecture on data with parameters corresponding to
typical experimental conditions, i.e. short trajectories (between 10 and 50 points) corrupted
by a significant but bounded amount of noise (here, noise amplitudes between 0.2 and 0.4, as
defined at the beginning of this section). The model was trained on this same range of tra-
jectory lengths and noise amplitudes. We illustrate the model’s performance in Figure III.7.
We show that despite the inherent difficulty of inferring properties from such short observa-
tions, the model is precise enough to extract relevant properties from these trajectories, e.g.,
it can reliably separate subdiffusive and superdiffusive trajectories and distinguish CTRWs
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Figure III.7: Performance on short trajectories (10 ≥ N ≥ 50) for a GNN trained with
a known range of localisation noise amplitudes. A) Confusion matrix for identification of
subdiffusive, normally diffusive and superdiffusive anomalous exponent values. B) Confusion
matrix for model classification. The color code is identical to the one in figure III.5.

from fBM. These results suggest that if we consider the random walk models to provide good
approximations of the dynamics we may encounter in an experimental system, the approach
may be efficiently leveraged to analyse single molecule experiments.

We next assessed more generally the effect of specialisation of the inference task on
performance. First, we compared the performance of a model trained specifically on short
trajectories (10 ≤ N ≤ 100) to that of a model trained on short and long trajectories
(10 ≤ N ≤ 1, 000) (Fig. III.8A,B). We only considered model performance on the range of
lengths that was common to both training sets. Then, we compared the performance of a
model trained solely to infer the anomalous exponent with one trained both for regression
and classification (Fig. III.8C,D). We see that the performance increases with specialized
training, although here only to a limited extent. This capacity of GNN models trained on
numerical simulation to provide generalisable inference will be instrumental for their use in
experimental data analysis.

III.2.4 Influence of the number of neural network parameters

GNNs generally do not require as many parameters as other recent deep neural architec-
tures [10]. Here, we investigated the effect of the GNN’s size (as measured in total number
of parameters) on its performance. To do so, we modified the base architecture, first by
making layers thinner and then by removing some layers (reducing by up to two orders of
magnitude the number of parameters). Details are available in Table b).

Results are shown in Figure III.9. It is noteworthy that even with only about 1,600
parameters, the GNN maintains a good performance. This suggests that increased model
tractability may be possible for GNNs.
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Figure III.8: Improvement in model performance with specialized training: Distribution of
estimated anomalous exponent values, α̂ as a function of the true value α for GNNs trained
on only short or both short and long trajectories when applied to analyse short trajectories
(A,B) and for GNNs trained only for regression or for both regression and classification
(C,D). A) GNN trained only on short trajectories, 10 ≤ N ≤ 100, and B) GNN trained
on both short and long trajectories, 10 ≤ N ≤ 1000, both applied to short trajectories of
lengths 10 ≤ N ≤ 100. C) GNN trained only on the anomalous exponent estimation task
and D) GNN trained on both tasks.

Figure III.9: Inference performance (MAE and F1 score) as a function of the number of
neural network parameters. The vertical yellow line indicates the number of parameters
used in the rest of the paper.
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III.3 Discussion

III.3.1 Latent space encoding of physical properties and generalisation

Our work lies in the framework of simulation-based inference [39]. This allowed large scale
data generation at low computational cost and ensured that features of one dataset could
not impair the learning. This contributed to reducing possible overfitting bias [40]. How-
ever, since some processes are non-ergodic, it is still a concern that the learning procedure
might have failed to learn relevant properties on a finite dataset. Moreover, the statistics of
experimentally recorded trajectories are unlikely to exactly match those of any of the models
that we trained our machine learning model on. Here, we show that the learned latent space
of the GNN encodes physically relevant properties of random walks, and we explore how it
can be used to evaluate the robustness and generalisation performance of the approach.

Figure III.10: UMAP [41] representation of the latent space of the GNN. UMAP is a gener-
alist manifold learning and dimension reduction algorithm relying on Riemannian geometry
and algebraic topology to perform the embedding. Each point represents the encoded latent
position of a single trajectory. A) Positions of each trajectory colored by the random walk’s
true model class. B) Mapping of the anomalous exponent α in the latent space. The color
is associated with the value of α. C) Mapping of the trajectory length in the latent space.
The color is associated with trajectory length. D) Positions of trajectories mixing fBM and
ATTM in different proportions. Colors indicate the percentage of the trajectories generated
by each of the two random walks. Note that trajectories continuously occupy the empty
space between the ATTM cluster and the fBM domain. E) Projection of Brownian trajecto-
ries in the latent space. F) Projection of Ornstein-Uhlenbeck trajectories in the latent space.
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In Figure III.10 we provide a representation of the latent space (output of the penultimate
MLP module). Each point corresponds to the latent representation of a single trajectory. We
relied on UMAP [41], a dimensionality reduction algorithm in the family of manifold learning
techniques, for 2D visualisation of the high dimensional latent space while preserving its local
topology.

First, the structure reveals how well the model is able to distinguish trajectories of
different types and anomalous exponents. Levy Walks, CTRWs and ATTM form three well
separated clusters while fBMs and sBMs form a more complex shape with an extended
overlapping region corresponding to α ≈ 1, i.e. the regime of normal (Brownian) diffusion
(Fig. III.10A). Within each cluster and continuous region, the anomalous exponent is mapped
in a stable fashion (Fig. III.10B). In concordance with the lower performance on regression
for the ATTM model, we see that the value of α is less clearly mapped than for the other
random walk models. The length of the trajectories, which directly relates to the available
quantity of information, is also encoded in an ordered manner within the latent space, along
a direction that is roughly orthogonal to the direction encoding the exponent.

In order to investigate the capacity of the GNN to encode physical properties of the
random walks and its ability to generalize to trajectories with unseen properties, we applied
the GNN to trajectories of walkers starting with a given type of motion and ending with
another, and to random walks generated by unseen models on which the GNN was not
trained.

To evaluate how the GNN encodes random walks that change of motion class over time,
we generated trajectories of fixed length (L = 200) where the first part was generated by
a given model of subdiffusive walks and the second by another, and varied the relative
importance of the two parts. Both segments have α = 0.5. In Figure III.10D we can see the
trajectories’ encoded positions in the latent space draw a transition from the fBM domain
to the ATTM cluster as the percentage of the ATTM part in the trajectory increases. Some
trajectories fall within a region of the latent space that was originally not occupied. The
model is thus able to continuously encode random walk properties and interpolate between
the properties of the two models based on previously unseen behaviour. It is an indication
of its ability to generalize.

To investigate how the GNN behaves when used on trajectories generated by models
not included in the training phase, we use the GNN to encode the properties of trajectories
generated by pure Brownian motion (BM, with α = 1), and by the Ornstein-Uhlenbeck
(OU) process which models Brownian motion confined in a harmonic potential [42]. In
Figure III.10E we show that BM trajectories all fall within the portion of the latent space
where fBM and sBM overlap, corresponding to the region where α = 1 and their dynamics
approach Brownian motion. The OU trajectories cover a region where subdiffusive fBMs
with α values close to, or slightly below one are encoded. This is also a physically sensible
encoding as the OU process shows anticorrelated dynamics, similar to the fBM but with a
much faster, exponentially decaying kernel. In this respect, the latent space does encode
relevant physical properties, suggesting that the GNN will generalize well to experimental
data with statistical properties that may not be exactly equal to any of the random walk
models it was trained on.
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Figure III.11: A) Accuracy of random walk classification as a function of trajectory length
and noise amplitude. B) Classification accuracy and MAE of the estimated anomalous
exponent α̂ as a function of the true value of the anomalous exponent. Trajectories are of
length 10 ≤ N ≤ 1 000, and without positioning noise.

III.3.2 Misclassified random walks

We investigated the sources of misclassification by the GNN. In Figure III.11A we show
the classification accuracy as a function of both trajectory length and noise factor. Error
in model identification is concentrated in high noise and low length regions. Figure III.11
helps to pinpoint the hardest samples to characterise. Intuitively, they are short and noisy.
Furthermore, as could be expected from the latent space’s structure, properties of trajectories
whose anomalous exponent is close to one tend to be harder to infer (Fig. III.11B).

III.3.3 Influence of graph structure

Here, we investigated GNNs applied to graphs generated from recorded trajectories using a
specific wiring scheme. As discussed in Section III.1.2, we designed this scheme to ensure
that the graph would connect distant portions of the trajectories, for efficient information
exchange, while retaining a causal and hierarchical dependency structure. To test the influ-
ence of graph structure, we compare its performance to that of a random wiring scheme in
Supplementary Section III.5.3.

Recent work [28] has highlighted a strong link between the how a GNN’s depth affects its
performance and the connectivity of the graphs it is applied to. Following this direction, it
has been proposed to learn the graph structure itself from an input point cloud in Euclidean
space [43]. This could very well be applied to this setting in the future.

III.3.4 Computational Complexity

The inference-time algorithmic complexity of the GNN model depends on the three main
time-consuming parts when applying it to infer the properties of a random walk:

1. initial features evaluation;

2. forward pass through graph convolutions;
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3. forward pass through subsequent layers.

1. The set of features we use to initialize each node’s feature vectors can be computed
in O(N) time (N is the number of nodes, equal to the trajectory length).

2. From Eq. (III.1.4) it follows that the complexity of a convolution operation for all
nodes of the graph is of O(|E|) time complexity in the general case. In our case we restrict
node’s degrees to a maximum of k, so we have E ≤ kN and the convolution operation thus
has O(N) time complexity too.

3. Finally, as the dimension of the latent representation is independent of the graph’s
size, the forward pass through subsequent layers has O(1) time complexity.

Thus, provided that the number of edges scales linearly with the number of nodes, this
architecture can scale well to long trajectories, inferring their model class and anomalous
exponent in O(N) time.

III.4 Conclusion

In this paper we have shown that we could learn a physical representation of anomalous
random walks using GNNs. We leveraged this representation to infer both the anomalous
exponent and the model of a random walk from single trajectories. We relied on simulations
to train our procedure. The scheme was found to be efficient in performing regression and
classification tasks as well as being robust to positional noise. We showed that the latent
space learned by the GNN is linked to the physical properties of the random walks.

While GNNs provide a general and expressive framework, they are still a new approach.
Future developments are likely to improve their computational efficiency (e.g., improving
their scalability to large graphs [44] and the efficiency of GPU acceleration [44]), their statis-
tical power (e.g., by incorporating higher-order geometric features [33, 45] or appropriately
relaxing the permutation-invariance of the aggregation operator), as well as our theoretical
understanding of their capacities [26].

Representation learning paves the way to new approaches to explore biomolecule random
walks whose dynamics cannot be purely described by a unique canonical random walk model.
We foresee two directions for developments: First, neural networks and feature learning may
be used to accelerate likelihood-free inference [39], allowing to fit more complex and realistic
simulation-based models for experimentally recorded random walks. Second, the ability to
learn relevant representations from random walk realisations may be exploited to develop
unsupervised approaches to analyse experimentally recorded random walks.

Future work may also involve imposing constrains during learning to reinforce known
symmetries in the random walk (e.g. directional symmetries) to increase training efficiency
and to ensure that the neural network does not learn spurious features.
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III.5 Supplementary Material

III.5.1 Numerical simulations, Graph neural network training and hyper parame-
ters

a) Simulating trajectories

Random walks were generated using the python package provided during the AnDi chal-
lenge [34]. We slightly modified it to generate the same noise amplitude along all dimensions,
which corresponds more closely to experimental conditions.

We additionally considered pure Brownian motion and the Ornstein-Uhlenbeck process:

• We simulated Brownian motion by directly sampling its displacements according to
Xn+1 = Xn + ∆xn∆xn∆xn with ∆xn∆xn∆xn ∼ N (000, I).

• We simulated the Ornstein–Uhlenbeck process using the Euler method according to
the following update formula: Xn+1 = Xn(1 − δt) +

√
δtϵϵϵ with ϵϵϵ ∼ N (000, 0.1I) and

δt = 0.01.

b) Neural network hyper-parameters

The detailed architectures of the model’s components are summarized in table b), ordered
from the smallest to the largest tested network in terms of the number of parameters. Within
this paper we have mostly discussed results associated to the architecture showing the best
performance (see vertical line in III.9), which correspond to the fourth row in the table. The
first convolution layer receives the initial nodes features (there are 28) as well as, optionally,
some of their powers. In the first two architectures presented in table b), it receives only the
first power. In the third and fourth, it additionally receives the squared features. In the last
architecture it also receives the cubed features (hence the initial width being a multiple of
28). This is meant to allow the network to compute moments of the features distributions.
When building the graphs, we used a maximal in−degree value of 20.

parameters γ layers projector α module classifier
1 588 (56,8)

(16,8)
(32,8)

(24,6) (6,16,1) (6,5)

6 420 (56,16,16)
(32,16,16)
(64,16,16)

(48,8) (8,64,16,1) (8,16,5)

36 660 (84,32,32,32)
(64,32,32,32)
(128,32,32,32)

(96,64,16) (16,128,64,16,1) (16,16,16,5)

185 879 (84,128,64,64)
(128,128,64,64)
(256,128,64,64)

(192,128,64,32) (32,128,128,
64,16,1)

(32,64,32,5)

871 596 (112,256,128,128,128)
(256,256,128,128,128)
(512,256,128,128,128)

(384,512,
256,128,64)

(64,128,128,
128,64,1)

(64,128,64, 32,5)
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We used batches of 128 trajectories for training, with a learning rate of 10−3, exponen-
tially decaying until it reaches 2 ·10−4 after the network has seen 3 ·106 trajectories. Training
lasts about 5 to 10 hours. We relied on the "PyTorch Geometric" package [2] to implement
the graph convolutions and perform the learning.

c) Metrics

The mean square error (MSE) is computed as follows: MSE (α̂) = ⟨(α̂− α)2⟩.
The mean absolute error (MAE) reads: MAE (α̂) = ⟨|α̂− α|⟩
The cross-entropy loss, used for the classification task, reads: CE = −⟨∑5

i=1 δm,i log p̂i⟩.
Where m ∈ {1, 2, 3, 4, 5} denotes the index of the true model of a trajectory.

To quantify overall classification performance, we used the F1 score, which is the harmonic
mean of the precision and the recall of the model. Using TP, FP & FN to denote the number
of true positives, false positives and false negatives, respectively, we have:

• Precision: P = TP
TP+FP

• Recall: R = TP
TP+FN

• F1 score: F1 = 2 PR
P+R

The confusion matrices, used to illustrate the ability of the GNN to infer random walk
models, are defined as follows: Ci,j = ⟨δm̂(R),i⟩R of type j, where m̂ is the index of the inferred
model, i.e. the one which has been assigned the highest probability, and δ is the Kronecker
symbol. That is, Ci,j is the probability that a trajectory generated by the model class j
(column) is classified as belonging to model class i (row). Defined this way, the diagonal
elements Ci,i are the per-class recall.

III.5.2 More complex Graph Neural Networks

In this paper, we focused on an approach where the GNN learns to build relevant features of
random walks. We focused on a setting where features were only assigned to nodes, but the
general framework of graph neural networks allows a more complex structure, by attaching
features to edges, and by having two multi-layer perceptrons involved in the convolution
operations: one before and one after the aggregation. In this more general setting, the
neural message passing equations [33] read:

x⃗
(k)
i ← γk

(
x⃗

(k−1)
i ,Xj∈N (i)ϕk

(
x⃗

(k−1)
i , x⃗

(k−1)
j , e⃗

(k−1)
j,i

))
We show in Figure III.12 that edge features allow better performance on noise-free trajecto-
ries but is less robust to localisation noise.

III.5.3 Random versus structured connection patterns

As illustrated in Figure III.13, connecting nodes according to a regular geometric pattern
yields better performance than linking them at random.

In the geometric causal wiring scheme, node i receives edges from nodes i − ⌊β1⌋, i −
⌊β2⌋, . . . ,min(0, i−⌊βk⌋), where k is the maximal in-degree, independent of trajectory length
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Figure III.12: Performance of GNNs trained with (plain lines, circles) or without (dashed
lines, triangles) features attached to edges as a function of the noise amplitude in the tra-
jectories. MAE is shown in red, F1 score in green.

Figure III.13: Regression performance of GNNs applied to different graph structures. A)
Random regular graph structure. B) Causal hierarchical graph structure. Shaded regions
represent probability intervals of the estimators.

and which enforces sparsity, and where β1, β2, . . . , βk is a geometric progression, parametrized
such that the last node receives a connection from the first node, and ⌊β⌋ denotes the integer
part of β. We ensure that no edge is doubled. We used a value of k = 20 throughout this
paper. Hence, nodes close to the start of the trajectory receive less connections than those
located at the end.

III.6 Recent Improvements
Here, we present a few improvements to the neural network and the procedure used to extract
two-dimensional embeddings of latent vectors.

III.6.1 Parametric UMAP for reproducible embeddings
UMAP such as those presented in figure III.10 have the inconvenient of requiring a new
optimization phase each time a new data point is added to the set of points to embed.



III.6. RECENT IMPROVEMENTS 63

Besides, it is sensible to the relative importance of the types of walks present in the dataset
to visualize, and might thus not render well the most scarcely populated regions. Therefore,
in the following chapters, we resort to a variant of the UMAP called "Parametric UMAP". In
this variant, instead of optimizing the low-dimensional coordinates of each point, one learns
an "encoder" neural network using as a loss the function minimized when fitting the UMAP.
Once done the training phase, on a well-balanced dataset, this method has the advantge of
being faster and more stable than the classic UMAP.

III.6.2 Rotational invariance

The problem of inferring the nature of a trajectory – provided that, if it is directed, the
direction of the drift is not an object of attention – should not be affected by a rotation
of the considered trajectory. Enforcing such symmetries into the architecture of neural
networks is a mean to guide their convergence towards relevant functions [46, 47]. Here, the
rotational invariance can be guaranteed by removing all direct dependence of the input graph
to the coordinates of the trajectory, resorting only to distances: instead of using the point’s
coordinates as node features, the geometry of the trajectory can be encoded using inter-point
distances as edge features. Plausible coordinates might be unambiguously retrieved from a
distance matrix if all pairwise distances are provided [48]. However, sparse distance matrices
such as the one we have when considering only a limited number of neighbors per node
greatly constrain the trajectory’s geometry, especially given the low dimension of in which
points lie (D ≤ 3). Thus, we leveraged the possibility of graph convolutions to process edge
features to remove all non-rotation invariant node features. Of course, we considered only
rotation-invariant edge features.

III.6.3 Other improvements of the GNN architecture

In more recent applications of the method, we relied on more modern convolution layers: the
GIN (Graph isomorphism network) and GINE convolutions [26, 49]. GIN implements the
following operation

x
′
i = hθ

(1 + ϵ)xi +
∑

j∈N (j)
xj


with htheta a MLP and ϵ a learnt parameter. GINE uses the same inspiration but involves
edge features. If edge and node features do not have the same dimension, a projection matrix
is learnt. Its operation reads as follows:

x
′
i = hθ

(1 + ϵ)xi +
∑

j∈N (j)
ReLu(xj + ei,j)


Besides, we have observed that using the InstanceNorm layer introduced in [50], and which
computes normalization statistics at the graph level, yielded much more stable convergence
than classic batch normalization layers. Classic batch normalization of nodes-features actu-
ally often prevented the learning from converging. Eventually, we observed that the attention
pooling operation tends to better propagate gradients to the first convolution layers than
mere average pooling.
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III.6.4 Varying the exposure and handling irregular sampling

Another improvement of the network, although not yet implemented, would be to consider a
range of exposure times. This could be done in two ways: either by adding the exposure as
a global feature of the graph, after the pooling layer, or by specifying the time coordinate of
each node. The second option is more flexible as it would also allow the network to process
irregularly sampled trajectories. Balancing the various modes of temporal sampling in the
training data is nonetheless delicate, as the relation between the difficulty of inferring a
trajectory’s parameters dependance to the ratio

√
D∆t/σ and the length N is unknown in

most cases.
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IV.1 Introduction

Fractional Brownian motion (fBm) [2, 3] is a paradigmatic model of anomalous transport. It
is a non-Markovian Gaussian process characterized by stationary increments and long tem-
poral correlations in the noise driving the process. It allows capturing long-range temporal
correlations in the dynamics of a walker or its environment, and it is a model of choice to
describe a multitude of dynamic processes in numerous scientific fields [4, 5, 6, 7, 8, 9, 10,
11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]. Following the classification given in [23] of
the three main sources of anomalous diffusion, the anomalous dynamics of fBm stems from
the statistical dependency of the displacements at all time scales. Since fBm is a Gaussian
process, it admits an analytical expression of the joint likelihood of the recorded signal. It is
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thus an ideal model to investigate the performance of approximate schemes to infer anoma-
lous diffusion, such as variational inference or machine-learning-based approaches, since it
allows direct comparison to statistically optimal exact inference.

The position of a random walker undergoing fBm is described by a Langevin equation [2]
of the form

dr (t)
dt

=
√
Kα η (t) ,

where η is a zero-mean Gaussian noise process with covariance ⟨η (t1) η (t2)⟩ = α (α− 1) |t1−
t2|α−2 and Kα is a generalized diffusion constant that sets the scale of the process. fBm is
self-similar and ergodic [24, 25]. However, it has been shown to exhibit transient non-ergodic
behaviour when confined [25, 26] and it is worth noting that the ergodic regime is witnessed
only after a long transient passage exhibiting non-ergodic properties [27, 25, 28, 29]. The
noise η is negatively correlated in the subdiffusion regime (α < 1), while it is positively
correlated in the super-diffusion regime (α > 1).

Methods for estimating a random walk’s parameters can roughly be divided into two
types: heuristic approaches using features extracted from the trajectories [30, 31, 18, 32, 33],
and likelihood-based (e.g., Bayesian) approaches [34, 35, 36, 37]. Each has its strengths and
weaknesses. Likelihood-based approaches are provably asymptotically optimal, but they are
often computationally intensive and are only applicable to random walk models that have a
tractable likelihood. Feature-based approaches are typically computationally cheaper, and
they can be applied to a much larger range of models since they do not require a tractable
likelihood. However, they are generally not statistically efficient, are prone to bias when
used on experimental data and their precision can be difficult to evaluate.

We developped an amortized Bayesian inference approach to estimate the parameters of
a fBm from a single recorded trajectory. More precisely, this paper focuses on two tasks:
(i) amortizing the inference of the anomalous exponent to reduce the computational cost of
inference and test how much information about temporal correlation can be inferred by a
computational scheme of linear complexity, and (ii) exploring the possibility of retrieving
information about finite decorrelation times of the walker’s dynamics. We used a graph
neural network (GNN) to encode a set of summary features of the trajectory. Trained on
simulated trajectories , the GNN allows to capture long-range interactions while retaining a
linear scaling of the computational complexity with the length of the trajectories. We trained
an invertible network to generate the posterior distribution from the summary features using
a variational objective. Focusing on the fBm model allowed us to compare the performance
of the amortized approach to maximum likelihood estimation and to the Cramér-Rao bound
which provides a lower bound on the variance of any unbiased estimator. We show that
our amortized inference attains near-optimal performance as compared to exact likelihood-
based inference and to the Cramér-Rao bound. We furthermore discuss the latent space
structure learned by the summary network and its ability to encode physical properties. We
tested the applicability of the approach to trajectories corrupted by positional noise and
its potential to generalize to trajectories that are longer than those seen during training.
Finally, we extended the inference procedure to capture a finite decorrelation time in the
dynamics which may typically arise in physical environments.
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Figure IV.1: Model Architecture. A: Construction of a graph from a single trajectory,
on which graph learning is performed by the summary network shown in B, see [38] for
details. B: Summary network consisting of graph convolution layers, a pooling layer and a
multi-layer perceptron. The vector of statistics is indicated by h. C: General structure of the
model, with the summary network parametrizing the invertible network. In training mode,
the invertible network is used from left to right, and in inference mode it is used from right
to left.

IV.2 Amortised Bayesian inference
In the context of parameter estimation, Bayesian inference uses Bayes’ theorem to compute
the posterior probability distribution of the parameters θ given recorded data R (here a
trajectory) and a probabilistic model of these data,

p (θ |R) = p (R|θ) p (θ)
p (R) . (IV.1)

Equation (IV.1) relates the posterior distribution, p (θ |R) to the likelihood p (R|θ), the prior
p (θ) and the evidence p (R). Here, we only consider one single model, i.e., the fBm, and thus
do not explicitly refer to it. The principle of amortized inference [39] is to split the estimation
of the posterior p (θ |R) into two independent steps. The first is computationally costly
and involves learning an approximate posterior density p̂ (θ |R) from numerically generated
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data. Then, the second step consists in running the pre-trained approximate system on
the experimental data to infer the posterior density, assuming that they are similar to the
training data.

A tractable likelihood can be computed for fBm. We consider a trajectory R = (r0, r2, . . . , rN )
to be a 1-dimensional time-series of positions ri recorded at equidistant points in time
ti ∈ {0,∆t, 2∆t, . . . , N∆t}. The likelihood of a trajectory reads

p (R|θ) = 1
(2π)N/2√det Σ(θ)

exp
(
−1

2 (∆r)⊤ Σ(θ)−1∆r
)
, (IV.2)

where ∆r = (∆r1, ..,∆rN )⊤, with ∆ri = ri − ri−1 the individual displacements. Then,
θ = (Kα, α) are the fBm’s parameters to infer, and Σ is the displacements’ covariance
matrix whose coefficients are given by

[Σ(θ)]ij = Kα∆tα (|i− j + 1|α + |i− j − 1|α − 2|i− j|α) .

We choose to rely on a likelihood-free approach to amortize our inference procedure. This
may seem counter-intuitive for the precise case of fBm because the likelihood is analytically
tractable, but this method has the advantage of relying solely on computations of linear
complexity. Furthermore, the approach is also directly portable to more complex problems
for which a tractable likelihood may not be available or may be too computationally costly.
Indeed, likelihood-free inference is a method of choice to address such problems. As more and
more complex models are encountered in numerous fields of science, the field of simulation-
based inference [39] is growing very rapidly to address the associated challenging inverse
problems. The shift towards amortization of the likelihood is notably driven by new tools
and conceptual approaches derived from machine learning [40, 41].

The architecture of the amortized model of the posterior distribution is shown in Fig-
ure IV.1. It is based on the recently introduced Bayes Flow (BF) [42] procedure. In this
framework, a first neural network, working as an encoder, creates a fixed-dimension vector
of summary statistics from a set of observations. In our case, the encoder takes the form of
a GNN (Fig. IV.1A). The encoder’s output, the summary statistics vector, parametrizes an
invertible transformation between easily sampled distributions (Gaussian) and the posterior
distribution of the parameters (Fig. IV.1B). The full procedure generates the posterior distri-
bution of the parameters. Such flow-based approaches, derived from normalizing flows [43],
have the advantage that they provide an estimation of the posterior without requiring exten-
sive sampling. The whole module is trained on numerically generated data and can then be
used for inference. In the two following subsections, we first present the GNN (Section IV.2.1)
and then the invertible network (Section IV.2.2).

IV.2.1 Graph neural network for learning summary statistics
The architecture of the summary network is similar to the one introduced in III. Here, we
emphasize on the relevance of given choices for addressing this specific inference problem.

The features vector of a given edge e, y(0)
e , of size ny, encapsulates information about

the trajectory’s course between the two nodes i and j it connects, such as the normalized
time difference (j− i)/N and various distance measures. The wiring scheme of a trajectory’s
graph, with exponentially spaced time intervals covering the full length of a trajectory, is
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particularly suited to the fBM as its correlations are scale-free. Distance-based features are
normalized so that they do not depend on the trajectory length. This is done in order to
facilitate the generalization capability of the network. Although the training of the GNN
is dimension-specific, its architecture can be adapted to trajectories of any dimension by
adapting the features’ initialization. A key point about the graph construction procedure is
that it has linear algorithmic complexity (see details in IV.3).

Following the graph initialization step, the summary network performs several graph
convolution operations [44, 45, 46]. It then passes the learnt node feature vectors as inputs
to a pooling layer that aggregates features across all nodes of a trajectory graph into a
fixed-length vector. The vector is finally passed through a multi-layer perceptron to obtain
the summary statistics vector h = gψ(R), where ψ denotes the neural network coefficients.
We refer the interested reader to [38] for details about the graph generation and GNN
implementation.

IV.2.2 Invertible network for generating a variational posterior density
The Bayes Flow approach provides an invertible transformation, fϕ(·; h), between the pa-
rameter space (in RD, with D ≥ 2) and the prior space (in RD), on which a D-dimensional
standard Gaussian density is assumed. The transformation fϕ(·; h) is parametrized by a
conditional invertible neural network (cINN) [47] made of a succession of affine coupling
blocks [48] (multiple blocks sequentially applied) and maps θ to the prior conditioned on h,
the summary statistics of the trajectory.

By design, these blocks can be inverted and the determinant of the Jacobian matrix
Jfϕ

of the transformation is retrieved from the forward pass. During training we seek to
approximate the true posterior p (θ|R) by the learnt posterior pϕ (θ|R) = exp

(
−∥fϕ(θ;h)∥2

2
2

)
.

The loss function is the Kullback-Leibler divergence between p (θ|R) and pϕ (θ|R) which
reads as

L(R) = 1
2∥fϕ (θ; h)∥22 − log | det Jfϕ

|,

where h = gψ(R). Sampling the posterior distribution consists in computing h from the tra-
jectory R, and generating the required number of sample as θ = f−1

ϕ (z; h) with z generated
from a standard D-dimensional Gaussian distribution.

IV.3 Estimation of the anomalous exponent
We evaluate the performance of our amortized inference procedure on numerically generated
trajectories. Estimating the anomalous exponent α is the most challenging part of the
inference, and we thus focus on this here, but our approach infers a joint posterior density
for θ = (Kα, α). Figure IV.2A shows the inferred posteriors of α on portions of increasing
length of two example trajectories. The amortized posterior is consistent with the exact one
(See Supplementary Material 2.). Both become increasingly peaked around the true value of
α as the length of the trajectory increases. The inferred posterior distributions do not exhibit
broad tails or divergences, and are thus proper distributions, i.e., they are normalizable.

We show the precision of the inference on trajectories with lengths varying across two
orders of magnitudes. Both the variance of the approximated posterior and the square
error of the estimator follow a power-law decrease, as can be seen Fig. IV.2B. Using the
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Figure IV.2: Model performance. A: Evolution of the posterior density of α inferred by
the model (plain lines) versus the true posterior (dotted lines) from two example trajectories
with α = 0.6 (top) and α = 1.4 (bottom), respectively. The length of the portion of the
trajectory used for inference is increased ten-fold between each panel, i.e., from left to right:
N = 10 (blue), 100 (green), 1000 (red). B: Evolution of the variance of the estimator α̂
(dashed line), the mean square error of the mean posterior α̂ (dotted line) and the Cramér-
Rao bound for an unbiased estimator of α, for increasing values of trajectory lengthN . In red:
power-law fits on large values of N C: Convergence towards the true value of α as function of
trajectory length. The model was trained on trajectories of length 10 ≤ N ≤ 1, 000. Darker
zones correspond to the first and third quartiles, while lighter ones correspond to 5% and
95% quantiles We modified the normalization procedure so that it is able to generalize to
trajectories longer than those seen during training.
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exact likelihood shown in Eq. IV.2 we can evaluate the Cramér-Rao bound and compare the
amortised inference’s performance to it. The amortised inference is suboptimal (as expected
from a variational inference), but its variance shows a fast decreasing trend similar to the
Cramér-Rao bound, i.e., close to ∝ 1/N .

We looked at the learnt summary statistics h, that after training constitutes a low-
dimensional representation of the random walks which is use as features to compute the pos-
terior distribution. The latent representation can be interpreted for its own sake as the way
the encoder represents information about the trajectories. An assumption in representation
learning [49] is that interpretable representation lead to better generalisation. We projected
h onto a 2D plane using UMAP [50] (a non-linear dimenstionality reduction algorithm) and
mapped α on it (see Supplementary Fig. IV.4). We see that the latent space is organised
according the value of α, a good indication that the learning process properly captured the
underlying physical properties. We tested the robustness of the inference procedure when
applied to trajectories corrupted by positional noise. We show in Supplementary Fig. IV.5
the evolution of the mean square error of the amortised inference of α and compare it with
the corresponding Cramér-Rao bound. The precision of the amortised inference procedure
closely follows the lower bound set by the Cramér-Rao inequality. This was obtained by
training models specifically on trajectories corrupted with increasing amounts of noise.

The summary network’s architecture, with normalized initial features, leads to an approx-
imately "length-invariant" inference, i.e., the vector of summary statistics captures relevant
information regardless the length of the trajectories. Hence, the approach is not limited
to trajectories seen during training. We show in Figure IV.2C an example of application
for trajectories a hundred times longer than the maximal ones the inference procedure was
trained on. The inferred α̂ for long trajectories were still well ordered, but suffered from a
slight bias, which we corrected using a simple polynomial of degree 3.

An important attribute of the amortized approach is that is has linear computational
complexity at inference time, i.e., when applied to infer the parameters of a random walk. To
show this, we subdivide the amortised inference procedure into three steps: (i) initial feature
evaluation, (ii) forward pass through graph convolutions and pooling, and (iii) operations
on summary statistics to generate the posterior. (i) The initial evaluation of node and edge
features requires O(N + |E|) time and memory, where N is the number of nodes (for a
trajectory of N + 1 points) and |E| is the number of edges. Here |E| ∝ N by design (the in-
degree of nodes is bounded), so this step has O(N) complexity. (ii) The forward pass through
the graph convolutions and the following pooling of node features requires O(|E|) operations
and memory slots, and hence this step also has O(N) complexity. (iii) The latent space is of
fixed dimensions, and hence all operations after the pooling layer have O(1) complexity. The
global complexity of the amortised architecture is thus linear with respect to the number of
points in the trajectory.

In comparison, calculating the exact likelihood [Eq. (IV.2)] requires evaluating the de-
terminant detΣ(θ) and the quadratic form (∆r)⊤Σ(θ)−1∆r, which can be done in O(N2)
time [51]. This makes exact inference prohibitively expensive for very long trajectories, where
our amortized inference scheme may instead be used (Fig. IV.2C). Note furthermore that
for many models the exact likelihood cannot be calculated at all, in which case approximate
inference is the only route possible. In all of the above cases, our amortized inference scheme
retains its linear computational complexity.
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IV.4 Estimation of a finite decorrelation time
When considering fBm as a model of biomolecule random walks, we have to keep in mind that
many physical environments might exhibit a finite decorrelation time τc possibly stemming
from motion occurring outside a polymer-dominated environment [52] or from changes of
conformations of the bimolecule altering the nature of its interactions The characteristic time
bears information on the local environment’s physical properties, and it might be spatially
dependent or specific to interactions with local partners. In practice, inferring τc from
individual trajectories is challenging. Autocorrelation-based approaches for example give
incomplete results on individual trajectories as the limited number of points prevents proper
averaging [53, 54].

We adapted our amortised inference procedure to infer (α, τc) instead of (Kα, α). We left
out Kα here since it is simply a scale factor and can be removed by rescaling the trajectories.
We used the same node and edge features as above, and we thus conserve the procedure’s
linear computational complexity. A finite decorrelation time was modeled by multiplying
the autocovariance of the fBm by an exponential factor, min(1, eτc−τ ), where τ is the time
difference. Examples of the autocorrelation function for several values of α and τc are given
in Supplementary Fig. IV.6. The modified covariance matrix thus reads

[Σ(α, τc)]i,j = min
(
1, eτc−|i−j|∆t

)
×

(|i− j + 1|α + |i− j − 1|α − 2|i− j|α) ,

where we have ignored the scale factor Kα∆tα.
Here, we provide example we performed this inference solely on trajectories of length

1,000 with τc integer-valued and ranging from 5 to 50.
We compared our estimator with the maximum likelihood estimator, obtained by choos-

ing the value of (α,τc) that maximizes the likelihood of the observed trajectory.
To optimize the likelihood in practice, we computed the log-likelihood on a grid of values,

of α and τc, with α taking 30 regularly spaced values between 0.4 and 1.6, and τc taking all
possible values in its range. As shown in Figure IV.3B (upper panel), our amortised inference
yields a slightly more biased estimate than the maximum-likelihood estimator (when taking
the mean of the posterior distribution) but has a smaller variance. When α = 1, successive
increments are completely independent of each other and there is thus no information to
retrieve regarding τc. This is observable on the lower panel of Figure IV.3, both by looking
at the Cramér-Rao bound, which diverges, and at the variance of our estimator, which is
maximal at α = 1.

IV.5 Discussion
Simulation-based inference coupled with machine learning are a promising avenue to address
challenging inverse problems. When applied to intractable systems, this combination allows
splitting the inference task into two steps. In the first, computationally intensive simulations
produce artificial data. These data are used to train neural networks to approximate the
posterior distribution of the parameters using a variational objective. In the second step,
which is computationally fast, inference is performed on experimental data and the posterior
distribution is evaluated by a direct forward pass through the trained neural networks. The
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Figure IV.3: Performance of the anomalous exponent and decorrelation time es-
timation A: Posteriors of α and log10(τc) for two trajectories with different α (plain lines).
Dashed green lines indicate true parameter values. B: Top: Comparison of the values of
log(τc) inferred by our method (in green) and by a maximum-likelihood estimator (in red).
The thick line represents the mean across all trajectories, while the filled regions correspond
to the first and last quartiles. Bottom: Variance and mean square error of our inference of
log10(τc) plotted as a function of α, compared with the Cramér-Rao bound for an unbiased
estimator.

procedure is statistically efficient if the numerical data match the properties of experimental
one and if the variational inference is able to capture the complex relations that might exist
between the variables to be inferred.

There are two main challenges associated with amortised approaches. First, training
variational inference often consists in minimising a Kullback-Liebler distance between the
approximate distribution and the real (unknown) one [55]. Optimising such a non-convex
function is challenging and is not generally guaranteed to converge towards a global opti-
mum. The second challenge is linked to interpretability. Both the models used to learn the
summary statistics and the variational posterior distribution are generally intractable. There
is thus limited insurance that the process does not misbehave, especially when applied to
real experimental data. Evaluation of the exact posterior distribution using sampling, such
as in approximate Bayesian computation, may however lead to similar problems due to the
difficulty of properly sampling complex likelihood landscapes.

We here used fBm to quantify the performance of our amortised inference approach. We
chose to focus on fBm both due to its paradigmatic status as an anomalous random walk
model and because it has a tractable likelihood, allowing us to compare our amortised method
to exact likelihood-based inference and to the Cramér-Rao bound on estimator precision. We
advocate more generally for the use of exactly solvable random walk models, such as the fBm,
as benchmarks to evaluate the performance of machine-learning based inference methods.

We showed that our amortized inference can successfully be applied to infer the parame-
ters of fBm, with a precision that is lower than the Cramér-Rao bound but which increases
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with a scaling that is similar to it. Our algorithm has a linear complexity in the length of
the trajectory and can be applied to trajectories of any length at inference time, even if the
algorithm has not been specifically trained on trajectories of the same length. We further-
more showed that our amortised approach could be used to efficiently infer the parameters
of a more realistic fBm-type model with a finite decorrelation time.

Our amortised inference framework can be used for any random walk model, even for
models that do not have a tractable likelihood, provided that they can be simulated efficiently
enough to provide a large number of trajectories for training. In all cases, our approach
retains its linear computational complexity at inference time. For random walk models
with intractable likelihoods, only empirical evaluation of the performance will in general be
possible. Thus, it is not possible to make absolute statements about the statistical efficiency
of the approach in these cases.

Beyond random walks, amortized inference can more generally be instrumental in pro-
viding posterior distributions for models of complex systems with fractional noise and/or
long memory. Numerous challenges have to be addressed to standardise the optimisation
of the variational inference, especially in cases where some parameters are not sufficiently
constrained by data or when there are sloppy directions in the parameter space [56]. Fur-
thermore, variational inference does not necessarily lead to physically realistic parameters.
Ensuring the physics-informed [57, 58] nature of the inference may require imposing con-
straints on the network generating the summary statistics. Though our results show that
the network is able to learn physically meaningful features without inductive bias. Finally,
the statistical efficiency of amortised approaches will depend on the ability of numerically
generated data to match experimental observations.

IV.6 Supplementary material

IV.6.1 Amortized inference model architecture and training

a) Node and edge features

The features associated to each node i ∈ {1, . . . , N} in the graph of a trajectory (r0, . . . , rN )
of length N are:

1. the normalized time: t = i/N ;

2. denoting Sdi = ∑
k≤i∥∆rk∥d2 the the sum of step lengths to the power d, we add as

node features the following ratios for d ∈ {1, 2, 4}: t−1Sdi /S
d
N

3. the distance to origin, normalized (up to a constant factor) by the square root of the
expected square displacement for a Brownian motion: ∥ri∥/

√
N Var(∆r)t

4. the maximal distance to origin up to i, normalized by the same factor: maxk≤i∥rk∥/
√
N Var(∆r)t

The features associated to an edge ei,j with i < j are:

1. the normalized time difference: ∆t = (j − i)/N ;

2. the distance, normalized (up to a constant factor) by the square root of the expected
square displacement for a Brownian motion: ∥rj − ri∥/

√
|i− j|∆tVar(∆r)
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3. for d ∈ {1, 2, 4}: (∆t)−1(Sdi − Sdj )/SdN ;

4. the dot product of jumps, normalized by the variance of step sizes: ∆r⊤
i ∆rj/Var(∆r);

The computation of each features is done in linear or constant time. In particular, the last
two features are calculated in linear complexity by leveraging the fact that they equal to the
differences of two quantities which each solely depends on i or j.

b) GNN Architecture

The architecture of the GNN used in the summary network is similar to the encoder network
proposed in [38], with the difference that we here additionally apply edge features. Node and
edge features are first passed to perceptrons, which embeds them in a 32-dimensional space.
The network is then composed of three successive convolution layers (one taken from [59]
and two edge-conditioned layers taken from [60]) outputting node features matrices x(1), x(2)

and x(3), each of 32 dimensions, which are summed to form x(f). The rows of this matrix of
nodes features are then averaged during the pooling step, to keep just one row per graph, i.e.,
per trajectory. This vector is subsequently passed to a three-layer perceptron, the output of
which is the summary statistics vector.

c) Invertible network

The invertible network is a succession of three affine coupling blocks. These blocks, intro-
duced in [48], transform an input vector u into v in an invertible manner parametrized by
the summary statistics vector h. They do so by splitting u into two halves u1 and u2, used
to compute the two halves v1 and v2 of v by consecutively performing the two following
operations:

v1 = u1 ⊙ exp (s1 (u2; h)) + t1(u2; h)
v2 = u2 ⊙ exp (s2 (v1; h)) + t2(v1; h)

where ⊙ denotes the element-wise multiplication (the Hadamart product) and where s1,
s2, t1 and t2 are multi-layer perceptrons, which do not need to be invertible. In our case,
they have five hidden layers and their activation function is an exponential linear unit. This
procedure can be inverted to efficiently retrieve u from v.

d) Training the networks

The networks are trained for 50 epochs during which they are presented 105 trajectories
(generated on the fly using ten CPUs), grouped by batches of 1 024, so as to ensure a good
estimation of the gradients and of the normalization statistics. We use a learning rate of
10−2 which we reduce by a factor of 5 when the mean error on the prediction of α (estimated
on a fixed validation dataset at the end of each epoch) reaches a plateau, with a patience of
ten epochs and a "cooldown" of five epochs. The training lasts for approximately five hours
with a P6000 GPU.
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IV.6.2 Exact posterior inference

To compute exact posteriors, likelihood values were computed on grids of points in parameter
space. We picked a uniform prior on (0.1, 1.9) for α and a log-uniform one for τc and Kα,
which spanned 8 orders of magnitude. There was thus no coupling between parameters in
the priors. The parameters used to generate trajectories during training were sampled from
these same priors.

IV.6.3 Cramér-Rao bound

Formally, we consider any estimator of the parameters θ to be a (possibly implicit) func-
tion of the recorded trajectory, R, i.e., θ̂ = T(R). We denote by ψ(θ) = E [T(R)]
its expectation, and by Γ(θ) = E[(T(R) − ψ(θ))(T(R) − ψ(θ))⊤] its covariance matrix.
Finally, I(θ) is the Fischer information matrix, whose elements are given by In,m(θ) =
E
[
∂
∂θn

log p(R|θ) ∂
∂θm

log p(R|θ)
]
.

The Cramér-Rao bound states that, for any unbiased estimator T,

Γ(θ) ≥ ∇ψ(θ) [I(θ)]−1 [∇ψ(θ)]⊤ ,

where ∇ψ is the Jacobian of ψ. In particular, this matrix inequality implies the following
lower bound on the variance of any unbiased estimator of a single parameter:

Varθ(Tn(R)) ≥
[
I(θ)−1

]
n,n

IV.6.4 Supplementary figures

Figure IV.4: Latent space representations of individual trajectories. 2D visualisation
of summary vectors (one point per trajectory), obtained by UMAP and colored according to
A: their anomalous diffusion exponent α, and B: their correlation time τc. Trajectories are
of length N = 1, 000.
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Figure IV.5: Robustness to noise. Mean square error on α estimated with amortised in-
ference compared to the Cramér-Rao bound as a function of positioning noise σ. Trajectories
are of length N = 200 and generalised diffusivity 1. Positions are independently corrupted
with Gaussian noise of variance σ2.
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V.1 Introduction
Most inference schemes developed to address biomolecule trajectories properties focus on
estimating physical parameters such as the diffusion coefficient, the anomalous diffusion ex-
ponent, the type of random walk model, or other ad-hoc quantities measuring particular
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aspects of the dynamics. Here, instead of describing trajectories using a set of explicitly de-
fined features, we rely on an encoder neural network, in order to characterise each trajectory
by a latent vector of features. The goal of this encoder is to automatically learn optimised
features that describe random walks beyond predefined canonical models and features.

We employ the encoder network to project recorded trajectories into the fixed-dimensional
latent space. We develop a statistical test on this latent space to test for differences in dy-
namics between two sets of trajectories. Our methodology can in particular be used to
compare dynamics observed in different biological conditions and different cell organelles, by
comparing the sets of latent vectors computed from trajectories observed in the respective
microscopy recordings or regions of the cell. The central advantage of the testing method-
ology we propose is that it is not dependent on the specification and selection of a model of
the recorded random walks. This enables statistically robust testing of differing biological
conditions, which are likely to induce different levels of cellular heterogeneity and do not
necessarily generate canonical random walks.

We train the encoder network using a simulation-based inference framework (detailed
below), allowing it to provide a representation of trajectories without assuming that they
are realisations of a canonical random walk model. The subsequent statistical test seeks to
differentiate the distributions of latent vectors coming from different conditions or organelles
(or both). It is based on the maximum mean discrepancy () test [2], which uses a kernel
approach to compare two distributions. This test allows us to compare sets composed of
different numbers of trajectories, and provides a means for interpreting the differences be-
tween biological conditions. Finally, we show the robustness of the approach to the intrinsic
variability of biological observations, and demonstrate that the statistical differences do not
stem from a single experiment, nor from an outlier composed of a minority of trajectories.

We demonstrate our methodology by studying the dynamics of α-synuclein inside and
outside of synapses. α-synuclein is a small, soluble, and highly mobile protein (140 amino acid
residues) that is strongly accumulated in presynaptic boutons (reviewed in [3]). Experiments
based on fluorescence recovery after photobleaching [4] have shown the existence of at least
two main modes of diffusion, one in which α-synuclein is transiently bound to synaptic
vesicles in the synaptic bouton, and another in which the protein diffuses freely both in
axons and in synaptic regions. The existence of an immobile population of α-synuclein
molecules, taking the form of protein aggregates at synapses, has also been proposed [4].
In response to strong depolarising signals the bound population of α-synuclein dissociates
from its synaptic binding sites and disperses in the neighbouring axon [5]. In agreement with
these earlier studies, we found that α-synuclein dynamics differ between synapses and axons.
Furthermore, depolarisation of the neurons shifts the relative frequency of the proteins from
a less mobile to a highly mobile state, but it does not appear to induce qualitative changes
in the type of diffusion dynamics the molecules follow. It is not clear what role this dynamic
shift of α-synuclein plays in vesicle cycling and in the regulation of synaptic transmission.
Single molecule based imaging in living neurons can help to address this question and yield
new information about the physiological function of α-synuclein at synapses, as well as its
involvement in pathological processes.



V.2. MATERIALS AND METHODS 89

V.2 Materials and methods

V.2.1 Recording αSyn:Eos4 dynamics

a) Neuron cultures and αSyn:Eos4 expression

Primary murine cortical neuron cultures were prepared at embryonic day E17 as described
previously [6]. Cortices were dissected, the tissue was dissociated and the cells were seeded
at a concentration of 5 x 104 cm−2 on glass coverslips that had been coated with poly-D,L-
ornithine. Neurons were kept at 37oC and 5% CO2 in neurobasal medium supplemented
with Glutamax, antibiotics and B27 (all from Gibco, Thermo Fisher Scientific), infected
at day in vitro (DIV) 11-24 with lentivirus driving the expression of α-synuclein tagged
at its C-terminus with the photoconvertible fluorescent protein mEos4b (αSyn:Eos4) under
the control of a ubiquitin promotor, and used for experiments 7 days later. All cell culture
and imaging experiments were conducted at the Laboratory for cellular synapse biology at
IBENS (Paris). Procedures involving animals were performed according to the guidelines
set out by the local veterinary and administrative authorities.

b) Single molecule localisation microscopy (SMLM)

Living neurons expressing αSyn:Eos4 were imaged in modified Tyrode’s solution (in [mM]:
120 NaCl, 2.5 KCl, 2 CaCl2, 2 MgCl2, 25 glucose, 5 pyruvate, 25 HEPES, adjusted to pH
7.4) at room temperature, using an inverted Nikon Eclipse Ti microscope equipped with
a 100x oil objective (NA 1.49), an Andor iXon EMCCD camera (16 bit, image pixel size
160 nm), and Nikon NIS acquisition software. First, an image of the chosen field of view
(average of 10 image frames taken with 100 ms exposure time) was taken in the green channel
(non-converted mEos4b fluorescence) using a mercury lamp and specific excitation (485/20
nm) and emission filters (525/30 nm). This was followed by a streamed acquisition of 25 000
movie frames recorded with 15 ms exposure and ∆t = 15.4 ms time lapse (total duration:
6 min 25 s) in the red channel using a 561 nm laser at a nominal power of 150 mW for
excitation (inclined illumination), together with pulsed activation lasers applied during the
off time of the camera (405 nm, approx. 1-5 mW; 488 nm, 10 mW; 0.45 ms pulse). The red
emission of the photo-converted mEos4b fluorophores was detected with a 607/36 nm filter
(Fig. V.1A).

After recording of the baseline dynamics of αSyn:Eos4, the buffer composition was
changed with the addition of Tyrode’s solution containing elevated KCl at the expense of
NaCl (final concentrations in [mM]: 78 NaCl, 44.5 KCl, 2 CaCl2, 2 MgCl2, 25 glucose, 5 pyru-
vate, 25 HEPES, pH 7.4). This treatment causes the depolarisation of the neurons leading to
the dissociation of α-synuclein from its binding sites in the synaptic bouton [5]. A reference
image was taken in the green channel, followed by a second SMLM recording (Fig. V.1B),
starting approximately 7.5 min after the first acquisition. Finally, the neurons were fixed
with the addition of phosphate buffer at pH 7.4 containing 4% paraformaldehyde and 1%
sucrose (final concentration 2% PFA), and a third reference image (green) and SMLM movie
(red channel) were acquired in the presence of the fixative (Fig. V.1C).
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Figure V.1: Single molecule localisation microscopy (SMLM) of α-synuclein in cor-
tical neurons. (A) Neurons expressing αSyn:Eos4 were first imaged in control condition.
A reference image (left panel) was taken in the green channel, followed by a SMLM movie
of 25 000 frames in the red channel (panel two). (B) A second recording of the same field of
view (image and movie) were then acquired in the presence of elevated KCl concentration.
Note the dispersal of αSyn:Eos4 in response to depolarisation compared to the control (left
panels). (C) A third image and movie were acquired after addition of 2% paraformaldehyde.
The third column of images shows zoomed SMLM reconstructions of the synaptic bouton
indicated in the first image. The fourth column depicts a subset of trajectories from the
same synaptic terminal.
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c) Image processing and analysis

SMLM image stacks (tiff files) were pre-processed in order to remove background fluorescence
using a quantile filter computed on a sliding window. Then, localisations were detected
using the algorithm described in [7], based on a wavelet analysis. Subpixel localisation
was performed using the radial symmetry center algorithm introduced in [8]. Sample drift
was corrected by subtracting the displacement that yielded the best correlation between
densities of successive temporal slices grouping 10 000 localisations each. To isolate axons,
we applied a Sato filter [9] with a width of 3 pixels on the logarithm of the pixel-wise mean
intensity. Then, we used a local thresholding algorithm, provided by [10] to compute a
mask over the image. All steps of the analysis were implemented in Python, the code is
available at http://gitlab.pasteur.fr. Synapses were manually detoured using an ad-
hoc graphic user interface. In total, our analysis includes 321 synapses for which more than
150 trajectories were recorded, coming from 10 different fields of view. A synapse is counted
twice if it appears in two or three recordings based on the same field of view but done in
different conditions (e.g. some synapses appear in control, KCl and fixed conditions).

In the analysis of experimental trajectories, we considered only trajectories located in
the axons, and we split them into two groups: those located outside the synaptic region and
those located inside. Synaptic regions were delimited by a density threshold of one tenth
of the maximum density of detections in the synapse. The density was estimated using a
Gaussian kernel method with a bandwidth of 150 nm. We estimated the apparent effective
diffusivity [11] of a trajectory from the sample variance of its single-time-lapse displacements,
i.e. D̂ = ∑N

i=1 ||∆ri−µ||2)/[4(N −1)∆t], where ∆ri = ri−ri−1 is the displacement between
the (i− 1)th and ith recorded positions and µ = ∑N

i=1 ∆ri/N is the average displacement.

V.2.2 Describing trajectories with latent vectors

The first step of the analysis is to build a latent representation of random walks that does
not require strong assumptions about the underlying generative models. In this section, we
present the simulation-based inference scheme, the architecture of the neural network used
to compute latent vectors from trajectories, and the visualisation of these vectors.

a) Simulation-based inference

In order to ensure that our characterisation of trajectories is accurate, robust and length-
independent, it should be trained on an as wide as possible variety of random walks. Hence,
we chose to rely on a simulation-based inference procedure [12]. It consists in generating
data on which the neural network is subsequently trained. In our case, this amounts to
simulating trajectories of a variety of models known to encapsulate different properties of
biomolecule dynamics in cells. The physical parameters chosen to simulate these trajectories
should at least cover the range of the experimentally observed ones, in order to ensure that
the network is able to encode relevant information about the recorded trajectories on which
the inference will eventually be performed after its training.

To ensure the diversity of the training set, we simulated trajectories using five different
canonical random walk models covering a wide spectrum of possible random walk character-
istics:

http://gitlab.pasteur.fr
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• the Levy walk (LW), which has non-Gaussian increments and exhibits weak ergodicity
breaking;

• scaled Brownian motion (sBM), which is Gaussian, non-stationary and weakly non-
ergodic;

• the Ornstein Uhlenbeck process (OU), a Gaussian, stationary process with exponen-
tially decaying autocorrelations;

• fractional Brownian motion (fBM), which is Gaussian, stationary and exhibits slowly
decaying temporal correlations;

• and the continuous time random walk (CTRW), which is non-Gaussian, shows weak
ergodicity breaking, ageing, and has discontinuous paths.

The models’ parameters were drawn from the same distributions throughout the entire
study and were chosen to cover the entire ranges observed experimentally. Trajectory lengths
were drawn from a log-uniform distribution between 7 and 25 points, which corresponds to a
mean length of 14 points. The effective diffusivity was drawn from a log-normal distribution
with D0 = 1µm2/s, ⟨log10(D/D0)⟩ = −0.5 and Var(log10(D/D0)) = 0.52. For the OU
model, the relaxation rate θ was drawn from a uniform distribution

We added uncorrelated localisation noise to each point of the trajectories, drawn from
a centred Gaussian distribution with standard deviation drawn uniformly between 15 and
40 nm (to include the signal intensity dependence of the localisation precision). The time
lapse between recordings was set equal to that of the camera (15,4 ms).

The neural network (the architecture of which is detailed below) was then trained to
infer two characteristics of interest from the trajectories: their anomalous diffusion exponent
(if applicable), and the random walk model from which they were generated among the
five described above. Throughout the training, the network processed ∼ 106 independent
simulated trajectories.

b) Graph neural network and random walks

Here, we explain how we construct an informative size-independent representation of random
walks. We feed trajectories into a neural network, which we train to compute a vector of
summary statistics from each trajectory exactly like in III. We have shown earlier that a
such statistics vector contains information relevant to the characterisation of random walks.
Although observed trajectories are not all of the same length, the summary statistics vector
is of constant size. This is particularly relevant here, as it allows it to be used to compare
trajectories of different sizes in subsequent steps of the analysis.

c) Latent representation of trajectories

Once processed by the encoder, each trajectory is reduced to a 16-dimensional vector. For
visualisation purposes, we projected this vector on a 2D plane using a parametric-UMAP to
perform the projection [13]. This variation of UMAP allows us to learn the transformation
projecting the data from 16 to 2 dimensions solely on simulated trajectories, so that it is
independent of the experimental trajectories and is only trained once. The GNN was trained
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Figure V.2: Model architecture. (A) Building a trajectory graph. Node and edge features
are computed, and edges are drawn between edges following a pre-determined pattern. (B)
Graph neural network. The graph is passed through a series of graph convolution layers
(shown in blue), which propagate information along edges. The pooling operation (green)
combines all node feature vectors from a graph into a vector of fixed size representing the
graph. This vector is then passed to a multi-layer perceptron (MLP in orange), whose output
we refer to as the "latent representation" of the trajectory. The latent representation is fed
to two task-specific MLPs: one that predicts the trajectory’s anomalous exponent α and one
that assigns a vector of probabilities for the trajectory to have been generated by each of the
models considered.



94 CHAPTER V. MAXIMUM MEAN DISCREPANCY APPROACH

first, then the parametric-UMAP projection was learnt and both their sets of weights were
frozen.

We designate as “2D latent representation" the two-dimensional vector, output by the
parametric-UMAP, which represents a trajectory in the latent space. Figure V.3A shows
that latent representations of simulated and experimental data largely overlap, and that the
experimental trajectories fall within the region covered by the simulated ones. Figures V.3B
and V.3C show that the random walk model and the diffusivity are prominent determinants of
the latent space structure. Figures V.3D, V.3E and V.3F illustrate the diversity of αSyn:Eos4
trajectories that can be found in a presynaptic bouton, and how this diversity is captured
by the latent representation. Figure V.3F highlights the fact that there is a high variability
of trajectory dynamics even within a given synapse, suggesting that α-synuclein molecules
can transition between various dynamic modes.

Using the approach described above, we can associate to any set of trajectories, a set of
constant-sized vectors characterising their dynamics. Each microscope recording, or organelle
within it, can thus be characterised by a set of N 2-dimensional feature vectors, N being the
number of trajectories. Note that we could have used the latent of vectors of 16 dimensions,
but in this application the 2D projection captured enough information about the random
walk dynamics. The conditions are thus met to perform statistical testing.

V.2.3 Statistical testing in the space of latent representations

We develop in this section the statistical test we use to compare the dynamics of single
molecules in different organelles and under different biological conditions. Each organelle is
characterised by the set of its latent vectors. Thus, we base our statistical test on the com-
parison of the generating distributions of these vectors. In the absence of a priori knowledge
of these distributions, we employ a kernel-based approach: the maximum mean discrepancy
(MMD) test.

a) Maximum mean discrepancy

Maximum mean discrepancy (MMD), introduced in [2], is a measure of distance between
distributions. It was developed to perform statistical testing between two sets of independent
observations lying in a metric space X , X = {x1, . . . , xm} drawn from probability measure
p and Y = {y1, . . . , yn} drawn from q, with the the goal of assessing whether or not p and q
are different.

Given a class F of functions from X to R, the MMD between two probability measures
p and q is defined as

MMD[F , p, g] = sup
f∈F

(Ex [f(x)]− Ey [f(y)]) ,

where Ex and Ey denote expectation w.r.t. p and q, respectively.
If the function class is the unit ball in a Reproducing Kernel Hilbert Space (RKHS) [14]

H, the square of the MMD can directly be estimated from data samples. Denoting k the
kernel operator such that ∀f ∈ F , f(x) = ⟨f, k(x, ·)⟩, an unbiased estimator of the square of
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Figure V.3: 2D Latent space of trajectories. (A) Latent representations of simulated
versus experimentally recorded trajectories. (B) Latent representations of simulated trajec-
tories, coloured by random walk model (fBM: fractional Brownian motion; LW: Levy walk;
sBM: scaled Brownian motion; OU: Ornstein-Uhlenbeck process; CTRW: continuous-time
random walk). The cropped region at the bottom contains mostly simulated Levy walks.
(C) Latent representation of experimentally recorded trajectories, coloured according to the
estimated log-diffusivity. (D) Recorded trajectories at synapses and in the axon. (E) Zoom
on a presynaptic bouton, delimited by the red square in panel D. Three individual trajec-
tories are highlighted. (F) Latent representation of the trajectories at this synapse, with
colored dots corresponding to the three trajectories highlighted in E. (G) Examples of ac-
quired trajectories, located according to their position in the 2D latent space. Each square
has a side length of 1 micrometer.



96 CHAPTER V. MAXIMUM MEAN DISCREPANCY APPROACH

the MMD between X and Y is given by:

MMD2
u[F , X, Y ] = 1

m(m− 1)
∑
i,j
i ̸=j

k(xi, xj) + 1
n(n− 1)

∑
i,j
i ̸=j

k(yi, yj)−
2
nm

∑
i,j

k(xi, yj)

In our case, X = R2, and we used the classical Gaussian kernel k : x, y → k(x, y) =
1√
2πσ exp

(
− ||x−y||22

2σ2

)
. We set the kernel bandwidth σ either to the median of the pairwise

Euclidian distances between samples from X and Y or we optimised it in specific conditions.
The MMD is capable of detecting subtle differences such as the ones between data gener-

ated by generative adversarial networks (GANs) and real data [15]. It has also proved efficient
in discovering which variables exhibit the greatest difference between datasets [14, 2].

b) Statistical test

We adapted the bootstrap test described in [2] to assess whether dynamics of α-synuclein
observed in two experimental conditions exhibit different properties. We denote by X and
Y the two sets of trajectories observed in the two different conditions, drawn from unknown
probability densities p and q. For simplicity, we assume that X and Y have the same number
of elements, m = n, using the same notation as in the last section. In practice, the number
of observed trajectories varies significantly across experimental replicates. To ensure that
all replicates have an equal importance when the two sets do not have the same number
of trajectories we randomly sub-sampled the larger of the two sets to equalise their sizes.
The null hypothesis H0 of the statistical test is that p = q, i.e. the two conditions lead
to the same distribution of random walks. Under H0, we approximated the distribution of
MMD2

u[F , X, Y ] by bootstrapping, i.e. we drew random samples from the union of X and Y
and distributed them in two groups X ′ and Y ′ (whose sizes respectively match those of X
and Y ), on which we computed MMD2

u[F , X ′, Y ′]. We repeated this procedure a sufficient
number of times to obtain an estimation of the distribution of MMD2

u under the assumption
that X ′ and Y ′ are drawn from the same distribution. Then, if the original MMD2

u[F , X, Y ]
was greater than the 1 − α quantile of this distribution, we rejected H0. This test is said
to be of level α, because with probability α, we will reject the null hypothesis when it is
actually true.

V.3 Results

V.3.1 Detecting differences between sets of simulated trajectories
To assess the performance of the full statistical testing framework, we applied it on simulated
data. We set the level of statistical significance to α = 0.05, and we simulated trajectories
as described in Material and Methods.

A first case of our test is to detect changes in the proportions of given types of trajectories
between two sets of observations. This is illustrated in Fig. V.4, where we show example
comparisons in the 2D latent space between two sets with different proportions of their
trajectories generated by fBM and sBM. We compared fBM and sBM, since they share
numerous features and because for a large range of values of the anomalous exponent they
are challenging to distinguish [16]. Furthermore, these two random walk models are highly
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representative of our experimental data, as can be seen by their latent space occupations
(compare Figs. V.3A and B).

The difficulty of separating the two populations depends on their relative proportions in
the two datasets, and we see that both the amplitude of the witness function (Fig. V.4C) as
well as the value of the test statistic (Fig. V.4D) decrease as the ratio is closer to 1:1. When
the two sets are drawn from the same 50/50 distribution, the test does not, and should not,
find significant differences between them.

The other main factor determining the difficulty of detecting a difference, is the size of
the datasets. Experimentally, changes in biological conditions lead not only to changes in the
properties of the random walks. It also leads to changes in the total number of trajectories of a
given type. This causes challenges in performing proper statistical testing. To quantitatively
assess the effect of both the number of trajectories and the relative proportions belong to
different random walk classes, we conducted numerical experiments where we varied these
two parameters systematically (Fig. V.10A).

Besides differences in the proportions of trajectories generated by different random walk
models, the sets may also differ in the models’ parameter values. We thus additionally
evaluated the test’s ability to distinguish two sets of fBMs, one with anomalous diffusion
exponent α = 1 − δ and the other with α = 1 + δ. Our results indicate that in both cases
1 000 trajectories are sufficient to detect subtle changes between distributions (Fig. V.10).
Fewer trajectories are needed to detect starker differences. In cases where the compared sets
are drawn from the same distribution (ν = 0 and δ = 0), the null hypothesis is rejected in
about 5% of cases, consistent with our chosen α-level.

One way to further improve these results is to optimise the kernel used to compute the
MMD. We show in Fig. V.9 how kernel bandwidth and shape affect the power of the test. If
the kernel bandwidth is too small, this weakens the test by making it too sensitive to noise.
Conversely, if its bandwidth is too large, this prevents the test from detecting subtle changes.
We tested the effect of the kernel characteristics in the same setting as illustrated in Fig. V.4
and supplementary Fig. V.10A, with N = 200 trajectories in each set and comparing sets
with 70% fBM / 30% sBM and 30% fBM / 70% sBM. We observed that a Gaussian kernel
with radius σ equal to the median pairwise distance in the dataset (i.e. σ between 1.5 and
2) yields a near-optimal test, in agreement with earlier findings [2]. Finally, while we have
here focused on optimizing type II error while controlling type I error (i.e. fixed α-level), the
parameters and the functional form of the kernel can be adjusted to control either type I or
II error while optimising the other [17].

V.3.2 Differences of α-synuclein mobility in axons and at synapses in response
to membrane depolarisation

We analysed trajectories of αSyn:Eos4 molecules in the axons of cultured cortical neurons
and compared them between different subcellular regions, outside or inside the synaptic
bouton, and experimental conditions, control, high KCl (leading to synaptic depolarisation)
and fixed cells.

The three experimental conditions (control, KCl, fixed) and two subcellular regions
(extra- and intra-synaptic) define six populations of trajectories, whose latent space oc-
cupation densities are shown in Figs. V.5A and V.5B. In the remaining four columns of
Fig. V.5, we illustrate a few comparisons performed between pairs of trajectory populations



98 CHAPTER V. MAXIMUM MEAN DISCREPANCY APPROACH

0% fBM / 100% sBM

1× 10 2

1× 10 2

7× 10 3

3× 10 3

0

3× 10 3

7× 10 3

1× 10 2 MMD2u[ , X0,Y0]
1,000 random
splits
top 5%
top 1%
MMD2u[ , X, Y]

25% / 75%

50% / 50%

100% fBM / 0% sBM

75% / 25%

50% / 50%

6× 10 3

4× 10 3

3× 10 3

1× 10 3

0

1× 10 3

3× 10 3

4× 10 3

3× 10 3

3× 10 3

2× 10 3

1× 10 3

7× 10 4

0

7× 10 4

1× 10 3

2× 10 3

3× 10 3

A B C D

Figure V.4: MMD-based statistical test. (A), (B) Densities of latent vectors in the
2D plane, for two sets of 500 trajectories with different ratios of fBM / sBM trajectories
(top: 0% fBM / 100% sBM vs. 100% fBM / 0% sBM, middle: 25% / 75% vs. 75% / 25%,
bottom: 50% / 50%). (C) Witness functions of the MMD test for difference between A and
B, i.e. the function attaining the maximum in Eq. a), based on the available samples. (D)
Distribution of the test statistic MMD2

u between sets of equal size composed of randomly
chosen trajectories of the two sets, with its top 1% (yellow line) and top 5% percentiles
(green), as well as the unbiased estimate of the square MMD between the two sets (red).
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Figure V.5: Latent space occupation & statistical testing. Left part: (A), (B) Latent
space occupation densities of αSyn:Eos4 trajectories observed in synapses and axons, in
the three experimental conditions (control, high KCl, fixed). Right part: each row is one
comparison of two sets of trajectories. (C), (D) Side by side comparison of the latent space
occupation densities of the two sets of trajectories used in the comparison in E and F.
(E) Witness function of the comparison. The colour scale is preserved across rows. (F)
Histograms illustrating the statistical test based on the MMD. The green and yellow vertical
lines represent the top 5% and top 1% quantiles of the null distribution of the squared MMD,
respectively, while the red line shows the squared MMD for the experimental data.

using our statistical test. Figures V.5C and V.5D show the latent space densities for the
two conditions that are compared in each case, the differences of which are the witness func-
tions shown in Fig. V.5E. The distributions of the test statistics under the null hypothesis,
obtained after 1 000 bootstrapping iterations, are shown in Fig. V.5F, as well as its top 1%
and 5% quantiles and the test statistic obtained on the actual two compared populations.

In all of the three cases illustrated in Fig. V.5, the empirical MMD2
u is significantly higher

than the top 1% quantile of the null distribution, meaning that our test detects a significant
difference in the properties of the trajectories of the two compared subsets at the 1% α-level.
Note the wide range of magnitudes spanned by these differences, which is well judged by
looking at the absolute intensity of the witness functions shown in Fig. V.5E. We see that
the difference induced by fixation on α-synuclein mobility at synapses (Fig. V.5E, middle) is
much more pronounced than the one induced by high KCl treatment (Fig. V.5E, top). This is
also apparent when looking at how large MMD2

u is compared to its distribution under the null
hypothesis: in the case of the fixed vs control comparison (Fig. V.5F, middle), the histogram
of the MMD2

u values obtained under the null hypothesis is completely squeezed because the
empirical MMD2

u is more than two orders of magnitude larger than the top 1% quantile of the
distribution under the null hypothesis. In comparison, KCl treatment produces a less drastic
change in α-synuclein trajectories located in synaptic terminals (Fig. V.5F, top), although
this effect is also highly statistically significant (p≪ 0.01).
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We further observed that, while their magnitudes differ, the witness functions of the
control/KCl comparisons in axons and in synaptic boutons (Fig. V.5E, top and bottom)
exhibit similar patterns. This indicates that the addition of KCl to the medium can affect the
physical properties of many if not all α-synuclein molecules in a similar manner, irrespective
of their subcellular location. In contrast, α-synuclein mobility in fixed neurons appears to
be almost entirely abolished, which is seen not only in the amplitude of the change, but also
in the fact that the occupation of the latent space displays massive qualitative differences in
this condition. This demonstrates that α-synuclein is highly mobile in living cells, and helps
to put our experimental findings into perspective.

Another feature of the MMD, is the possibility of extracting the points of the feature space
that are most important for distinguishing one distribution from another. By finding the local
maxima of the S statistic, introduced in [18], which is given as the ratio of the mean squared
amplitude and the variance of the witness function estimated by bootstrapping, we identify
the regions of the latent space where the occupation differs most in the two populations.
This enables a straightforward interpretation of the latent space. In Fig. V.6, we apply this
method to the comparison of intra-synaptic αSyn:Eos4 trajectories in the control and KCl
conditions. According to this analysis, the representative α-synuclein trajectories exhibit a
greater mobility in the depolarised state. This is likely the result of a weaker binding of
α-synuclein at synapses, as reflected in the overall reduction of α-synuclein molecules during
KCl application (Figs. V.1A and V.1B).

Furthermore, as illustrated in Supplementary Fig. V.11, we use this statistic to check
that all acquired fields of view contribute evenly to the difference between the control and
KCl conditions. We looked at the proportion of trajectories coming from each field of view
and condition in a region of the latent space which we define as "critical", based on the
value of S (it is the contiguous domain containing the maximum of S and where S is greater
than half of its maximum value). We could thus confirm that, on the one hand, trajectories
located in this region of the latent space originate from all considered fields of view in a
balanced manner, and on the other hand, that within each field of view, the difference of
representation of each condition is in the same direction (except for one field of view, where
there is almost no difference). This furthermore excludes the possibility that the observed
differences are solely due to a single abnormal recording.

V.3.3 Comparing synapses

The approach we propose is not restricted to inter-condition comparisons, but can be used
to compare any two subsets of trajectories. Hence, we can group trajectories by synapse
and external condition (control, KCl or fixed), and compute the value of MMD2

u of all the
pairs of so-obtained synapses. This provides us with an inter-synapse distance matrix, shown
in Fig. V.7A. Using these distances, we can embed the trajectory subsets in an Euclidian
space, i.e. summarise each subset by a vector of fixed dimension, using for instance the
multi-dimensional scaling (MDS) algorithm [19]. We adapted the MDS algorithm in order
to account for the uncertainty that we have in the estimation of the squared distance, which
notably depends on the number of observed trajectories per synapse (see Supplementary
information). We show in Fig. V.7B the vectors obtained when using this method to embed
synapses in a 5-dimensional space. The clouds of points corresponding to synapses observed
in each condition do not perfectly overlap, which is expected given that we previously showed
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Figure V.6: Most salient dynamics. (A) Witness function of the comparison of intra-
synaptic trajectories, between the control (blue) and KCl (red) conditions. (B) Test statistic
such as defined in [18], i.e. ratio of the square amplitude divided by the variance. The black
contour indicates the "critical region", i.e. the region of the latent space most responsible of
the statistical difference. (C) and (D) Illustration, for each maximum of the test statistic,
of its 16 closest trajectories.
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Figure V.7: Comparing individual synapses. (A) Matrix of the inter-synapse MMD: the
value at row i and column j is colored according to the MMD between trajectories of synapse
i and synapse j. (B) 5-dimensional embedding obtained by multi-dimensional scaling (MDS)
based on this distance matrix. Dots are coloured according to the condition in which the
synapse they represent was observed: CTRL in orange, KCl in blue and fixed in green.

that conditions were significantly different. However, this view provides an intuitive illus-
tration of the relative extent of inter- and intra-condition variability. More generally, this
type of visualisation may be used to illustrate potential continuous shift or clear separations
between distinct synaptic regimes observed in different conditions.

V.4 Discussion

We have introduced a statistical procedure to compare organelles or biological conditions
of single molecule experiments. This statistical test does not require explicitly defining the
generative models of experimentally recorded random walks. The test consists of two steps.
In the first step, an amortised inference is used to reduce any trajectory to a features vector
of constant size. In the second, the distribution of features between different conditions is
compared by the MMD statistical test.

V.4.1 Comparison with Bayesian model averaging

Our approach allows extracting physically and biologically relevant results without having
to assign the biomolecule motion to canonical models. Although these models are instru-
mental for interpreting the properties of random walks, the complexity and heterogeneity of
biological environments at the nanometer/micrometer scale often precludes an unambiguous
model assignation.

An alternative approach that would also use a set of canonical random walks as a possible
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basis for description is Bayesian Model Averaging (BMA). The BMA method does not look
for the best model to describe experimental data but rather evaluates the parameters for
each of the possible models and then averages the different results. It is challenging to
apply this approach to our current problem for two reasons: (i) the space parameters of the
different random walks are not identical and (ii) the evaluation of the parameters associated
with each random walk by Bayesian methods is not possible for all models. It would be
possible to develop Bayesian method variations to estimate the parameters of models that
do not have tractable likelihoods. However, the marginalisation of the different models
would be computationally intensive. Finally, even though BMA could include information
from multiple models, it would still rely on the projection of the experimental date onto a
set of canonical models.

V.4.2 Biological interest at the age of large scale experiment
We applied our approach to study the dynamics of α-synuclein molecules in axons and presy-
naptic boutons. In agreement with earlier studies of the population dynamics of α-synuclein
[5, 4], we found that the protein assumes differing dynamic states at synapses and in axons.
Depolarisation of the presynaptic terminals through the application of high potassium con-
centrations shifted the relative frequency of the various states, without necessarily changing
the types of diffusion. In other words, our analysis demonstrates clear quantitative changes
in the mobility of α-synuclein but does not identify qualitative changes due to the extensive
overlap in the occupation of the latent space (with the exception of the fixed state).

This statistical testing procedure paves the way to automated analysis of single molecule
experiments. Single molecule pharmacology is an emerging field [20, 21], in which the effects
of drugs are evaluated at the nanometer scale by studying the spatial properties and dynamics
of biomolecules of interest. The possibility to automatically compare different conditions
without relying on manually selected generative models of molecule diffusion would be helpful
in defining groups of conditions in which a certain effect can be detected. Even though model
identification will often be impossible, the properties of the latent space can reveal the source
of observed differences. The witness function can thus be instrumental in differentiating
changes in the probability of occupancy of specified domains within the latent space between
conditions. As illustrated on Fig. V.6, going from a region of the latent space to an intelligible
trait of trajectories is rather intuitive, hence the interest of this method to orient further
analysis and build biologically relevant hypotheses.

Beyond the automation of the analysis procedure between biological conditions, our ap-
proach is well suited for exploratory data analysis. The capacity to project individual,
differently sized trajectories into finite sized vectors makes it possible to study precise sub-
cellular compartments or organelles in a standardised form, and thus allows to test statistical
differences between these regions. Hence, recorded single molecule data can be searched in
order to detect and characterise regions of the cell that have different statistical properties.
This exploration can be done even in regions with different trajectory densities, as is the
case for α-synuclein at synapses versus axonal domains.

V.4.3 Limitations
One of the current limitations of the current approach is the difficulty in evaluating the type
II error [17] bounds on the statistical test. The MMD test is applied within the latent space of
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the GNN. This manifold is built using a set of non-linear operations, which depends both on
the numerical trajectories seen during the training and on the cost function being optimised.
Hence, there may be domains within the latent space that could lead to improper sensitivity
of the statistical test. As can be seen in [16] and in Fig. V.3, different types of random
walks occupy domains of different size and there is a large overlap of the regions. Since our
approach relies on a simulation based framework, it is possible to use numerical simulations
matching the experimental occupancy of the latent space to evaluate the accuracy of the
test. Furthermore, extensive simulations and check if the statistical test misbehaves, even
though this procedure can be time consuming. In order to further improve the statistical
power of the test, one could optimise the kernel with which the MMD is computed. Along
these lines, a possible variant of this method could rely on an encoder network trained
not on a supervised inference task but rather to maximise the MMD between two sets of
experimentally recorded trajectories. This, however, would require i) a substantially larger
quantity of experimental data and ii) to re-train the network on each new comparison.

V.5 Accounting for length heterogeneities

Another limitation lies in the dependence to the upstream tracking step, and notably the
spurious difference in recovered dynamics stemming from differences in spatial density. In-
deed, the tracking method cuts trajectories when two possible options are found within a
given search radius. This ambiguous choice is more often encountered in dense areas, and
trajectories recorded in these regions thus tend to be shorter. The latent space learnt by the
network is sensible to the length of trajectories: long trajectories contain more information
and can thus be characterized more accurately, while shorter ones lie in a central region.
Hence, the density-induced difference of trajectory length might result in false positives of
our dynamics-based statistical test: two sets of trajectories having the same dynamics might
be detected as significantly different simply because they have length differences. This phe-
nomenon is illustrated in figure V.8, where it is shown that the inferred anomalous diffusion
exponent of trajectories of superdiffusive fBM reconstructed from very dense regions tends
to be biased towards 1. This is problematic because length is sampled independently of the
dynamics’ parameters throughout the simulation phase, which amounts to considering length
and dynamics as two unrelated variables – a reasonable hypothesis as long as particles are
not fast enough to blur the images to the point that it prevents their detection.

V.6 Supporting information

V.6.1 Multi-dimensional scaling with uncertainty on estimated distances

When estimating MMD2
u [F , p, q] from sets of trajectories X ∼ p and Y ∼ q, the uncertainty

directly depends on the number of samples in both X and Y . In our case, the uncertainty,
which can be evaluated by bootstrapping, is sometimes of the same order of magnitude
than the estimated value. Furthermore, the number of elements per set (here, the number
of trajectories per synapse), spans more than an order of magnitude and uncertainty thus
greatly varies from one measure to the other. This should be taken into account when using
MMD2

u [F , X, Y ] to embed subsets of trajectories.
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Figure V.8: Influence of the density of particles on the inferred value of α

Hence, starting from a matrix of squared distances D2 between N sets of trajectories, and
a matrix of uncertainties of these squared distances D2

σ, we obtain a set ofN Euclidian vectors
{x1, . . . ,xN} by maximizing the probability of the resulting squared distances, assuming that
they follow Gaussian laws whose means are the coefficients of D2 and standard deviations
coefficients of D2

σ. This amounts to solving the following optimisation problem:

max
x1,...,xN

∑
i<j

log
(
Pi,j

(
||xi − xj ||2

))

max
x1,...,xN

∑
i<j

(
||xi − xj ||2 −D2

i,j

D2
σi,j

)2

.

We do so using a gradient ascent method, starting from the solution of the classical MDS
algorithm.

V.6.2 Graph neural network features and architecture

a) Node and edge features

Prior to entering the encoder, each trajectory is turned into a graph as described in b). To
each node is associated a vector containing the following features:

• the normalised time: i/N ;

• the cumulative distance covered by the trajectory up to i: ∑k≤i∥∆rk∥2;

• the cumulative squared distance covered by the trajectory up to i: ∑k≤i∥∆rk∥22;

• the maximum step size up to i: maxk≤i∥∆rk∥2.

Similarly, each edge is associated to the following set of features:

• the normalised time difference: (j − i)/N ;
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• the distance: ∥rj − ri∥2;

• the dot product of jumps: ∆r⊤
i ∆rj (equal to ∆ri∆rj for 1D trajectories);

• the distance covered by the trajectory between i and j: ∑i<k≤j∥∆rk∥2 = ∑
k≤j∥∆rk∥2−∑

k≤i∥∆rk∥2

• sum of square step sizes between i and j: ∑i<k≤j∥∆rk∥22 = ∑
k≤j∥∆rk∥22−

∑
k≤i∥∆rk∥22.

Features based on distances are computed on a normalised three different versions of
the trajectories, corresponding to three different normalisation factors: the total covered
distance, the standard deviation of the positions, and the standard deviation of step sizes.
These three scales are concatenated to the output of the pooling layer and are thus processed
by the perceptron which produces the latent representation of a trajectory (see Fig. V.2).

b) GNN architecture

The architecture of the GNN used in the summary network is similar to the encoder network
proposed in [16], with the difference that we here additionally apply edge features. Node and
edge features are first passed to perceptrons, which embeds them in a homogeneous space.
The network is then composed of three successive convolution layers (one taken from [22]
and two edge-conditioned layers taken from [23]) outputting node features matrices x(1), x(2)

and x(3), each of 32 dimensions, which are summed to form x(f). The rows of this matrix of
nodes features are then averaged during the pooling step, to keep just one row per graph, i.e.,
per trajectory. This vector is subsequently passed to a three-layer perceptron, the output
of which is the summary statistics vector. All multi-layer perceptrons have a leaky-ReLU
activation with slope 0.1 for negative values. We summarise their shapes in table V.1

MLP Layers
edge features embedding (13,32,32,16)
node features embedding (10,32,32,10)
edge convolution (x2) (16,32,32,1024)
final embedding (38,32,16,16)
alpha predictor (16,128,64,64,16,1)
model classifier (16,32,16,5)

Table V.1: Shapes of multi-layer perceptrons used in the network.
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VI – Software tools for experimental
data analysis

In this chapter, I present the software tools that I developed in order to make my work more
accessible to the broader research community. While Palmari is at a more advanced stage
of its development and was released earlier this year, Tracktor and its web platform, are
still under development but aim for a broader public. Besides, I briefly present Genuage, a
virtual reality tool for visualization of three-dimensional point clouds.

VI.1 Palmari: from PALM movies to trajectories
Biomolecule trajectories are reconstructed from PALM movies after a sequence of processing
steps, many of which admit a few parameters, which the user can leave to their default
values or set according to the specifics of its acquisitions. I thought that an integrated tool
comprising all processing step would be beneficial to those wishing to understand which
step of the processing, and which parameter, were responsible for particular aspects of the
final set of trajectories retrieved from their PALM movies. Moreover, having to analyse
experiments comprising tens or hundreds of microscope recordings, I often had to resort to
scripts parsing folders, manipulating and formatting files and calling functionalities from
various software tools. I heard and read echoes of other scientists confronted to similar
situations and dealing with the same sort of ad-hoc fixes. Both these reasons motivated me
to develop a tool which would comprise both a graphic interface, so as to provide the essential
visual feedback allowing one to choose appropriate values for the processing parameters, and
a programmable interface for swiftly processing batches of acquisitions, able to leverage high
performance computing resources.

The tool can be installed simply using pip install palmari or the Napari package
installer, and its documentation is available online: https://palmari.readthedocs.io/. In the
following, I explain the main functionalities and design choices.

VI.1.1 Graphical interface
I took advantage of the plugin interface of the open-source Python image viewer Napari [1]
and developed my tool as an add-on of this software. It provides an interactive visualization
of images as well as overlays of points and trajectories, especially useful to illustrate the steps
of detection, localization and tracking.

The interface is shown in figure VI.1. On the right panel, processing steps are listed in
chronological order, with their associated parameters. Each step adds its outputs as a layer
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Figure VI.1: Palmari’s graphical interface

to the viewer, whether images, points or trajectories. Layers are displayed in the central
region, and listed in the left panel. They can be hidden, and viewed side by side and/or with
stacked time slices, as shown in figure VI.2: the raw image is at the center of the bottom
row, and the last layer containing reconstructed trajectories is at the top-left. This "mosaic"
view (provided by Napari) is useful to have a quick overview of the processing pipeline, as
it can for instance help pinpoint regions where localizations are not turned into trajectories
or where the intensity is unexpectedly high on the image.

Processing steps are run one after the other, and can be re-run if one wishes to change
the value of one parameter. It is thus easy to compare the results obtained with various
parameter values, as shown in figure VI.3, where two values of maximum diffusivity are used
for the tracking step. This particular parameter is for instance particularly critical when the
density of particles is high, and it is thus useful to have a visual intuition of its effect.

Once one is satisfied with the parameters, the so-obtained processing pipeline can be
exported under the form of a YAML file in order to be re-used later on other images (see VI.1).
Similarly, it is possible to load a previously configured pipeline using the "load pipeline" field
at the top of the right panel. Localizations and tracks can as well be exported in a table
with tab-separated columns.
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Figure VI.2: Mosaic view of the same movie’s processing steps layers, with (top) and without
(bottom) time stacking.
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Figure VI.3: Comparison of tracks obtained with the maximum diffusivity set to 10 (left)
and 2 (right) square microns per second.

Listing VI.1: Content of a YAML file describing a processing pipeline in Palmari
l o c a l i z e r :

D e f a u l t L o c a l i z e r :
th r e sho ld_fac to r : 1 . 5

name : s t r i c t e r_than_de fau l t
t r a cke r :

TrackpyTracker :
max_di f fus iv i ty : 5 . 0

VI.1.2 Customizing the processing pipeline

Palmari comes with a set of basic processing steps, but the code is structured so that custom
steps can be implemented by users with little effort, and possibly incorporated in future
releases of the code so as to provide a greater choice of tools. Steps are split in four categories
each corresponding to a parent class and custom steps must be implemented as classes
inheriting these base classes. Categories of steps are summarized in table VI.1. A pipeline
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can comprise several successive image and localization processing steps, but only one localizer
and one tracker. When implementing a new processing step, specifying the type of its
parameters (float, integer, boolean,...) is mandatory, so that a graphic interface allowing the
user to set them can be automatically generated and incorporated to the Palmari widget.

Order Type of step Mandatory Multiple
sub-steps ?

Included

1 Image processing No Yes WindowPercentileFilter
2 Localizer Yes No DefaultLocalizer
3 Localizations processing No Yes DriftCorrector
4 Tracker Yes No TrackpyTracker

Table VI.1: Types of processing steps and their base class, to be inherited by eventual custom
processing steps

VI.1.3 Programmatic interface

Palmari consider a set of acquisitions to be treated with the same parameters as an exper-
iment. It is enough to specify the path of a folder to create an experiment from all the
.tif files it contains. The user can specify rules to extract information from the hierarchy
of sub-folders (if files are grouped by conditions or replicates for instance) or directly from
the filename. The experiment object leaves the data folder untouched and stores all the
information it needs in a separate folder specified by the user.

Pipelines can be run programatically in a few lines, either on a whole experiment or on
single acquisitions. The Dask framework [2], which is used to handle images and tables of
localizations, leverage all available computing resources by default and limits the memory
footprint so as to prevent overflow. Palmari can thus be run on laptops as well as on large
computing clusters, leveraging the resources of the latter without additional configuration.
In a nutshell, Dask creates a graph of computation which it uses to perform operations
on small slices of large arrays and concatenate results appropriately. Thus, only a limited
amount of slices are loaded in memory at the same time, and independent operations can
run in parallel. It requires little additional code and can be parameterized so as to restrict
to a fraction of available resources, if desired.

Once the processing is over, it is possible, by calling .view_in_napari() to visualize
the results in Napari. Palmari provides functions to compare results obtained via different
pipelines, so as to compare, for instance, the number of localizations or tracks.

VI.1.4 Perspectives for improvement

A first type of improvement would be to enlarge Palmari’s set of built-in processing steps, so
as to offer alternatives to the basic ones included in the first version. The most needed ones
would surely be the maximum-likelihood estimation of localizations, as well as the possibility
to do detect several localizations in a given region.

Moreover, enabling a direct feedback between a step’s parameter values and the resulting
output would make the interface even more intuitive. For now, one has to run the step on the
entire movie before seeing its output, which separates the action of setting the parameters
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from seeing the results often by a few minutes. If the step was solely run on a temporal
slice of the data, it would be possible to render results faster. Note however that for steps
relating successive frames to each other (e.g. tracking), it might not always be possible to
guarantee that the results on a given slice will remain exactly the same when the step will
be run on the entire image.

Finally, it would be beneficial to the tool to be more generalist and not only apply to
SPT-PALM data but also to other SMLM modalities. Many of the functionalities included
in ThunderSTORM [3] could be replicated to converge towards this objective, which would
also require the pipeline structure to be made more flexible (the tracking step, notably, might
not always be necessary).

VI.2 Tracktor: a Python package for MMD comparisons of trajec-
tories

Once removed the explicit mentions to synapses, axons, and the exact labels of conditions,
the tools developed for the analysis presented in chapter V could actually be made generic,
applicable to any experimental data consisting of sets of trajectories to be compared, and
could serve to address various questions about these sets of trajectories. Therefore, I re-
factorized the code, which will soon be released under the form of a Python package named
Tracktor. In the following, I explain the concepts of this multi-factor comparison method
and detail its application to various analysis use-cases.

VI.2.1 Properties, groups and units

An experiment consists in a set S of trajectories, identified here to their latent vectors
and for which the user has specified a number of properties indicating, for instance, the
day on which trajectories were imaged, an identifier of the movie from which they origi-
nate, of the cell in which they evolve or of the algorithm used to reconstruct them from
localizations. Properties can be specified both at the file level (all trajectories contained in
the file then take the file’s property value) and at the trajectory level if a more detailed
separation is required (when organelles are tagged, for instance). Formally, we write as
θr = (θ(1)

r , . . . ,θ
(p)
r ) the p-dimensional vector of properties of a trajectory r. We denote Vi

the set of values of the i-th property. For instance, we can have θr = ("File 1", "Cell 3") and
V1 = {”File1”, ”File2”, ”File3”}

Each set of properties thus defines a partition of S in groups: given P a subset of
{1, . . . , p}, we can indeed define VP = ∏

j∈P Vj (Cartesian product) and, for all v in VP , the
group G(v) = {r ∈ S|∀i ∈ P, θ

(i)
r = vi}, then S can be decomposed in disjoint groups as

S = ∩v∈VP
G(v). The most fine-grained partition, obtained when P contains all properties

which the user wants to consider, defines units. Each trajectory thus belongs to a single
unit. For instance, in the case presented in chapter V, units corresponded in figure V.5 to
the groups defined by the file and the "in/out of synapse" property, and in figure V.7, which
focuses on inter-synapses variations, units were defined simply by unique synapse identifiers.
To run comparisons, the user must specify which properties define units, and, if applicable,
which ones define groups.
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VI.2.2 Types of comparisons

The MMD comparison is based on a permutation test, let us here quickly recall the principle
of these. Given two sets X and Y , the first step is to compute a distance D = d(X,Y ).
Then, during a sampling phase, elements of X and Y are randomly split in sets Xi and Yi,
and a distance Di = d(Xi, Yi) is computed. Then, the p-value of the test is estimated by
dividing by the total number of splits considered the number of times that Di was greater
than D.

When comparing two groups, an equal number N of trajectories is sampled from each
unit to compose the sets used to compute distances. For simplicity, the sub-sampling of units
containing more than N trajectories is done once and for all at the start of the comparison.
Units containing less than N trajectories are discarded. Groups are very often composed
of a multitude of sub-units: the set of trajectories observed in a condition corresponding to
a given group might originate from several movies for instance, or from several cells. By
default, this information is not taken into account passed the construction of the sets X and
Y to be compared and randomly mixed. One might however want to investigate whether all
units contribute equally to the eventual difference that the MMD test might reveal between
the considered groups. To address this question, Tracktor offers the possibility to do the
sampling phase of the comparison ensuring at each iteration that trajectories of each given
unit are in the same set. Thus, in an extreme case where the difference between two groups
would only be due to one unit containing defect trajectories, these will always be in one same
set and the distances computed in the bootstrap phase will not significantly exceed that of
the one measured with the true partition of units across sets. This test is more conservative
than the default comparison as its power is limited by the number of units n1 and n2 in each
of the two groups: the p-value estimation’s precision is lower-bounded by the inverse of the
total number of possible permutations

(n1+n2
n1

)
. It is notably of interest when not much is

known of the expected level of heterogeneity in a condition, as it allows one to probe whether
two units from each groups are "on average" distinguishable.

Tracktor finally offers a last mean of probing the inter-group and intra-group variances,
using a Multi-dimensional scaling (MDS) built from the MMD distance matrix of units, as
shown on figure V.7. Coloring points on the scatterplot according to properties allows the
user to understand which factors influence the dynamics of trajectories.

VI.3 Tracktor web: a web platform for trajectory analysis

The methods described in chapter V and implemented in the , though generic and applicable
to trajectories originating from a broad spectrum of systems and acquired with various
techniques, are not straightforward to run. Although I have released the necessary code
under the form of Python packages, the entry barrier remains high for anyone unfamiliar with
Python. Therefore, to widen the scope of potential users, I have initiated the development of
Tracktor, a web platform allowing scientists to use the method on their trajectories without
writing a single line of code. At the time of writing, this platform is under development,
with the help of Tidiane Camaret N’Dir, but has already been beta-tested.
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VI.3.1 Description of the functionalities
Users can upload files containing trajectories in a variery of formats (.csv, .mat, Track-
mate...) if column labels are not provided, an algorithm based on the row ordering tries to
automatically retrieve them. Files from which tracks could successfully be read are added
to the index of files, which is user-specific and persists for a week. The interface provides a
table for the user to specify information about files (corresponding to "properties" presented
in the previous section), so as to group them in the subsequent analysis. Depending on the
analysed experiment, labels can correspond to various criteria: cell type, imaged protein,
biological replicate... At this stage, the application provides a viewer which allows the user
to rapidly visualize trajectories present in each file. Once the user has selected the files to
include, the analysis can be launched. Several analyses can be run successively and their
results stored and accessed separately.

Upon termination of the analysis, results can be visualized and downloaded. The first tab
of the results panel provides a selection of "classic" trajectory indicators such as the apparent
diffusion, the anomalous exponent and predicted class of the model output by the neural
network. All graphs are interactive and the user can choose according to which criteria to
group files. The second tab allows one to visualize the latent space occupancy under the
form of a two-dimensional scatter plot. The third tab shows a mapping of files obtained
via multi-dimensional scaling of the MMD distance matrix. This gives an intuition of the
relative importance of inter- and intra-group variability, and of the main "degrees of freedom"
of the latent space occupancy densities. In the last and fourth tab, p-values of inter-group
comparisons are shown, as well as the corresponding witness functions and representative
trajectories, resembling the visualization showed in figure V.6.

VI.3.2 Architecture of the application
The two main pieces of the applications are the front-end, which the user accesses via a web
browser, and the back-end, split in four sub-components, which handles requests coming
from the front-end and performs the computations submitted through the web interface.
The overall structure of the deployed application is schematized in figure VI.4. The com-
partmentalization of the app is well visible on the schema: blue boxes symbolize independent
"pods", which are containerized and whose orchestration is managed by a Kubernetes cluster.
At the cost of a relatively complex configuration, Kubernetes offers a level of abstraction
which notably allows one to rapidly scale resources allocated to the application to match
users’ demand, and to monitor the activity of all its components.

The front-end is coded in JavaScript using the React framework, which allows the Hy-
pertext Markup Language (HTML) content of web pages to be dynamically modified, as well
as to send and receive Hypertext Transfer Protocol (HTTP) requests. Once compiled, the
Javascript bundle is served by an Nginx instance and the code implementing the interface’s
logic is executed on the client side.

Requests reach the back-end through an Application Programming Interface (API) server
pod, which handles them and sends appropriate responses. In the current version of the
application, the API only handles request originating from the front-end, but in the future,
it could possibly be adapted to communicate with other clients, such as a command-line tool
or the Palmari plugin for instance. The server (i.e., the mechanism to answer requests) is
coded in Python, using the Flask framework and a handful of Flask extensions. Users are
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Figure VI.4: Tracktor’s architecture. Blue boxes correspond to pods running independently,
arrow symbolize communications between pods

identified using a session system requiring no login, via a key stored in a cookie on their
browser. A new key is generated each time the site is visited by a user which has no such
cookie, and a key’s lifetime is prolonged of three days each time it is used to authenticate a
user. This identification scheme allows the data uploaded by a user to be hidden from other
users, and reciprocally. Users sessions are stored in a database, along with information on
the uploaded trajectory files and submitted analyses.

When the API receives a request to launch an analysis, it passes an instruction to run
the corresponding computation to a separate pod containing a task queue, implemented in
Python using the Celery package. The instruction is carried between the two pods by a
Redis broker. This queuing system limits the number of computations running concurrently,
according to the resources allocated by the Kubernetes instance. When a computation
terminates, the status of the analysis is updated in the database from "running" to "done",
and the API can query the results and pass them to the front-end. Computations are made
using the Python package presented in VI.2.

VI.3.3 Possible extensions

To provide even more flexibility, Tracktor could even offer a mean for users to upload their
generative models (under the form of Python scripts for instance), on which the network
could be trained. It could also offer a mean to run other standard inference and provide a
larger set of conventional quantities: an MSD plot for instance, or more advanced estimations
of the diffusivity and the localization error, using tools introduced in [4]

VI.4 Running Gratin interactively through a VR interface

The analysis of random walks by graph neural networks using the GRATIN method has also
been included in the Genuage software, which leverages virtual reality to provide an intuitive
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visualization of point clouds and trajectories in three dimensions [5]. This application devel-
oped by Thomas Blanc builds upon the DIVA project [6]. Genuage communicates with the
Python script ready to receive trajectories, which it passes as input to a pre-trained neural
network, sending the outputs back to Genuage. The processing of trajectories by the neural
network occurs in a non-blocking way and the frame rate of the visualization remains high,
so as not to cause discomfort to the user.
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Conclusion & perspectives

Throughout this work, we have developed new approaches at the frontier of physics and
amortized inference – whether variational or not – to model and analyze biomolecule dy-
namics. We took advantage of the flexibility of this framework to develop a new approach to
characterizing trajectories, considering simultaneously several degrees of variability instead
of focusing on conventional physical parameters, more precisely defined yet harder to esti-
mate on short trajectories observed with noise. We have adapted graph neural networks to
process trajectories and have demonstrated the potential of this architecture, well suited to
capturing symmetries, on the analysis of random walks.

Concerning the neural network architecture, there are two topics which would be inter-
esting to explore further. The first is the possibility to learn a truly scale-free estimation
of the anomalous exponent of fractional Brownian motion, which, trained on trajectories
whose length is bounded, could be applied to longer records and take advantage from all
the information (including correlations at ranges exceeding the length of training trajecto-
ries) to provide more precise measurements. This would amount to enforcing a central limit
theorem into the representation of trajectories learnt by the network. Another interesting
development would be to replace the summary statistics vector with a distribution. This
might provide an even clearer mapping of the random walk properties as it would disentangle
the dynamical properties from the amount of information available about them.

Further research efforts should be oriented towards the interpretation of the findings
originating from this new method. Spatial integration of dynamic properties is a natural
extension of the work presented here. Comparing trajectories observed in neighbor regions
could indeed reveal the contours of membrane domains and highlight local variations of their
physical properties.

The interest of the methods developed in this paper notably lies in their applicability to
a wide range of biological systems and questions. We hope that the released software tools
will enable cell biologists to use these methods, or trigger the curiosity of other physicists
who will develop them further.
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Sujet : Inférence amortie de la dynamique des biomolécules

Résumé : Les trajectoire de protéines, observées en cellules vivantes grâce à la microscopie de localisation par photo-activation (PALM), sont révélatrices
des propriétés à petite échelle de l’environnement de ces biomolécules. Un large spectre de dynamiques différentes ont été observées, et pour les
caractériser de manière quantitative plusieurs méthodes ont été développées, spécifiques à certains systèmes biologiques ou au type de mouvement
considéré. Pourtant, la présence simultanée dans le cytoplasme de différents types d’interactions crée des trajectoires composites, qui souvent s’éloignent
des modèles canoniques de marches aléatoires pour lesquels sont conçus les estimateurs conventionnels. Par ailleurs, il a été montré que les réseaux
de neurones fournissent des estimations plus précises des propriétés des marches aléatoires que les estimateurs analytiques. Dans cette optique, nous
commençons dans cette thèse par présenter une architecture de réseau de neurones sur graphe (GNN) capable de traiter des trajectoires. Les représenter
sous forme de graphes permet de tenir compte des symétries des trajectoires ainsi que des dépendances temporelles à de multiples échelles. De plus,
cette architecture requiert nettement moins de paramètres que la plupart des autres réseaux de neurones.
Nous démontrons sa pertinence en l’utilisant dans le cadre d’une inférence amortie, pour mesurer des propriétés de trajectoires simulées, et vérifions
son adaptabilité en l’appliquant à des trajectoires de modèles non vus à l’entraînement. L’inférence amortie doit son nom à la phase d’entraînement
réalisée en amont, amortie lorsque les inférences sont réalisées rapidement sur les données expérimentales. Afin d’explorer plus avant le potentiel de
cette architecture, nous la couplons ensuite à un réseau de neurones inversible permettant d’inférer des distributions. Nous inférons ainsi la distribution
a posteriori des paramètres de trajectoires générées par le modèle de mouvement Brownien fractionnaire. L’existence d’une vraisemblance analytique
pour ce modèle permet de minorer la variance atteignable par un estimateur non-borné, à laquelle nous comparons celle obtenue par notre estimateur.
Alors que sa complexité algorithmique est fonction linéaire de la longueur des trajectoires (là où celle de l’estimateur de vraisemblance maximale est
quadratique), notre estimateur amorti atteint une précision proche de l’optimalité. La méthode permet en outre de mesurer un temps caractéristique au-
delà duquel s’effacent les corrélations du mouvement – un aspect souvent négligé dans l’analyse de trajectoires expérimentales. Puis nous présentons une
méthode de caractérisation du mouvement basée sur la représentation vectorielle des trajectoires, générée par le GNN. Nous estimons la significativité
des différences entre des ensembles de trajectoires observées expérimentalement. Par rapport aux méthodes conventionnelles, cette méthode a l’avantage
de considérer conjointement une variété de critères, permettant notamment de mesurer la variabilité observée au sein d’une même condition ou entre
plusieurs conditions biologiques, sans formuler au préalable d’hypothèse quant à la nature de cette variabilité. Les différences relevées par la méthode
peuvent être interprétées simplement. Enfin, nous avons développé une plateforme web permettant aux scientifiques non-programmeurs d’utiliser cette
méthode d’analyse sur leurs trajectoires, à l’aide d’une interface graphique. Les résultats peuvent être exportés ou visualisés sur la plateforme. Cet
outil se veut généraliste et n’est pas limité à l’analyse de trajectoires acquises en PALM. Puisque les hypothèses sur lesquelles elle repose sont assez
permissives, cette méthode ouvre la voie vers l’automatisation de la pharmacologie basée sur la microscopie de localisation par molécule unique. Nous
l’avons déjà testée sur plusieurs systèmes, comme l’alpha-synucléine observée dans les synapses et divers récepteurs membranaires.

Mots clés : Inférence amortie, inférence variationnelle, marches aléatoires, apprentissage profond, microscopie de localisation par molécule unique,
biophysique, tests statistiques

Subject : Amortized inference of biomolecule dynamics

Abstract: Photo-activated localization microscopy (PALM) enables high-resolution recording of single proteins trajectories in live cells, providing
precious insights of small-scale properties of biomolecules environment. A broad spectrum of biomolecule dynamics have been observed and analysis
schemes tailored to specific biological systems and random walk models have been devel- oped to quantitatively characterize their motion. Yet, in
most cellular environments, the complex interplay of interactions creates trajectories of composite nature, often not resembling canonical models
of stochastic motion and thus challenging the assumptions on which tailored estimators rely. Neural networks have been shown to provide better
estimations of random walk parame- ters than analytical methods. In this thesis, we first introduce a graph neural network (GNN) architecture
able to process trajectories. Representing trajectories as graphs allows to account for their symmetries as well as for time-dependencies which might
exist at various scales, while requiring substantially fewer parameters than conventional neural architectures. We demonstrate the relevance of this
architecture by using it in an amortized inference scheme, to infer properties of simulated trajectories. We furthermore demonstrate its robustness
to trajectories generated by models unseen during training. As this inference method requires an upfront, computationally intensive, training phase
before it can be used to perform inference with a limited number of computation steps, it is named "amortized".
In order to further demonstrate its potential, we couple the GNN module with an invertible network so as to perform variational inference. We apply
this to infer the posterior distribution of parameters of fractional Brownian motion trajectories, for which the existence of a tractable likelihood allows
us to compute a lower bound of the variance reachable by an unbiased estimator. We show that our estimator, whose marginal complexity, one trained,
scales linearly with the trajectory length (with which the maximum-likelihood estimator scales quadratically), reaches a precision close to optimality.
Besides, we show that this scheme can be used to measure an eventual cut-off time in temporal correlations, an aspect of biomolecule dynamics which
is often discarded. We then present a trajectory characterization method in which we take advantage of the fixed-size vector of summary statistics
computed by the GNN for each trajectory. Using statistical tests based on the maximum mean discrepancy, we assess the significance of differences
between sets of experimentally observed trajectories. This characteriza- tion has the advantage over conventional ones to provide a holistic description
of random walks, encapsulating a variety of aspects of the dynamics. This notably measure, without prior assump- tions regarding its nature, intra-
and inter-condition variability. Besides, we provide means of interpreting the nature of the eventual differences, so as to pinpoint subtle changes
in dynamics not necessarily captured by traditional indicators. Finally, we developed a web platform allow- ing other researchers to perform the
analysis on their trajectories via a graphical interface, with visualization and exports of results. This is intended to be a generalist trajectory analysis
tool, able to process large batches of experiments and whose scope could extend beyond SPT-PALM. Thanks to its very permissive assumptions, the
analysis method presented in this thesis paves the way to automated single molecule-based pharmacology: we have tested the approach on a variety
of biological examples, from alpha-synuclein in synapses to immune checkpoints at the membrane of T-cells.

Keywords : Amortized inference, variational inference, random walks, deep learning, single molecule localization microscopy, biophysics, statistical
tests
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