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Abstract

Controllability and optimal control are specific fields of mathematics that have been developed since the

Industrial Revolution in order to command engineered systems. Nowadays, many systems are interconnected

and form networks like the World Wide Web, transportation networks, or power grids. The biological world

is also full of networks: vascular networks, gene regulation, and brain connectivity networks. Gaining control

over these large and complex interconnected systems is challenging.

During the last decade, there has been an explosion of studies applying controllability theory to networks.

Some breakthroughs were made in characterizing the minimum number of controlled nodes and their

placement. However, the state-of-the art metrics have some pit-falls for undirected and/or large networks.

In addition, practically controlling networks and steering them toward specific configurations remains

challenging mainly when a small fraction of nodes is controlled which is a common constraint, especially for

biological networks.

This dissertation aims to explore the limit where only one single node is allowed to be driven by external

input as it would certainly be the case for brain stimulation perspectives. We observed in practice that

one driver node can only control five target nodes. This practical limitation was previously observed and

documented. In order to overcome it, we developed a way to aggregate the states of large networks into a few

representative components. We decided to take advantage of the Laplacian eigenmaps method which was

already successfully applied in graph embedding and dimensionality reduction techniques. By controlling a

few output components, we reduced drastically the number of terminal constraints and ensured that the

problem is well-conditioned. We described trade-offs between the precision of the output control and the

representativeness of the original high dimensional network state and compared our approach to other

outputs. We called our method low-dimensional network control. We tested and validated it with synthetic

networks.

We found that it can be adapted to build a controllability metric that is well-scaled and does not suffer from

the numerical issues which arise in high dimensions. We applied our method to a large dataset of structural

brain networks (N > 6k) of healthy participants deriving a detailed map of single-driver controllability for 9

large-scale networks that support human cognition. Our findings were in line with previous literature and

brought additional knowledge to the lateralization of cognitive networks. More importantly, our framework

enabled a comprehensive integration of controllability at the level of these aforementioned cognitive networks.

This integration showed how brain wiring deferentially facilitates the influence they can have on one

another.
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Introduction 1

1.1 A bit of history . . . . . . . 1

1.2 Network controllability:

today . . . . . . . . . . . . . . 1

1.1 A bit of history

Let us dive into the mathematical journey and the history of network

controllability to put this dissertation in its global context. The first

contributions that relate to network science can be traced back to the

18th century when mathematician Leonard Euler resolved the famous

problem of the seven bridges of Königsberg where the task is to devise a

walk through the city that would cross each bridge once and only once.

This laid the foundations of graph theory which is closely connected to

network science. Overall, graph theory focuses on developing algorithms

to solve topological problems like finding shortest paths, matchings, or

spanning trees in a graph [1]

[1]: Bondy et al. (2008), Graph Theory

.

However, network science is focused on understanding the statistical

properties of networks, uncovering the mechanisms that favor certain

topologies, and ultimately explaining how the functions of real-world

systems relate to their underlying structures. And this field is relatively

new. Many agree that the cooperation, in the fifties and sixties, of

Hungarian mathematician Paul Erdős and statistician Alfred Rényi to

explore the properties of random graphs marked the beginning of network

science [2]

[2]: Paul Erdos et al. (1959), ‘On random

graphs I’

.

Figure 1.1: The seven bridges of

Königsberg.

Image from https://en.wikipedia.
org/wiki/Seven_Bridges_of_K%C3%
B6nigsberg. This image is under the

"Creative Commons" licence.

Around that same time, another Hungarian mathematician, Rudolf Emil

Kálmán, made major contributions to the theory of optimal control. It is a

framework that seeks to find the best possible control inputs to a system

in order to steer it to a desired state while optimizing a certain criterion

typically expressed as a cost function. Mostly known for his digital filters

that revolutionized guidance and control of many engineered systems,

Kálmán also introduced the notion of controllability which denotes the

ability to move a system around its possible configurations that are called

state space [3]

[3]: Kálmán (1960), ‘Contributions to the

Theory of Optimal Control’

.

These two sub-fields of mathematics stayed unrelated until Ching-Tai Lin

combined them almost fifteen years later. He introduced the concepts of

structure and structural controllability for linear time-invariant systems.

His paper of 1974 [4]

[4]: Lin (1974), ‘Structural controllability’

marked the beginning of the sub field of network

controllability. One has to imagine a system of interconnected agents with

linear dynamics and the goal is to understand the role of the underlying

network structure in the controllability of the whole system.
Figure 1.2: Sketch of the network con-

trollability framework. Figure repro-

duced from [5]

[5]: Liu et al. (2011), ‘Controllability of

complex networks’

with permission of the

rights holder, Springer Nature.

1.2 Network controllability: today

Nowadays, almost fifty years later, network controllability is still a

challenging field of research. It has been applied to a variety of networks:

technological such as power grids [6] or transportation networks [7], or

biological like gene regulation networks [8] or brain networks [9]. For

https://en.wikipedia.org/wiki/Seven_Bridges_of_K%C3%B6nigsberg
https://en.wikipedia.org/wiki/Seven_Bridges_of_K%C3%B6nigsberg
https://en.wikipedia.org/wiki/Seven_Bridges_of_K%C3%B6nigsberg
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[10]: Medaglia (2019), ‘Clarifying cogni-
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[11]: Menardi et al. (2022), ‘Maximizing
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pressive Disorder’

example, in brain network controllability, the goal can be to understand

the ability of single regions to influence the rest or part of the network

[9]. The perspective of such studies can be to gain information on

endogenous control processes that happen during cognitive tasks [10]

or also to help guide exogenous interventions like electrical or magnetic

brain stimulation [11]. The study of brain network controllability could

help in designing targeted and individualized interventions.

Network controllability can be unfolded in two parts: Where is the

external input to be placed? And how do we calculate it? In other terms

how many driver nodes (which each receive an input) are needed in order

to achieve theoretical controllability and what is their location? Once the

driver nodes are selected, how do we practically calculate the input to

steer the network toward a desired final state? These questions have been

tackled progressively during the last decades using different techniques.

However, there are still challenges and that is why network controllability

is still being investigated. Indeed, in 2013, Sun & Motter showed that

even though a network is theoretically controllable regarding the Kalman

criterion, steering it to a desired state fails in practice if too few drivers

are used (below a fraction of 0.2) [12]. This was a tipping point as it

showed the limits of the theory and put the practicality of the control at

the center of attention.

In fact, if not enough driver nodes are allowed, the problem of finding

a control input for a given state transition becomes ill-posed. In other

terms, the problem cannot be solved precisely because the solution will

be dominated by round-off errors. On top of that, very often, the number

of drivers is constrained. If we take the example of brain networks, it

is not technologically realistic to consider multiple and simultaneous

stimulations. Most transcranial magnetic stimulation protocols use one

single coil [11] and recently 2-coil devices have been tested [13]. This

constituted the departing point of the research question we investigated

during this PhD project.

We ultimately wanted to find a way to select driver nodes that would best

control a given target subnetwork by avoiding numerical discrepancies.

To summarize our approach, as it is often impossible to increase the

number of drivers, we preferred to focus on the target and reduce its

dimensionality. The idea is to control just an aggregate measure of the

states of the target nodes. We proposed to use the Laplacian eigenvectors

as a basis to project the target states onto a lower dimensional space.

This way, we decrease the number of terminal constraints and solve a

well-posed. The use of a network output that is directly derived from the

Laplacian ensures that we aggregate the network state by taking account

of its underlying topology. We finally, applied our method to a large

database of healthy participants from which we extracted their structural

connectomes.

Our framework is original, because it permitted us to study the controlla-

bility of large networks without the computational limitations that arise

from the curse of dimension. An addition to reliably selecting driver

nodes, the other important aspect of this work is that with classical

metrics one cannot compare the controllability of heterogeneous targets

of different sizes. By projecting the targeted networks into spaces of

low and fixed dimension, we obtained a harmonized, or normalized
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controllability metric. As a result, we were the first to dress a map of

system-level controllability of the brain and to interpret it from a cognitive

perspective.

In this dissertation, we first explain, in Chapter 2, in which ways net-

work controllability can help understand and better manipulate brain

networks. We then introduce, in Chapter 3, basic concepts of network

controllability and try to dress an extensive and comprehensive review

of the literature. In Chapter 4, we introduce our contribution and its

validation. In Chapter 5, we present its application to brain networks in a

large dataset and integrate the results at the system-level in Chapter 7.

We further examined this dataset in Chapter 7 in order to highlight the

hemispheric differences in structural brain networks. Finally, in Chapter

8, we draw conclusions about our work and discuss its limitations and

potential future directions.
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2.1 Network neuroscience

Network neuroscience is a flourishing field of research that focuses on

understanding the intricate and complex relationships among brain

regions by modeling them as interconnected networks. This approach

capitalizes on concepts from graph theory and complex systems to unravel

the fundamental principles governing brain function and dynamics. The

field has rapidly evolved into an official area of investigation due to

several key steps [14].

Figure 2.1: backbone of a structural con-

nectome.

Advancements in Brain Imaging: The development of advanced neu-

roimaging techniques, such as functional Magnetic Resonance

Imaging (fMRI), Electroencephalography (EEG), and Magnetoen-

cephalography (MEG), enabled researchers to non-invasively ob-

serve and measure brain activity with high spatial and temporal

resolution.

Graph Theory and Complex Systems The application of graph theory

to brain research paved the way for representing brain regions as

nodes and their connections as edges in a network. This approach

allowed researchers to quantify various network properties, such

as node centrality, modularity, and small-worldness, providing a

novel framework for characterizing brain organization.

Data Sharing and Collaboration The establishment of large-scale col-

laborative initiatives, like the Human Connectome Project, facili-

tated the collection and sharing of extensive neuroimaging data

from diverse populations. This collaborative spirit fostered the

development of standardized methodologies and analytical tools,

promoting the growth of network neuroscience.

Interdisciplinary Approach Network neuroscience thrives at the in-

tersection of neuroscience, physics, mathematics, and computer

science. This interdisciplinary approach has attracted researchers

with diverse expertise, leading to innovative techniques and in-

sights.

Relevance to Brain Disorders The potential of network neuroscience

to uncover altered connectivity patterns in various brain disor-

ders, such as Alzheimer’s disease, schizophrenia, and epilepsy,

has garnered significant attention from the medical and clinical

communities. These insights hold promise for developing new

diagnostic and therapeutic strategies.

Network neuroscience presents a highly promising tool for understand-

ing brain dynamics due to its ability to capture the complex interactions

between brain regions and their roles in cognition, behavior, and dys-

function. By viewing the brain as a network, we can uncover emergent

properties that would be challenging to discern using traditional re-

ductionist approaches [14]. The network perspective provides a holistic

understanding of brain function, revealing how information flows, how
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Figure 2.2: Network measurement, construction and analysis: figure reproduced from [14] with permission of right holders, Springer

Nature.

different regions collaborate, and how disruptions in connectivity can

lead to cognitive deficits or neurological disorders. As our knowledge

of network neuroscience continues to grow, it holds the potential to

revolutionize our understanding of the brain’s intricate workings and

open up new avenues for targeted interventions and treatments.

2.2 Network controllability: a promising tool for

brain stimulation

Deep brain stimulation has been approved by the Food and Drugs

Administration in 1997 for the treatment of Parkinson’s disease. It is now

a mature technology that can also be used to treat dystonia, obsessive-

compulsive disorder (OCD) and epilepsy [15]

[15]: Kringelbach et al. (2007), ‘Transla-

tional principles of deep brain stimula-

tion’

. However it is an invasive

technique that involves a major surgery and regular monitoring.

Figure 2.3: NIBS: a) TMS, b) tDCS, fig-

ure reproduced from [16] with permis-

sion of rights holders, Springer Nature.

In the last two decades, there has also been a tremendous development

of noninvasive brain stimulation techniques (NIBS). The most commonly

used are transcranial magnetic stimulation (TMS; Fig2.3a)) and tran-

scranial direct current stimulation (tDCS; Fig2.3b)) The development of

neuroimaging techniques opened the possibility to study not only the

clinical and long-term effects of brain stimulation but also its immediate
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[19]: Medaglia et al. (2021), ‘Language

Tasks and the Network Control Role of

the Left Inferior Frontal Gyrus’

[20]: Lynn et al. (2019), ‘The physics of

brain network structure, function and

control’

[21]: Stiso et al. (2019), ‘White Matter Net-

work Architecture Guides Direct Electri-

cal Stimulation through Optimal State

Transitions’

[23]: Lynch et al. (2022), ‘Automated op-

timization of TMS coil placement for

personalized functional network engage-
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electrophysiological impact on the brain and how its induced perturba-

tions propagate through its underlying structural connectivity [16, 17].

Moreover, this technique has gained popularity and proved to be efficient

in curing psychiatric diseases like depression [11] or in improving motor

or cognitive recovery after a stroke for example[18, 19]. In this context, a

theory that would explain or predict the effects of brain stimulation on

functional network activity was needed. Presumably, network control

theory is the best candidate that can integrate both static features of brain

networks and their complex dynamical activity [20]. To our knowledge,

there is one study [21] that confronted network control theory (NCT)

with experimental physiological testable hypotheses. They used Elec-

trocorticography (ECoG), a type of intracranial electroencephalography

(iEEG) to stimulate and monitor brain activity during memory tasks.

They quantified the role of white matter tract architecture in guiding

direct electrical stimulation and reported positive conclusions regarding

the power of NCT in predicting brain response to stimulation.

Figure 2.4: Somatomotor network en-

gagement, Image adapted from [11] un-

der license CC-BY-NC-ND.

Additionally, when using TMS, the general goal is to engage certain

areas of the brain. For example, there are protocols and guidelines to

find specific "hotspots" responsible for muscle representations [22]

[22]: Sivaramakrishnan et al. (2016), ‘Spa-

tial localization and distribution of the

TMS-related ‘hotspot’ of the tibialis ante-

rior muscle representation in the healthy

and post-stroke motor cortex’

. Very

often, when used for therapeutic objectives, like for depression, cognitive

enhancement, or rehabilitation purposes, the point is to engage brain

networks that are composed of many regions that are sometimes sparsely

distributed in the brain. A recent study [23], demonstrated the fact that

applying TMS to generic "hotspots" will have different effects depending

on the specific functional neuroanatomy of the subject. Indeed, they

first showed that there is variability in the network organization of

functional networks, and thus the electrical field of the TMS will certainly

cover off-target regions. Therefore, they suggested an automated and

personalized method for coil placement. However, they assumed in the

paper that it was important to maximize the electrical field within the

target network and they also discussed that it is not known a priori

which of the regions composing the network would give the best results.

Regarding this matter, another study also conducted in silico experiments

on structural brain connectomes [11]

[11]: Menardi et al. (2022), ‘Maximizing

brain networks engagement via individ-

ualized connectome-wide target search’

. They used NCT to find individual

regions that maximize the engagement of known functional networks

and showed a large variability in the selected brain regions.

Taken together, the results of these two studies show the importance

of personalized methods [11, 23]. Indeed, each individual has its own

anatomy, its own functional network organization, and its own white

matter tract architecture that are very likely to change the effects of brain

stimulation.

Figure 2.5: Coil placement and variability in functional network stimulation. The target is the frontoparietal network in yellow.

Figure reproduced from [23] under the licence CC-BY-NC-ND

https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
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2.3 Brain controllability supports cognition and

captures disease fingerprints

The first study which focused on the controllability of structural brain

networks, (Gu, et.al [9]) differentiated two types of controllability: average

and modal controllability. The former, informs on the capacity to "drive"

the network toward "easy to reach states" and the latter for "hard to

reach states". The main conclusion of this paper is that hubs of average

controllability were located in the parietal lobe whereas those for modal

controllability were mostly in the frontal lobe involving the default mode

network (DMN) and the executive control network (ECN). This result

constituted the first promise of the NCT since these two networks are

specifically those engaged in higher-order tasks such as those demanding

intelligence and creativity [10, 24].

Since then, a lot of studies were conducted to analyze brain controllability

and show its relevance to cognitive functions [10][26]. The data and exper-

iments would suggest that network controllability of participants brain

would account for 50% of their cognitive performances [27]. Moreover,

specific aspects of cognition were then studied such as language that is

known to be a left lateralized function was related through NCT to the left

inferior frontal gyrus [19]. Memory was also studied and NCT permitted

to unravel mechanistic state transitions and to better understand the

Figure 2.6: Figure and caption reproduced from [25] under license Creative Commons CC BY : Linear dynamics along white matter

explain brain state transition probabilities. a, Schematic demonstrating calculation of minimum control energy needed to move a

linear dynamical system defined by white matter connectivity from some initial state 𝑥0 to some final state 𝑥 𝑓 over a time horizon T.

b, Schematic of network null models (left) preserving different spatial and topological features of networks defined by white matter

connectivity. The energies (Emin) required to maintain or transition between each state are lower in real brain networks compared to

these null models (right). c, and d Spearman correlation between structure-based transition energy prediction (x-axis) and empirically

derived transition probability (y-axis) for resting state (left) and the 2-back condition of the n-back task (right), using inputs weighted

evenly throughout the whole brain c or weighted positively towards the visual system d,. Linear fit of rank values are shown due to the

monotonic, non-linear relationships in the data.

https://creativecommons.org/licenses/
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dialogue between the visual system the DMN and the ECN during 2-back

memory tasks.

Furthermore, efforts were made to assess the controllability of individ-

uals with neurological alterations. It was shown for example that NCT

captured alterations caused by schizophrenia of the energetic landscape

of functional state transitions during memory tasks [28]. Other studies

focused on epilepsy. It was shown that modal controllability accumulated

specifically in the focal epileptic brain regions [29]. And Ref.[30] analyzed

time-evolving effective connectivity during epileptic seizures and studied

the controllability of implanted electrodes to assess control strategies in

order to drive the network to seizure-free states.

2.4 Conclusion

Network controllability offers a highly promising framework for studying

brain dynamics due to its ability to unveil crucial aspects of neural

information processing. By assessing how well we can steer the activity

of the brain’s interconnected regions it provides unique perspectives for

designing individualized interventions and stimulations. This approach

captures how the brain’s intricate wiring supports cognition, identifying

critical nodes and pathways that govern the control of information flow.

Moreover, network controllability could serve as a potential bio-marker

for neurological diseases. Changes in a network’s controllability profile

might indicate alterations in brain function, offering an early diagnostic

tool and paving the way for tailored treatments that address specific

disruptions in neural circuits. In essence, network controllability stands

at the forefront of neuroscience, presenting a holistic understanding of

brain dynamics.
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3.1 From systems controllability to networks

controllability

The concept of controllability is fundamental in engineered systems and

has been extended to the realm of networked systems. In spite of some

similarities, there are also notable differences between the controllability

of an engineered system and network controllability.

In engineered systems, the plant parameters and dynamics are very often

known and can be tuned. The state equation involves state variables that

fully describe the system and are often velocities or voltages for example.

The seminal work, by Kalman in 1960 [3]

[3]: Kálmán (1960), ‘Contributions to the

Theory of Optimal Control’

, established the controllability

criterion for linear time-invariant systems, known as the Kalman con-

trollability matrix. This criterion ensures that a system is controllable

if and only if its controllability matrix has full rank. Additionally, the

controllability of engineered systems focuses on designing feedback

control laws and implementing closed-loop controllers.

In contrast, network controllability addresses the control of complex

systems composed of interconnected elements. It seeks to investigate how

the structure of a network affects the ability to control its dynamics by

manipulating a subset of nodes as control inputs. The pioneering work

of Ching-Tai made the first step toward it by introducing the concept

of structural controllability in 1974 [4] [4]: Lin (1974), ‘Structural controllability’and showed that finding driver

nodes can be reduced to finding spanning cacti structures in the network.

Building upon that, (Liu et.al) added the missing brick in 2011 and

mapped the algebraic problem of determining ranks of the Kalman

matrix for a prohibitive number of driver configurations to a graph-

based problem [5] [5]: Liu et al. (2011), ‘Controllability of

complex networks’

. They proved that a network can be fully controlled if

drivers are selected as the unmatched nodes in a maximum cardinality

matching.

In conclusion, the difference between engineered systems controllability

and network controllability lies in their scope and methodology. Engi-

neered system controllability focuses on the control of individual systems

based on their internal dynamics, whereas network controllability ex-

amines the ability to control the collective behavior of interconnected

elements in complex systems. The emergence of network controllability as

a field of research has provided new insights into the control of complex

systems, offering a novel perspective for understanding and influencing

their behavior.



12 3 Network controllability: concepts and state-of-the-art

[31]: Kalman (2011), ‘Lectures on Control-

lability and Observability’

3.2 Network control theory

Let us consider a structured system that is described as a network

(or graph) in which the nodes (or vertices) are entities that interact

through links (or edges). The dynamics of the system are described by

the following equation: 3.2.

¤𝑥(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡)
𝑦(𝑡) = 𝐶𝑥(𝑡) (3.1)

Here, the networked system, of size 𝑛, is described by the matrix 𝐴

(𝑛 × 𝑛) and the vector 𝑥 (𝑛 × 1) contains the states of the nodes. The

second term in the state equation is the external action on the system. 𝐵

(𝑛 × 𝑛𝑑 ) is the input matrix and denotes where the input signal u(t) is

injected. The nodes to which we inject the input are called driver nodes.

One can be interested in controlling the states 𝑥(𝑡) or an output 𝑦(𝑡). The

output 𝑦(𝑡) can be any linear combination 𝐶𝑥(𝑡) and 𝐶 (𝑟 × 𝑛) is called

the output matrix. Some definitions [31]:

Definition 3.2.1 the system (𝐴, 𝐵) is controllable if, for any initial state
𝑥0 and any final state 𝑥 𝑓 , there exists an input 𝑢(𝑡) that achieves the state
transition in finite time 𝑡 𝑓 .

Definition 3.2.2 The energy of the control input is defined as

𝐸(𝑢, 𝑡 𝑓 ) =

∫ 𝑡 𝑓

0

𝑢(𝑡) . 𝑢(𝑡)𝑇 d𝑡.

Let us summarize important results from linear systems controllability

[31]:

Theorem 3.2.1 the following statements are equivalent

(i) The system (𝐴, 𝐵) is controllable.

(ii) The 𝑛 × 𝑛.𝑛 Controllability matrix K= [𝐵 𝐴𝐵 𝐴2𝐵... 𝐴𝑛−1𝐵]
has full rank (Kalman criterion).

(iii) The 𝑛 × (𝑛 + 𝑝) matrix [𝐴 − �.𝐼 𝐵] has full row rank for each �
eigenvalue of 𝐴 (PBH criterion).

(iv) The 𝑛 × 𝑛 controllability Gramian W =

∫ 𝑡 𝑓

0

𝑒𝐴𝜏 𝐵𝐵𝑇 𝑒𝐴
𝑇𝜏

d𝜏 is

non-singular (Gramian criterion).

Theorem 3.2.2 If (A,B) is controllable, then the control input that steers the
system from 𝑥0 to 𝑥 𝑓 in time 𝑡 𝑓 with minimum energy is

𝑢(𝑡) = −𝐵.𝑒𝐴(𝑡 𝑓 −𝑡).W−1(𝑡 𝑓 ).[𝑒𝐴(𝑡 𝑓 −𝑡0).𝑥0 − 𝑥 𝑓 ]

and substituting into equation 3.2 we have

𝑥(𝑡) = 𝑒𝐴.𝑡 .𝑥0 +
∫ 𝑡

0

𝑒𝐴.(𝑡−𝜏) 𝐵.𝑢(𝜏)d𝜏.

Let us denote𝐺 the adjacency matrix of the considered network, meaning
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[35]: Lee et al. (1967), Foundations of opti-
mal control theory

[4]: Lin (1974), ‘Structural controllability’

that 𝐺ĳ contains the weight of the directed link going from node 𝑗 to

node 𝑖.

Remark 3.2.1

Stabilization and normalization:

Typically, we obtain the matrix 𝐴 by stabilizing the matrix 𝐺 as

follows.

𝐴 = 𝐺 − �max(𝐺).𝐼 (3.2)

where �max(𝐺) denotes the largest eigenvalue of 𝐺.

Indeed, all eigenvalues of 𝐴 must have negative real parts for system

3.2 to be stable. Matrix 𝐴 can also be said Hurwirtz in that case

as in [32, 33] [32]: Casadei et al. (2018), ‘Controllabil-

ity of Large-Scale Networks’

[33]: Casadei et al. (2020), ‘Model Reduc-

tion Based Approximation of the Output

Controllability Gramian in Large-Scale

Networks’

. This is a sufficient condition for the existence of the

controllability Gramian.

Another possibility is presented in [21, 34]

[21]: Stiso et al. (2019), ‘White Matter Net-

work Architecture Guides Direct Electri-

cal Stimulation through Optimal State

Transitions’

[34]: Karrer et al. (2020), ‘A practical

guide to methodological considerations

in the controllability of structural brain

networks’

:

𝐴 =
𝐺

�max(𝐺) + 𝑐
− 𝐼 (3.3)

that implies this new parameter 𝑐 that tunes the degree of stability.

Finally, the input matrix is typically composed of zeros and 𝑁𝑑 elements

equal to one that establishes a one-to-one relationship between each

input signal component and each driver node.

3.3 Network controllability: different

approaches and metrics

This section guides the reader through the timeline of contributions to

the field. We specify the main used approaches that led to different types

of controllability that have been addressed: structural, exact, target, and

output controllability. We also review the main controllability metrics.

3.3.1 Structural controllability

Structural controllability was introduced to overcome the fact that many

real-world networks are only known to a certain extent. Very often the

weights of the network are estimated and are thus practically known with

a certain error margin and that led to this formulation [35].

Proposition 3.3.1 The pair (𝐴0 , 𝐵0) is structurally controllable if and only
if ∀𝜖 > 0, there exists a completely controllable pair (𝐴1 , 𝐵1) of the same
structure as (𝐴0 , 𝐵0) such that ∥𝐴1 − 𝐴0∥ < 𝜖 and ∥𝐵𝐴1 − 𝐵0∥ < 𝜖.

Further, the work of Ching-Tai in 1974 [4] established an equivalence

between the algebraic Kalman rank condition and two conditions on the

underlying graph.
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Theorem 3.3.2 The following properties are equivalent

(i) The pair (𝐴, 𝐵) is structurally controllable.

(ii) The graph (𝐴, 𝐵) contains no non-accessible node and no dilation.

(iii) The pair (𝐴, 𝐵) is spanned by a cactus.

We refer the reader to Ref.[4] for more details on dilations and cacti

graphs as it is not in the scope of this dissertation.

Figure 3.1: control of unmatched nodes,

figure from [5] with permission of the

rights holder, Springer Nature.

As the problem was defined in graph theoretic terms, in 2011, Liu et.al [5]

[5]: Liu et al. (2011), ‘Controllability of

complex networks’

were able to find a geometric solution to efficiently find the driver nodes

in a directed network and proved that they were the unmatched nodes

in a maximum cardinality matching. Their second result was to establish

an analytical expression for the fraction 𝑓𝑑 = 𝑛𝑑/𝑛 that depends on the

degree distribution of the network.

3.3.2 Exact controllability

Despite the elegance of the contribution of Liu et.al [5], it only applies to

directed and relatively sparse networks. Indeed, if a network is dense or

contains self-loops all nodes can be matched and the method predicts

that the network can be controlled from any single node. The reasoning

holds for undirected networks since one can consider them as directed

networks with twice as many links. This limitation motivated Yuan et.al

[36][36]: Yuan et al. (2013), ‘Exact controlla-

bility of complex networks’

to develop a method valid for all cases: directed, undirected, with

or without self-loops. For that, they based their method on the PBH

criterion (3.2.1iii) and develop an algebraic algorithm to find the driver

nodes. It works for more cases but has a higher complexity.

3.3.3 Gramian-based controllability

As previous studies focused on theoretical approaches to select driver

nodes, Jie Sun and Adilson E. Motter [12][12]: Sun et al. (2013), ‘Controllability

Transition and Nonlocality in Network

Control’

were the first to simulate

trajectories and inspect practically the precision of the control. They

computed the input signals that minimize the energy as in theorem 3.2.2

and evaluated the distance of the simulated final state to the desired

one. Their main result is that even for networks that are theoretically

controllable regarding the Kalman criterion, the control fails in practice if

the number of drivers is not sufficient (fraction of 0.2). The reason behind

this is that the controllability Gramian W(𝑡 𝑓 ) is not well-conditioned

in such cases. Following this contribution, a shift occurred toward a

Gramian-based characterization of controllability.

In the following year, Pasqualetti et.al [37][37]: Pasqualetti et al. (2014), ‘Control-

lability Metrics, Limitations and Algo-

rithms for Complex Networks’

adopted a series of controllabil-

ity metrics based on the Gramian to suggest an effective driver placement

algorithm for large networks. These measures were introduced for lin-

ear systems in 1972 [38][38]: Müller et al. (1972), ‘Analysis and

optimization of certain qualities of con-

trollability and observability for linear

dynamical systems’

and designed to have physically meaningful

interpretations:
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Gramian-based controllability metrics

▶ Average control energy: Tr(W-1
) is the average energy needed

for a driver set to steer the network toward ∥𝑥 𝑓 ∥ =1. This

measure is to be minimized.

▶ Worst-case controllability: �min(W) is the inverse of the worst-

case energy needed for a driver set to steer the network toward

∥𝑥 𝑓 ∥ =1. If we remark that W is symmetric by definition,

and thus, positive definite than regarding theorem 3.2.1iv it is

intuitive that this measure has to be positive and maximized.

▶ Average controllability: Tr(W) reflects the impulse response of

the system and thus reflects globally the amount of transmitted

energy. Originally, this measure was suggested for unstable

systems since its computation is stable for singular Gramians

[39]

[39]: Shaker et al. (2013), ‘Optimal sen-

sor and actuator location for unstable

systems’

.

▶ Physical controllability: 𝑐𝑜𝑛𝑑(W) = �max(W)
�

min
(W) that reflects the

conditioning of the problem of controlling the network with

minimal energy. Since the computation of the input signal that

minimizes energy necessitates the inversion of the Gramian,

its condition number will reflect the degree of propagation of

round-off errors. So this measure has to be minimized. This

metric was exploited in [40]

[40]: Wang et al. (2017), ‘Physical control-

lability of complex networks’

.

In 2018, Lindmark & Altafini [41] [41]: Lindmark (2018), ‘Minimum energy

control for complex networks’

studied these metrics for various

topologies and showed that a good topological proxy for driver placement

strategies was the ratio of the out-degree to the in-degree. They also

confirmed that �min(W) and Tr(W-1
) are equivalent and both are more

reliable than Tr(W).

3.3.4 Target controllability

In 2014, Gao et.al [42] [42]: Gao et al. (2014), ‘Target control of

complex networks’

paved the way for the exploration of target control

as it is very often too costly or unnecessary to control the entire network.

They adapted the methodology used in ref.[5] [5]: Liu et al. (2011), ‘Controllability of

complex networks’

to propose a geometric

characterization of target control based on graph maximum matching.

A series of papers, [43–46] [43]: Klickstein et al. (2017), ‘Energy scal-

ing of targeted optimal control of com-

plex networks’

[44]: Shirin et al. (2017), ‘Optimal control

of complex networks’

[45]: Klickstein (2020), ‘Target Control of

Networked Systems’

[46]: Klickstein et al. (2021), ‘Controlling

network ensembles’

, followed to study target control from an

energetic point of view. The controllability Gramian of the targeted

system

Wo = 𝐶W𝐶T

(3.4)

is studied to derive optimal control and show that energy scales expo-

nentially with the number of targeted nodes.

Further, Bassignana et.al [47] [47]: Bassignana et al. (2021), ‘Stepwise

target controllability identifies dysregu-

lations of macrophage networks in mul-

tiple sclerosis’

showed the Kalman criterion fails in practice

for many cases because the controllability matrix W is numerically rank-

deficient. To overcome the ill-posedness of the problem they suggested a

heuristic step-wise algorithm to characterize the controllability of single

nodes regarding a given target.
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3.3.5 Output controllability and model reduction

As the size of the considered networks increases, the control energy

needed becomes unreasonably high and state transitions fail in practice,

especially when the number of drivers is low. One solution is to consider

the output controllability Gramian as in equation 3.4 instead. However,

this definition still relies on the computation of the original Gramian. So

Casadei et.al [32, 33]

[32]: Casadei et al. (2018), ‘Controllabil-

ity of Large-Scale Networks’

[33]: Casadei et al. (2020), ‘Model Reduc-

tion Based Approximation of the Output

Controllability Gramian in Large-Scale

Networks’

suggested to derive the Gramian and the control

signals for a reduced model. They considered that grouping the nodes in

clusters and controlling the average state of each cluster was a reasonable

output to control. Then they reduced each cluster to one complex node

and derived the topology of the new reduced network. Finally, they

obtained reduced Gramians that were better conditioned and offered

better control accuracy.

Figure 3.2: Figure adapted from [32,

33] Average output controllability ap-

proach and model reduction

3.3.6 Conclusion

This dissertation lies specifically in the continuation and exploration

of output controllability. We will suggest an alternative output that is

informed from the topology of the network. Furthermore, we will adapt

it to build a metric for characterizing the controllability of single driver

nodes.
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The results presented in this section are part of the journal paper in

preparation which is the main publication of this PhD project. This

section presents the core idea and methodological contribution of this

dissertation. We were inspired from the average output controllability

approach introduced in Ref.[33] and from the usage of the Laplacian

matrix in renormalization-group and coarse-graining techniques [48, 49].

We decided to combine both and that constitutes the originality of this

work.

4.1 Methods

4.1.1 Network Laplacian and eigenmaps

We develop here the case of undirected networks (see Appendix for more

details on Laplacians of directed networks).

The Laplacian matrix [50] is usually defined as

𝐿 = 𝐷 − 𝐺. (4.1)

where 𝐷 is a diagonal matrix containing the degree sequence of the

network. This is known as the combinatorial Laplacian which is the most

basic definition. More sophisticated variants of the Laplacian exist but

we decided to focus on the simplest definition here.

We expanded this definition to the Laplacian of a targeted subnetwork.

Remark: No prior literature was found regarding the Laplacian definition

of a subnetwork.

Let us consider a given subset of 𝑠 ≤ 𝑛 target nodes whose states are

𝑆𝑥, where S is a 𝑠 × 𝑛 selection matrix with zeros and one element per

line equal to one. The adjacency matrix of the target network is given

by 𝑆𝐺𝑆𝑇 and we denote 𝐷𝑆 the diagonal matrix containing its degree

sequence. The Laplacian matrix of the target network is

𝐿𝑆 = 𝐷𝑆 − 𝑆𝐺𝑆𝑇 . (4.2)

We remark that if 𝑆 is equal to the identity, than we find the original

definition. The Laplacian can be decomposed in the spectral domain as

𝐿𝑆 = 𝑉Λ𝑉𝑇 . (4.3)

where Λ is the diagonal matrix that contains the Laplacian eigenvalues

�1 = 0 ≤ �2... ≤ �p that can be interpreted as the spatial frequencies

of the graph. The matrix 𝑉 is orthonormal (𝑉𝑇 = 𝑉 -1) and its columns

are the associated eigenvectors called “eigenmaps” [50]. An intrinsic

characteristic of Laplacian eigenmaps is that they regroup the nodes of

the network by similarity. Meaning, that distant nodes in the network

will be projected far apart on each of the one-dimensional lines that
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[48]: Gfeller et al. (2008), ‘Spectral Coarse

Graining and Synchronization in Oscil-

lator Networks’

[49]: Villegas et al. (2023), ‘Laplacian

renormalization group for heteroge-
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[51]: Rui et al. (2016), ‘Dimensionality

reduction of brain imaging data using

graph signal processing’
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[53]: Ghojogh et al. (2022), Laplacian-
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[53]: Ghojogh et al. (2022), Laplacian-
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Locality Preserving Projection, Graph Em-
bedding, and Diffusion Map

[54]: Cui et al. (2019), ‘A Survey on Net-

work Embedding’

represent the eigenmaps. This property makes them a suitable projection

for linear dimensionality reduction [48, 49, 51–53].

Link between Laplacian eigenmaps and graph clustering

If the target network is connected, the first eigenvector is constant

and can be seen as one average output. Moreover, if the network is

composed of k disconnected components then the k first eigenmaps

represent the averages of each component [50].

Thus, Laplacian eigenmaps have a natural link with clustering and can

be seen as a generalized version of the cluster averages projection. In

Graph Signal Processing, any signal 𝑧 can be decomposed onto the basis

of the Laplacian eigenmaps. It is called the Graph Fourier Transform

(GFT) and is defined as

𝐺𝐹𝑇 : �̃� = 𝑉𝑇 .𝑧 and 𝑖𝐺𝐹𝑇 : 𝑧 = 𝑉.�̃� (4.4)

�̃� contains the coefficients of the projection of 𝑧 onto the eigenmaps

basis. We show an example of signal decomposition onto the Laplacian

eigenmaps in a small network in which 𝑦eig = 𝐺𝐹𝑇(𝑆𝑥) (Fig.4.1a). Each

eigenmap acts like a weighted sum of node states. They can be used

as a projection basis to map high-dimensional data, or any state vector,

defined on a network, onto a lower-dimensional space while preserving

its underlying structure. Ultimately, closely connected nodes of the

original network remain nearby in the lower dimensional space [53].

4.2 Output control of Laplacian eigenmaps

The idea behind our framework is that instead of controlling directly the

states of the target nodes 𝑆𝑥 to steer them toward a desired final state 𝑆𝑥 𝑓
of dimension 𝑠, we will steer their projections 𝑦eig = (𝐻𝑟𝑉

𝑇𝑆)𝑥 = 𝐶eig𝑥

toward the desired final output (𝑦 𝑓 = 𝐶eig𝑥 𝑓 ) of dimension 𝑟 ≤ 𝑠

(Fig.4.1b). The 𝑟 × 𝑠 matrix 𝐻𝑟 = [𝑒 𝑖1 , 𝑒 𝑖2 , ...𝑒 𝑖𝑟 ]𝑇 , selects 𝑟 Laplacian

eigenmaps and acts like a filter in the dual eigenspace. Its role can be seen

as to reduce the 𝑠 final constraints (𝑆𝑥(𝑡 𝑓 ) = 𝑆𝑥 𝑓 ), originally defined

in the state space, to 𝑟 ≤ 𝑠 constraints defined in the dual eigenspace

(𝐶eig𝑥(𝑡 𝑓 ) = 𝐻𝑟𝑉
𝑇𝑆𝑥 𝑓 ). The resulting system is

¤𝑥(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡)
𝑦eig(𝑡) = 𝐶eig𝑥(𝑡) (4.5)

In the following, we will refer to the output 𝑦eig
as the lower-dimensional

eigenstate of the targeted network.

Remark : Usually, when dealing with network embedding [54], we take

𝐻𝑟 = [𝐼𝑟 0s-r] so as to only keep the r first low spatial frequencies in

consideration as they are the most representative of the network at the

macro-scale. However, it is possible to select the matrix 𝐻𝑟 differently

in a task-dependent way. Indeed, in our case, the goal is to steer the

network closer to a desired final state. That is why we decided to select

the eigenmaps by descending order of magnitudes of the 𝐺𝐹𝑇 of the
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Figure 4.1: Output control of Laplacian eigenmaps: a) Spectral decomposition of the states 𝑆𝑥 onto the 6 eigenmaps of a toy model

network. b) Sketch of the controllability framework with Laplacian eigenmaps as output.

desired final |�̃� 𝑓 | 𝑖 . This way we ensure maximum representativeness of

the desired final state.

Figure 4.2: One realization of the hier-

archical modular small-world network

4.2.1 The hierarchical modular small-world network

model

All synthetic networks generated had 𝑛 = 256 nodes and were created

using the hierarchical modular small-world network model (HMSW)

model [55]

[55]: Sporns (2006), ‘Small-world connec-

tivity, motif composition, and complexity

of fractal neuronal connections’

implemented in the BCT toolbox [56]

[56]: Rubinov et al. (2010), ‘Complex net-

work measures of brain connectivity’

. There are, thus, 8

hierarchical levels and we fixed a decay parameter of 𝑑 = 2.5 resulting in

a global average density of 3.5% (Fig.4.2). The choice of this model was

also motivated by the fact that it is widely used in topological analysis

of brain networks [55] since they are known to exhibit hierarchical

modularity [57, 58]

[57]: Meunier et al. (2010), ‘Modular and

Hierarchically Modular Organization of

Brain Networks’

[58]: Ferrarini et al. (2009), ‘Hierarchical

functional modularity in the resting-state

human brain’

.

Remark: This model was preferred to standard modular network models

such as the stochastic block model (SBM) [59]

[59]: Holland et al. (1983), ‘Stochastic

blockmodels’

or Girvan-Newman graph

[60]

[60]: Newman et al. (2004), ‘Finding and

evaluating community structure in net-

works’

because of its additional hierarchical aspect. Indeed, for standard

modular networks, the topology is characterized by two meso-scales: the

first emerges from the interactions of nodes within the same communities

and the second comes from inter-communities’ interactions. That is

why authors in Ref. [61]

[61]: Villegas et al. (2022), ‘Laplacian

paths in complex networks’

observed two peaks, for the SBM model, when

analyzing information diffusion through the range of Laplacian pathways

whereas for the hierarchical networks there was a continuous ascending

integration of information resulting in one peak at the biggest spatial

lengths.

We hypothesized that the hierarchical aspect was more suited for our

framework to have a continuous integration of information by individual

eigenmaps across multiple spatial scales.

4.2.2 Network modeling and optimal control

All synthetic networks considered here are represented by their adjacency

matrix G where the element 𝐺i,j is the weight of the link from node i

to node j. No self-loops are considered so 𝐺i,i = 0. The state matrices A

are obtained as follows 𝐴 = 𝐺 − �max(𝐺)𝐼. Even though this step is not
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[62]: Senoussaoui et al. (2014), ‘A Study

of the Cosine Distance-Based Mean Shift

for Telephone Speech Diarization’

necessary for this section, we decided to stabilize the synthetic networks

because we will translate the results to the controllability Gramian that

is originally defined for stable systems.

To compute the input signal 𝑢(𝑡) and simulate the controlled trajectories,

we solve the following minimization problem

Figure 4.3: Effect of the regularization

parameter 𝜌: We control an increasing

number 𝑠 of target nodes for different

values of 𝜌. Low errors are achieved in

the range 10
-8 < 𝜌 < 10

-2
. Outside that

range, the errors show an unexpected

behavior regarding the target size.

min

𝑢
𝐽𝜌 = (𝑦 𝑓 − 𝑦(𝑡 𝑓 ))𝑇 .(𝑦 𝑓 − 𝑦(𝑡 𝑓 )) + 𝜌

∫ 𝑡 𝑓

0

𝑢(𝑡).𝑢(𝑡)𝑇dt

s.t. 𝑥(0) = 𝑥0 ; ¤𝑥(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) ; 𝑦(𝑡) = 𝐶𝑥(𝑡)
(4.6)

where 𝜌 is a regularization parameter that permits to obtain results for

ill-posed problems (See Appendix for the detailed calculus). The solution

diverges for extreme values of 𝜌 (Fig.4.3). In the following, we fix 𝜌 = 10
-5

at the beginning of the local valley as a trade-off between energy and

precision.

We evaluated the performance of each control action by measuring the

cosine distance between the simulated and desired states or outputs at

the terminal time 𝑡 𝑓 defined as:

cosine distance 𝛿 = 1 −
𝑦(𝑡 𝑓 ).𝑦 𝑓

∥𝑦(𝑡 𝑓 )∥∥𝑦 𝑓 ∥
(4.7)

We selected this distance over the Euclidean one as it is bounded, compli-

ant with high dimension [62], and interpretable. It is 0 for two colinear

vectors, 1 if perpendicular, and 2 if colinear opposite.

Remark: We preferred this regularized control strategy over the classical

minimum energy control in which the Gramian is inverted as in theo-

rem.3.2.2 because it is known that this second fails [12] for a low number

of drivers and that is exactly the aspect we wanted to investigate. All the

simulations were done in MATLAB and the code is made available at

github.com/Inria-NERV/Network-Control

4.3 Results: Validation on synthetic networks

We show in this section the benefit of low-dimensional control using

extensive simulations on synthetic networks.

4.3.1 Low-dimensional control of synthetic networks: a

trade-off between precision and representativeness

To validate our framework, we tested it using the HMSW model. Examples

are depicted in Fig.4.4.a-c where we show the coefficients of Laplacian

eigenmaps. We generated 1000 realizations of the HMSW model of

size n = 256 and sampled final desired states from 𝑥 𝑓 ∼ N(� 𝑓 , 𝜎2

𝑓
).

We set 𝑥0 = 0 since controllability and reachability are equivalent for

stable linear systems [41, 63]

[41]: Lindmark (2018), ‘Minimum energy

control for complex networks’

[63]: Hallam (1981), ‘David G. Luen-

berger’
. First, we targeted the entire network using

different driver sets 𝑛𝑑=1,8, and 64 (Fig.4.4.d). Drivers were picked

as the most central nodes regarding betweenness centrality to ensure

homogeneous distances to the rest of the nodes as it is a crucial parameter

https://www.github.com/Inria-NERV/Network-Control
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[12]: Sun et al. (2013), ‘Controllability

Transition and Nonlocality in Network

Control’

[64]: Duan et al. (2022), ‘Prevalence and

scalable control of localized networks’

for controllability and control [12, 64]. In each condition, we simulated

the direct control of the states and that of the eigenmaps by varying

their number 𝑟 (Fig.4.4.d-e). Our first result is to highlight the trade-

off between the number of drivers 𝑛𝑑 and the output dimension 𝑟, or

number of controlled eigenmaps. We show that for low values of output

dimension 𝑟, we are able to precisely control the system and that a plateau

is reached after 𝑟 > 5𝑛𝑑 (Fig.4.4.d). This controllability transition was

already observed in the case of global controllability and is intrinsic to

the control problem [12]. We also observe that controlling all of the 𝑟 = 𝑛

eigenmaps is similar, in terms of control error, to controlling the states

since it is equivalent to a coordinate transformation [65]

[65]: Georges (1995), ‘The use of observ-

ability and controllability gramians or

functions for optimal sensor and actuator

location in finite-dimensional systems’
.

To simulate more realistic situations, we focused on the case of single-

driver control. On average, reducing the number of eigenmaps improved

the control precision in the eigenstate space but worsened the represen-

tativeness as measured by the cosine distance in the network state space

𝛿𝑥 = 1 − 𝑥(𝑡 𝑓 ).𝑥 𝑓
∥𝑥(𝑡 𝑓 )∥∥𝑥 𝑓 ∥ (Fig.4.4.e). These last results indicated that optimal

tradeoffs could be then explored considering unbiased indicators such

as the total error, pointing out that the optimal number of components

scales slowly with the network size. We used the built-in particle swarm

optimization (PSO) algorithm of MATLAB to find the trade-off points 𝑟∗.
Results suggested that the optimal trade-off point scales as 𝑟∗ ≈ 0.2739 𝑛

(𝑅2 = 0.9891; 𝑝 = 4.4961𝑒-05
) (Fig.4.4.e).

Lastly, we focused on the case where only subsets of the networks were

targeted. An increasing number 𝑠, of target nodes, was selected and we

Figure 4.4: Output control of Laplacian eigenmaps: a, b, Second and third Laplacian eigenvectors, indicated by node color, of one

realization of the HMSW network model. c, Second Laplacian eigenvector of a targeted subnetwork. d, Network average of cosine distance

for 4 driver sets 𝑛𝑑=1,8, and 64. Solid lines correspond to the control of the eigenmaps and dashed lines to the control of the states. e,

Network average of cosine distance for the low dimensional eigenstate and the high dimensional network state (see legend) when using

single drivers. Their sum is taken as an objective metric to find a trade-off between precision and representativeness. Optimum points 𝑟∗

are found by the Particle Swarm Optimization algorithm and shown in the inset for different network sizes. f, Network average of cosine

distance when increasing the size p of the targeted network. The black line corresponds to the direct control of target states and the

colored lines to the eigenmaps control.
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[32]: Casadei et al. (2018), ‘Controllabil-
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[33]: Casadei et al. (2020), ‘Model Reduc-

tion Based Approximation of the Output
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computed the eigenmaps of the target Laplacian (Fig.4.4.c). We simulated

the controlled trajectories using one single driver, the most central node

in the target (results showed similar trends with peripheral drivers). We

controlled the states of the target nodes (𝑟 = 𝑠) and their projections onto

𝑟 = 1, 5, and 50 eigenmaps. Results showed that increasing the size of the

targeted network does not affect the precision of the low-dimensional

control but rather its representativeness (Fig.4.4.f).

4.3.2 Laplacian eigenmaps: a good network output?

However, even if the eigenmaps are theoretically a good candidate output

for network control, is it suitable for different topologies, final states, and

is it better than other outputs?

We took inspiration from this work [32, 33], in which the authors use

the output controllability framework. However, our approaches are

conceptually different. They define clusters and consider their average

state in the goal of constructing a reduced model of the original network.

In other terms, they build a coarse-grained version of the network and

then study the properties of the reduced controllability Gramian. In our

work, we do not build reduced models of the network dynamics and

limit ourselves to the study of the output.

Figure 4.5: Average output control: The

network is partitioned into 𝑟 clusters. The

lines of the output matrix 𝐶𝑎𝑣𝑔 define

the clusters and contain the values 1/𝑁𝑖 ,
where 𝑁𝑖 is the number of nodes in the

cluster 𝑖.

Average cluster state control:

Let us define the average state output. Whereas 𝑟, the output dimen-

sion previously corresponded to the number of controlled projection

coefficients onto the most representative eigenmaps, now represents the

number of clusters into which the network is partitioned. The states of

the nodes of each cluster are averaged through the output matrix 𝐶𝑎𝑣𝑔

and we control the average output (Fig.4.5).

¤𝑥(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡)
𝑦𝑎𝑣𝑔 = 𝐶𝑎𝑣𝑔𝑥

(4.8)

In order to compare the two output candidates, we analyzed, on top of the

HMSW model, two classical synthetic network models: the Erdos-Reyni

random graph model [2]

[2]: Paul Erdos et al. (1959), ‘On random

graphs I’

and the Barabasi-Albert scale-free model [66]

[66]: Barabási et al. (1999), ‘Mean-field

theory for scale-free random networks’

.

In the case of the the HMSW model, the information about the clusters is

known a priori. However, for the two others, the partition is random.

We generated 1k realizations of the network models and controlled and

simulated the controlled trajectories for two different states: 𝜎 𝑓 = 0.1 and

𝜎 𝑓 = 10
3

(Fig.4.6).

Results showed that the final state rather than the underlying topology,

was a crucial factor determining the performance of the output control.

Indeed, error profiles seemed similar in the low dimension but drastically

different in the high dimension. In the easy condition where the final

state has low variance (𝜎 𝑓 = 0.1), the "Cluster average" strategy achieves

better representativeness than the "Eigenmaps" regardless of the topology

with the except for the single driver case. Additionally, the difference of

representativeness between the two outputs seemed to depend on the

topology, with biggest differences in the BA-SF model and the least in

the HMSW one.
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Taken together, these results suggested that it is difficult to say that one

output is better than the other in the absolute. However, "eigenmaps"

output could be preferred to better represent the network state over

the "Cluster average" output for final states with large dispersion. This

effect seemed to be emphasized as the number of drivers increased, and

as the networks became less modular and smaller in terms of network

diameter. Otherwise, for states with small dispersion, average output

was more representative, except for scale-free networks. In all cases, the

achieved precision of the low-dimensional output was consistently better

for eigenmaps and this point remains without explanation.

Remark: Fig.4.6 displayed some odd non monotonic curves of the cosine

distance. We do not have a clear and definite explanation for it. When

using the classical minimum energy control which involves the Gramian

inversion, we observed sharp but monotonic curves (not shown here).

This effect is thus proper to the regularized control strategy we use here.

Moreover, it seemed that the non-monotonic effect occurs at the point

where 𝑟 = 𝑛𝑑 (it is especially visible for 𝑛𝑑 = 8).
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Figure 4.6: Effect of topology and final desired state: Network average (100k realizations) of cosine distance: 𝛿 in the low-dimensional

output space and 𝛿𝑥 in the high-dimensional state space.
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4.4 Application: A low-dimensional

controllability metric

4.4.1 Projecting Gramians and accommodating dimension

Now that we demonstrated that eigenmaps projections constitute a

precise output to control in the low-dimensional space and that it well

represents the states in the high-dimensional space, we will show how

we use it to define a new well-defined controllability metric.

Two controllability metrics were introduced in section 3.3: Average and

worst-case controllability. These are both extracted from the control-

lability Gramian of the system but describe it from two extremities of

the dimensional prism. Average controllability is the sum of all the

Gramian eigenvalues so it will be dominated by the very first modes

because these latter usually have a range of several orders of magnitude.

Worst-case controllability offers a "high dimensional" description of it by

looking at the smallest eigenvalue but then, the dimension is too high,

and computation errors occur. With our framework, we build output

controllability Gramians that span a “continuum” of dimensions and

permit us to reconcile dimensionality and complexity. We propose to

project the single-driver controllability Gramians onto the first eigenmaps

of the target network and to acquire its worst-case controllability.

For a given driver and a given set of target nodes selected by 𝑆, the

classical target controllability Gramian is the 𝑠 × 𝑠 matrix W𝑆 = 𝑆W𝑆𝑇 .

We propose to project it onto the 𝑟 first Laplacian eigenmaps of the

targeted network:

Low-dimensional controllability metric �min(Weig)

Weig = 𝐶eig W𝐶eig
𝑇
, with 𝐶eig = 𝐻𝑟𝑉

𝑇𝑆 , where 𝐻𝑟 = [𝐼𝑟 0s-r].
It corresponds to a low-dimensional version of the worst-case control-

lability.

This way, we measure the worst-case controllability, �min(Weig), of a

lower-dimensional Gramian of size 𝑟×𝑟 and we ensure it is well-scaled

and positive.

Remark:

• We take 𝐻𝑟 = [𝐼𝑟 0s-r] here since there is no specific desired

final state. We rather want to capture the global topological

landscape of the targeted network that is better captured by the

first eigenmaps which correspond to the low spatial frequencies

or similarly high characteristic lengths [54]

[54]: Cui et al. (2019), ‘A Survey on Net-

work Embedding’

.

• If the low-dimensional controllability metric is evaluated at

its extremity, 𝑟 = 𝑠, it is then equivalent to the worst-case

controllability of the target network because of the similarity

of the two Gramians, Weig = 𝑉𝑇W𝑆𝑉 = 𝑉 -1 W𝑆𝑉 , and it is

known that two similar matrices have the same spectrum.
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4.4.2 Low-dimensional controllability: halfway between

average and worst-case controllability

Let us now demonstrate our metric in small toy model network.

Worst-case controllability is supposed to be the most reliable metric when

used to select the best driver nodes in a network [41, 67, 68]. However,

the computation of the smallest eigenvalues is subject to round-off errors

and numerical instabilities even for relatively small dimensions. On the

other hand, Average controllability, even though computationally stable,

does not capture the complexity of the network topology and is not

informative enough [69]. We built our metric to combine the benefits of

both metrics. Here is a showcase of its usage.

We consider a directed toy model network (Fig.4.7.a) composed of 6 core

target nodes (in black) to be controlled and 10 satellite potential drivers

(colored nodes). It is clear that driver 1 is a source and driver 10 is a sink. We

thus expect the considered metrics to capture that by assigning maximum

value to driver 1 and minimum value to driver 10. However, even in this

trivial case, average and worst-case controllability failed to rank them

accurately. The target network is not strongly connected, so we used the

symmetrized Laplacian definition and compute its eigenvectors, and

used them to project the Gramians. We can see the resulting metrics in the

table in Fig.4.7.b-d. Since some of the smallest Gramian eigenvalues are

negative, we will consider their absolute value. Average controllability

succeeded in identifying the worst driver (sink node 10) but not the

best (source node 1). Inversely, worst-case controllability successfully

identified the best driver 1 but not the worst driver 10. On the other

hand, for 𝑟 ≥ 3, Low-dimensional controllability accurately identified

both the source and the sink nodes. Additionally, driver 4 is also a "bad"

driver by construction, and unlike our metric, the classical worst-case

controllability is not able to capture it.

Moreover, the reason why average controllability selects node 5 as the best

Figure 4.7: Low-dimensional controllability of a toy model: a, Toy model Network. target nodes are in black and the potential drivers

are colored.b, c, d Magnitudes of the controllability metrics: Average, worst-case, and low-dimensional with 𝑟 = 5.
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driver is that it is the driver that has the biggest number of connections

with the target set.

4.5 Discussion

We emphasize, firstly, that even though most real-world networked

systems, such as the brain [70], have non-linear dynamics, linear systems

theory can still infer valuable and relevant insights [71]. However, optimal

control of network dynamics is not practically possible when just a few

nodes can be driven simultaneously due to the ill-conditioning of the

problem. The classical network controllability metrics also suffer from

this limitation. This motivated us to reduce the dimension of the targeted

networks by merging tools from linear output controllability theory with

the informative power of the network Laplacian.

4.5.1 Trade-offs in network and output control

Our framework allowed us to overcome the dimensionality-related

limitations and the numerical round-off errors by encapsulating the

mesoscopic topological information of the network in a low-dimensional

space and will hopefully pave the way to broader applications. First, we

demonstrated that output control of the network fails practically when

the ratio of the number of drivers over the output dimension is below

0.2, extending previous results found in the case of global controllability

[12]. At the same time, we showed that diminishing the number of

controlled eigenmaps improved accuracy but also on the other hand,

it diminishes the representativeness of the high dimensional network

state. The Laplacian eigenvectors unravel the network’s symmetries and

organizational scales going from the largest spatial length to the smallest,

even for complex and heterogeneous networks [49, 50, 61]. As we increase

the number of eigenmaps 𝑟, the desired target state will be represented

at finer and finer scales for all sorts of underlying topologies. However,

we are limited in practice by the number of drivers and the conditioning

of the problem. We suggested an objective way to choose the number

of eigenmaps by considering the trade-off between the precision of the

eigenstate control and the representativeness of the network state.

4.5.2 Laplacian eigenmaps: a good network output?

We listed several reasons for which we decided to use the Laplacian

eigenmaps as the network output: Its informative power about diffusion

[49, 61] and synchronization [72, 73] processes and its embedding power

[54, 74].

We decided to confront it to another standard output, the average state

output approach. Results indicated that the two approaches performed

differently depending on the dispersion of the final state. Notably, for

dispersed states, the eigenmaps were more representative of the network

state than the cluster average. We hypothesized that the effect was due to

the fact that we selectively chose to control the eigenmaps that are the

most representative of the high dimensional state. Indeed, the used output
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Figure 4.8: Laplacian eigenmaps as hybrid topologically and functionally informed output: a, b, Network average (100 realizations of

the HMSW model, 𝑛 = 256) of cosine distance in both the low and the high dimensions. We vary the dispersion 𝜎 𝑓 of the final state. Its

mean is fixed � 𝑓 = 1. We project the network state onto four different outputs of same dimension, 𝑟 = 64 (see legend) and used all the

nodes as drivers, 𝑛𝑑 = 𝑛 as, the goal is to investigate the representativennes of the outputs. Eigenmaps-asc. are the 𝑟 coefficients of the of

the eigenstate corresponding to the 𝑟 first (asc. stands for ascending order) Laplacian eigenvalues, whereas eigenmaps-ord. corresponds

to the 𝑟 most representative components (biggest magnitude). Regarding the clusters, "structural clusters" stands for the classical network

clusters as defined previously. The "functional clusters" corresponds to the case where we only regroup the nodes regarding their desired

final state. We simply ordered the values of 𝑥 𝑓 and then grouped them into 𝑟 groups that we called "functional clusters".

is then informed of the desired state unlike the clusters which was just

defined regarding the structure of the network. In order to confirm it we

decided to compare four different outputs in terms of representativeness

(Fig.4.8). First, intuitively we controlled the eigenmaps output without

selection of the components but rather recruited them in their natural

order that is by ascending order of the associated eigenvalues. This way

we had a Laplacian output that was not informed of the final state but

just reflects the topology. On the other hand, we decided to build an

average state output which depended entirely on the final state. To do

so, one aims at regrouping the nodes in 𝑟 groups in a way that will best

represent the final state. The task is easy and can be seen as a 𝐾-means

procedure in one dimension for 𝐾 = 𝑟. Then, the averaging output matrix

was built in the same way, but just with a different partition.

Results showed that the output approaches acted differently regarding

whether they are topologically informed ("eigenmaps-asc." and "struc-

tural clusters") or final state informed ("eigenmaps-ord." and "functional

clusters"). In the low-dimensional output space, final state informed

outputs captured the network state dispersion earlier than the topologi-

cally informed ones and achieved significantly better representativeness

in the high-dimensional space. More importantly, we observed that

"eigenmaps-asc." were equivalent to the "structural cluster" average and

that the "functional clusters" achieved the highest representativeness.

Taken together, our results do not suggest the superiority of Laplacian

eigenmaps over state-average. It rather demonstrated that eigenmaps

constitute a hybrid and flexible method which captures the topology

of the underlying network but can also be optimized to fit to specific

network states.
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4.5.3 Leveraging dimension for a more reliable metric

Building upon these findings, we used Laplacian eigenvectors to build

low-dimensional output Gramians and suggested a new controllability

metric. Indeed, classical controllability metrics have some pitfalls. Worst-

case controllability is supposed to be the most reliable metric when

used to select the best driver nodes in a network [41, 67, 68]. Although,

the computation of the smallest eigenvalues of large ill-conditioned

Gramians is subject to round-off errors. That is why, when examining

the single driver worst-case controllability, �min(W), of entire brain

networks, negative values appeared, and the overall distribution (2.5e-23

± 4.8e-23) [9] was not statistically different from zero [69, 75] making

this metric unusable to accurately measure global controllability [9].

On the other hand, average controllability, though computationally

stable, is questioned regarding the fact that it is not disentangled from

simpler network measures such as the node weighted-degree [69, 75, 76].

Originally it was suggested for unstable systems since its computation

is stable for singular Gramians [39]. Our metric, on the other hand, by

considering low-dimensional and better-conditioned Gramians, gives

numerically stable results and reliable predictions.

4.6 Conclusion

In this section, we introduced the Laplacian matrix that is a classical tool

in network science. The eigenmaps obtained by spectral decomposition

of the Laplacian are known to encapsulate the structural properties of

the network at multiple scales. We took advantage of the informative

power of the eigenmaps and used them as the control output to reduce

the network state to be controlled. We showed how reducing the output

dimension, which is number of controlled eigenmaps, permits a more

precise control, especially when a few driver nodes are controlled. Overall,

a trade-off, in terms of number of components, can be found when we

additionally consider the representativeness by the eigenstate of the

high-dimensional network state.

Building upon this, we used the eigenmaps as a basis to project large

controllability Gramians onto their lower-dimensional output versions.

This permits to reliably calculate their smallest eigenvalues and ultimately

obtain a reliable and representative controllability metric. We showed

its benefit compared to the classical metrics Using a small toy-model

directed network.

We show in the next section how we apply this new controllability metric

to a large dataset of structural brain networks and how it permitted us to

better characterize brain controllability.
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5.1 Materials & Methods

5.1.1 The UK-biobank dataset

It is a large-scale database (more than 500k individuals) containing

clinical, genetic, and imaging data (ukbiobank.ac.uk)[77]

[77]: Sudlow et al. (2015), ‘UK Biobank’

. We selected

the individuals who had both T-1 weighted and diffusion MRI and had

no known disease history. The resulting sample is composed of 6134

individuals. We rejected those who requested the withdrawal of their data.

We also gathered basic clinical data like sex (3112 females), age (46-82 at

the time of the MRI scans), and handedness (89% right-handed).

5.1.2 Neuroimaging data and structural connectome

extraction

Downloaded imaging data are already corrected and preprocessed

with the UK-biobank pipeline [78]

[78]: Alfaro-Almagro et al. (2018), ‘Image

processing and Quality Control for the

first 10,000 brain imaging datasets from

UK Biobank’

. For the processing, we computed

Tissue response and Fiber Orientation Distribution using multi-tissue

and multi-shell algorithms in MRtrix3 [79]

[79]: Tournier et al. (2019), ‘MRtrix3’

. T1 images were aligned to

an extracted mean b0 volume via the FLIRT function in FSL [80]

[80]: Jenkinson et al. (2012), ‘FSL’

. We

performed a 5-tissue type segmentation to compute the grey-white matter

interface. These were then used in MRtrix3 to compute an anatomically

constrained tractography with a cut-off of 0.1 and a density of 1M

streamlines (Fig.5.1.a,b). A density of 1M streamlines was shown to be

sufficient for reproducibility, especially in our case with more than 6k

brains.

Figure 5.1: Assignment to 9 large-scale functional networks of the brain regions of Schaefer200 parcellation: VIS = Visual, SMN =

Somatosensory network, DAN = Dorsal attention network, SVAN = Saliency and ventral attention network, LIM = Limbic network,

FPCN = Frontoparietal control network, DMN = Default mode network, TPJ = Temporoparietal junction, SUB = Subcortical regions

https://www.ukbiobank.ac.uk/
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For the parcellation, we decided to use, as in Ref.[11], the Schaefer atlas

[81] of 200 cortical parcels because this resolution was shown to achieve

high structural and functional representativeness[82]. Its regions are

already mapped to the 17 large-scale networks identified in Ref.[83]

that we regrouped in 8 as in Ref.[11]: VIS, SMN, DAN, SVAN, LIM,

FPCN, DMN, TPJ (Fig.5.1.d). The cortical atlas is complemented by the

14 subcortical regions of the FreeSurfer segmentation that form the target

network SUB. We refer the reader to the Appendix (table.1) for more

details on the brain regions.

The parcellation was transferred to the subject space using the T1 linear

co-registration and the UK-biobank warp field. It was finally dilated and

masked to be used in MRtrix3 along the SIFT[84] for the connectome

extraction. Fiber assignment was done with a radial search of 3mm and the

resulting connectomes were symmetric with a zero diagonal (Fig.5.1.c).

These parameters were optimized to extract precise connectomes while

remaining relatively fast due to the high number of subjects (>6k).

All data are available upon request from the UK-biobank and the pipeline

code is available at github.com/UKB-dwi-2-connectome.

The tractography pipeline was developed by Vincent Ledu. I participated

as a counselor/supervisor and ultimately held the calculations for the

whole cohort using the Paris Brain Institute computing facilities. The

tractography pipeline lasted between 2 and 3 hours per subject using 1

cpu. In total, around 6134 × 2.5 = 15𝑘 CPU hours of calculations were

needed to extract the connectomes for this healthy cohort.

5.2 Understanding brain controllability at the

nodal level

5.2.1 Leveraging dimensionality for better reliability:

Gramian projections

We recall that the Gramian criterion 3.2.1-iv states that the system

is controllable if and only if its Gramian is positive definite (all its

eigenvalues are strictly positive) [37].

Figure 5.2: Brain subnetworks eigen-

maps: a, 2nd eigenmap of: (top) VIS,

SMN, and (bottom) DAN, and DMN net-

works. The second eigenmap divides the

target network in two modules. b, 4 first

eigenmaps of the FPCN network.

For each brain region considered as a single driver, the corresponding

Gramian is computed and one can measure the worst-case controllabil-

ity, �min(W) (see section 3.3.3). However, its computation suffers from

numerical errors (see Discussion 4.5). Therefore, we suggested using

the Laplacian-based output control framework to build a metric that

combines reliability and computational stability.

We were specifically interested, as in a previous study [11], in character-

izing the controllability of the 9 aforementioned large-scale networks

(Fig.5.1.d). To do so, we computed the brain-specific and target-specific

Laplacians and their eigenmaps (Fig.5.2). Then we projected the presum-

ably ill-conditioned Gramians as explained (Weig = 𝐶eig W𝐶eig
𝑇
), and

measured their smallest eigenvalues. We show how our metric scales

with the number 𝑟 of selected eigenmaps (Fig.5.3). It is clear that there is

a limit, 𝑟 = 5, after which the metric starts having negative values like

the classical worst-case controllability (𝑟 = target size). This is coherent

https://github.com/Vince-LD/UKB-dwi-2-connectome
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Figure 5.3: Brain subnetworks controllability values: The values are divided in their positive and negative parts for different values of

the output dimension 𝑟

with results of previous section, with the controllability transition ratio

of (𝑛𝑑/𝑛 < 0.2) [12], and with literature specific to brain controllability

[69, 75, 76] [69]: Tu et al. (2018), ‘Warnings and

Caveats in Brain Controllability’

[75]: Suweis et al. (2019), ‘Brain control-

lability’

[76]: Stocker et al. (2023), ‘Network con-

trollability measures of subnetworks’

.

Subsequently, we will fix 𝑟 = 5 in the rest of the analysis to ensure that

the metric used is positive and that the Gramian criterion is respected

for all single drivers.

We stress here that if the goal is just to select the best drivers than higher

dimensions would have worked fine as well as the classical worst-case

controllability since we see that there were consistently a portion of the

drivers that had positive controllability values. However, we wanted to

design our low-dimensional controllability metric in such a way we could

compare all the drivers. This point is necessary for the next section.

5.2.2 Whole brain controllability and dependence to

nodal weighted degree

In order to further illustrate how our metric is a good alternative to

classical metrics, we analyzed the controllability of the entire network as

it was done in previous studies [69, 75, 76]. Indeed, it is in such context

that discrepancies of the classical metrics were observed, specifically the

strong dependence between average controllability and the weighted

degree also called strength. For each driver and each individual brain, we

gathered average, worst-case, and our low-dimensional controllability of

the entire network alongside with the nodal weighted degree (Fig.5.4).

Results confirm conclusions of previous literature: Firstly, that average

controllability is highly correlated on the weighted degree (𝑟 = 0.88),

and secondly, that worst-case controllability is nearly zero [69, 75, 76].

Moreover, low-dimensional controllability is well scaled and lays halfway

between them in terms of magnitude. But more importantly, like worst-

case controllability, it is disentangled from the weighted degree (low

correlation: 𝑟 = 0.241).
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Figure 5.4: Low-dimensional controllability of whole brain networks: a, Group-level average of brain controllability. The whole-brain

network is targeted and each node is taken as single driver. We measured average, low-dimensional (𝑟 = 5), and worst-case controllability

and show their values by the node size. Node color represents the system to which brain regions belong. b, Scatter plots and Pearson

correlation coefficients for nodal weighted degree and controllability values. One dot corresponds to one node among 𝑛 = 214 from one

of the 𝑁 = 6134 brain networks.

[11]: Menardi et al. (2022), ‘Maximizing

brain networks engagement via individ-

ualized connectome-wide target search’

5.2.3 Controllability and lateralization of brain systems

We measured the low-dimensional controllability of the 9 aforementioned

networked systems and computed a group-level average over the 6134

healthy brains of the UK-biobank dataset. In all the cases, not surprisingly

and as reported in Ref.[11], the best drivers were systematically inside the

target and controllability values of the nodes inside were in general two

orders of magnitude bigger than those outside the target (Fig.5.5.a).

As a further opportunity to test our metric we analyzed its lateralization

properties since most of brain systems have well characterized tendencies

to be predominant in one of the two hemispheres. Remark: We made

the hypothesis that the corresponding brain regions should have larger

controllability in the predominant hemisphere in order to support the

additional functional activity and cognitive load.

To do so, we quantified a lateralization index, 𝐿𝐼(𝑧) = 𝑧𝑅−𝑧𝐿
𝑧𝑅+𝑧𝐿 , of control-

lability for each of the 9 networks, by only considering the drivers inside

the targets. Since the networks can be already asymmetrically distributed

across the right and left hemispheres, 𝑧𝑅 and 𝑧𝐿 are the mean controlla-

bility values in each hemisphere. Results are shown in (Fig.5.5.b) when

using low-dimensional (𝑟 = 5), and classical worst-case controllability

(𝑟 = 𝑝). In 5 out of 9 networks, the two metrics were contradictory. The

lateralization effect was larger for the low-dimensional controllability

metric and was disentangled from the intrinsic asymmetry of brain

systems distribution in right and left hemispheres represented here by

the number of nodes (Fig.5.5.b). Moreover, worst-case controllability

was almost systematically lateralized toward the left hemisphere which



5.2 Understanding brain controllability at the nodal level 35

could be due to a structural bias in the metric or in its dependence on the

connectomes topology.

These results confirm the discrepancy of the classical approach since our

method is in line with the literature. Indeed, it is accepted that the VIS,

DAN, LIM, and TPJ present a rightward dominance whereas the SMN,

FPCN, and the DMN have a leftward dominance [85–89]

[85]: Agcaoglu et al. (2015), ‘Lateraliza-

tion of Resting State Networks and Rela-

tionship to Age and Gender’

[86]: Janssen et al. (2011), ‘Behavioral evi-

dence for left-hemisphere specialization

of motor planning’

[87]: Bartolomeo et al. (2019), ‘Hemi-

spheric lateralization of attention pro-

cesses in the human brain’

[88]: Sack et al. (2012), ‘Hemispheric Dif-

ferences within the Fronto-Parietal Net-

work Dynamics Underlying Spatial Im-

agery’

[89]: Devinsky (2000), ‘Right Cerebral

Hemisphere Dominance for a Sense of

Corporeal and Emotional Self’

.

Effect of gender, handedness, and age

For the categorical variables (sex and handedness), we conducted a 2

a 2-way ANOVA test for each subnetwork lateralization and corrected

the p-values for multiple testing using the Benjamini & Hochberg

procedure for controlling the false discovery rate (FDR) [90]

[90]: Benjamini et al. (1995), ‘Controlling

the False Discovery Rate’

. As for

the age we computed Spearman’s correlation coefficient (Table 5.1).

Results showed that only only one association was significant (

𝑝 = 0.0047): the lateralization of the visual system controllability

grouped by sex. The controllability of the visual system by its own

drivers was more lateralized toward the right hemisphere for the

male subjects than for the females.

Regarding the age, all correlation coefficients were negligible (𝜌𝑆 <
0.3) and in majority negative (less lateralized as age increases) except

for DAN, SVAN, and SUB systems that were positive. Even though

negligible, the TPJ had by far the highest correlation (𝜌𝑆 = −0.1703).

Figure 5.5: Low-dimensional controllability and lateralization of large-scale brain networks: a, Group-level average of single-driver

low-dimensional controllability (𝑟 = 5) for each of all 9 target networks. b, Means and standard deviations of lateralization index,

𝐿𝐼(𝑧) = 𝑧𝑅−𝑧𝐿
𝑧𝑅+𝑧𝐿 , measured only on the drivers inside the targets for worst-case controllability (𝑟 = 𝑝) and low-dimensional controllability

(𝑟 = 5) (see legend). As the networks are asymmetrical we also show the lateralization index for the number of nodes in right and left

hemispheres. A lateralization index of 1 (or -1) would represent the extreme case of right (or left) lateralization.
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Table 5.1: Adjusted p values from the 2-way ANOVA test for differences of the subnetwork

controllability lateralization regarding sex and handedness, and 𝜌𝑆 Spearman correlation

coefficients with the age.

2-way ANOVA: adj_p Spearman 𝜌𝑆
sex handedness age

VIS 0.0047 0.7720 -0.0337

SMN 0.2419 0.2419 -0.0193

DAN 0.9145 0.8577 0.0597

SVAN 0.2419 0.7720 0.0508

LIM 0.7720 0.7766 0.0076

FPCN 0.7768 0.2419 0.0070

DMN 0.7695 0.5929 -0.0223

TPJ 0.5644 0.7720 -0.1703

SUB 0.8577 0.9254 0.0168

5.2.4 Target brain controllability and distance metrics

These results were not merely due to the spatial proximity between the

driver and the target but rather to the presence of shorter paths enabling

a more efficient interaction. We correlated the previous low-dimensional

controllability measures to the associated distance between single drivers

and the targeted networks. We considered both spatial and network

distances that were calculated respectively as the sum of the shortest

paths and the euclidean distance to its composing nodes.

Pearson correlation tests were not significant (𝑅 < 0.3) for the spatial

distance (Fig.5.6). On the other hand, results showed a high negative

correlation between controllability and network distance indicating

that the presence of shortest paths is of paramount importance for

controllability. Similar conclusions were already held regarding the

Figure 5.6: Correlation of low-dimensional controllability with simpler metrics: a, Pearson correlation between low-dimensional

controllability and distances between drivers and targeted networks. We considered the distance to the targeted network as the sum of

the distances to its nodes. Topological (blue) refers to the network distance and spatial (red) to the Euclidean distance. b, Visualization of

the correlation coefficients and scatter plots for the most significant ones: the Visual network regarding topological distance and the

DAN regarding spatial distance.
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[64]: Duan et al. (2022), ‘Prevalence and

scalable control of localized networks’

dependence of controllability to network distance [12] [12]: Sun et al. (2013), ‘Controllability

Transition and Nonlocality in Network

Control’

and other metrics

like information distance and showed the importance of locality in

network control [64].

5.2.5 Stimulation sites for Large-scale networks activation

From the perspective of future potential brain stimulation, we here refine

the results by only keeping the best pairs of drivers and comparing them

to the literature. It is important to remember that controllability is proper

and different for each individual brain network and that there exists

a large inter-subject variability. However, we were rather interested in

testing if a group-level average over a large dataset of healthy individuals

would highlight the traditional stimulation sites.

Recently, Menardi and colleagues [11] conducted an extensive in silico

study in search of the drivers that maximize the engagement of these

same large-scale networks (except the temporoparietal junction TPJ).

Our results are not comparable since they considered a customized

simulation-based metric for their selection. However, they also dressed a

list of the traditional sites employed in transcranial magnetic stimulation

for each large-scale network. We selected here the pairs of best drivers in

the group-level average (Fig.5.7). So even if each structural connectome

is unique and the best sites can thus differ, we expect some overlap

between the group-level average and the traditional sites. Regarding the

visual network, our result suggested the best driver is in the extra-striate

superior cortex. In accordance with the literature, the second-best is in

the striate calcarine cortex. For the SMN, our best-predicted driver was

also a traditional site (primary cortex M1). Similarly, when targeting the

Figure 5.7: Pairs of best drivers according to the low-dimensional controllability metric (𝑟 = 5) for each of the aforementioned large-scale

networks. Selected best drivers had the 2 highest controllability in the group-level average. Parcel names correspond to the Schaefer200

atlas. Abbreviations: ExtStriSup = extra-striate superior; StriCal = striate calcarine; SomMot = somatomotor; SPL = superior parietal

lobule; PostC = post central; FrMed = frontal medial; TempPole = temporal pole; OFC = orbital frontal cortex; PFCl = lateral prefrontal

cortex; IPS = intraparietal sulcus; PFCd = dorsal prefrontal cortex; PFCm = medial prefrontal cortex; TempPar = temporal parietal.
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[91]: Donaldson et al. (2015), ‘Noninva-

sive stimulation of the temporoparietal

junction’

DAN, our method also spotted a traditional site, the superior parietal

lobule (SPL). No overlap was found for the SVAN and the LIM network.

As for the FPCN, our best-driver prediction, the prefrontal cortex (PFC)

is also known as a traditional site. Our second-best prediction for the

DMN, the medial prefrontal cortex is a traditional stimulation site as well.

Finally, for the TPJ, no traditional site is known because of inter-individual

variation in location and structure and the low number of studies [91].

5.2.6 Conclusion

In the previous section, we simulated state transition between fixed initial

and final states using a regularized control strategy. However, here, our

goal was to characterize the controllability of single nodes in a general

sense. That is why we used metrics based on the controllability Gramian

which is known to summarize the energetic landscape of the network

state space.

We applied classical metrics: Average and worst-case controllability, and

our low-dimensional version of the worst-case controllability to a large

dataset of structural brain connectivity networks. The dataset is relatively

large (N>6k) and for that reason, we assumed that small errors resulting

from the construction of individual structural connectomes would cancel

out when looking at group-level average results. We first explained that

we fixed the dimension of smaller Laplacian-based output Gramians

to 𝑟 = 5 beyond which the metric started to be ill-posed since it gave

negative values for some drivers like worst-case controllability. Then we

showed by measuring whole-brain controllability that our metric was not

as dependent on the node strength as average controllability. For these

two reasons, our metric can be qualified as being a trade-off between

the stability of average controllability and the representativeness of the

worst-case controllability.

We took advantage of the well-known lateralization properties of large-

scale functional brain networks to check the validity of our metric. We

measured a lateralization index for each network and each subject and

the group-level results were in line with literature, unlike worst-case

controllability. we also showed that low-dimensional controllability was

negatively correlated with network distance rather than spatial distance,

especially for the visual system and temporoparietal junction. Finally,

low-dimensional controllability is subject-specific but at the group-level

average, it pointed out plausible drivers that were overlapping with

traditional stimulation sites used in TMS.
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Figure 6.1: Effect of target size on con-

trollability: Figure and legend adapted

from [43] under the Creative Commons’

license: "The plot shows how the log of

the maximum control energy changes

with target node fraction, 𝑝/𝑛. The num-

ber of drivers 𝑛𝑑 is varied for networks

with the following properties: 𝑛 = 500;

𝛾𝑖 𝑛 = 𝛾𝑜𝑢𝑡 = 3.0; 𝑘𝑎𝑣 = 5.0. "

Until this point of the dissertation, we were only interested in the

controllability of a fixed network or a subnetwork by different nodes

taken as single drivers. It is well-known that the "dual" problem of

controllability is observability which refers to the ability of observing,

estimating, or reconstructing the states 𝑥 from the output 𝑦. However, let

us not consider here the "dual" problem, but one that could be qualified

as "reciprocal". For a given fixed driver node, how well can different

targeted networks be controlled by it?

6.1 Theoretical considerations: controllability

and target size

Indeed, if we fix one node D as single driver and measure its control-

lability for two different target sets 𝑆1 and 𝑆2, are the obtained values

comparable? Can we say that 𝑆1 can be better controlled from D than 𝑆2

or inversely?

This question cannot be answered trivially. Indeed, as other parameters

such as the number of drivers 𝑛𝑑, or the terminal time 𝑡 𝑓 , the size 𝑠

of the targeted network (noted 𝑝 in Fig.6.1) is also a crucial scaling

parameter of the control energy obtained by the Gramian [43]

[43]: Klickstein et al. (2017), ‘Energy scal-

ing of targeted optimal control of com-

plex networks’

. Indeed,

the worst-case controllability is basically the inverse of the maximum

control energy. Moreover, Fig.6.1 shows that the scaling becomes sharper

as one decreases the number of drivers.

Therefore, regarding our initial question it is legitimate to consider that the

worst-case controllability measures of target sets 𝑆1 and 𝑆2 of different

sizes 𝑠1 ≠ 𝑠2 are not comparable. In other terms, the controllability

measure is mostly dominated by the target size. This is no longer an

issue when using our framework since all the targets are projected onto

a lower-dimensional space of same dimension 𝑟 = 5. Ultimately, it is as if

our low-dimensional controllability metric could serve as a normalized

measure. Of course, this only holds when the target network size is larger

than the output dimension 𝑠 > 𝑟.

Significance statement

The fact that Gramian controllability metrics are mostly dominated

by the number of drivers 𝑛𝑑 and the target set size 𝑠 is the main

limitation preventing the study of mutual controllability properties

of heterogeneous networks.

By considering low-dimensional projections of single-driver Gramians

we suppress this effect and we can, for the first time, study the

mutual influence of brain functional systems from a controllability

perspective.
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6.2 System-level controllability in the human

brain and cognitive control

It is important to remember that these controllability results are derived

from a group average and differ at the individual level. However, the

macro-organization of the brain in functional systems that support

cognition is relatively stable in healthy connectomes [92, 93]

[92]: Wang et al. (2017), ‘Brain network

eigenmodes provide a robust and com-

pact representation of the structural con-

nectome in health and disease’

[93]: Gollo (), ‘Mapping how local per-

turbations influence systems-level brain

dynamics’

and mapping

their mutual influence in terms of controllability is still an open question

in neuroscience.

To fill this qualitative knowledge gap, we regrouped the results of the

previous section and averaged them over the systems. This produces,

for each subject, a meta graph in which a link i to j represents the

controllability of the target system j by the drivers of the system i (Fig.6.2).

We do not show the SUB network here for visualization purposes as it was

a giant hub and we were more interested in cortico-cortical interactions.

Figure 6.2: Group-level average and standard deviation of brain systems controllability. a, Mean and standard deviation of the meta-links

of system-level controllability. b, c, Adjacency matrix and network visualization of the mean meta-graph. Self-loops are omitted here for

clarity.
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[101]: Pardi et al. (2023), ‘Probing top-

down information in neocortical layer 1’

[102]: Schroeder et al. (2023), ‘Inhibitory

top-down projections from zona incerta

mediate neocortical memory’

[96]: Raichle et al. (2001), ‘A default mode

of brain function’

Among the largest links, the DAN was best controlled in descending

order by the visual network, the somatosensory network, and the tem-

poroparietal junction (Fig.6.1.a). This result could imply that the brain

wiring facilitates the integration of primary stimuli and their relay to

the attentional network DAN for further processing. The DAN, in turn,

controls best the FPCN and the DMN that interact together during

higher order cognitive tasks like language or motor control [94–98] [94]: Uddin et al. (2008), ‘Functional con-

nectivity of default mode network com-

ponents’

[95]: Maillet et al. (2019), ‘Large-scale net-

work interactions involved in dividing

attention between the external environ-

ment and internal thoughts to pursue

two distinct goals’

[96]: Raichle et al. (2001), ‘A default mode

of brain function’

[97]: Parks et al. (2013), ‘Brain Connectiv-

ity and Visual Attention’

[98]: Corbetta et al. (2002), ‘Control of

goal-directed and stimulus-driven atten-

tion in the brain’

.

This supports the hypothesis that network controllability theory can be

informative of cognitive control [99]

[99]: Medaglia et al. (2017), ‘Brain and

cognitive reserve’

.

The mutual controllability between the visual network and the DAN

was highly asymmetrical in favor of the visual system driving the DAN

(Fig.6.1.b.c). The DAN is engaged when humans direct their attention in

a visual scene. Such process is called "top-down control". On the other

hand, the visual system influences the DAN in return when a sharp

or odd stimulus occurs to relocate attention in the visual scene. Such

a process is called "bottom-up" control. The results suggested that the

"bottom-up" control is more facilitated by the brain’s structural wiring

than the "top-down" control. This is consistent with conclusions from

Ref.[100]

[100]: Dĳkstra et al. (2017), ‘Distinct Top-

down and Bottom-up Brain Connectivity

During Visual Perception and Imagery’

that showed that the increase in effective connectivity between

the DAN and the VIS was higher during imagery than during visual

perception. Seen from a control perspective, a higher coupling means

higher activity and energy consumption, and that converges towards our

observation. Moreover, this structural asymmetry could also be related to

the hypothesis that the mammalian brain evolved to efficiently respond

to danger and threat for survival. From this point of view, "bottom-up"

communication has to be efficient for quick response to threats whereas

"top-down" control is a process that happens a posteriori to integrate the

bottom-up signals and implement conditioning and memory [101, 102].

Remark: We observe two poles in (Fig.6.2.c). The first one, on the

right, is composed of the VIS, SMN, and TPJ. These three networks are

engaged in the processing of primary stimuli and information. They

all send information to the DAN, which acts as a control tower for

dividing attention. On the other hand, three other networks: the FPCN,

the DMN, and the LIM networks seemed to be densely connected.

These networks are engaged in higher-order tasks like decision-making,

language, imagination, and emotional processing [96].

Remark: Sex-related differences in controllability Lastly, in almost

every meta-link between systems, we observed significantly higher

controllability values for males. We did not however, find a definite topo-

logical substrate for it. The main difference that we observed between

male and female connectomes was in the number of tracts. Females

had an average denser connectomes (tot.tracts
female = 7.3672𝑒 + 05 >

tot.tracts
male = 7.2955𝑒 + 05, 𝑝 < 10

−12
). That corresponds to a rel-

ative difference of almost 1%. This effect is mostly due to the inter-

hemispheric connections that were from far more abundant in females

(RL-tracts
female = 3.0438𝑒 + 04 > RL-tracts

male = 2.6462𝑒 + 04, relative

difference of almost 15%, 𝑝 < 10
−126

). We did not conduct further analysis

to explain this sex-related difference.
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[103]: Abu-Akel et al. (2011), ‘Neu-

roanatomical and neurochemical bases

of theory of mind’

[98]: Corbetta et al. (2002), ‘Control of

goal-directed and stimulus-driven atten-

tion in the brain’

6.3 Inferring neural control directionality from

undirected structural connectomes

Figure 6.3: Scatter plot of average driver-

ness and targetness of brain systems

From the results of the previous section, we observed certain tendencies

(Fig.6.1.a). For example, the visual system was a recurrent driver in the

largest meta-links. Similarly, the SMN and TPJ, were recurrent targets

in the weakest meta-links. In order to capture the phenomenon, we

decided to analyze the in and out weighted degree of the controllability

meta-graph (Fig.6.3).

System-level driverness and targetness

For a given controllability meta-graph, we can define

• Driverness: as the sum of outgoing controllability meta-links.

• Targetness: as the sum of ingoing controllability meta-links.

• Total contribution= driverness + targetness (out+in).

• driver-target asymmetry= driverness - targetness (out-in).

We computed these metrics for each of the 𝑁 = 6134 subjects. Results

showed a substantial heterogeneity in the overall controllability profiles

of the systems. In terms of total controllability (out+in), the subcortical

system (SUB) acted as a major hub capable of controlling and being

controlled as compared to the other systems. The saliency and ventral

attention network (SVAN) was instead the least involved in the overall

controllability dynamics (Fig.6.4.b). By looking at the controllability

unbalance (out-in), the temporoparietal junction TPJ, as well as the

primary visual (VIS) and sensorimotor (SMN) systems, exhibited a

significantly higher tendency to control rather than being controlled,

while the opposite tendency occurred for the other cognitive-related

systems (e.g., the frontoparietal control network FPCN, the default mode

network DMN, and dorsal attention network DAN) (Fig.6.4.c).

Neuroanatomical and functional interpretation

These results are highly consistent with functional and cognitive roles

associated with these large-scale functional brain networks. Indeed, the

visual system and the somatosensory areas had the highest driving

propensities since they are the gates to the world that receive and relay

external stimuli (Fig.6.4.c). They were followed by the TPJ which is known

to be a hub of integration and processing of both internal and external

sensory information to then relay it to attentional networks [103]. The

TPJ and the SVAN interact together when odd stimuli are received like

loud noises or surprising events and can interrupt ongoing tasks [98].

These notes convey a neuroanatomical interpretation and explanation for

how the structural connectome topology facilitates the driving tendency

of these systems. Similarly, the FPCN, DMN, and DAN had a propensity

to be controlled easily and act as target networks. The DAN acts as a

cognitive switch, or as the brain’s lenses that works in cooperation with

other networks and directs or divides the mind’s attention [95]. In other

terms, it is constantly solicited by other networks which explains its

higher targetness. The FPCN and DMN were also classified as "target"

systems. These systems constitute the main brain control networks. They
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Figure 6.4: a, (top) Parcellation into 9 large-scale networks defined in [83], (bottom) group-level average controllability meta-graph. b, c ,

Mean and standard deviation of the total contribution and the driver-target asymmetry. They respectively correspond to the sum and

difference of driverness and targetness for each system. d, e, f, same as a, b, c, reproduced with a finer parcellation into 18 networks also

defined in [83].

[95]: Maillet et al. (2019), ‘Large-scale net-

work interactions involved in dividing

attention between the external environ-

ment and internal thoughts to pursue

two distinct goals’

[96]: Raichle et al. (2001), ‘A default mode

of brain function’

counterbalance each other between rest and goal-oriented tasks [95, 96].

Even if they are both responsible for higher-order cognitive tasks, they

engage differently though. The FPCN integrates external and internal

information for rational or rule-based tasks. It is called the "external

mind". However, the DMN is engaged in semantic processing, internal

thoughts, and imagination and cooperated with the limbic (LIM) system

for emotional processing [95, 96]. These considerations are in line with the

results since we observe that the FPCN, DMN, and LIM networks form a

cluster in the average controllability meta-graph (Fig.6.2.c). Specifically,

we observe that the limbic (LIM) system strongly controls the DMN (8th

meta-link) confirming their cooperation for emotional processing as well

as an equal mutual controllability between DMN and FPCN. The fact that

these networks were classified as "targets" is in line with their function

since they integrate information coming from the rest of the networks to

reflect, take decisions and imagine.
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Effect of gender, handedness, and age

As for the lateralization of controllability, we investigated the potential

effects of sex, handedness, and age on the total contribution. We used

the same analysis: 2-way ANOVA, corrected for FDR, for sex and

handedness, and Spearman’s correlation for age (Table 6.1).

Gender had a surprisingly significant effect in almost all the subnet-

works except DAN, SVAN, and SUB. Total controllability of brain

subsystems was higher in the male population.

No effect was found for the handedness even though the smallest

p-value is associated with the SMN. But the effect is negligible (non

adjusted p-value, 𝑝 = 0.2277).

Regarding age, All correlations were negligible (𝜌𝑆 < 0.3) and negative

except for VIS and LIM. As for the lateralization properties, the

controllability of the TPJ was the most correlated to age (𝜌𝑆 = 0.1497).

Results showed that overall men had higher controllability values

than women, handedness had no effect, and that there was a loss of

controllability in most aged subjects.

Table 6.1: Adjusted p values from the 2-way ANOVA test for differences of the subnetwork

total contribution regarding sex and handedness, and 𝜌𝑆 Spearman correlation coefficients

with the age.

2-way ANOVA: adj_p Spearman 𝜌𝑆
sex handedness age

VIS 0.0004 0.9984 0.0485

SMN 0.0044 0.4554 -0.0708

DAN 0.0152 0.9984 -0.0575

SVAN 0.8270 0.7313 -0.0785

LIM 0.0028 0.9984 0.0070

FPCN 0.0032 0.7313 -0.0398

DMN 0.0022 0.9984 -0.0693

TPJ 0.0065 0.7313 -0.1497

SUB 0.3934 0.9984 -0.0592

Figure 6.5: 4 views of the parcellation

into 18 functional networks

Retest with a finer parcellation

Obviously, these conclusions depend on the way we define the network

systems. In order to retest the results, we conducted the same analysis

using a finer parcellation into 18 networks (17 cortical networks defined in

[83] + SUB). Basically, each of the previously defined functional large-scale

networks is in turn subdivided into 2 or 3 subnetworks.

Results were highly consistent with the first analysis (Fig.6.4.d,e,f). We

still observed strong meta-links from the VIS networks driving the DAN-

A. The subcortical regions, the visual system, and the motor regions

were still the most contributing networks, followed by LIM, DMN, and

FPCN in the middle, and SVAN and TPJ were the least contributing

ones (Fig.6.4.e). Regarding the driver-target asymmetry, results were also

similar for the most driving networks (VIS and SMN) but less evident for

the target systems, even though DMN and FPCN were still in majority

tending to act as "targets".
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[104]: Seguin et al. (2019), ‘Inferring neu-

ral signalling directionality from undi-

rected structural connectomes’

[105]: Bassignana et al. (2022), ‘The im-

pact of aging on human brain network

target controllability’

6.4 Comparison to network communication

model

Results showed that brain large-scale networks could be characterized

by their targetness and driverness. These notions can be bridged to the

concept of send-receive communication asymmetry proposed by a recent

study in which they captured whether a subsystem tends to send or

receive information [104]. Indeed, our results, as a previous controllability

study [105], showed that the SMN was a hard system to control, and It

was also the system with the highest propensity to send information

[104] (Fig.6.6.b). In addition, the DAN, LIM, FPCN, and DMN tended

to be receivers in the same way our results suggested they were better

targets (Fig.6.4.c).

In summary, the driver-target asymmetry, which captured to what extent

large-scale functional networks could control or be controlled, seemed in

line with conclusions drawn from a network communication model that

classified them as senders and receivers [104]. This comparison confirms

that even though network control theory and communication models

are conceptually distinct, they are intertwined and more efforts should

be done to integrate them in order to study brain networks dynamics

[106]

[106]: Srivastava et al. (2020), ‘Models

of communication and control for brain

networks’

.
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Figure 6.6: Figure and caption reproduced from [104] under the license Creative Commons. "Send-receive asymmetry of cortical

subsystems under navigation (𝑁 = 360at 15% connection density). a, Projection of 𝑀 = 7 distributed resting-state networks onto

the cortical surface (top) and send-receive asymmetry matrix under navigation (bottom). 𝐴 matrix element 𝐴(𝑖 , 𝑗) > 0 denotes that

communication occurs more efficiently from 𝑖 to 𝑗 than from 𝑗 to 𝑖. Send-receive asymmetry values that did not survive multiple

comparison correction were suppressed and appear as white cells. For ease of visualization and without loss of information (since

𝐴(𝑖 , 𝑗) = 𝐴(𝑗 , 𝑖)), negative values were omitted. b, Resting-state networks ranked by propensity to send (top) or receive (bottom)

information. Dashed vertical lines indicate a significant bias towards outgoing (orange) and incoming (blue) communication efficiency. c,

d Same as a, b, but for 𝑀 = 22 spatially contiguous cortical subsystems. Numbers listed next to module names identify corresponding

rows and columns in the asymmetry matrix"

https://creativecommons.org/licenses/by/4.0/
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6.5 Conclusion: overview on the application of

low-dimensional controllability to structural

connectomes and originality of the results

After introducing our framework of low-dimensional controllability and

validation with synthetic networks and a directed toy model, we applied

it to brain structural connectivity data.

Our results were organized in two folds. The first is the direct application

of low-dimensional controllability with single drivers and the interpre-

tation of the results. we demonstrated why we fixed the dimension of

the low-dimensional Laplacian eigenspaces to 𝑟 = 5 after which the

metric starts behaving poorly. We then computed the controllability of

every single driver for 9 functionally relevant large-scale networks. Since

these networks have well-known lateralization properties, we quantified

a lateralization index of the controllability of each network by its com-

posing nodes. Results showed that the lateralization of low-dimensional

controllability was in line with experimental results.

The second fold of our results was to integrate the controllability of

single drivers at the system-level. The main assumption we made here

was that the controllability of a targeted network by a group of other

nodes could be approximated by the mean controllability of those nodes

as taken as single drivers. And this was only possible because of two

aspects of our framework. The first is that our metric of low-dimensional

controllability is well-defined and positive for all single drivers so that

we can regroup them in systems. Secondly, our metric was derived from

projected controllability Gramians of single drivers, that shared the same

output dimension, or number of used eigenmaps, 𝑟 = 5. By doing so we

eliminated both effects of the target set size and the number of nodes

and could characterize, in isolation, the controllability of heterogeneous

networks. Thus, we could integrate the controllability at the level of

functional brain subsystems and interpret our results from a cognitive

point of view. Notably, we constructed a meta-graph of system-level

controllability and observed that the visual system had a particularly

high capacity to drive most systems. From a cognitive perspective, our

results reflected most evident pathways such as the transfer of information

from the sensory-related areas: VIS, SMN, and TPJ to the DAN which

in turn could easily control and be controlled by the cognitive control

networks: the FPCN and the DMN.

Ultimately, we analyzed the roles played by each functional network

in the controllability meta-graph in terms of out-going and in-going

degree which we called driverness and targetness. Results suggested that

primary functional networks tended to be drivers whereas higher-order

networks like FPCN and DMN tended to act as targets. Our conclusions

were highly consistent with those of a previous study derived from a

network communication model. This last point was highly promising

regarding the integration of network control theory and communication

models, paving the way for future work in that direction.
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This section covers another study, which was conducted as a side project,

and which does not relate directly to network controllability.

Study motivation and outline

The project emerged from a collaboration with two neuroscientists:

Paolo Bartolomeo and Brigitte Charlotte Kaufmann who work on

white matter fiber systems and were interested in hemispheric domi-

nance and lateralization of brain subsystems. The main question is

whether there is one brain hemisphere that dominates the other in

terms of network centrality. That is why we decided to apply the

framework of Eigenvector centrality competition and share our results

with them for further discussion and interpretation and prepare a

publication. We studied hemispheric differences at multiple levels: the

level of the hemispheres, the cognitive subsystems, and the individual

brain parcels.

Even though it is not directly related to controllability, the study of brain

hemispheric differences of other network metrics can help understand

the topological substrate that leads to the lateralization of controllability.

We also analyzed more in detail the differences related to gender since it

had a significant effect on controllability.

7.1 Context: Competition for centrality between

the right and the left hemispheres in the

human brain

In 1861, Paul Broca showed that the language center in the brain is located

in the left hemisphere and the specific area was named after him. The

principle of functional lateralization was then well-established thanks to

functional connectivity studies [107, 108]

[107]: Gotts et al. (2013), ‘Two distinct

forms of functional lateralization in the

human brain’

[108]: Karolis et al. (2019), ‘The architec-

ture of functional lateralisation and its

relationship to callosal connectivity in

the human brain’

. Other cognitive functions like

attentional processes depend on how the activity is distributed across the

right and left hemispheres and the physiological substrates of this balance

are still weakly known. Thus, the two hemispheres can be modeled as

two agents that cooperate and compete to handle the cognitive load.

Building upon this hypothesis, authors of Ref.[109]

[109]: Martínez et al. (2018), ‘Role of inter-

hemispheric connections in functional

brain networks’

used eigenvector cen-

trality (EC) to analyze EEG-based functional brain connectivity networks

to capture the role and centrality of right and left hemispheres modeled

as two cooperating agents which compete for centrality. They, notably

showed that inter-hemispheric connections play an important role in the

degree of centrality asymmetry between the two hemispheres.

The mathematical foundation of this framework was introduced to

model to understand the dynamics in play in networks of networks

(NoN) where subnetworks are considered as agents that interact through
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[110]: Aguirre et al. (2013), ‘Successful

strategies for competing networks’

[111]: Cammoun et al. (2012), ‘Mapping

the human connectome at multiple scales

with diffusion spectrum MRI’

[81]: Schaefer et al. (2018), ‘Local-Global

Parcellation of the Human Cerebral Cor-

tex from Intrinsic Functional Connectiv-

ity MRI’

[112]: Yan et al. (2023), Homotopic local-
global parcellation of the human cerebral cor-
tex from resting-state functional connectivity

the underlying topology like cliques in social networks [110]. The case

of 2 sub-networks detailed: the dominance of one over the other results

from the inner topology of each one and the degree of inequality is then

regulated by the connector nodes. It has been shown semi-empirically

that a central-central (C-C) connection strategy results in most balancing

configurations (reducing the two networks centrality gap), whereas

a peripheral-peripheral (P-P) strategy leads to the most inequitable

centrality distribution [109, 110].

7.2 Materials & Methods

We used the same data from the previous chapter on controllability: 6134

healthy individuals of the UK-biobank. We define in this section the

network centrality that we used and explain the modeling choices that

were made.

7.2.1 Symmetrical and multi-scale brain parcellation

We used structural connectomes but projected into a different brain

parcellation. We decided to use the Lausanne2008 atlas [111] for two

reasons. The first is that it is a symmetrical atlas which is a crucial

aspect since the goal is to study hemispheric connectivity differences. The

second, is that it permits to obtain a mapping of brain connectivity at 5

different scales (Fig.7.1). We thought that this aspect was indeed valuable

in terms of robustness since one can compare the results at different

scales and test their stability. The Schaefer atlas [81] used previously

is also multi-scale. It has 10 different scales (from 100 to 1k nodes) but

it is not symmetrical. Later on, in 2023, the same authors released a

symmetrical version with homotopic regions [112] but it was already too

late for us to include it in our pipeline. However, it could be interesting

to use this latter in future work.

The multi-scale Lausanne2008 parcellation is symmetrical (in terms of

number of nodes per hemisphere) for all scales except the 3
𝑟𝑑

. Indeed,

Figure 7.1: The multi-scale Lausanne2008 brain parcellation: (top) Adjacency matrices. (bottom) Node size represents the strength.
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[113]: Desikan et al. (2006), ‘An auto-

mated labeling system for subdividing

the human cerebral cortex on MRI scans

into gyral based regions of interest’

[114]: Janelle et al. (2022), ‘Superior Lon-

gitudinal Fasciculus’

[115]: Vaquero et al. (2021), ‘Arcuate fas-

ciculus architecture is associated with

individual differences in pre-attentive

detection of unpredicted music changes’

[116]: Hickok et al. (2007), ‘The cortical

organization of speech processing’

[117]: Smith et al. (2004), ‘Advances in

functional and structural MR image anal-

ysis and implementation as FSL’

[118]: Rojkova et al. (2016), ‘Atlasing the

frontal lobe connections and their vari-

ability due to age and education’

[119]: Alves et al. (2019), ‘An improved

neuroanatomical model of the default-

mode network reconciles previous neu-

roimaging and neuropathological find-

ings’

𝑛 = 219 is odd and the right hemisphere has one more node than

the left. The first scale corresponds to the Desikan-Killyani atlas with

34 homotopic brain regions (see Appendix: Table.2) [113]. All scales

are complemented with the brain stem and 14 homotopic subcortical

structure which act as relays for the white matter fibers and are not

accounted in the analysis of hemispheric differences.

7.2.2 Definition of fiber systems of interest: hemispheric

dominance at the system level

The goal of this sub-project is to study hemispheric differences. We will

answer the question in a multi-level fashion. The first two levels are

evident: the first is the hemisphere level and the second is the nodal level.

Since it is known that cognition is supported by inter-connected regions

that form distinct networks with specific roles, we decided to incorporate

a mesoscopic level corresponding to the subsystems. However, contrary

to the previous sections where we focused on interconnected gray matter

regions, for this study we were particularly interested in the white

matter fiber structures. Specifically, we focused on two fiber systems: The

Superior Longitudinal Fasciculus (SLF) and the Arcuate Fasciculus (AF)

(Fig.7.2).

These two fiber systems were chosen because there is a large consensus

about their function and lateralization properties. SLF is composed

of three distinct bundles: SLF-I, SLF-II, SLF-III that are part of the

longitudinal association fiber system, which lays connections between

the frontal lobe and other areas of the ipsilateral hemisphere. It is known

to regulate the focus of attention in spatial orientation and to be right-

lateralized [114]. On the other hand, the AF is a three-branch pathway:

the long (AF-long), anterior (AF-ant.), and posterior (AF-post.) segments,

that support the processing and integration of auditory stimuli [115]

but also integrate motor regions and language regions like Broca’s and

Wernicke’s areas to support speech [116]. Notably, a left-ward asymmetry

was reported for linguistic information processing and a rightward

asymmetry for musical ones [115, 116].

7.2.3 Identification of network nodes that are part of fiber

systems

The credit for this specific part goes to Brigitte Charlotte Kaufmann. As

stated before, the departing point of this side project is the white matter

rather than the gray matter. Mostly because our collaborators, Paolo

Bartolomeo and Brigitte Charlotte Kaufmann, are experts in the white

matter fiber structures, their segmentation, and functions.

For each scale, we used Tractotron to identify the parcels that are con-

nected by means of the respective white-matter fiber tracts. To do so, the

cortical parcels were co-registered to the MNI152 template using FSL [117].

They are then mapped onto the tractography reconstructions of white mat-

ter pathways obtained from a group of healthy controls [118] using Trac-

totron and the BCBtoolkit [119] (http://www.toolkit.bcblab.com/).

Tractotron provides the probability of connection, i.e. the probability

http://www.toolkit.bcblab.com/
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Figure 7.2: a, Figure and caption reproduced from [114] under the Creative Commons Attribution License (CC BY): "In vivo fiber

tractography of the right SLF I (pink), SLF II (green), and SLF III (blue). A three-dimensional reconstruction of the three segments of the

SLF is displayed at the left of the figure. The coronal sections of it (A, B, and C) are represented on the right. The dorso-ventral as well as

medio-lateral localization of each sub-segment can be visualized on the coronal planes." b, Figure and caption reproduced from [115]

under the Creative Commons Attribution-NonCommercial-No Derivatives License (CC BY NC ND): "Arcuate fasciculus dissection

examples. Dissections of three participants are displayed on top of a T1-weighted template. MNI coordinates are provided. Red fibers

correspond to the Long or direct segment, green fibers are the Anterior segment, and yellow fibers belong to the Posterior segment".

Abbreviations: L, left hemisphere."

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
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[120]: Thiebaut de Schotten et al. (2014),

‘Damage to white matter pathways in

subacute and chronic spatial neglect’

[121]: Latora et al. (2001), ‘Efficient Behav-

ior of Small-World Networks’

[122]: Newman (2006), ‘Finding com-

munity structure in networks using the

eigenvectors of matrices’

[123]: Rodrigues (2019), ‘Network Cen-

trality’

of a parcel being part of a white-matter tract [120]. All parcels with a

probability of >50% were considered to belong to a white-matter tract,

i.e. above a probability of 50% a parcel is more likely to belong than not

belonging to a white-matter tract.

7.2.4 Comparison of the two hemispheres with global

measures

Since our goal is to compare the brain hemispheres at multiple levels, we

decided to compute two global measures for the two subnetworks taken

separately and only considering their own topologies.

Global efficiency:

It informs on the efficiency of information exchange. It is computed as

the average of the inverse shortest path length, and is inversely related to

the characteristic path length [121].

𝐸 =
1

𝑛(𝑛 − 1)
∑
𝑖≠𝑗

1

𝑑𝑖 𝑗
, (7.1)

where 𝑑𝑖 𝑗 contains the shortest distance between nodes 𝑖 and 𝑗. We

computed it using the "efficiency_wei" function of the BCT toolbox

[56].

Modularity:

This metric quantifies to what extent the network is wired in a way that

maximizes the within-group edges while minimizing the between-group

edges [122]. We also computed it with the BCT toolbox [56] with the

function "modularity_und".

see refs.[121, 122] for the formulas and details.

7.2.5 Network centrality: which metric for studying

hemispheric differences?

Let us focus on the case of undirected networks and define the centralities

that will be considered in this section. We note 𝐴 the adjacency matrix of

the network where 𝐴𝑖 𝑗 contains the weight of the link between nodes 𝑖

and 𝑗. The following definitions and Fig.7.3 are picked from Ref.[123].

Degree centrality / Strength:

Degree centrality, or weighted degree (in weighted networks) also called

strength is the simplest measure of node importance. It is defined as the

sum of the weighted links attached to a node. It is obtained by summing

over the rows or columns of 𝐴.

𝑠𝑖 =
𝑛∑
𝑗=1

𝐴𝑖 𝑗 (7.2)

where 𝑛 is the number of nodes in the network. The strength is intuitive

but is a local measure that only captures the direct neighborhood of a

node.

Eigenvector centrality:

Unlike degree centrality, eigenvector centrality (EC), which is the scope of



54 7 Hemispheric differences and competition for centrality in brain networks

[124]: Zuo et al. (2012), ‘Network central-

ity in the human functional connectome’

this section, is a global metric that takes the entire network into account.

It is defined in terms of the neighborhood of each node. It assumes that a

node is important if it is linked to other important nodes. If 𝑥 denotes

the eigenvector centrality then the importance of a node 𝑖 is

𝑥𝑖 =
1

�

𝑛∑
𝑘=1

𝐴𝑘,𝑖𝑥𝑘 , (7.3)

where � ≠ 0 is a constant. This equation can be rewritten in matrix

form:

�𝑥 = 𝐴𝑥. (7.4)

The "importance" of node 𝑖 is then defined by the left-hand eigenvector

of the adjacency matrix 𝐴 associated with the eigenvalue �. That is why

this measure is called eigenvector centrality. � is chosen as the largest

eigenvalue of 𝐴 (see Ref.[123] for definitions and details about the other

centralities shown in Fig.7.3. we can appreciate how nodes with same

degree have different EC (Fig.7.3.a,e). Also, for degree centrality, most

"important" nodes were located in the periphery of the network which is

not the case anymore when considering EC.

More importantly, from the 6 metrics displayed in Fig.7.3, EC is the

only one that clearly highlighted a difference between the two modules

composing the toy model network. It was shown for functional brain

networks that each centrality measure captures different aspects of

the connectivity [124]. For the specific goal of quantifying network

competition, EC seemed the most appropriate [109, 110].

Figure 7.3: Figure reproduced from [123] with permission of the rights holder, Springer Nature: Comparison of centrality measures:

a, degree centrality. b, k-core. c, closeness centrality. d, betweenness centrality e, eigenvector centrality. f, accessibility. The size and

darkness of each node are proportional to its centrality measure.
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7.2.6 Localization effect and Nonbacktracking centrality

The EC is designed to be distinctively different from degree/strength

when there are some high-degree nodes connected to many low-degree

others. Therefore, it will not be distinctively different from the degree

in regular graphs or in core-periphery structures in which high-degree

nodes tend to be connected to each other.

Figure 7.4: Figure reproduced from [125]

with permission of the rights holder,

American Physical Society : Localization

of eigenvector centrality. a, Eigenvector

centrality. a, Nonbackrtacking centrality

On the other hand, in some cases, EC can behave completely differently

from strength and be driven by the presence of extreme connectivity

patterns. Such an effect was first observed by authors of Ref.[125]

[125]: Martin et al. (2014), ‘Localization

and centrality in networks’

when

the presence of a giant hub was completely driving the behavior of the

metric (Fig.7.4.a). The effect was called localization. It is not desirable

to quantify the "importance" of the nodes and is due to the ping-pong

network walks between the hub and its direct neighbors.

In order to avoid localization, the authors introduced an alternative to

the EC which they called the "Nonbacktracking centrality" (NBT). To

calculate it one has to introduce the Hashimoto or nonbacktracking

matrix 𝐵 [126]

[126]: Hashimoto (1989), ‘Zeta Functions

of Finite Graphs and Representations of

p-Adic Groups’

. It is a 2𝑚 × 2𝑚 matrix, where 𝑚 is the number of links

where each row and each column correspond to the directed link 𝑖 → 𝑗.

The matrix element 𝐵𝑘→𝑙 ,𝑖→𝑗 is equal to one if edge 𝑖 → 𝑗 points into the

same vertex that edge 𝑘 → 𝑙 points out of and edges 𝑖 → 𝑗 and 𝑘 → 𝑙

are not pointing in opposite directions between the same pair of vertices,

and zero otherwise. If we note 𝑣 the leading eigenvector of 𝐵, then the

NBT of a node 𝑗 is defined as:

𝑥 𝑗 =
∑
𝑖

𝐴𝑖 𝑗𝑣𝑖→𝑗 (7.5)

The NBT centrality proposed by Ref.[125] rectifies the problem, giving

values similar to the standard eigenvector centrality in cases where

the latter is well behaved, but avoiding localization in cases where the

standard measure fails (Fig.7.4.b).

We tested it with the brain networks and we observed the same result

(Fig.7.5). In order to approximate the proportion of connectomes for

Figure 7.5: a, b, c Strength, EC, and NBT represented by node size for one representative connectome, at scale 𝑛 = 219, for which EC is

localized. d, e Scatter plots of the two centralities with the strength.
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which EC is localized, we used the criterion introduced in [125] for power-

law networks. This criterion fixes a localization threshold that works for

power-law networks that are large enough. If

√
𝑘ℎ𝑢𝑏 > <𝑘2>

<𝑘> , then the

leading eigenvector of 𝐴 will be dominated by the hub. Brain structural

networks do not exactly follow a power-law (Fig.7.6) but they are sparse

(especially in higher scales here) and that highly accentuates localization

as well [125]. Nonetheless, we used the criterion and estimated that,

already for the smallest scale, EC would be localized for 67.92% of the

connectomes (Fig.7.6).

Figure 7.6: Criterion to detect localiza-

tion explained in [125]. (top) Degree

distribution of all the 6k connectomes.

(bottom) Scatter plot of the dispersion

index of the strength and the square root

of the hub strength.

Strictly speaking, the competition between subnetworks, was established

with EC [110] and was successfully applied to EEG-based functional

connectivity networks [109]. However, we showed that EC failed in

practice when applied to the structural data because of the localization

effect. The main difference is the sparsity of structural connectomes

compared to functional ones. On the other hand, NBT is supposed to

behave like EC but we make the hypothesis that it is suitable to apply the

competition framework. Taking all these considerations into account we

decided to use NBT rather than EC even if it is strongly correlated with

the strength (𝑟 = 0.8683 , 𝑝 = 5.3834𝑒 − 68) (Fig.7.5.e).

7.2.7 Using network null-models to rectify hemispheric

asymmetry

As stated before, even though the Lausanne2008 atlas is composed of

homotopic regions, there is still some asymmetries to take into account.

The first one is at the hemisphere level, for the scale 𝑛 = 219, the right

hemisphere has one more node. The second asymmetry is at the system

level since the fibers of interest have different volumes and shapes, and

thus, did not connect the same number of nodes in the right and left

hemispheres (Fig.7.7). The third level, the parcel level, also involves

asymmetries at the higher scales. Each homotopic parcel of the Desikan-

Killyani atlas (scale 𝑛 = 68) is subdivided in a certain number of nodes

in higher scales that is not equal in right and left hemispheres.

Figure 7.7: Size of the different fiber sys-

tems in left and right hemispheres for the

scale 5. We count the number of nodes

that have a probability higher than 50%

to be traversed by the corresponding fiber

system.

To rectify these asymmetries, we decided null-models. By generating

100 surrogate networks, for each connectome, we can derive surrogate

metrics. Ultimately, we normalize the brain metrics by the averages of

the surrogate metrics. This procedure solves all the aforementioned

asymmetries.

Choice of the null-model

We tested two null-models based on links shuffling: the first conserves the

strength sequence of the nodes while the second only conserves the degree

sequence. They were computed respectively using functions "null_-

model_und_sign" and "randmio_und_connected" of the BCT toolbox

[56]. As strength and NBT are very highly correlated (Fig.7.5.e), the

null-model preserving strength was too constraining in the sense that

NBT of the surrogate networks was almost the as the NBT of the original

brain networks (Fig.7.8.d,e,f). Using it as null-model would completely

cancel out the topological features of each individual connectome. That is

why we chose to normalize the results by the surrogate metrics obtained

from the degree preserving null-model (Fig.7.8.g,h,i).
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7.2.8 Effect of sex, handedness, and age

As in the controllability section, we used n-way ANOVA and Spearman

correlation coefficient. Although, since all Spearman correlations were

negligible, we decided to test the effect of the age differently with an

additional factor which we noted age-4. We regrouped the participants

in 4 categories in function of the percentiles of the age distribution to

have equal groups (-1/4-tile, median, 3/4-tile). This additional factor was

added to the sex and handedness and we carried a 3-way ANOVA.

Figure 7.8: Effect of the null models on the strength and NBT: a, Adjacency matrix of a representative connectome at scale 𝑛 = 219. b, c

realizations of the null-models preserving strength and degree respectively. d, e, f, Scatter plots of the degree, strength, and NBT of the

original network and the null-model preserving strength. g, h, i, same as d, e, f, with the null-model preserving degree.
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7.3 Results

For all scales and all participants, we measured local measures, strength

and NBT centralities using the entire network. Then we disconnected

the two hemispheres and measured separately their global efficiency

and modularity. Alongside we carried the same calculations for 100

realizations of the degree-preserving null-model. Finally, we normalized

all metrics by their homologous average in the surrogate networks.

Results were analyzed at the three levels introduced earlier going from

the most general (or macro) to the most specific (or micro)

7.3.1 Structural brain asymmetry at the hemispheric level

Results showed that all metrics were slightly lateralized (lateralization

index < 2%). Firstly, lateralization of the global measures were in line

with literature: the right hemisphere was on average more efficient [127]

whereas the left one had higher modularity [128] (Fig.7.9.c,d,e). We also

observed that brain networks became less efficient than random networks

when increasing network sampling resolution (Table.7.1). However,

modularity of brain networks was consistently higher than random

networks and monotonically increased when considering higher scales.

Secondly, strength and NBT presented a clear leftward asymmetry except

for scale 3 (Fig.7.9.a,b,e). This exception is maybe due to the fact that it

is the only scale for which the number of nodes was not equal in right

and left hemispheres. This result is consistent with the literature since it

was already demonstrated using diffusion tensor imaging that the left

Figure 7.9: Structural brain asymmetries at the hemisphere level: a, b Strength and NBT centralities. Metrics are normalized using

surrogate networks than aggreagated by summing over hemispheres. e Summary of lateralization indices for the 4 metrics in all the 5

scales.
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hemisphere showed a higher density and connectivity of white matter

tracts [129].

Table 7.1: Group-level average of normalized efficiency and modularity for left and right

brain hemispheres separated.

Efficiency

𝐸

𝐸𝑛𝑢𝑙𝑙
Modularity

𝑄

𝑄𝑛𝑢𝑙𝑙

LEFT RIGHT LEFT RIGHT

scale 1 1.5108 1.5234 1.6827 1.6662

scale 2 1.3700 1.3256 2.3867 2.3887

scale 3 1.1426 1.2216 2.9883 2.8812

scale 4 1.0277 1.0560 3.5434 3.4874

scale 5 0.8970 0.9015 4.2009 4.1648

Effect of gender

No significant association was observed for sex at the hemispheric level.

Effect of handedness

On the other hand, the 3-way ANOVA showed a significant effect of

handedness on NBT for scale 5. Aggregated NBT had more pronounced

leftward lateralization in right-handed participants. This effect could be

due to the motor regions (to be discussed later).

Effect of age

For all metrics, the effect of age was negligible in both ways: ANOVA and

Spearman (|𝜌𝑆 | < 0.1). Nevertheless, all negative correlation coefficients

indicated that NBT centrality was lateralization was shifting leftward in

older participants.

Table 7.2: Adjusted p-values of the 3-way ANOVA of NBT lateralization. They are com-

plemented by the Spearman correlation coefficients between the NBT lateralization and

age.

3-way ANOVA: adj_p Spearman 𝜌𝑆
sex handedness age-4 age

scale 1 1.5574 3.2034 2.7418 -0.0264

scale 2 1.5574 0.9872 1.5574 -0.0551

scale 3 2.7418 1.5574 1.5574 -0.0811

scale 4 2.7418 0.0548 2.7418 -0.0754

scale 5 1.3663 0.0100 2.7418 -0.0459

7.3.2 Structural brain asymmetry at the fiber system level

Similarly to the previous section, we integrated here the normalized NBT

centrality at the level of 6 fiber systems: Af-ant., Af-long., Af-post., SLF-I,

SLF-II, and SLF-III.

Results showed that SLF pathways presented a rightward asymmetry

in majority whereas AF segments were more dominant in the left hemi-

sphere (Fig.7.10.a). However, results were not consistent across scales for

AF-long and SLF-II.

Effect of gender, handedness, and age

An effect of sex was observed for the SLF-II. (Table.7.10.b). Males had

fibers that accumulated more centrality in the right hemisphere than the

females.
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Figure 7.10: Structural brain asymmetries at the fiber systems level: a, Summary of lateralization indices for the NBT centrality for the 6

fiber systems in all the 5 scales.. b, Results of the 2-way ANOVA of NBT centrality lateralization grouped by sex and handedness for all 5

scales. P-values are adjusted using the false discovery rate procedure introduced in [90]. Horizental lines represent the significance levels

0.05 and 0.01.
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3-way ANOVA analysis revealed associations between handedness and

lateralization of centrality in SLF-I and SLF-II (Fig.7.10.b). lateralization

of NBT centrality was higher for left-handed participants meaning that it

was more lateralized to the right.

As previously, no significant effect was observed for the age using Spear-

man correlation (Table.7.3). And the results of the ANOVA regarding

age were not consistent across scales.

Table 7.3: Spearman correlation coefficients between age and lateralization of aggregated

normalized NBT centrality.

Spearman 𝜌𝑆
AF-ant. AF-long AF-post. SLF-I SLF-II SLF-III

scale 1 -0.0303 -0.0865 -0.0473 -0.0177 0.0180 0.0145

scale 2 -0.0132 -0.0112 -0.0148 -0.0086 0.0250 0.0250

scale 3 0.0191 -0.0384 0.0084 0.0011 0.0433 0.0296

scale 4 -0.0432 -0.0482 -0.0148 -0.0270 0.0372 0.0244

scale 5 -0.0387 -0.0925 -0.0304 -0.0118 0.0200 0.0234

7.3.3 Structural brain asymmetry at the node level

We now inspect lateralization properties of the NBT centrality at the

smallest level of the study: the level of the brain parcels that correspond

to the nodes of the 1st scale (Desikan-Killyani parcellation (Table 2)).

Overall, lateralization of most of brain parcels was stable and consis-

tent across the different scales. We took into account the degree of

lateralization and consistency across scales to order them (Fig.7.11).

Among the most left lateralized regions we can list: the bank of the

Superior Temporal sulcus, the lateral orbitofrontal cortex, the entorhinal

cortex, the cuneus, the pericalcarine, the supramarginal gyrus, and the

superior temporal sulcus.

The most right-lateralized regions in terms of NBT centrality were: the

frontal pole, the rostral middle frontal, the precuneus, the fusiform, the

lingual, and the precentral gyri.

Effect of gender, handedness, and age

After adjusting for multiple testing none of the associations were sig-

nificant except for the effect of sex on the lateralization of the superior

temporal sulcus and the effect of handedness on the precentral gyrus.

However, some associations were more significant than the rest.
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Figure 7.11: Structural brain asymmetries at the parcel level: Group-level average of lateralization indices. For scale 1 the calculation is

trivial. for higher scales 𝑧𝑅 and 𝑧𝐿 represent the average value across the sub-parcels.
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Figure 7.12: Effects of sex, handedness, and age on structural brain asymmetries at the parcel level with NBT centrality.
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7.4 Discussion

Node centrality reflects its functional role?

We decided to use nonbacktracking (NBT) centrality as a proxy for

Eigenvector centrality (EC) because this second failed in practice because

of the localization effect. Moreover, these two metrics were preferred

to the classic strength centrality because by construction EC and NBT

take into account the neighboring of a node and encapsulate a dynamic

component that is simply not grasped by the strength. However, as

discussed later on, strength showed age-related changes that were not

present when analyzing NBT.

Figure 7.13: Effect of network scale: Pear-

son correlation coefficients of parcels cen-

trality between scales.

Effect of network scale

We carried out a multi-resolution analysis of centrality in brain networks.

Results were not always consistent across the scales sometimes show-

ing opposite lateralization properties or different dependencies to the

studied co-factors (sex, handedness, and age). We computed correlation

coefficients of brain parcel centralities across the different scales (Fig.7.13).

Correlation tests showed that close scales were more correlated between

them. Results of scales 1 and 2 were similar and the same conclusion held

for scales 4 and 5. Centrality obtained from scale 3 was less correlated

with the rest. These considerations indicate that the resolution at which

we sample the structural connectivity of brain networks has a significant

effect on the results. For that reason, the analysis of connectivity at

multiple scales should increase the robustness of our results since we

retained the effects that were consistent in at least 3 scales over 5.

Hemispheric differences in connectivity support cognitive

specialization and lateralization

Overall, we observed higher lateralization indices at the individual

parcel level than when considering the meso and macro levels of the

fibers and hemispheres. This suggested that brain regions are differently

specialized in the right and left hemispheres and support different

functional processes. The same conclusion holds at the fiber systems

level. When integrating the results at the whole brain level, the left

hemisphere seemed more dominant, but this effect is mostly due to the

fact that it is in general more densely connected which supports the idea

that the left hemisphere is more engaged than the right in higher-order

cognitive tasks like memory and language [129].

We also computed global measures: efficiency and modularity. The

reason we did this was to have a sort of validity check since there exists

literature on the subject. In Ref.[127], authors showed a higher efficiency

for the right hemisphere in structural networks while Ref.[128] showed

higher modularity of the left hemisphere but in functional networks. Our

Results confirmed these findings in a large-scale dataset of structural

connectomes.

ANOVA on 6k participants revealed effects of sex, handed-

ness and age

Of course, each connectome is unique and has its own specificity and

these are only group-level average tendencies. Notably, we observed

that connectomes of right-handed participants were on average more

biased to the left hemisphere. We confirmed later on by the inspection of
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lateralization of individual nodes that this effect was mostly due to the

precentral gyrus.

At the mesoscopic level of the fiber systems, results also revealed an

effect of sex. SLF-I, and SLF-II also showed a dependency on handedness

which is certainly due to the fact that they both were connected to the

precentral gyrus. But they also were dependent on sex, especially the

SLF-II. This effect was probably due to the fact that the SLF-II included

the superior temporal sulcus which was more biased to the left for males

as highlighted by the node level analysis.

There was no significant effect for the age. However, by inspecting the

same lateralization properties of the strength centrality we observed

significant differences that were due to age (see Appendix, Fig.1). The

superior temporal sulcus and the rostral anterior cingulate cortex were

the most affected by age. The fact that strength centrality was more

sensitive to age than NBT is not surprising. Indeed, as stated before, each

centrality highlights different aspects of the connectome. Strength is more

sensitive to local changes at the parcel level because NBT is defined by

the neighboring of each node. Moreover, a previous study already came

to the conclusion that strength was more affected by age than eigenvector

centrality (here NBT) [124].

Nevertheless, the findings obtained from the lateralization of strength at

the nodal level were in line with the literature. Pardo et.al [130] shows the

most age-related metabolic dysfunctions and correlated with cognitive

decline. Regarding the superior temporal sulcus (STS), two studies, one

for deaf participants, and the other for participants attained from autism,

showed age-related changes in the intrinsic function of this specific brain

region. To our knowledge, no prior study showed the age-related changes

in connectivity affecting the STS in healthy participants. Specifically, older

participants had a bias toward the left hemisphere potentially indicating

a stronger decline of the right STS. A previous study did report though,

a significant left bias of cortical thickness and surface of the STS with

increasing age in a large-scale meta-analysis including 17,141 healthy

participants [131].

Comparison of structural connectivity with morphological

features: cortical thickness and surface

We computed a lateralization index of strength and NBT centrality for

each brain parcel of the Desikan-Killyani atlas. To our knowledge, most

previous studies on connectivity lateralization studied functional net-

works or were focused on specific brain regions. Two studies performed a

voxel-wise study of structural cortical asymmetries using morphological

features: volume, thickness, and surface of brain parcels. One included

101 healthy participants [132] ( Fig.7.14.a,b,c) while the other performed

a meta-analysis on several datasets including 17,141 healthy participants

[131] (Fig.7.14.d,e). The question of how cortical thickness and surface

of gray matter relate to white fiber connectivity is an open question in

neuroscience. When confronting our results with the conclusions of these

studies, there seemed to be no link between strength/NBT and cortical

thickness. However, striking similarities were observed with the cortical

surface (Fig.1, Fig.7.11, Fig.7.14.e). Notably, the 8 most left lateralized

regions for strength/NBT were also biased to the left for cortical surface.

In the same way, the 9 most right-lateralized regions for strength/NBT,
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except the fusiform, were also biased to the right hemisphere for the

cortical surface.

Figure 7.14: a,b,c) are reproduced from [132] with permission of the rights holder, John Wiley and Sons. d,e) are reproduced from [131]

with permission from right holders, National Academy of Science. Asymmetries of cortical volume, thickness, and surface: Group-level

average of lateralization indices for different morphological metrics.
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7.5 Conclusion

We were interested to know in this section whether there was one brain

hemisphere that was dominating the other from a structural perspective.

We answered the question by analyzing an alternative to eigenvector

centrality: Nonbacktracking centrality. We calculated it for more than 6k

participants alongside strength centrality and efficiency and modularity

of both hemispheres.

By integrating the results at the hemispheric level, it seemed that there was

leftward bias of centrality that reflected the fact that the left hemisphere

simply has a denser white matter architecture. The left hemisphere was

also more modular while the right hemisphere had a higher efficiency.

These findings are in line with current knowledge of the brain: the

right hemisphere is the gate that perceives the outside world and is in

charge of spatial attention while the left hemisphere is more engaged

during introspection and supports higher-order tasks like language and

imagination.

We integrated the results at the level of six fiber systems: the three

pathways of the Superior Longitudinal Fasciculus (SLF) and the three

pathways of the Arcuate Fasciculus (AF). Results showed that the SLF

branches accumulated more centrality in the right hemisphere while AF

did more in the left one. These findings were in line with the role of

SLF in spatial attention processing which is known to be dominant in

the right hemisphere. In the same way, AF tracts are known to support

language and speech processing that is biased to the left hemisphere.

These lateralization properties emerged from the fact that individual

homotopic brain parcels were asymmetrically connected, and thus had

different centralities, in the left and right hemispheres since they serve dif-

ferent functions. We unraveled the effect of handedness on the centrality

of the precentral gyrus that was more leftward biased for right-handed

participants. We could see this effect at both the fiber and the hemisphere

level. In addition, we showed that Superior Temporal Sulscus (STS) was

one of the brain regions that changed the most according to sex and age.

It was more lateralized to the left hemisphere for males than females.

The analysis of strength lateralization showed a decline in connectivity

of the right STS.

All in all, we confirmed that the left hemisphere is more interconnected,

that the functional specialization of each hemisphere was reflected at

the fiber system, and that this resulted from asymmetrical connectivity

properties of homotopic regions.
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This piece of work summarizes the main deepened directions and results obtained during this PhD project.

We take advantage here to describe the hidden part of the iceberg and explain the steps and reasonings that

led us to this final work.

Outline of the motivations and directions

The research started with an intensive review of the literature of course, but also, since I come from

engineering, by getting familiar with all known ways to select driver nodes in networks and trying out the

available codes. We commuted graph maximum matchings, extracted spanning cacti, tried Kalman and

PBH criteria, and calculated controllability Gramians. Overall, from this phase, we retained that maximum

matchings and spanning cacti only work with directed and sparse networks and that Kalman, PBH, and

Gramian-based metrics were obsolete even for medium-sized networks (n>20).

An important guiding motivation was that we were not only interested in selecting driver nodes in a network

but actually controlling it, to steer it to a desired final state. This led us to exploit existing code from Jennifer

Stiso, who recently obtained her Ph.D. in brain network dynamics and control under the supervision of

Danielle Basset. The code was used to derive the optimal input that would steer the states of selected target

nodes to a desired state. In other terms, it was the solution to the target control problem. We used that

code in simple simulations with small toy models and chain networks and came to the conclusion that in

general, one driver node could only control five target nodes with reasonable precision which was in line

with previous literature. Another guiding motivation we had was that our goal was to deepen the framework

of single-driver network controllability and control. For that reason, we decided to adopt the output control

approach and got inspired by the work of Casadei et.al (2020) in which they aggregated the targeted network

by clusters and controlled their average state. Stiso’s code was obsolete at this point since it only controlled

the states of target nodes. We built our own solution for the output control problem and made the code

available.

Output control of the network eigenmaps: a hybrid solution

At that moment we were able to control any output of the considered networks but which one to choose.

Casadei et.al (2020) decided to reduce the network to supernodes representing the average of the clusters

which seemed intuitive and easily interpretable. We decided instead, to take advantage of the network

Laplacian. Its eigenvectors, called eigenmaps, are a classical tool in network science that constitute a

topologically informed basis to embed states or signals defined on the network. This way, our framework of

network control had two building blocks: the first was the output control from control theory and the second

was Laplacian eigenmaps from network science. We evaluated the control precision using our framework

and came to the same conclusion that one single driver could only control five components, which were

projections of the network state into five selected eigenmaps. We evaluated the representativeness of this

reduction technique and compared it to supernodes representing the average states of predefined clusters

in synthetic networks. Our method was better when used with few drivers and/or with very dispersed

desired states. Furthermore, we used this rule of thumb of: “one driver for five controlled components” to

build a metric for characterizing the controllability of targeted network eigenmaps by single drivers. Our

metric proved more reliable than classical ones and could not only spot the best drivers but also provide

a full ranking of the drivers’ controllability. To summarize, if one asks if it is better to use the supernodes

average approach or the Laplacian eigenmaps one, the answer would depend on the usage case. If the final

state has a high dispersion, then it would be better captured by the eigenmaps. In states with low dispersion,

eigenmaps were still more representative when only one driver was used. This advantage is merely due to

the flexibility in the choice of the eigenmaps that best represent the final state. We also showed that choosing

the supernodes to best fit the final state was the best solution in terms of representativeness. In general,

when considering controllability metrics there is no specific final state to be fitted. We saw that in that case,

the eigenmaps are equivalent to the supernodes in representativeness. However, one still has to define the
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supernodes which means partitioning the network into five clusters. It is possible and, in that case, the

two methods would be equivalent. Still partitioning algorithms could fail in practice if no clear structure

exists. And a large part of the clustering techniques is already using the Laplacian. We showed with this

piece of work that we can skip that part and directly use the eigenmaps as a projection basis for the output

controllability Gramian.

Low-dimensional controllability of structural brain networks

Another strength of the project was the application of the method in a large dataset of healthy participants

(N>6k) that would cancel out noise in the imaging data, or individual extreme variations. The choice of the

Schaefer200 parcellation constituted another strength of the application since its regions were mapped to

functionally relevant large-scale networks. We confirmed previous criticism of average controllability stating

that it is too much dependent on node strength (r>0.8). We also confirmed that worst-case controllability was

very small and negative for more than half of the nodes. Low-dimensional controllability was positive, scaled

between 10-15 and 10-5, and was as correlated to strength as worst-case controllability. The analysis of the

controllability of the 9 functional networks was in line with the literature in terms of lateralization properties

and offered new insights into the least known networks. When aggregated at the group level, our results

overlapped with traditional stimulation sites that are experimentally consensual.

One point that could be ameliorated here is concerning the analysis of lateralization properties of the

considered functional networks in terms of controllability. The main hypothesis was that if a network is

experimentally and functionally dominant in one brain hemisphere, is it reasonable to suppose that it should

be more easily controllable from that same hemisphere? This is debatable. One argument in favor is the

propensity of the brain to minimize the neural communication costs which would happen through the most

controllable (lowest energy consumption). An argument against our hypothesis is that if previous studies

observed increased BOLD signals or “activity” in the dominant hemisphere, then that would mean higher

energy consumption and, thus lower controllability. Another point, that is debatable is the effect of the

intrinsic asymmetry of the functional networks. As we explained, they were, for some, not composed of the

same number of nodes in the right and left hemispheres which is why we considered the mean values to

calculate the lateralization indices. Still, we could not quantify the effect of size asymmetry and disentangle it

from the lateralization of controllability.

Integration of controllability at the subsystem level: comparing the incomparable

Mapping the mutual controllability of heterogeneous networks is tricky because of the dominating effects of

the number of drivers and the size of the targets. Our framework enabled us to align the different functional

brain networks because they were projected into similar output spaces of same dimension and quantify their

controllability independently of their size. These implications were not part of the initial motivations for our

work per se but more like a pleasant consequence that was realized a posteriori. We derived, for each subject,

a directed meta-graph in which nodes were the functional systems and links represented the controllability

of one system by another. Results showed that the systems differently acted as targets or drivers which was

in line with their cognitive roles.

This part of our work constituted a novelty in the field. We validated the results by comparing them to the

conclusions of a previous study that employed a different dynamical model: network communication. We

observed a strikingly high similarity between the results. Systems classified as senders in the previous study

tended to be drivers according to our results and the same was observed for receiver and target systems.

Limitations and future directions regarding the work on network controllability

The study of Laplacian eigenmaps proved as efficient as the supernode average approach to embed network

states. However, the comparison of both could be deepened. Future work could focus on the analysis of

interplays between topology, state, and reduction approaches. For example, we could try other ways of

selecting the eigenmaps. Study different networks that span a continuum of topological features like starting

from a small-world network and rewire it with increasing probability while analyzing its controllability

properties with different approaches. Moreover, Casadei et.al (2020) used the supernodes to derive reduced

models of the network dynamics and avoid computing large Gramians. Could Laplacian eigenmaps be used

in such a way for model reduction?
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Regarding the application to brain networks, this study focused on healthy participants. Now that the method

proved relevant and insightful, the next step would be to apply it to non-healthy subjects. Potentially, the

controllability meta-graphs of subjects attained by neurological diseases could contain alterations that are

not visible from simple inspection of raw images or raw structural and functional networks.

Regarding the selection of individualized stimulation sites for transcranial magnetic stimulation (TMS), the

applicability of the network control theory (NCT) is questionable and needs to be addressed with experiments.

In addition, TMS can be used to activate or inhibit activity in a region. How does that translate in NCT? It is

an open question. On that matter, structural connectivity networks used here and in most studies are built

with fiber counts, fiber length, or width, all of which result in positive networks. However, it is accepted that

neural communication includes both excitatory and inhibitory pathways. Future efforts could be made to

rethink the ways brain network dynamics are modeled.

Moreover, we could not find a definite explanation for sex-related differences in controllability. When

aggregating results at the system level, we observed that the connectomes of males were systematically more

controllable. We inspected global sex differences at the global level in terms of the density of white matter

fibers. Females had significantly more interhemispheric tracts than males. Could it be the reason that explains

the difference in controllability or is it rather due to other topological differences? Finding the topological

substrate for sex-related differences in controllability is an open question for future work.

Hemispheric asymmetries in brain connectivity and competition for centrality

This part aimed at applying the hemispheric competition framework which was successfully applied to

functional EEG-based networks. It was conducted as a side project which took approximately 10% to 50%

percent of my time depending on the period of the PhD. It was the first opportunity to collaborate with

Brigitte and Paolo. In the beginning, the main question was whether the right or left hemisphere dominated

in terms of centrality. The project was extended later to the study of fiber systems and parcel lateralization.

We encountered some methodological challenges in the route.

This side project was way more rooted in network science frameworks. The solutions we decided to implement

like normalizing the results using surrogate data obtained from network null-models is a classical technique

in network science. The localization effect was another difficulty that we faced and was not awaited because

structural brain networks are way sparser than functional networks. Our solution was to employ the

Nonbacktracking centrality. As explained by the authors of ref. [125] other techniques exist to avoid this effect

like adding a regularizing “teleportation” term as for PageRank centrality but we decided to stick with NBT

because of its parameter-free aspect.

Regarding results, our conclusion highlighted a tendency of the left hemisphere to accumulate more centrality

than the right one. The Superior Longitudinal Fasciculus was biased to the right hemisphere and the Arcuate

Fasciculus was biased to the left. This conclusion was in line with their major cognitive roles in spatial attention

and language processing. We finally showed that these effects were due to the asymmetric connectivity

patterns of individual brain parcels. This asymmetry supports the fact that homotopic brain regions support

different cognitive functions in the right and left hemispheres. The large number of participants (N>6k)

enabled us to uncover the effects of gender and handedness in some specific regions like the precentral

gyrus which was more leftward lateralized in right-handed participants and the superior temporal sulcus

which was more leftward biased in males. Age did not have a significant effect on NBT centrality but further

analysis showed its effect on strength centrality. Results notably spotted a potential age-related decline in

the right superior temporal sulcus. Finally, from a comparison to previous studies on the lateralization of

morphological parcel attributes, we concluded that the connectivity of a brain region was more related to its

cortical surface rather than its thickness.

Limitations and future directions regarding the work on network centrality and hemi-

spheric asymmetry

This first debatable point concerns the usage of the nonbacktracking centrality as a proxy for eigenvector

centrality. Even though in theory NBT behaves as EC should without the effect of localization, we did not

check this in practice. This is an open question for future efforts. Secondly, we did not calculate the total

modularity and total efficiency of the networks, this would have been an opportunity to find more possible
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explanations for the observed sex-related differences. In general, the last part of the dissertation seems

unrelated to the first part. Which is normal since they are two distinct projects. But there could have been

more interplay between both to have one unique guiding line through the whole dissertation.

Regarding the dataset, it was mostly composed of adults over 40 years old and that could have an effect on

the results which was not discussed here.

One definite amelioration would be to use the newly designed multiscale schaefer parcellation with homotopic

regions. It is composed of 10 different scales going from 100 nodes to 1000 nodes. This would double the

robustness of the multiscale approach and the results.
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[133]: Kirk (2012), Optimal Control Theory

[134]: Anderson et al. (1990), Optimal Con-
trol

.1 Optimal control: input signal derivation

In the results section 4.3, we validated our framework for synthetic

networks by simulating trajectories. We first, need to find the control

input 𝑢(𝑡). To do so we solve the following optimization problem:

min

𝑢
𝐽𝜌 = (𝑦 𝑓 − 𝑦(𝑡 𝑓 ))𝑇 .(𝑦 𝑓 − 𝑦(𝑡 𝑓 )) + 𝜌

∫ 𝑡 𝑓

0

𝑢(𝑡).𝑢(𝑡)𝑇dt

s.t. 𝑥(0) = 𝑥0 ; ¤𝑥(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) ; 𝑦(𝑡) = 𝐶𝑥(𝑡)
(.1)

Overall, it is a minimization problem with soft constraints on the output.

The term 𝜌

∫ 𝑡 𝑓

0

𝑢(𝑡).𝑢(𝑡)𝑇dt, called the scalar running cost function,

minimizes the energy and the term:

𝐸(𝑥(𝑡 𝑓 )) = (𝑦 𝑓 − 𝑦(𝑡 𝑓 ))𝑇 .(𝑦 𝑓 − 𝑦(𝑡 𝑓 )) = (𝑦 𝑓 − 𝐶𝑥(𝑡 𝑓 ))𝑇 .(𝑦 𝑓 − 𝐶𝑥(𝑡 𝑓 )),
called the scalar terminal cost function, is where we express the final

constraint on the output.

The problem can be solved using Pontriyargin’s maximum principle

(see sections 5.1 and 5.2 of Ref.[133]) by introducing the Hamiltonian

equation:

H(𝑥(𝑡), 𝑣(𝑡), 𝑢(𝑡)) = 𝜌𝑢(𝑡)𝑇𝑢(𝑡) + 𝑣(𝑡)𝑇(𝐴𝑥(𝑡) + 𝐵𝑢(𝑡)), (.2)

where 𝑣(𝑡) represents the vector of the adjoint states.

We know from the fundamentals of optimal control theory[134] that the

optimal trajectory (𝑥∗ , 𝑣∗ , 𝑢∗) is the solution to the following equations:

Adjoint equation:

𝜕H

𝜕𝑥
= ¤𝑣(𝑡) = −𝐴𝑇𝑣(𝑡) (.3)

Stationary equation:

0 =
𝜕H

𝜕𝑢
= 2𝜌𝑢(𝑡) + 𝐵𝑇𝑣(𝑡) (.4)

Boundary condition:

𝑣(𝑡 𝑓 ) =
𝜕𝐸(𝑥(𝑡 𝑓 ))
𝜕𝑥(𝑡 𝑓 )

= −2𝐶𝑇(𝑦 𝑓 − 𝐶𝑥(𝑡 𝑓 )) (.5)

The adjoint and stationary equations, .3 and .4, can be rewritten in

condensed form: [ ¤𝑥∗
¤𝑣∗
]
=

[
𝐴 −𝐵𝐵𝑇

2𝜌

0 −𝐴𝑇

] [
𝑥∗

𝑣∗

]
= 𝐻

[
𝑥∗

𝑣∗

]
(.6)

where 𝐻 is the Hamiltonian matrix. Equation .6 can be solved as:[
𝑥∗(𝑡)
𝑣∗(𝑡)

]
= 𝑒 tH

[
𝑥∗(0)
𝑣∗(0)

]
(.7)

This way we have an expression for 𝑣∗(𝑡), and the problem is almost

solved since 𝑢∗(𝑡) = −𝐵𝑇𝑣(𝑡)/2𝜌. We still are left with the unknown 𝑣∗(0),
which can be found using the boundary conditions .5.

If we note 𝑒 tH =

[
𝑀11 𝑀12

𝑀21 𝑀22

]
, we have the three following boundary
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[135]: Chung (2005), ‘Laplacians and the

Cheeger Inequality for Directed Graphs’

[136]: Perraudin et al. (2016), GSPBOX

constraints:

𝑥∗(𝑡 𝑓 ) = 𝑀11𝑥0 +𝑀12𝑣
∗(0)

𝑣∗(𝑡 𝑓 ) = 𝑀21𝑥0 +𝑀22𝑣
∗(0)

𝑣∗(𝑡 𝑓 ) = −2𝐶𝑇(𝑦 𝑓 − 𝐶𝑥∗(𝑡 𝑓 ))
(.8)

The first two equations come from Eq..7 and the third is the Hamiltonian

boundary condition. We have three unknowns 𝑣∗(0), 𝑥∗(𝑡 𝑓 ), 𝑣∗(𝑡 𝑓 ), and

three equations. The calculus comes down to:

𝑣∗(0) = (𝑀22 − 2𝐶𝑇𝐶𝑀12)† [(2𝐶𝑇𝐶𝑀11 −𝑀21)𝑥0 − 2𝐶𝑇𝑦 𝑓 ], (.9)

where † denotes the pseudo-inverse of a matrix.

.1.1 Laplacian of directed networks

In general, the combinatorial Laplacian, 𝐿 = 𝐷−𝐺, of a directed network

is asymmetrical and also depends on whether we consider the ingoing or

outgoing degree. Therefore, its eigenvectors will not be real and would

not be usable in our framework. This is why we used an alternative

definition based on the Random walk operator4:

𝐿 = 𝐼 − Φ1/2.𝑃.Φ-1/2 +Φ-1/2.𝑃𝑇 .Φ1/2

2

(.10)

where 𝑃 is the transition probability matrix and Φ is the Perron vector

of the network. We direct the reader to Ref.[135] for more details. An

implementation is available in the GSPBOX: a MATLAB toolbox for

graph signal processing [136]. This way the Laplacian is symmetric, its

eigenvectors are real and we can use them in our framework. However,

this definition is only valid for strongly connected and aperiodic networks.

Thus, for directed networks that do not satisfy these conditions, one can

simply compute the Laplacian of the symmetrized network as:

𝐿 = 1/2(𝐷+ + 𝐷− − 𝐺 − 𝐺𝑇) (.11)

where, 𝐷+
and 𝐷−

are respectively the outdegree and indegree. Even

with some loss of information, this trivial approach will still recover

the mesoscopic structural properties of the targeted networks, like the

presence of clusters for instance. The next supplementary section shows

how it can be used with our framework in a small toy model directed

network.

.2 Lateralization of strength had a higher

dependency to age than NBT centrality

Effect of sex

The pars triangularis, the posterior cingulate, the fusiform, the superior

parietal, and the superior temporal cortici were differently lateralized in

males and females with a rightward bias for males.

Effect of handedness

The lateral orbitofrontal and the precentral were more left-lateralized for

right-handed participants.
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Effect of age

The superior temporal sulcus and the rostral anterior cingulate cortex

were the most correlated with age. Leftward lateralization was more

pronounced in older participants.

Figure 1: Structural brain asymmetries at the parcel level for the strength centrality: For scale 1 the calculation is trivial. for higher

scales 𝑧𝑅 and 𝑧𝐿 represent the average value across the sub-parcels.
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Figure 2: Effects of sex, handedness, and age on structural brain asymmetries at the parcel level with strength centrality.



.3 Schaefer parcellation details 79

.3 Schaefer parcellation details

Table 1: Labels of the schaefer200 parcellation. The first part of the label indicates the functional network the region belongs to.

ROI_label: left ROI_label: right Abbreviation Full parcel Name

VisCent_ExStr_1 VisCent_ExStr_1 AntTemp anterior temporal

VisCent_ExStr_2 VisCent_ExStr_2 Aud auditory

VisCent_Striate_1 VisCent_Striate_1 Cent central

VisCent_ExStr_3 VisCent_ExStr_3 Cinga cingulate anterior

VisCent_ExStr_4 VisCent_ExStr_4 Cingm mid-cingulate

VisCent_ExStr_5 VisCent_ExStr_5 Cingp cingulate posterior

VisPeri_ExStrInf_1 VisPeri_ExStrInf_1 ExStr extrastriate cortex

VisPeri_ExStrInf_2 VisPeri_ExStrInf_2 ExStrInf extra-striate inferior

VisPeri_ExStrInf_3 VisPeri_StriCal_1 ExStrSup extra-striate superior

VisPeri_StriCal_1 VisPeri_ExStrSup_1 FEF frontal eye fields

VisPeri_ExStrSup_1 VisPeri_ExStrSup_2 FPole frontal pole

VisPeri_ExStrSup_2 VisPeri_ExStrSup_3 FrMed frontal medial

SomMotA_1 SomMotA_1 FrOper frontal operculum

SomMotA_2 SomMotA_2 IFG inferior frontal gyrus

SomMotA_3 SomMotA_3 Ins insula

SomMotA_4 SomMotA_4 IPL inferior parietal lobule

SomMotA_5 SomMotA_5 IPS intraparietal sulcus

SomMotA_6 SomMotA_6 OFC orbital frontal cortex

SomMotA_7 SomMotA_7 ParMed parietal medial

SomMotA_8 SomMotA_8 ParOcc parietal occipital

SomMotB_Aud_1 SomMotA_9 ParOper parietal operculum

SomMotB_Aud_2 SomMotA_10 pCun precuneus

SomMotB_S2_1 SomMotA_11 pCunPCC precuneus posterior cingulate cortex

SomMotB_S2_2 SomMotB_Aud_1 PFCd dorsal prefrontal cortex

SomMotB_Aud_3 SomMotB_Aud_2 PFCl lateral prefrontal cortex

SomMotB_S2_3 SomMotB_S2_1 PFCld lateral dorsal prefrontal cortex

SomMotB_Cent_1 SomMotB_S2_2 PFClv lateral ventral prefrontal cortex

SomMotB_Cent_2 SomMotB_S2_3 PFCm medial prefrontal cortex

DorsAttnA_TempOcc_1 SomMotB_S2_4 PFCmp medial posterior prefrontal cortex

DorsAttnA_TempOcc_2 SomMotB_Cent_1 PFCv ventral prefrontal cortex

DorsAttnA_ParOcc_1 DorsAttnA_TempOcc_1 PHC parahippocampal cortex

DorsAttnA_SPL_1 DorsAttnA_ParOcc_1 PostC post central

DorsAttnA_SPL_2 DorsAttnA_SPL_1 PrC precentral

DorsAttnA_SPL_3 DorsAttnA_SPL_2 PrCd precentral dorsal

DorsAttnB_PostC_1 DorsAttnA_SPL_3 PrCv precentral ventral

DorsAttnB_PostC_2 DorsAttnA_SPL_4 RSC retrosplenial cortex

DorsAttnB_PostC_3 DorsAttnB_PostC_1 Rsp retrosplenial

DorsAttnB_PostC_4 DorsAttnB_PostC_2 S2 S2

DorsAttnB_FEF_1 DorsAttnB_PostC_3 SPL superior parietal lobule

SalVentAttnA_ParOper_1 DorsAttnB_PostC_4 ST superior temporal

SalVentAttnA_Ins_1 DorsAttnB_FEF_1 Striate striate cortex

SalVentAttnA_FrOper_1 SalVentAttnA_ParOper_1 StriCal striate calcarine

SalVentAttnA_FrOper_2 SalVentAttnA_PrC_1 Temp temporal

SalVentAttnA_ParMed_1 SalVentAttnA_Ins_1 TempOcc temporal occipital

SalVentAttnA_FrMed_1 SalVentAttnA_Ins_2 TempPar temporal parietal

SalVentAttnA_FrMed_2 SalVentAttnA_FrOper_1 TempPole temporal pole

SalVentAttnB_IPL_1 SalVentAttnA_FrMed_1

SalVentAttnB_PFCl_1 SalVentAttnA_ParMed_1

SalVentAttnB_Ins_1 SalVentAttnA_ParMed_2

SalVentAttnB_PFCmp_1 SalVentAttnA_FrMed_2

LimbicB_OFC_1 SalVentAttnB_IPL_1

LimbicB_OFC_2 SalVentAttnB_PFClv_1

LimbicA_TempPole_1 SalVentAttnB_PFCl_1
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Table 1 continued from previous page

ROI_label: left ROI_label: right Abbreviation Full parcel Name

LimbicA_TempPole_2 SalVentAttnB_Ins_1

LimbicA_TempPole_3 SalVentAttnB_Ins_2

LimbicA_TempPole_4 SalVentAttnB_PFCmp_1

ContA_Temp_1 LimbicB_OFC_1

ContA_IPS_1 LimbicB_OFC_2

ContA_IPS_2 LimbicB_OFC_3

ContA_IPS_3 LimbicB_OFC_4

ContA_PFCd_1 LimbicA_TempPole_1

ContA_PFClv_1 LimbicA_TempPole_2

ContA_PFCl_1 LimbicA_TempPole_3

ContA_PFCl_2 LimbicA_TempPole_4

ContA_PFCl_3 ContA_IPS_1

ContA_Cingm_1 ContA_IPS_2

ContB_Temp_1 ContA_PFCd_1

ContB_IPL_1 ContA_PFCl_1

ContB_PFCl_1 ContA_PFCl_2

ContB_PFClv_1 ContA_Cingm_1

ContB_PFClv_2 ContB_Temp_1

ContC_pCun_1 ContB_Temp_2

ContC_pCun_2 ContB_IPL_1

ContC_Cingp_1 ContB_IPL_2

DefaultA_IPL_1 ContB_PFCld_1

DefaultA_PFCd_1 ContB_PFCld_2

DefaultA_pCunPCC_1 ContB_PFClv_1

DefaultA_pCunPCC_2 ContB_PFClv_2

DefaultA_pCunPCC_3 ContB_PFCmp_1

DefaultA_PFCm_1 ContB_PFCld_3

DefaultA_PFCm_2 ContC_pCun_1

DefaultA_PFCm_3 ContC_pCun_2

DefaultB_Temp_1 ContC_Cingp_1

DefaultB_Temp_2 DefaultA_IPL_1

DefaultB_Temp_3 DefaultA_PFCd_1

DefaultB_Temp_4 DefaultA_pCunPCC_1

DefaultB_IPL_1 DefaultA_PFCm_1

DefaultB_PFCd_1 DefaultA_PFCm_2

DefaultB_PFCd_2 DefaultA_PFCm_3

DefaultB_PFCd_3 DefaultB_Temp_1

DefaultB_PFCd_4 DefaultB_AntTemp_1

DefaultB_PFCv_1 DefaultB_PFCd_1

DefaultB_PFCv_2 DefaultB_PFCv_1

DefaultB_PFCv_3 DefaultC_IPL_1

DefaultB_PFCv_4 DefaultC_Rsp_1

DefaultC_IPL_1 DefaultC_PHC_1

DefaultC_Rsp_1 TempPar_1

DefaultC_PHC_1 TempPar_2

TempPar_1 TempPar_3

TempPar_2 TempPar_4

Sub_thalamusproper Sub_thalamusproper

Sub_caudate Sub_caudate

Sub_putamen Sub_putamen

Sub_pallidum Sub_pallidum

Sub_hyppocampus Sub_hyppocampus

Sub_amygdala Sub_amygdala

Sub_accumbensarea Sub_accumbensarea
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.4 Lausanne parcellation: details on the brain regions:

The following table is adapted from the Supplementary information provided in [9] (we refer the reader to

the publication for details and references):" They assigned each of the 34 cortical regions to the following

functional systems: the fronto-parietal, cingulo-opercular, dorsal attention, ventral attention, default mode,

motor and somatosensory, auditory, and visual.

Table 2: Regions of the Desikan-Killyani atlas [113] and their functional network assignment.

Brain parcel Network assignment

Lateral Orbitofrontal Ventral Attention

Pars Orbitalis Cingulo-Opercular

Frontal Pole Fronto-parietal

Medial Orbitofrontal Fronto-parietal

Pars Triangularis Fronto-parietal

Pars Opercularis Cingulo-Opercular

Rostral Middle Frontal Cingulo-Opercular

Superior Frontal Default Mode

Caudal Middle Frontal Fronto-parietal

Precentral Somatosensory

Paracentral Somatosensory

Rostral Anterior Cingulate Cingulo-Opercular

Caudal Anterior Cingulate Cingulo-Opercular

Posterior Cingulate Default Mode

Isthmus Cingulate Default Mode

Post Central Somatosensory

Supramarginal Cingulo-Opercular

Superior Parietal Dorsal Attention

Inferior Parietal Fronto-parietal

Precuneus Default Mode

Cuneus Visual

Pericalcarine Visual

Lateral Occipital Visual

Lingual Visual

Fusiform Visual

Parahippocampal Other

Entorhinal Visual

Temporal Pole Other

Inferior Temporal Visual

Middle Temporal Other

Bank of the Superior Temporal Sulcus Auditory

Superior Temporal Auditory

Transverse Temporal Auditory

Insula Fronto-parietal

Thalamus Subcortical

Caudate Subcortical

Putamen Subcortical

Pallidum Subcortical

Nucleus Accubens Subcortical

Hyppocampus Subcortical

Amygdala Subcortical

Brainstem Other
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