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# Patchworking, tropical homology, and Betti numbers of real algebraic hypersurfaces 


#### Abstract

In this thesis, we investigate the Betti numbers of the real part of real algebraic hypersurfaces in relation to the homology of the complex part, as well as to the tropical homology of tropical hypersurfaces.

In particular, we develop a technique, based on Viro's patchworking method, for constructing high-dimensional real algebraic hypersurfaces, and use it to build families of hypersurfaces whose real parts have asymptotically large Betti numbers. We also prove tropical analogs to Lefschetz's hyperplane section theorem, and show that the homology of non-singular projective tropical hypersurfaces is torsion-free. Finally, we study the action of the complex conjugation on the homology of some elementary real algebraic hypersurfaces that serve as building blocks in Viro's method, and derive the conditions under which they are Galois maximal.
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## Introduction

A real algebraic variety is an algebraic object defined by equations with real coefficients. Such equations naturally have real and complex solutions, and the complex conjugation acts on those solutions as an involution. What we call "topology of real algebraic varieties" is the study of the topological properties of the conjugation. This thesis inscribes itself in this field of study.

Understanding the topology of the real part of real algebraic varieties is surprisingly difficult - much more than that of the complex part. The classification of smooth real plane projective curves up to isotopy (which is the focus of D. Hilbert's $16^{\text {th }}$ problem), for example, was only completed up to degree 6 in the late sixties by D. Gudkov, and in degree 7 by O. Viro in 1979. Regarding real algebraic surfaces in the projective space of dimension 3 , even the topology of those of degree 5 has not yet been completely understood.

There are two main directions in which research can advance: new topological constraints may be found, and interesting varieties, realizing "extreme" topological types, may be constructed. Major progress was made in that second direction when Viro invented the patchworking method, also called Viro's method, which allows one to build varieties with complicated prescribed topology by gluing ("patchworking") together simpler varieties.

The patchworking method proved to be very powerful and allowed for the construction of a diversity of interesting varieties; in particular, Viro used it to disprove V. Ragsdale's famous conjecture regarding real projective curves, and I. Itenberg to further show that the conjecture was wrong by a large asymptotic margin. It was also one of the sources of tropical geometry, a relatively new domain with strong links to real algebraic geometry whose main objects of study are certain polyhedral complexes.

In this thesis, we restrict ourselves to the study of the homology of real algebraic hypersurfaces in toric varieties, and in particular of the dimension of their homology groups with coefficients in $\mathbb{Z}_{2}$.

In general, the well-known Smith-Thom inequality gives us an upper bound on the dimension of the total homology of the real part $\mathbb{R} X$ of a real algebraic variety $X$ in terms of the dimension of the total homology of its complex part $\mathbb{C} X$ (where $\mathbb{Z}_{2}:=\mathbb{Z} / 2 \mathbb{Z}$ ):

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(\mathbb{R} X ; \mathbb{Z}_{2}\right) \leqslant \operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(\mathbb{C} X ; \mathbb{Z}_{2}\right) . \tag{0.0.1}
\end{equation*}
$$

However, other bounds can often be found. There is a certain principle that suggests that the $q$-th Betti number of the real part of a real algebraic hypersurface should be upper-bounded by the sum over $p$ of the $(q, p)$-th Hodge numbers of its complex part, i.e.

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(\mathbb{R} X ; \mathbb{Z}_{2}\right) \leqslant \sum_{p} h^{q, p}(\mathbb{C} X) \tag{0.0.2}
\end{equation*}
$$

In general, it is incorrect, but it does hold under certain conditions, and it provides us with a guideline of sorts. Varieties for which Inequality 0.0 .2 is an equality should be considered as "standard", and we naturally compare more exotic varieties to them.

For instance, the only examples that we had of families of projective hypersurfaces in general dimension whose Betti numbers are asymptotically maximal in the sense of Inequality (0.0.1) also verify Inequality (0.0.2) asymptotically - those were constructed by Itenberg and Viro using a special case of the patchworking method, called combinatorial patchworking.

Our first result is inspired by their construction. They recursively build a family of hypersurfaces in ambient dimension $n$ by suspending the hypersurfaces of the family that they had found in ambient dimension $n-1$, starting with points in the projective line.

We, on the other hand, build a family in ambient dimension $n$ using any families $\left\{X_{d}^{k}\right\}_{d \in \mathbb{N}}$ of real projective hypersurfaces in ambient dimensions $k=1, \ldots, n-1$ (where $d$ is the degree of $X_{d}^{k}$ ); we combine them all together and suspend them, and the asymptotic Betti numbers of the real parts of the resulting family $\left\{Y_{d}^{n}\right\}_{d \in \mathbb{N}}$ of projective hypersurfaces in ambient dimension $n$ can be computed from the Betti numbers of the real parts of the "ingredients" $\left\{X_{d}^{k}\right\}_{d \in \mathbb{N}}$ (as is the case in Itenberg and Viro's original construction).

More precisely, if for each $k=1, \ldots, n-1$ and $j=0, \ldots, k-1$,

$$
b_{j}\left(\mathbb{R} X_{d}^{k}\right)=x_{j}^{k} \cdot d^{k}+\mathcal{O}\left(d^{k-1}\right)
$$

for some $x_{j}^{k} \in \mathbb{R}_{\geqslant 0}$, then

$$
\begin{equation*}
b_{q}\left(\mathbb{R} Y_{d}^{n}\right) \geqslant \frac{1}{n}\left(x_{q}^{n-1}+x_{q-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{q-1} x_{j}^{k} \cdot x_{q-1-j}^{n-1-k}\right) \cdot d^{n}+\mathcal{O}\left(d^{n-1}\right) \tag{0.0.3}
\end{equation*}
$$

for $q=0, \ldots, n-1$, where $x_{j}^{k}$ is set to be 0 for $j \notin\{0, \ldots, k-1\}$.
This allows for a lot of flexibility, since we can use any preexisting results in low dimensions and simply "feed them" to the algorithm in order to get results in any dimension, by applying the process repeatedly.

We use this method on previous results by E. Brugallé and F. Bihan in ambient dimension 3, as well as on Itenberg and Viro's aforementioned families of hypersurfaces, to obtain two collections of families of real projective hypersurfaces.

Note that the $(q, p)$-th Hodge number $h^{q, p}(\mathbb{C} X)$ of a smooth real projective algebraic
hypersurface of degree $d$ in ambient dimension $n$ is a polynomial in $d$ of degree $n$ (the same for any such hypersurface $)$. Let $a_{q}^{n}$ be the dominant coefficient of $\sum_{p} h^{q, p}\left(\mathbb{C} X_{d}^{n}\right)$; in other words, $\sum_{p} h^{q, p}\left(\mathbb{C} X_{d}^{n}\right)=a_{q}^{n} \cdot d^{n}+\mathcal{O}\left(d^{n-1}\right)$.

Our first collection is as follows: for each $n \geqslant 3$ and each $q=0, \ldots, n-1$, we build a family $\left\{Y_{d}^{n}\right\}_{d \in \mathbb{N}}$ of (asymptotically maximal) real projective hypersurfaces such that

$$
b_{q}\left(\mathbb{R} Y_{d}^{n}\right)=s_{q}^{n} \cdot d^{n}+\mathcal{O}\left(d^{n-1}\right),
$$

for some $s_{q}^{n}>a_{q}^{n}$. In other words, $b_{q}\left(\mathbb{R} Y_{d}^{n}\right)$ grows asymptotically (in $d$ ) faster than the corresponding sum $\sum_{p} h^{q, p}\left(\mathbb{C} Y_{d}^{n}\right)$ of Hodge numbers from Inequality (0.0.2), though we cannot expect $s_{q}^{n}-a_{q}^{n}$ to be particularly large.

Our second collection remediates that problem, at least asymptotically in $n$ : for each $n \geqslant 3$ and $\lambda \in\left\{-\frac{1}{120}, \frac{1}{24}\right\}$, we build a family $\left\{Z_{d}^{n}\right\}_{d \in \mathbb{N}}$ of (asymptotically maximal) real projective hypersurfaces such that for each $q=0, \ldots, n-1$,

$$
b_{q}\left(\mathbb{R} Z_{d}^{n}\right)=t_{q}^{n} \cdot d^{n}+\mathcal{O}\left(d^{n-1}\right),
$$

for some $t_{q}^{n} \geqslant 0$ that verifies

$$
\frac{t_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}}{a_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}}=\frac{\sqrt{\frac{1}{12}}}{\sqrt{\frac{1}{12}+\lambda}} \exp \left(-\frac{x^{2}}{2}\left(\frac{1}{\frac{1}{12}+\lambda}-\frac{1}{\frac{1}{12}}\right)\right)+o(1),
$$

where the error term $o(1)$ is uniform in $x$.
This means that $b_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}\left(\mathbb{R} Z_{d}^{n}\right)$ can be made (depending on the choice of $\lambda$ ) to grow asymptotically (in $d$ ) faster than the corresponding sum $\sum_{p} h^{p,\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}\left(\mathbb{C} Z_{d}^{n}\right)$ of Hodge numbers, by a margin that is asymptotically (in $n$ ) significant.

One of the main difficulties resided in understanding the asymptotic behavior of multiindexed sequences arising from the repeated application of Formula 0.0.3), from which those asymptotic results stem. We managed to do so by associating probabilistic objects to those sequences, so that we could study them using classical tools from probability theory.

Regarding constraints on the homology of real algebraic hypersurfaces, we are mostly interested in the case of hypersurfaces $X$ obtained via combinatorial patchworking. Indeed, those naturally have a tropical hypersurface $X^{\text {trop }}$ associated to them, and there is an interesting fibration from the complex part of $X$ to $X^{\text {trop }}$. This gives rise to connections between the homology of the complex part $\mathbb{C} X$, the tropical homology of $X^{\text {trop }}$ (a type of homology well-suited to tropical varieties), and the homology of the real part $\mathbb{R} X$. Crucial results in that direction were recently obtained in Itenberg's, L. Katzarkov's, G. Mikhalkin's and I. Zharkov's [IKMZ16].

One can in fact see the tropical homology of $X^{\text {trop }}$ appear on the second page of the Leray-Serre spectral sequence of the fibration, which converges to the homology of $\mathbb{C} X$. We can connect that second page to the homology of the real part $\mathbb{R} X$ using another spectral sequence developed by I. Kalinin.

When $X$ was obtained from a primitive triangulation, this allowed K. Shaw and A. Renaudineau to prove in RS18 that

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(\mathbb{R} X ; \mathbb{Z}_{2}\right) \leqslant \sum_{p} \operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X^{\text {trop }} ; \mathcal{F}_{p}^{X \text { trop }, \mathbb{Z}_{2}}\right) \tag{0.0.4}
\end{equation*}
$$

where $H_{q}\left(X^{\text {trop }} ; \mathcal{F}_{p}^{X^{\text {trop }}, \mathbb{Z}_{2}}\right)$ is the $(q, p)$-th tropical homology group with coefficients in $\mathbb{Z}_{2}$ of $X^{\text {trop }}$.

To link this bound to the homology of $\mathbb{C} X$, some results regarding the torsion of the tropical homology of non-singular tropical hypersurfaces in tropical toric varieties were needed.

Shaw, Renaudineau and the author proved in ARS19 a tropical analog to Lefschetz's hyperplane section theorem stating that given a non-singular tropical hypersurface $X^{\text {trop }}$ with full-dimensional Newton polytope in a reasonable tropical toric variety $Y^{\text {trop }}$, the map induced by inclusion

$$
i_{*}: H_{q}\left(X^{\text {trop }} ; \mathcal{F}_{p}^{X^{\text {trop }}, \mathbb{Z}}\right) \rightarrow H_{q}\left(Y^{\text {trop }} ; \mathcal{F}_{p}^{Y^{\text {trop }}, \mathbb{Z}}\right)
$$

on their tropical homology groups with coefficients in $\mathbb{Z}$ is an isomorphism when $p+q<$ $\operatorname{dim} X^{\text {trop }}$ and a surjection when $p+q=\operatorname{dim} X^{\text {trop }}$. It remains true with coefficients in $\mathbb{R}$ even if we do not require $X^{\text {trop }}$ to be non-singular.

This, in addition to some results regarding the tropical homology of tropical toric varieties, allowed the three of us to show that the tropical homology of non-singular tropical hypersurfaces in non-singular toric varieties was torsion-free. We also re-obtain through purely combinatorial means some statements from [IKMZ16] by considering tropical Euler characteristics and E-polynomials, in the same spirit as V. Danilov's and A. Khovanskii's DK86]. All of this enables us to show that $\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X^{\text {trop }} ; \mathcal{F}_{p}^{X^{\text {trop }}, \mathbb{Z}_{2}}\right)=h^{q, p}(\mathbb{C} X)$ which, combined with Inequality (0.0.4), implies that hypersurfaces obtained using a primitive triangulation do verify Inequality (0.0.2).

In order to generalize this result, we ("we" being from now on once again a pedantic synonym for "the author") also investigate a class of varieties (which we call "simplicial hypersurfaces") that naturally appear as building blocks in the combinatorial case of the patchworking method, and derive the conditions under which they are Galois maximal, a property that greatly simplifies the situation with regard to the Leray-Serre and Kalinin spectral sequences mentioned above.

Finally, we explore the ways in which this could be applied to generalize Inequality
(0.0.2) to hypersurfaces in toric varieties obtained by non-primitive combinatorial patchworking, and detail some intermediary results.

All notions alluded to here are properly defined - and all necessary references given in the main text, which is organized as follows.

The first part, consisting of Chapters 1 to 4, mainly covers relevant definitions and preexisting results. More precisely, we define in Chapter 1 real algebraic varieties, focusing in particular on real algebraic hypersurfaces in toric varieties. We also state some classical theorems regarding the topology of these hypersurfaces.

In Chapter 2, we describe Viro's patchworking method, with some additional explanations regarding the combinatorial case.

Some principles of tropical geometry are exposed in Chapter 33 in particular, tropical hypersurfaces, tropical toric varieties and tropical homology.

In Chapter 4, the links between the homology of the real part of a hypersurface obtained using combinatorial patchworking, the homology of its complex part and the tropical homology of the associated tropical hypersurface are explained using Leray-Serre and Kalinin's spectral sequences. This chapter is more "experimental" than the previous ones, as some of the ideas detailed there might be new, or at least very recent.

In the second part, consisting of Chapters 5 to 9 , we describe the new results that we have managed to obtain.

The general construction method allowing us to construct families of real projective algebraic hypersurfaces from lower-dimensional families is described in Chapter 5 .

In Chapter 6, we apply this method to build families of real projective algebraic hypersurfaces with large asymptotic Betti numbers.

The results of the author's joint work with Shaw and Renaudineau can be found in Chapter 7; in particular, the tropical analog to Lefschetz's hyperplane theorem, as well as the torsion-freeness of the tropical homology of non-singular tropical hypersurfaces.

In Chapter 8, we study the conditions under which simplicial hypersurfaces are Galois maximal.

Finally, in Chapter 9, we consider possible generalizations of Inequality 0.0 .2 to the case of real algebraic hypersurfaces in toric varieties obtained via non-primitive combinatorial patchworking.

## Part I

## Chapter 1

## Topology of real algebraic varieties

### 1.1 Definitions and basic concepts

A real algebraic variety can be vaguely defined as an algebraic object over the real field $\mathbb{R}$. Though this general principle can be turned into more precise definitions, we restrict ourselves (both in this section and throughout this text) almost exclusively to the special cases of toric varieties and real algebraic hypersurfaces in toric varieties.

We define real projective algebraic hypersurfaces in Subsection 1.1.1 and make a few observations, before considering toric varieties and their real algebraic hypersurfaces in Subsection 1.1.2.

### 1.1.1 Real projective algebraic hypersurfaces

A real projective algebraic variety $X$ in the $n$-dimensional projective space $\mathbb{P}^{n}$ is a radical homogeneous ideal $I=\left(f_{1}, \ldots, f_{k}\right) \subset \mathbb{R}\left[X_{0}, \ldots, X_{n}\right]$ different from the maximal homogeneous idealf. In particular, real projective algebraic varieties are complex projective algebraic varieties.

One can consider the set of real points of $X$,

$$
\mathbb{R} X:=\left\{\left[x_{0}, \ldots, x_{n}\right] \in \mathbb{R}^{p} \mid f\left(\left[x_{0}, \ldots, x_{n}\right]\right)=0 \text { for each } f \in I\right\},
$$

as well as its set of complex points,

$$
\mathbb{C} X:=\left\{\left[x_{0}, \ldots, x_{n}\right] \in \mathbb{C P}^{n} \mid f\left(\left[x_{0}, \ldots, x_{n}\right]\right)=0 \text { for each } f \in I\right\} .
$$

We sometimes improperly call $\mathbb{R} X$ or $\mathbb{C} X$ real algebraic varieties, implicitly referring to the underlying variety $X$.

When the ideal $I$ is generated by a single homogeneous polynomial $P$ of degree $d$, we call $X$ a real projective algebraic hypersurface. We say that $P$ gives rise to $X$.

In what follows, we mostly consider smooth real projective algebraic hypersurfaces, i.e. real projective algebraic hypersurfaces generated by polynomials $P$ such that

$$
\left\{\left[x_{0}, \ldots, x_{n}\right] \in \mathbb{C P}^{n} \mid \partial_{i} P\left(\left[x_{0}, \ldots, x_{n}\right]\right)=0 \quad i=0, \ldots, n\right\}=\varnothing
$$

Note that as $P$ is homogeneous, we have that

$$
\sum_{i=0}^{n} \partial_{i} P\left(X_{0}, \ldots, X_{n}\right) \cdot X_{i}=\operatorname{deg}(P) \cdot P\left(X_{0}, \ldots, X_{n}\right)
$$

hence if $\left[x_{0}, \ldots, x_{n}\right]$ is such that $\partial_{i} P\left(\left[x_{0}, \ldots, x_{n}\right]\right)=0$ for $i=0, \ldots, n$, we automatically have $P\left(\left[x_{0}, \ldots, x_{n}\right]\right)=0$.

This definition of smoothness coincides with the one from differential geometry. In particular, the set of real (respectively, complex) points of a smooth real projective algebraic hypersurface is a compact manifold of real codimension one in $\mathbb{R P}^{n}$ (respectively, of complex codimension one in $\mathbb{C P}^{n}$ ).

The topology of the complex points $\mathbb{C} X$ of a smooth real projective algebraic hypersurface $X$ of degree $d$ in $\mathbb{P}^{n}$ depends only on $d$ and $n$. Indeed, the space $C_{d}^{n}$ of all complex projective algebraic hypersurfaces of degree $d$ in the projective space of dimension $n$ can be identified with the projective space $\mathbb{C P}^{N}$, where $N=\binom{d+n}{n}-1$ and the projective coordinates of a point correspond to the coefficients of the homogeneous polynomial that defines (up to multiplication by a non-zero scalar) the associated hypersurface. The real projective algebraic hypersurfaces correspond to the subspace $\mathbb{R P}^{N} \subset \mathbb{C P}^{N}$. In $C_{d}^{n}$, the set of all singular hypersurfaces is a (singular) hypersurface; their complement in $C_{d}^{n}$ is path-connected, and we can see (by continuous deformation) that the set of complex points of any two smooth complex projective algebraic hypersurfaces (hence, of any two smooth real projective algebraic hypersurfaces) are homeomorphic.

On the contrary, the topology of the real part of a real projective algebraic hypersurface can be much more varied. In fact, even in low dimensions, very little is known. For example, we do not yet have a topological classification of smooth surfaces of degree 5 in the projective space of dimension 3 , and the author spent a significant amount of time trying to prove that such a surface cannot be homeomorphic to the disjoint union of 23 spheres, a genus 2 surface and a copy of $\mathbb{R P}^{2}$, to no avail.

### 1.1.2 Toric varieties and real hypersurfaces in toric varieties

Toric varieties are a natural generalization of the projective case. We only briefly introduce them here; a much more in-depth exposition can be found in W. Fulton's book [Ful93]. One can also read O. Viro's article Vir06 for a shorter account focusing on the type of questions treated in this text.

We choose $N:=\mathbb{Z}^{n}$ as a lattice and consider the associated vector space $N_{\mathbb{R}}:=N \otimes \mathbb{R} \cong$
$\mathbb{R}^{n}$, as well as its dual $M \cong \mathbb{Z}^{n}$ and its associated vector space $M_{\mathbb{R}}:=M \otimes \mathbb{R} \cong \mathbb{R}^{n}$.
We say that a cone in $N_{\mathbb{R}}$ is a rational polyhedral cone if it is generated by a finite number of integer vectors (i.e. vectors in $N$ ), and that it is strongly convex if it does not contain any non-trivial vector subspace of $N_{\mathbb{R}}$. Given a strongly convex rational polyhedral cone $C$ in $N_{\mathbb{R}}$, we can consider the (full-dimensional) dual cone

$$
C^{\prime}:=\left\{u \in M_{\mathbb{R}} \mid u \cdot v \geqslant 0 \quad \forall v \in C\right\}
$$

and the semigroup $C^{\prime} \cap M$ associated to it. It is easy to see that this semigroup is finitely generated (this fact is known as Gordan's lemma); hence the ring $\mathbb{C}\left[C^{\prime} \cap M\right]$ is finitely generated. We call the $n$-dimensional complex variety $\operatorname{Spec}\left(\mathbb{C}\left[C^{\prime} \cap M\right]\right)$ the affine toric variety associated to $C$, as it can be represented as an algebraic subvariety of $\mathbb{C}^{N}$, for some $N \in \mathbb{N}$.

For example, the dual cone of the trivial cone $0 \subset N$ is the entire space $M_{\mathbb{R}}$, and the associated affine toric variety is the algebraic torus $\left(\mathbb{C}^{*}\right)^{n}$. The affine toric variety associated to the cone $C$ spanned by the canonical basis $e_{1}, \ldots, e_{n}$ of $N_{\mathbb{R}} \cong \mathbb{R}^{n}$ (whose dual cone is the cone spanned by the canonical basis $e_{1}^{*}, \ldots, e_{n}^{*}$ of $M_{\mathbb{R}} \cong \mathbb{R}^{n}$ ) is the affine space $\mathbb{C}^{n}$.

Conventions can slightly vary from one author to the other; for example, Viro directly defines in Vir06 the affine toric variety associated to a cone $C$ as $\operatorname{Spec}(\mathbb{C}[C \cap N])$, without considering the dual cone. Here, we mostly follow Fulton's exposition.

Now let $\Sigma$ be a strongly convex rational polyhedral fan in $N_{\mathbb{R}}$, i.e. a collection of strongly convex rational polyhedral cones in $N_{\mathbb{R}}$ such that every face of a cone in $\Sigma$ is also in $\Sigma$ and that the intersection of two cones in $\Sigma$ is a face of each.

If we consider two cones $\rho \subset \eta \in \Sigma$, we get a reversed inclusion $\mathbb{C}\left[\eta^{\prime} \cap M\right] \hookrightarrow \mathbb{C}\left[\rho^{\prime} \cap M\right]$, which in turn induces a morphism (in fact an embedding) $\operatorname{Spec}\left(\mathbb{C}\left[\rho^{\prime} \cap M\right]\right) \longrightarrow \operatorname{Spec}\left(\mathbb{C}\left[\eta^{\prime} \cap\right.\right.$ $M])$. It is then possible to glue the affine toric varieties associated to the cones of $\Sigma$ along those morphisms, in order to get the toric variety $\mathbb{C} Y_{\Sigma}$. It can be shown that $\mathbb{C} Y_{\Sigma}$ is non-singular if and only if the fan $\Sigma$ is simplicial unimodular, i.e. if and only if each cone $C \in \Sigma$ is generated by a collection of vectors in $N$ that can be completed into a basis of $N$. The variety $\mathbb{C} Y_{\Sigma}$ is compact if and only if the fan $\Sigma$ is complete, i.e. if the union of its cones is equal to the entire ambient space $N_{\mathbb{R}}$.

For example, the complete fan whose only 1 -dimensional cones (called rays) are $\mathbb{R}_{\geqslant 0}$. $(0,1), \mathbb{R}_{\geqslant 0} \cdot(1,0)$ and $\mathbb{R}_{\geqslant 0} \cdot(-1,-1)$ gives rise, as a toric variety, to the projective plan $\mathbb{C P}^{2}$. More generally, the $n$-dimensional projective space is a toric variety.

Given a toric variety $\mathbb{C} Y_{\Sigma}$, the algebraic torus $\left(\mathbb{C}^{*}\right)^{n}$ is naturally embedded in $\mathbb{C} Y_{\Sigma}$ as the affine subspace $\operatorname{Spec}\left(\mathbb{C}\left[M_{\mathbb{R}} \cap M\right]\right)=\operatorname{Spec}(\mathbb{C}[M])$ associated to the trivial cone 0 (whose dual is the entire dual space $M_{\mathbb{R}}$ ). This is, in fact, whence the very name "toric variety" comes. The embedding depends on the initial choice of the lattice $N=\mathbb{Z}^{n}$, which
corresponds to a choice of coordinates. Moreover, the action of the algebraic torus on itself naturally extends to an action of the algebraic torus on $\mathbb{C} Y_{\Sigma}$. The variety $\mathbb{C} Y_{\Sigma}$ can be written as the disjoint union of the orbits of this action, and is stratified along the closure (in $\mathbb{C} Y_{\Sigma}$ itself) of those orbits. There is an inclusion-reversing bijection between the poset of those strata and the cones of the fan $\Sigma$.

Let $\Delta$ be a rational polytope in $M_{\mathbb{R}}$, i.e. the bounded intersection of a finite number of rational half-planes. If $\Delta$ is full-dimensional, its normal fan $\Sigma$ in $N_{\mathbb{R}}$ defines a toric variety $\mathbb{C} Y_{\Sigma}$. Such a $\mathbb{C} Y_{\Sigma}$ is always compact, as $\Sigma$ is complete. If the normal fan $\Sigma$ of $\Delta$ is simplicial unimodular, we say that $\Delta$ is non-singular, regular or simple.

Affine toric varieties have a natural real structure, i.e. an antiholomorphic involution called a conjugation; moreover, this real structure is compatible with the inclusion morphisms $\operatorname{Spec}\left(\mathbb{C}\left[\rho^{\prime} \cap M\right]\right) \longrightarrow \operatorname{Spec}\left(\mathbb{C}\left[\eta^{\prime} \cap M\right]\right)$ defined above. Hence a toric variety $\mathbb{C} Y_{\Sigma}$ is a real algebraic variety, and $\mathbb{C} Y_{\Sigma}$ and $\mathbb{R} Y_{\Sigma}$ can be seen as the sets of complex and real points of the same real algebraic structure $Y_{\Sigma}$ (which we also call a toric variety), where $\mathbb{R} Y_{\Sigma} \subset \mathbb{C} Y_{\Sigma}$ denotes the set of the fixed points of the conjugation. The variety $\mathbb{R} Y_{\Sigma}$ can also be obtained by following the same procedure as for $\mathbb{C} Y_{\Sigma}$, except that one considers the affine spaces $\operatorname{Spec}\left(\mathbb{R}\left[C^{\prime} \cap M\right]\right)$ instead of $\operatorname{Spec}\left(\mathbb{C}\left[C^{\prime} \cap M\right]\right)$.

Let us now define real algebraic hypersurfaces in toric varieties. A real Laurent polynomial $P \in \mathbb{R}\left[X_{0}^{ \pm}, \ldots, X_{n}^{ \pm}\right]$gives rise, via its zero locus, to a real algebraic hypersurface with complex points in the algebraic torus $\left(\mathbb{C}^{*}\right)^{n}$ and real points in $\left(\mathbb{R}^{*}\right)^{n}$, which we denote as $V_{\left(\mathbb{C}^{*}\right)^{n}}(P)$ and $V_{\left(\mathbb{R}^{*}\right)^{n}}(P)$, respectively. Note that the product of $P$ and a non-zero monomial defines the same real algebraic hypersurface.

Given a toric variety $Y$, we define $V_{\mathbb{C} Y}(P)$ (respectively, $V_{\mathbb{R} Y}(P)$ ) as the closure of $V_{\left(\mathbb{C}^{*}\right)^{n}}(P) \subset\left(\mathbb{C}^{*}\right)^{n} \subset \mathbb{C} Y$ (respectively, $\left.V_{\left(\mathbb{R}^{*}\right)^{n}}(P) \subset\left(\mathbb{R}^{*}\right)^{n} \subset \mathbb{R} Y\right)$ in $\mathbb{C} Y$ (respectively, $\mathbb{R} Y$ ) in the Zariski topology. Once again, $V_{\mathbb{C} Y}(P)$ and $V_{\mathbb{R} Y}(P)$ can be seen as the complex and real points of the same real algebraic object $V_{Y}(P)$, the real algebraic hypersurface in $Y$ associated to $P$.

Given such a polynomial $P(X)=\sum_{\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \Lambda} c_{\lambda} X_{1}^{\lambda_{1}}, \ldots, X_{n}^{\lambda_{n}}$, where $\Lambda$ is a finite subset of $M \cong \mathbb{Z}^{n}$ and $c_{\lambda} \in \mathbb{R}^{*}$ for all $\lambda \in \Lambda$, we call the convex hull in $M_{\mathbb{R}} \cong \mathbb{R}^{n}$ of $\Lambda$ the Newton polytope of $P$, and denote it by $\Delta(P)$. If we let $\Sigma$ be the normal fan of $\Delta(P)$, the hypersurface $V_{Y_{\Sigma}}(P)$ in the associated toric variety $Y_{\Sigma}$ is a natural compactification of the hypersurface in the algebraic torus to which $P$ gives rise, for reasons that are detailed in Vir06].

### 1.2 Some classical results

Below are listed some classical theorems on the topology of real algebraic varieties - more specifically, these theorems all express constraints on their topology. The other side of the classification problem, i.e. showing that non-prohibited topologies are actually realizable,
is explored in Chapter 2 .
We mostly take inspiration from G. Wilson's excellent short survey Wil78, where proofs can be found. One can also read the more recent and much more in-depth account DK00 by A. Degtyarev and V. Kharlamov.

Most of the results below are expressed in terms of the homology of the considered varieties. Finer observations can be made in low dimensions, but as we mostly focus on high-dimensional results in the rest of this text, we only mention a few regarding curves at the end of this section, for their historical significance.

Given a topological space $X$, we define its $i$-th Betti number as $b_{i}(X):=\operatorname{dim}_{\mathbb{Z}_{2}} H_{i}\left(X ; \mathbb{Z}_{2}\right)$, with the common notation $\mathbb{Z}_{2}:=\mathbb{Z} / 2 \mathbb{Z}$. We also write $H_{*}\left(X ; \mathbb{Z}_{2}\right)$ for its total homology with coefficients in $\mathbb{Z}_{2}$.

Historically, the first major result in topology of real algebraic varieties was obtained by A. Harnack in 1876.

Theorem 1.2.1 (Harnack). The set of real points of a smooth real projective algebraic curve of degree $d$ in $\mathbb{R}^{2} \mathbb{P}^{2}$ has at most $\frac{(d-1)(d-2)}{2}+1$ connected components.

Harnack also showed that this bound was optimal by constructing for any degree a curve realizing it; the curves he built are called Harnack curves.

Harnack's inequality was in fact a special case of a more general result, the Smith-Thom inequality.

Theorem 1.2.2 (Smith-Thom inequality). Let $Z$ be a topological space with a finite $C W$ complex structure, $c: Z \longrightarrow Z$ be a continuous involution compatible with the cell structure, and $F$ be the set of fixed points of $c$ in $Z$. Then

$$
\operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(F ; \mathbb{Z}_{2}\right) \leqslant \operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(Z ; \mathbb{Z}_{2}\right) .
$$

If this inequality is an equality, $Z$ (considered with the involution $c$ ) is said to be maximal; we also call $Z$ an $M$-variety. Such varieties are of particular importance. We are specially interested in the situation where $Z$ is the set $\mathbb{C} X$ of complex points of a real algebraic variety, $c$ is the complex conjugation on $\mathbb{C} X$, and $F$ is the set of real points $\mathbb{R} X$, in which case we get

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(\mathbb{R} X ; \mathbb{Z}_{2}\right) \leqslant \operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(\mathbb{C} X ; \mathbb{Z}_{2}\right) . \tag{1.2.1}
\end{equation*}
$$

Harnack's inequality is, indeed, a special case of the Smith-Thom inequality, as it is easy to show that the set $\mathbb{C} X \subset \mathbb{C P}^{2}$ of complex points of a smooth degree $d$ complex curve $X$ is a (connected) surface of genus $\frac{(d-1)(d-2)}{2}$. Hence, we get using Formula 1.2.1 that
$2 b_{0}(\mathbb{R} X)=b_{0}(\mathbb{R} X)+b_{1}(\mathbb{R} X)=\operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(\mathbb{R} X ; \mathbb{Z}_{2}\right) \leqslant \operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(\mathbb{C} X ; \mathbb{Z}_{2}\right)=2+(d-1)(d-2)$.

The Smith-Thom inequality is relatively easy to prove by considering an appropriate cell structure on $Z$ and a well-chosen short exact sequence of complexes (see Wil78 or DK00]). The proof shows that the difference $\operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(Z ; \mathbb{Z}_{2}\right)-\operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(F ; \mathbb{Z}_{2}\right)$ is even. If that difference is equal to $2 l \in 2 \mathbb{N}$, we say that $Z$ (considered with the involution $c$ ) is an ( $M-l$ )-variety (with $l$ being often equal to 0,1 or 2 ).

The same proof also yields the Borel-Swann inequality, which in fact implies the SmithThom inequality.

Theorem 1.2.3 (Borel-Swann inequality). Let $Z$ be a topological space with a finite CWcomplex structure, $c: Z \longrightarrow Z$ be a continuous involution compatible with the cell structure, and $F$ be the set of fixed points of $c$ in $Z$. Then

$$
\operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(F ; \mathbb{Z}_{2}\right) \leqslant \operatorname{dim}_{\mathbb{Z}_{2}}\left(\frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right),
$$

where $1+c_{*}: H_{*}\left(Z ; \mathbb{Z}_{2}\right) \longrightarrow H_{*}\left(Z ; \mathbb{Z}_{2}\right)$ and 1 stands for the identity.
When this inequality is an equality, $Z$ (considered with the involution $c$ ) is called Galois maximal (see DIK00 for additional details). As above, this directly translates in the real algebraic case to the following inequality:

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Z}_{2}} H_{*}\left(\mathbb{R} X ; \mathbb{Z}_{2}\right) \leqslant \operatorname{dim}_{\mathbb{Z}_{2}}\left(\frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right), \tag{1.2.2}
\end{equation*}
$$

where $1+c_{*}: H_{*}\left(\mathbb{C} X ; \mathbb{Z}_{2}\right) \longrightarrow H_{*}\left(\mathbb{C} X ; \mathbb{Z}_{2}\right)$ and $c$ is the complex conjugation.
The notion has been considered of interest in itself; it will prove to be of importance in Chapter 4. See for example Krasnov (Kra84, where the Galois maximality of various families of varieties is proved. Somewhat surprisingly, there are very elementary cases in which the rank of $1+c_{*}: H_{*}\left(\mathbb{C} X ; \mathbb{Z}_{2}\right) \longrightarrow H_{*}\left(\mathbb{C} X ; \mathbb{Z}_{2}\right)$ is not known. One such case was that of simplicial hypersurfaces, which we define in Chapter 8 and whose Galois maximality we investigate there.

Galois maximality is equivalent to a condition of degeneration on the second page of a certain associated spectral sequence, called Kalinin spectral sequence, which was introduced by I. Kalinin in Kal92 - further explanations can also be found in Deg92. Smith-Thom maximality is equivalent to degeneration on the first page of this spectral sequence. We return to those questions in Chapter 4

Let us give a few more classical results pertaining to complex varieties on which a conjugation (i.e. an antiholomorphic involution) acts.

Given a complex manifold $Z$ of real dimension $4 n$, the cup product defines a quadratic form on $H^{2 n}(Z ; \mathbb{R})$. We denote the signature of this intersection form by $\sigma(Z)$. If $Z$ is a complex manifold of real dimension not divisible by 4 , we let $\sigma(Z)$ be 0 . As always, the Euler characteristic of a topological space $X$ is denoted as $\chi(X)$.

Theorem 1.2.4 (Rokhlin). Let $X$ be a complex manifold of real dimension $4 n$, let $c$ be a conjugation on $X$ and $\mathbb{R} X$ be the set of fixed points of $c$. If $(X, c)$ is an $M$-variety, we have

$$
\chi(\mathbb{R} X) \equiv \sigma(X) \bmod 16
$$

Theorem 1.2.5 (Kharlamov, Gudkov, Krakhnov). Let $X$ be a complex manifold of real dimension $4 n$, let $c$ be a conjugation on $X$ and $\mathbb{R} X$ be the set of fixed points of $c$. If $(X, c)$ is an ( $M-1$ )-variety, we have

$$
\chi(\mathbb{R} X) \equiv \sigma(X) \pm 2 \bmod 16
$$

We can also mention S. Lefschetz's well-known fixed point theorem.
Theorem 1.2.6 (Lefschetz's fixed point Theorem). Let $Z$ be a compact topological manifold, $c: Z \longrightarrow Z$ be a continuous involution, and $F$ be the set of fixed points of $c$ in $Z$. Let $c^{*}$ be the map induced on cohomology by $c$. Then we have

$$
\chi(F)=\sum_{i}(-1)^{i} \operatorname{tr}\left(c^{*} \mid H^{i}(Z, \mathbb{R})\right)
$$

As a last example, let us state the following result, due to V. Kharlamov, which requires the complex variety $Z$ to be Kähler.

Theorem 1.2.7 (Kharlamov). Let $X$ be a compact Kähler manifold of real dimension $4 n$, let $c$ be a conjugation on $X$ and $\mathbb{R} X$ be the set of fixed points of $c$. Then we have

$$
|\chi(\mathbb{R} X)-1| \leqslant h^{n, n}(X)-1
$$

where $h^{n, n}(X)$ is the $(n, n)-$ th Hodge number of $X$.
Interestingly, there exists a purely topological proof by A. Comessatti of this theorem (which makes no use of the Kähler structure on $X$ ) in the case of real projective surfaces.

All those results are very powerful in low dimension, but they yield comparatively less information in higher dimensions.

Though they are not our main focus in the rest of this text, we still choose to say a few words regarding real algebraic projective curves in particular, because of their historical and continued importance in the field.

The topology of the real part $\mathbb{R} X$ of a smooth real algebraic curve $X$ in the projective plane cannot be, in itself, very rich, as $\mathbb{R} X$ is a compact manifold of dimension 1 , hence a collection of circles. In a sense, Harnack's inequality from Theorem 1.2.1 tells us all that there is to know. What is usually considered instead is the topology of the pair $\left(\mathbb{T} \mathbb{P}^{2}, \mathbb{R} X\right)$.

Figure $1.1 \|^{1}$ shows all three configurations for $M$-curves of degree 6 in $\mathbb{R} \mathbb{P}^{2}$ (one can see it as depicting a contractible open subset of $\mathbb{R P}^{2}$ ). The configuration on the left was
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Figure 1.1: Maximal projective curves of degree 6.
obtained by A. Harnack, the middle one by D. Hilbert and the one on the right by D. Gudkov.

One can check, using elementary methods, that each connected component of $\mathbb{R} X$ either partitions $\mathbb{R P}^{2}$ into a disk and a Möbius strip, in which case we call it an oval, or its complement in $\mathbb{R P}^{2}$ is connected (and homeomorphic to a disk), in which case we call it a pseudo-line. When the degree of $X$ is odd, there is exactly one pseudo-line among the connected components of $\mathbb{R} X$; when it is even, there are none.

Therefore, the main question regarding the topology of $\left(\mathbb{T P}^{2}, \mathbb{R} X\right)$ is the number of ovals and their arrangement. We say that an oval $C_{1}$ lies inside another oval $C_{2}$ if $C_{1}$ is contained in the connected component of $\mathbb{R P}^{2} \backslash C_{2}$ homeomorphic to a disk. An oval is even if it lies inside an even number of ovals, and odd otherwise. As an example, the curve in Figure 1.2 2 has 5 even ovals and 3 odd ones.

For a given curve $X$, let $p$ be the number of even ovals in its real part, and $n$ the number of odd ovals. The following theorems can be obtained from Theorems 1.2.4, 1.2.5 and 1.2 .7 by considering a double covering of $\mathbb{C P}^{2}$ ramified along $\mathbb{C} X$.

Theorem 1.2.8 (Gudkov, Rokhlin). Let $X$ be a smooth real $M$-curve of degree $2 k$ in the projective plane. Then

$$
p-n \equiv k^{2} \bmod 8 .
$$

Theorem 1.2.9 (Gudkov, Kharlamov, Krakhnov). Let $X$ be a smooth real ( $M-1$ )-curve of degree $2 k$ in the projective plane. Then

$$
p-n \equiv k^{2} \pm 1 \bmod 8 .
$$

Theorem 1.2.10 (Petrovsky). Let $X$ be a smooth real curve of degree $2 k$ in the projective plane. Then

$$
-\frac{3}{2} k(k-1) \leqslant p-n \leqslant \frac{3}{2} k(k-1)+1 .
$$
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Figure 1.2: 5 even ovals, 3 odd ovals.
V. Ragsdale conjectured in Rag04 that an even stronger bound holds.

Conjecture 1.2.11 (Ragsdale's Conjecture). Let $X$ be a smooth real curve of degree $2 k$ in the projective plane. Then

$$
\begin{aligned}
p \leqslant & \frac{3}{2} k(k-1)+1, \\
& \leqslant \frac{3}{2} k(k-1) .
\end{aligned}
$$

However, Tiro showed in [Vir80] that the second inequality was wrong by at least 1. Later, Itenberg used the patchworking method (see Chapter 2) to show in Ite93 that both inequalities were in general dramatically wrong (by a quadratic margin). However, whether they are true (up to a correction of 1 in the case of the inequality on $n$ ) for $M$-curves is still an open question.

## Chapter 2

## Viro's patchworking method

### 2.1 Chapter introduction

In Section 1.2, we have seen some constraints on the topology of real algebraic varieties. Complementarily to finding new restrictions, constructing real algebraic varieties that show the sharpness of those restrictions is the other component of the classification effort.

Various construction methods have been historically used; one can for example perturb a union of algebraic varieties that intersect in a certain way.

A particularly efficient technique was developed by Viro in the late 70s. That technique, often called Viro's method or patchworking method, allows one to obtain families of real algebraic hypersurfaces $\left\{X_{t}\right\}_{t \in \mathbb{R}_{>0}}$ in a given toric variety, such that $X_{t}$ can be seen as a gluing ("patchworking") of simpler hypersurfaces for $t$ small enough (or large enough, depending on the chosen convention). This can be used to build real algebraic hypersurfaces with prescribed and interesting topologies. We describe this process in Section 2.2 .

There exists a simpler, more combinatorial special case of the method, called combinatorial patchworking, which we detail in Section [2.3. Though it is strictly speaking less flexible than the general case, the increased simplicity often allows one to have a better grasp of the situation.

Viro's method is strongly linked to tropical geometry, and was one of its sources of inspiration. Some of those connections are considered in Chapter 4

The patchworking method has enjoyed considerable success over the years. It was used by Viro himself to further the classification up to isotopy of smooth real projective algebraic curves of degree 7, which he completed in [Vir80], as well as to disprove Ragsdale's conjecture 1.2 .11 in the same article.

Itenberg later used combinatorial patchworking in Ite93 to show that the conjecture was also asymptotically wrong. His construction was improved on by E. Brugallé in Bru06, using the general case of the patchworking method.

Itenberg and Viro also used combinatorial patchworking in IV07 to build in each
dimension $n$ a family of asymptotically maximal real projective algebraic hypersurfaces; this construction was the main inspiration behind the author's own results in Chapters 5 and 6 (where more details can be found), which rely on Viro's method as well.

Many others, such as F. Bihan in [Bih03], B. Bertrand in [Ber06] or A. Renaudineau in his thesis Ren15, have also successfully made use of this powerful tool.

One naturally wonders about the limitations of the method: for example, what bounds can be found on the Betti numbers of varieties obtained by combinatorial patchworking, or under even stricter conditions?

Bounds were found in ambient dimension 3 by Itenberg in [Ite97] using relatively elementary methods, as well as by Itenberg and Shustin using more sophisticated ones in [IS03].

New constraints were later found, in particular by Renaudineau and K. Shaw (see [RS18]), using the connections between real and tropical hypersurfaces and the properties of tropical homology. This is the main subject of Chapters 4 and 9 .

### 2.2 General case

We give a quick description of Viro's method so as to have the necessary definitions, using notations and concepts from Subsection 1.1 .2 and mostly paraphrasing Viro's own exposition in Vir06]. All omitted details can be found there, or in Itenberg's, G. Mikhalkin's and E. Shustin's notes on Tropical Algebraic Geometry [IMS09]. See [Ful93] for more on toric varieties.

In what follows, $K$ can be either $\mathbb{R}$ or $\mathbb{C}$. Let $U_{\mathbb{C}}^{1} \subset \mathbb{C}$ be the unit circle, $U_{\mathbb{R}}^{1}$ be $\{1,-1\}$ and define $U_{K}^{n}:=\left(U_{K}^{1}\right)^{n}$ for $n \in \mathbb{N}$.

As explained in Subsection 1.1.2, a real Laurent polynomial

$$
P(z)=\sum_{\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \Lambda} c_{\lambda} z_{1}^{\lambda_{1}}, \ldots, z_{n}^{\lambda_{n}}
$$

where $\Lambda$ is a finite subset of $\mathbb{Z}^{n}$ and $c_{\lambda} \in \mathbb{R}^{*}$ for all $\lambda \in \Lambda$, defines a real algebraic hypersurface $V_{\left(\mathbb{C}^{*}\right)^{n}}(P)$ in the complex torus $\left(\mathbb{C}^{*}\right)^{n}$. From now on, we use the notation $z^{\lambda}:=z_{1}^{\lambda_{1}} \ldots z_{n}^{\lambda_{n}}$, where $z=\left(z_{1} \ldots, z_{n}\right) \in \mathbb{C}$ and $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{Z}$.

In Subsection 1.1.2, given a full-dimensional polytope with integer vertices $\Delta \subset \mathbb{R}^{n}$, we denoted by $K Y_{\Sigma}$ the toric variety to which $\Delta$ gave rise via its normal fan $\Sigma$. In this chapter, as well as in Chapter 5, let us call that toric variety $K \Delta$ in order to shorten notations. The embedding $\Delta \subset \mathbb{R}^{n}$ determines an embedding $\left(K^{*}\right)^{n} \subset K \Delta$, and there is a natural action of the torus $\left(K^{*}\right)^{n} \subset K \Delta$ on itself by multiplication, which can be naturally extended to an action $S: K \Delta \times\left(K^{*}\right)^{n} \longrightarrow K \Delta$ on $K \Delta$, as was mentioned in Subsection 1.1.2 Moreover, remember that $K \Delta$ is stratified along the closures of the orbits of the action of the algebraic torus, and that those strata are in (inclusion-preserving) bijection
with the faces of $\Delta$. Let $\Gamma$ be a face of $\Delta$, and denote by $K \Gamma$ the corresponding stratum of $K \Delta$. It can be shown that $K \Gamma$ is isomorphic to the toric variety to which $\Gamma$, seen as a full-dimensional polytope in the vector space that it spans, gives rise, which justifies the notation.

There is a stratified (along its intersections with the strata $K \Gamma$ ) subspace of $K \Delta$, denoted as $\mathbb{R}_{+} \Delta$, which corresponds to the points in $K \Delta$ with real nonnegative coordinates (this can be given precise meaning with the definition of $K \Delta$ ). We can see $K \Delta$ as a quotient of $\mathbb{R}_{+} \Delta \times U_{K}^{n}$ via the map $S: R_{+} \Delta \times U_{K}^{n} \longrightarrow K \Delta$.

As stratified topological spaces, $\mathbb{R}_{+} \Delta$ and the polytope $\Delta$ are homeomorphic, for example via the Atiyah moment map $M: \mathbb{R}_{+} \Delta \longrightarrow \Delta$ (see Ati81]). If $x \in\left(\mathbb{R}_{+}\right)^{n} \subset \mathbb{R}_{+} \Delta$ and $w_{1}, \ldots, w_{k} \in \mathbb{Z}^{n}$ are such that their convex hull is $\Delta$, then

$$
M(x)=\frac{\sum_{i=1}^{k}\left|x^{w_{i}}\right| w_{i}}{\sum_{i=1}^{k}\left|x^{w_{i}}\right|}
$$

Thus we have the following map

$$
\Phi: \Delta \times U_{K}^{n} \xrightarrow{M^{-1} \times i d} \mathbb{R}_{+} \Delta \times U_{K}^{n} \xrightarrow{S} K \Delta
$$

through which $K \Delta$ is seen as a quotient of $\Delta \times U_{K}^{n}$ (when $K=\mathbb{R}$, this quotient can in fact be quite nicely described in terms of an appropriate gluing of the faces of $\mathbb{R}_{+} \Delta \times U_{\mathbb{R}}^{n}$ - see (Vir06]). It restricts to a homeomorphism from $\Delta \times U_{K}^{n}$ to $\left(K^{*}\right)^{n} \subset K \Delta$.

Let $P$ be as above a real Laurent polynomial in $n$ variables and $\Delta \subset \mathbb{R}^{n}$ be a fulldimensional polytope with integer vertices. The stratified topological pair $\left(\Delta \times U_{K}^{n}, v\right)$, where $v=\Phi^{-1}\left(V_{K \Delta}(P)\right)$, is called a chart of $P$. A slightly different definition exists, where $M$ can be replaced in the definition of $\Phi$ by any "nice enough" homeomorphism.

When there is no possible confusion, we sometimes refer to $v$ itself as the chart (as opposed to the pair $\left(\Delta \times U_{K}^{n}, v\right)$ ), and we denote it as $\operatorname{Chart}_{\Delta \times U_{K}^{n}}(P)$. By extension, we also write $\operatorname{Chart}_{\Delta \times U_{K}^{n}}(P):=\operatorname{Chart}_{\Delta \times U_{K}^{n}}(P) \cap\left(\AA \times U_{K}^{n}\right)$, where $\stackrel{\circ}{\Delta}$ is the relative interior of $\Delta$ in $\mathbb{R}^{n}$.

Let $P(z)=\sum_{\lambda \in \Lambda} c_{\lambda} z^{\lambda}$ as above and $\Gamma \subset \mathbb{R}^{n}$. We define the truncation $P^{\Gamma}$ as the polynomial $P^{\Gamma}(z)=\sum_{\lambda \in \Gamma \cap \Lambda} c_{\lambda} z^{\lambda}$.

The real Laurent polynomial $P$ is completely nondegenerate over $K$ if $V_{\left(K^{*}\right)^{n}}\left(P^{\Gamma}\right)$ is a nonsingular hypersurface for any face $\Gamma$ of its Newton polytope $\Delta(P)$ (including $\Delta(P)$ itself).

A convex subdivision (or regular subdivision) $T$ of an $n$-dimensional convex polytope $\Delta \subset \mathbb{R}^{n}$ with integer vertices is a finite family $\left\{\Delta_{i}\right\}_{i \in I}$ of $n$-dimensional convex polytopes with integer vertices such that:

- $\bigcup_{i \in I} \Delta_{i}=\Delta$.
- For all indices $i, j \in I$, the intersection $\Delta_{i} \cap \Delta_{j}$ is either empty or a face of both $\Delta_{i}$ and $\Delta_{j}$.
- There is a piecewise linear convex function $\mu: \Delta \longrightarrow \mathbb{R}$ such that the domains of linearity of $\mu$ are exactly the polytopes $\Delta_{i}$.

If each polytope $\Delta_{i}$ in the subdivision is a simplex, we say that $T$ is a convex triangulation. Moreover, if each $\Delta_{i}$ is a simplex of minimum volume $\frac{1}{n!}$, we call $T$ a convex primitive triangulation.

All is set to state the Main Patchwork Theorem: let $\Delta \subset \mathbb{R}^{n}$ be a convex polytope with integer vertices and let $Q_{1}, \ldots, Q_{s}$ be completely nondegenerate real Laurent polynomials in $n$ variables such that $\left\{\Delta\left(Q_{1}\right), \ldots, \Delta\left(Q_{s}\right)\right\}$ is a convex subdivision of $\Delta$. Suppose moreover that $Q_{i}^{\Delta\left(Q_{i}\right) \cap \Delta\left(Q_{j}\right)}=Q_{j}^{\Delta\left(Q_{i}\right) \cap \Delta\left(Q_{j}\right)}$ for all $i, j \in\{1, \ldots, s\}$. This means that there exists a unique real Laurent polynomial $P(z)=\sum_{\lambda \in \Delta \cap \mathbb{Z}^{n}} c_{\lambda} z^{\lambda}$ such that $P^{\Delta\left(Q_{i}\right)}=Q_{i}$ for all $i$. Let $\mu: \Delta \longrightarrow \mathbb{R}$ be a piecewise linear function certifying the convexity of the subdivision, and consider the family of real Laurent polynomials $\left\{P_{t}\right\}_{t \in \mathbb{R}_{>0}}$, where $P_{t}(z):=\sum_{\lambda \in \Delta \cap \mathbb{Z}^{n}} c_{\lambda} t^{\mu(\lambda)} z^{\lambda}$. Let $\left(\Delta\left(Q_{i}\right) \times U_{K}^{n}, v_{i}\right)$ be the chart of $Q_{i}$, and $\left(\Delta \times U_{K}^{n}, v_{t}\right)$ be the chart of $P_{t}$.

Theorem 2.2.1 (Main Patchwork Theorem). The union $\bigcup_{i=1}^{s} v_{i}$ is a submanifold of $\Delta \times$ $U_{K}^{n}$, smooth in $\stackrel{\circ}{\Delta} \times U_{K}^{n}$ and with boundary in $\partial \Delta \times U_{K}^{n}$ (and corners in the boundary for $n \geqslant 3$ ).

Moreover, for any $t>0$ small enough, $\bigcup_{i=1}^{s} v_{i}$ is isotopic to $v_{t}$ in $\Delta \times U_{K}^{n}$ by an isotopy which leaves $\Gamma \times U_{K}^{n}$ invariant for each face $\Gamma \subset \Delta$.

We say that such a polynomial $P_{t}$ (with $t>0$ small enough) has been obtained by patchworking the polynomials $Q_{1}, \ldots, Q_{s}$, or that it is a patchwork of them.

In particular, Theorem 2.2 .1 allows us to recover the topology of the pairs $\left(\left(K^{*}\right)^{n}, V_{\left(K^{*}\right)^{n}}\left(P_{t}\right)\right)$ and $\left(K_{\Delta}, V_{K \Delta}\left(P_{t}\right)\right)$ from that of the pairs $\left(K_{\Delta\left(Q_{i}\right)}, V_{K_{\Delta\left(Q_{i}\right)}}\left(Q_{i}\right)\right)$.

Note that though the function $\mu$ plays an important role in the definition of the family of polynomials $\left\{P_{t}\right\}_{t \in \mathbb{R}_{>0}}$, its choice (among the piecewise linear functions inducing the same convex subdivision) does not affect the topology of $\left(K_{\Delta}, V_{K \Delta}\left(P_{t}\right)\right)$.

Viro's method has been generalized by B. Sturmfels in Stu94 to complete intersections in the combinatorial case (see Section 2.3 below), and then to complete intersections in the general case by Bihan in Bih02.

### 2.3 Combinatorial case

In this section, we present a special case of Theorem 2.2.1 which is often distinguished. We retain the notations of Section 2.2.

Let $P$ be a real Laurent polynomial in $n$ variables. If $P$ has exactly $n+1$ monomials with non-zero coefficients and if its Newton polytope $\Delta(P)$ is a non-degenerate $n$-dimensional
simplex, we call $P$ a simplicial real polynomial. In particular, the monomials of $P$ and the vertices of $\Delta(P)$ are in bijection. Such polynomials are considered in more detail in Chapter 8

If the real polynomials $Q_{1}, \ldots, Q_{s}$ that are being patchworked are all simplicial, which in particular implies that the convex subdivision $\left\{\Delta\left(Q_{1}\right), \ldots, \Delta\left(Q_{s}\right)\right\}$ is a triangulation, the construction is called a combinatorial patchworking. If it is a primitive triangulation, we call the construction a primitive combinatorial patchworking.

What makes this case special is that the real chart $\operatorname{Chart}_{\Delta(P) \times U_{R}^{n}}(P)$ of a real simplicial polynomial $P$ admits a very simple description, which depends only on the signs of the coefficients of $P$.

Let us write $P$ as $P(z)=\sum_{\lambda} a_{\lambda} \delta(\lambda) z^{\lambda}$, where the sum is over the vertices $\lambda$ of the Newton polytope $\Delta(P)$ of $P, a_{\lambda} \in \mathbb{R}_{>0}$ and $\delta(\lambda) \in \mathcal{U}_{\mathbb{R}}^{1}=\{1,-1\}$ for all $\lambda$.

We now define a sign distribution $\tilde{\delta}$ on the $2^{n}(n+1)$ vertices of $\Delta(P) \times U_{\mathbb{R}}^{n}$ in the following way:

$$
\tilde{\delta}(\lambda, \epsilon):=\delta(\lambda) \epsilon^{\lambda} \quad \in\{1,-1\}
$$

where $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{Z}^{n}$ is a vertex of $\Delta(P), \epsilon=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right) \in U_{\mathbb{R}}^{n}$ and $\epsilon^{\lambda}=\epsilon_{1}^{\lambda_{1}} \cdot \ldots$. $\epsilon_{n}^{\lambda_{n}} \in\{1,-1\}$.

Then the real chart $\left(\Delta(P) \times U_{\mathbb{R}}^{n}, \operatorname{Chart}_{\Delta(P) \times U_{\mathbb{R}}^{n}}(P)\right)$ can be described as follows: for $\epsilon \in U_{\mathbb{R}}^{n}$, the intersection Chart $_{\Delta(P) \times U_{\mathbb{R}}^{n}}^{n}(P) \cap(\Delta(P) \times\{\epsilon\})$ is empty if $\tilde{\delta}$ takes the same value on all vertices of $\Delta(P) \times\{\epsilon\}$. Otherwise, it is isotopic to an $(n-1)$-dimensional polyhedron that separates the vertices of $\Delta(P) \times\{\epsilon\}$ on which $\tilde{\delta}$ is positive from those on which it is negative, by an isotopy which leaves $\Gamma \times U_{\mathbb{R}}^{n}$ invariant for each face $\Gamma$ of $\Delta(P)$. This can be shown using arguments similar to those from Lemma 8.5.1, as well as the fact that the intersection of the chart $\operatorname{Chart}_{\Delta(P) \times U_{\mathbb{R}}^{n}}(P)$ with $\Gamma \times U_{\mathbb{R}}^{n}$, for some face $\Gamma$ of $\Delta(P)$, is described by the chart of the troncation $\left.P\right|^{\mathbb{R}}$ (see [IMS09, Lemma 2.16]). Note that the same algorithm describes (up to isotopy) the intersection of $\operatorname{Chart}_{\Delta(P) \times U_{\mathbb{R}}^{n}}(P)$ with the subsets $\sigma \times\{\epsilon\}$, where $\sigma$ is a face of $\Delta(P)$.

A simple example of combinatorial patchworking in dimension $n=2$ is given in Figure 2.1 the orange set is (up to isotopy) a patchworked chart in $\Delta \times U_{\mathbb{R}}^{2}$.

This shows that for any $t>0$ small enough, the topology of the pair $\left(\Delta\left(P_{t}\right) \times\right.$ $\left.U_{\mathbb{R}}^{n}, \operatorname{Chart}_{\Delta\left(P_{t}\right) \times U_{\mathbb{R}}^{n}}\left(P_{t}\right)\right)$, where $P_{t}$ results from the application of Theorem 2.2 .1 to a family $Q_{1}, \ldots, Q_{s}$ of real simplicial polynomial, only depends on the signs of the coefficients of the polynomials $Q_{i}$ - hence the appellation "combinatorial".

In fact, this allows for a change in perspective: instead of starting with a family $Q_{1}, \ldots, Q_{s}$ of polynomials and patchworking them, one can start with a convex triangulation $T$ of a polytope $\Delta \subset \mathbb{R}^{n}$ with integer vertices, then choose a sign for each vertex appearing in the triangulation. One then applies the algorithm described above to obtain a piecewise linear hypersurface $X$ in $\Delta \times U_{\mathbb{R}}^{n}$. As simplicial polynomials are always completely non-degenerate (see Remark 8.2.1 in Chapter 8), one can always find polyno-


Figure 2.1: A patchworked chart (up to isotopy) in ambient dimension 2.
mials $Q_{1}, \ldots, Q_{s}$ such that $\left(\Delta \times U_{\mathbb{R}}^{n}, X\right)$ is (stratified) isotopy equivalent to the chart of a polynomial $P_{t}$ obtained by patchworking $Q_{1}, \ldots, Q_{s}$.

## Chapter 3

## Tropical geometry

### 3.1 Introduction and basic notions

Tropical geometry is a relatively recent field. It can be grossly described as the study of some piecewise linear objects that are naturally related to other, more algebraic objects. In particular, there are strong connections to real algebraic varieties and the patchworking method (which was one of the historical inspirations for the development of tropical geometry) described in Chapter 2, as is shown later in Chapter 4.

In this chapter, we cover some of the basic notions of tropical geometry. In particular, tropical operations and polynomials are introduced in this section, tropical hypersurfaces and tropical toric varieties in Section 3.2, and tropical homology in Section 3.3.

A short introduction to the field can be found in BIMS15. For a more complete exposition, read [MS09, MS15 or MR].

### 3.1.1 Tropical operations and tropical polynomials

We consider the set of tropical numbers $\mathbb{T}:=\mathbb{R} \cup\{-\infty\}$ equipped with the so called tropical addition and tropical multiplication, which we denote by "+" and "." and define as follows: for all $x, y \in \mathbb{T}$,

$$
" x+y "=\max (x, y), \quad " x \cdot y "=x+y
$$

Those operations are associative and commutative, and satisfy the distributive property.
The neutral element for the addition is $-\infty$, and the neutral element for the multiplication is 0 . Each element $x \in \mathbb{T} \backslash\{-\infty\}$ admits a multiplicative inverse, which is $-x$, but there is no additive inverse. Because of these properties, $\mathbb{T}$ is called a semifield. Topologically, we identify $\mathbb{T}$ with the line segment $[0,1[$.

This naturally leads to the notion of tropical polynomial. Let $n \geqslant 1$. We can consider
$P \in \mathbb{T}\left[X_{1}, \ldots, X_{n}\right]$, abstractly defined as

$$
P(X)=\sum_{\lambda \in \Lambda} s_{\lambda} X^{\lambda}
$$

for some finite subset $\Lambda$ of $\mathbb{Z}^{n}$ and some coefficients $s_{\lambda} \in \mathbb{R}$, where $X^{\lambda}:=X_{1}^{\lambda_{1}} \ldots X_{n}^{\lambda_{n}}$. The set $\Lambda$ corresponds to the non-trivial monomials of $P$ (as $-\infty$ is the tropical analog of the classical trivial coefficient 0). As with classical polynomials, we call $\operatorname{Conv}(\Lambda)$ the Newton polytope of $P$.

As with classical Laurent polynomials, such a tropical polynomial $P$ gives rise to a well-defined function on the tropical torus $\mathbb{R}^{n}\left(\mathbb{R}\right.$ corresponds to $\left.\mathbb{T}^{*}\right)$, which takes values in $\mathbb{R}$ if $P$ is non-trivial:

$$
\begin{array}{rll}
P: \mathbb{R}^{n} & \longrightarrow & \mathbb{T} \\
x=\left(x_{1}, \ldots, x_{n}\right) & \longmapsto P(x) & =" \sum_{\lambda \in \Lambda} s_{\lambda} x^{\lambda \prime}=\max _{\lambda \in \Lambda}\left\{s_{\lambda}+\lambda^{\perp} \cdot x\right\},
\end{array}
$$

where $\lambda^{\perp} \cdot x=\sum_{i=1}^{n} x_{i} \lambda_{i}$. The induced function is piecewise linear on $\mathbb{R}^{n}$.
Observe that two distinct tropical polynomials can give rise to the same function: for example,

$$
" 0+x+x^{2}=0+x^{2} " \quad \text { for any } x \in \mathbb{T} .
$$

### 3.2 Tropical toric varieties and tropical hypersurfaces

There are intrinsic definitions of tropical spaces and tropical manifolds, involving balanced polyhedral complexes and matroidal fans, which can for example be found in [BIMS15] or in Mik06.

Here, we only concern ourselves with two particular types of tropical spaces: tropical toric varieties, and tropical hypersurfaces in tropical toric varieties.

### 3.2.1 Tropical toric varieties

The description below is dependant on the choice of a lattice in $\mathbb{R}^{n}$. We always use the standard lattice $\mathbb{Z}^{n} \subset \mathbb{R}^{n}$.

Let $\Sigma$ be a strongly convex rational polyhedral fan in $\mathbb{R}^{n}$ (see Subsection 1.1.2). Just as with classical toric varieties, the fan $\Sigma$ gives rise to an $n$-dimensional tropical toric variety. For any cone $\rho$ of $\Sigma$, denote by $\mathbb{L}(\rho)$ the subspace of $\mathbb{R}^{n}$ spanned by $\rho$, and set $\mathbb{L}_{\mathbb{Z}}(\rho):=\mathbb{L}(\rho) \cap \mathbb{Z}^{n}$. As $\Sigma$ is rational, we have an isomorphism $\mathbb{L}_{\mathbb{Z}}(\rho) \cong \mathbb{Z}^{\operatorname{dim} \rho}$. As a set,
the tropical toric variety associated to the fan $\Sigma$ is

$$
Y_{\Sigma}:=\bigsqcup_{\rho \in \Sigma} \mathbb{R}^{n} / \mathbb{L}(\rho) .
$$

There is a unique topology on $Y_{\Sigma}$ such that

- The inclusions $\mathbb{R}^{n} / \mathbb{L}(\rho) \hookrightarrow Y_{\Sigma}$ are continuous for any cone $\rho \in \Sigma$.
- For any $x \in \mathbb{R}^{n}$ and any $v \in \mathbb{R}^{n}$, the sequence $(x+n v)_{n \in \mathbb{N}} \in \mathbb{R}^{n} \cong \mathbb{R}^{n} / \mathbb{L}(\{0\})$ converges in $Y_{\Sigma}$ if and only if $v$ is contained in the support of the fan $\Sigma$.

Given a toric variety $Y$ and a cone $\rho$ of the associated fan, we denote by $Y_{\rho}$ the stratum $\mathbb{R}^{n} / \mathbb{L}(\rho) \subset Y$ (using the same notations as above). There is an inclusion-reversing isomorphism of posets $\bar{\rho} \mapsto \overline{Y_{\rho}}$ between the set of closed cones of the fan $\Sigma$ and the closures in $Y$ of its strata; in particular, for two cones $\rho$ and $\rho^{\prime}$ of $\Sigma$ we have $Y_{\rho^{\prime}} \subset \overline{Y_{\rho}}$ if and only if $\rho$ is a face of $\rho^{\prime}$ in $\Sigma$. We say that a point $y \in Y$ is of sedentarity $k$ if it belongs to a stratum $Y_{\rho}$ such that $\operatorname{dim} \rho=k$; we write $\operatorname{sed}(y)=k$. This description corresponds to the decomposition into orbits of classical toric varieties.

A tropical toric variety is naturally equipped with a lattice on each stratum. More precisely, the stratum $Y_{\rho}$ is equipped with the lattice $\mathbb{Z}^{n} / \mathbb{L}_{\mathbb{Z}}(\rho)$. When $\rho$ is of dimension $k$, there is a lattice preserving isomorphism of vector spaces $Y_{\rho} \cong \mathbb{R}^{n-k}$. If $\rho$ is a cone of $\Sigma$, then there is a projection map $\pi_{\rho}: \mathbb{R}^{n} \rightarrow Y_{\rho}$. If $\rho^{\prime}$ is a face of $\rho$ in the fan $\Sigma$, then $\mathbb{L}\left(\rho^{\prime}\right) \subseteq \mathbb{L}(\rho)$ and there is a projection map $\pi_{\rho^{\prime}, \rho}: Y_{\rho^{\prime}} \rightarrow Y_{\rho}$. The tropical toric variety $Y$ is compact if and only if the associated fan $\Sigma$ is complete. In what follows, we mostly focus on compact tropical toric varieties.

Proofs and details can be found in [MR, Section 3.2] and [MS15, Sections 6.2 and 6.3]. An equivalent definition, in terms of gluing of affine tropical spaces via appropriate tropical maps, also exists.

Just as is the case over a field, a tropical toric variety is non-singular if it is built from a simplicial unimodular rational polyhedral fan.

Given a full-dimensional rational polytope $\Delta \subset \mathbb{R}^{n}$, its normal fan $\Sigma$ allows us to define a tropical toric variety $Y$, which will be non-singular if and only if $\Delta$ is a simple polytope.

Example 3.2.1. The tropical projective space $\mathbb{T} P^{n}$ is the tropical toric variety constructed from the fan $\Sigma$ consisting of cones

$$
\mathbb{R}_{\geqslant 0} e_{i_{1}}+\cdots+\mathbb{R}_{\geqslant 0} e_{i_{k}},
$$

for all $\left\{i_{1} \cdots i_{k}\right\} \varsubsetneqq\{0, \cdots, n\}$, where $e_{1}, \cdots, e_{n}$ is the standard basis of $\mathbb{R}^{n}$ and $e_{0}=$ $-\sum_{k=1}^{n} e_{k}$. It is non-singular as a tropical toric variety.


Figure 3.1: The fan $\Sigma$ on the left and tropical projective plane $\mathbb{T} P^{2}$ to which it gives rise on the right.

It can also be described as the quotient

$$
\frac{\mathbb{T}^{n+1} \backslash(-\infty, \ldots,-\infty)}{\left[x_{0}: \ldots: x_{n}\right] \sim\left[a+x_{0}: \ldots: a+x_{n}\right]}
$$

where $a \in \mathbb{T} \backslash-\infty$. The stratification of $\mathbb{T} P^{n}$ can be described using homogeneous coordinates. For a subset $I \subset\{0, \ldots, n\}$ define

$$
\mathbb{T} P_{I}^{n}=\left\{x \in \mathbb{T} P^{n} \mid x_{i}=-\infty \text { if and only if } i \in I\right\}
$$

The set $\mathbb{T} P_{I}^{n}$ corresponds to the cone

$$
\sum_{i \in I} \mathbb{R}_{\geqslant 0} e_{i}
$$

The order of sedentarity of a point $x=\left[x_{0}: \ldots: x_{n}\right] \in \mathbb{T} P^{n}$ is $\operatorname{sed}(x)=\#\left\{i \mid x_{i}=-\infty\right\}$.
Note that though $\mathbb{T} P^{2}$ is isomorphic as a stratified topological space to the triangle on the right of Figure 3.1 (and similarly for $\mathbb{T} P^{n}$ and a $n$-simplex), its metric is not what one would expect from such a comparison; for example, the sequence of points $\{(n, 2 n)\}_{n \in \mathbb{N}} \subset$ $\mathbb{R}^{2} \subset \mathbb{T} P^{2}$ converges to the upper left vertex. More details on that can be found in $M R$, Section 3.2].

### 3.2.2 Tropical hypersurfaces

As in Subsection 3.1.1, let $n \geqslant 1$ and

$$
P(X)=\sum_{\lambda \in \Lambda} s_{\lambda} X^{\lambda}
$$

be a tropical polynomial, for some finite subset $\Lambda$ of $\mathbb{Z}^{n}$ and some coefficients $s_{\lambda} \in \mathbb{R}$.
We define the tropical hypersurface $X_{P} \subset \mathbb{R}^{n}$ associated to $P$ to be the corner locus of
the function $\mathbb{R}^{n} \mapsto \mathbb{T}$ associated to $P$, i.e. the set

$$
X_{P}:=\left\{x \in \mathbb{R}^{n} \mid \exists \lambda_{1} \neq \lambda_{2} \in \Lambda \text { s.t. } P(x)=s_{\lambda_{1}}+\lambda_{1}^{\perp} \cdot x=s_{\lambda_{2}}+\lambda_{2}^{\perp} \cdot x\right\} .
$$

It corresponds to the set of points in $x \in \mathbb{R}^{n}$ such that the function associated to $P$ is not affine in any neighborhood of $x$. See Example 3.2 .3 for an elementary example where $P$ is of degree 1, and the right part of Figure 3.2 for the tropical conic defined by the polynomial " $3+2 x+2 y+3 x y+y^{2}+x^{2}$ ".

Just as two distinct tropical polynomials can give rise to the same function, two distinct functions can give to the same hypersurface: consider for example $P$ as above and some $s \in \mathbb{R} \backslash\{0\}$, and define $\tilde{P}(X):=" \sum_{\lambda \in \Lambda} \tilde{s_{\lambda}} X^{\lambda} "$, where for each $\lambda$ we set $\tilde{s_{\lambda}}=s_{\lambda}+s$.

We then simply define a tropical hypersurface $X$ in a tropical toric variety $Y$ to be the closure in $Y$ of a tropical hypersurface $X_{0} \subset \mathbb{R}^{n} \subset Y$ (where $\mathbb{R}^{n}$ corresponds to the top-dimensional stratum of $Y$ ).

As is the case in the classical setting, if $P$ is a tropical polynomial with full-dimensional Newton polytope $\Delta$, the most natural tropical toric variety in which to take the closure of the tropical hypersurface $X_{0} \subset \mathbb{R}^{n}$ to which $P$ gives rise is the $n$-dimensional tropical variety $Y$ generated by the normal fan of the polytope $\Delta$..

By extension, given a tropical polynomial $P$ defining a tropical hypersurface $X$, we sometimes write "the Newton polytope of $X$ " to mean the Newton polytope of $P$.

A tropical hypersurface $X_{0} \subset \mathbb{R}^{n}$ has a natural structure of rational polyhedral complex induced by its definition as the corner locus of the function induced by a tropical polynomial; each of its faces can be described as $\sigma_{I}=\left\{x \in \mathbb{R}^{n} \mid s_{\lambda_{1}}+\lambda_{1}^{\perp} \cdot x=s_{\lambda_{2}}+\lambda_{2}^{\perp} \cdot x \forall \lambda_{1}, \lambda_{2} \in\right.$ $\left.I, s_{\lambda_{1}}+\lambda_{1}^{\perp} \cdot x>s_{\lambda_{2}}+\lambda_{2}^{\perp} \cdot x \forall \lambda_{1} \in I, \lambda_{2} \in \Lambda \backslash I\right\}$ for some set $I \subset \Lambda$ (though not all $I \subset \Lambda$ give rise to a face). The same is true of tropical hypersurfaces in tropical toric varieties. Moreover, a tropical hypersurface $X$ in a toric variety $Y$ naturally induces a structure of polyhedral complex on $Y$, in which each face either belongs to the polyhedral complex $X$, or is the intersection of a connected component of $Y \backslash X$ with a stratum $Y_{\rho}$ of $Y$. Let us call this subdivision $S_{P}(Y)$.

Remark 3.2.2. There is an alternative definition of tropical hypersurfaces in $\mathbb{R}^{n}$ in terms of polyhedral complexes satisfying a certain balancing condition. Those two definitions turn out to be equivalent, see $[M R$, Section 2.4].

Example 3.2.3. Consider the tropical affine function $P(X)=" 0+X_{1}+\ldots+X_{n+1} "$, and denote as $H_{n} \subset \mathbb{R}^{n+1}$ the associated tropical hypersurface. We call it the standard tropical hyperplane in $\mathbb{R}^{n+1}$. The case $n=2$ is illustrated on the left of Figure 3.2.

The hyperplane $H_{n}$ is a fan of dimension $n$ which has exactly $n+2$ rays, in the directions $-e_{1}, \ldots,-e_{n+1}$, and $e_{1}+\cdots+e_{n+1}$. Every subset of the rays of size less than or equal to

[^2]

Figure 3.2: On the left, the standard tropical hyperplane in $\mathbb{R}^{3}$. On the right, a tropical conic in $\mathbb{R}^{2}$.
$n$ spans a cone of $H_{n}$. Its Newton polytope is the standard simplex in $\mathbb{R}^{n+1}$.

### 3.2.3 A duality theorem

Given as above $n \geqslant 1$ and

$$
P(X)=\sum_{\lambda \in \Lambda} s_{\lambda} X^{\lambda}
$$

a tropical polynomial, for some finite subset $\Lambda$ of $\mathbb{Z}^{n}$ and some coefficients $s_{\lambda} \in \mathbb{R}$, we consider the function $s: \Lambda \longrightarrow \mathbb{R}$ and the Newton polytope $\Delta=\operatorname{Conv}(\Lambda)$ of $P$. We also define $\Phi(s): \Delta \longrightarrow \mathbb{R}$ as the function whose graph is the upper convex hull in $\mathbb{R}^{n+1}$ of the graph of $s$. We define the convex subdivision of $\Delta$ induced by $P$ as the integer subdivision of $\Delta$ such that its cells are the domains of linearity of $\Phi(s)$, which is a piecewise linear function (see also Chapter 22). Denote it by $S^{P}(\Delta)$. For each closed face $F$ of $\Delta$ (of its original structure as a polytope, before being further subdivided by $S^{P}(\Delta)$ ), denote by $S^{P}(F)$ the restriction of $S^{P}(\Delta)$ to $F$.

Consider the hypersurface $X_{0} \subset \mathbb{R}^{n}$ to which $P$ gives rise, and let $Y$ be a tropical toric variety generated by a fan $\Sigma$. Let $X \subset Y$ be the closure of $X_{0}$ in $Y$, and let as above $S_{P}\left(\mathbb{R}^{n}\right)$ be the subdivision of $\mathbb{R}^{n}$ induced by $X_{0}, S_{P}(Y)$ be the subdivision of $Y$ induced by $X$, and $S_{P}\left(Y_{\rho}\right)$ be the subdivision of the stratum $Y_{\rho}$ induced by $X_{\rho}:=Y_{\rho} \cap X$ (for some cone $\rho \in \Sigma)$. There is a duality theorem between the cells of $S^{P}(\Delta)$ and those of $S_{P}\left(\mathbb{R}^{n}\right)$, which can be extended to $S_{P}(Y)$ under reasonable hypotheses.

Theorem 3.2.4 (Duality Theorem). Using the above notations, there is an inclusionreversing bijection of cells given by

$$
\begin{aligned}
\Psi: S_{P}\left(\mathbb{R}^{n}\right) & \longrightarrow S^{P}(\Delta) \\
\sigma & \longmapsto \Psi(\sigma):=\operatorname{Conv}\left(\left\{\lambda \in \Lambda \mid P(x)=s_{\lambda}+\lambda^{\perp} \cdot x \forall x \in \sigma\right\}\right) .
\end{aligned}
$$



Figure 3.3: Duality for $n=2$.

Moreover, we have $\operatorname{dim}(\sigma)+\operatorname{dim}(\Psi(\sigma))=n$ for all $\sigma \in S_{P}\left(\mathbb{R}^{n}\right)$, and the vector space $\mathbb{L}(\sigma)$ spanned by $\sigma$ is perpendicular to the vector space $\mathbb{L}(\Psi(\sigma))$ spanned by $\Psi(\sigma)$. The cells of $S_{P}\left(\mathbb{R}^{n}\right)$ that belong to $X$ correspond to cells of $S^{P}(\Delta)$ of dimension greater than or equal to 1. Additionally, the cells of $S_{P}\left(\mathbb{R}^{n}\right)$ that are unbounded (for the usual Euclidian metric) are in bijection (via $\Psi$ ) with the cells of $S^{P}(\Delta)$ that belong to the boundary $\partial \Delta$ of $\Delta \subset \mathbb{R}^{n}$.

If $\Delta$ is full-dimensional and the fan $\Sigma$ that gives rise to $Y$ is its normal fan, we can extend this bijection thus: let $F: \rho \mapsto F(\rho)$ be the inclusion-reversing bijection that maps the cones of $\Sigma$ to the faces of $\Delta$ to which they are normal.

Let $\rho \in \Sigma$. The hypersurface $X_{\rho} \subset Y_{\rho} \cong \mathbb{R}^{n} / \mathbb{L}(\rho)$ is defined by the restriction $\left.P\right|^{F(\rho)}$ of the polynomial $P$ to the face $F(\rho)$ (as in Chapter 2), and there is an inclusion-reversing bijection of cells given by

$$
\begin{aligned}
\Psi_{\rho}: S_{P}\left(Y_{\rho}\right) & \longrightarrow S^{P}(F(\rho)) \\
\sigma & \longmapsto \Psi_{\rho}(\sigma)
\end{aligned}
$$

We have $\operatorname{dim}(\sigma)+\operatorname{dim}\left(\Psi_{\rho}(\sigma)\right)=\operatorname{dim}\left(Y_{\rho}\right)=n-\operatorname{dim}(\rho)$ for all $\sigma \in S_{P}\left(Y_{\rho}\right)$ and the vector space $\mathbb{L}(\sigma)$ is perpendicular (in $\left.Y_{\rho} \cong \mathbb{R}^{n} / \mathbb{L}(\rho)\right)$ to the vector space $\mathbb{L}\left(\Psi_{\rho}(\sigma)\right)$.

Moreover, given $\rho_{1}, \rho_{2} \in \Sigma$ and $\sigma_{1} \in S_{P}\left(Y_{\rho_{1}}\right), \sigma_{2} \in S_{P}\left(Y_{\rho_{2}}\right)$, we have that $\sigma_{1}$ is a face of the closure of $\sigma_{2}$ in $Y$ if and only if $\Psi_{\rho_{2}}\left(\sigma_{2}\right)$ is a face of the closure of $\Psi_{\rho_{1}}\left(\sigma_{1}\right)$ in $\Delta$ and $\rho_{2}$ is a subcone of $\rho_{1}$.

Proof. See [MR, Theorem 2.3.7] (or Arn17] for a tediously detailed proof in French) for the first part of the statement; the second part can easily be deduced from the first part and from [MR, Section 3.2].

The situation gets slightly more complicated when the fan that gives rise to $Y$ is not the dual fan of $\Delta$. We will not consider that case here.


Tropical hyperplane in $\mathbb{T} \mathbb{P}^{3}$


Standard simplex of dimension 3

Figure 3.4: Duality for $n=3$.

The theorem is illustrated in Figure 3.3][ where one can see two curves $X_{P_{1}}$ and $X_{P 2}$ with the corresponding subdivisions $S^{P_{1}}\left(\Delta\left(P_{1}\right)\right)$ and $S^{P_{2}}\left(\Delta\left(P_{2}\right)\right)$ of their respective Netwon polygons, as well as in Figure 3.4, where one can see the standard tropical plane in $\mathbb{T} \mathbb{P}^{3}$.

Let $P$ be a tropical polynomial in $n$ variables. If the induced subdivision $S^{P}(\Delta(P))$ of its Newton polytope is a primitive triangulation (see Chapter 2), we say that the tropical hypersurface $X_{0} \subset \mathbb{R}^{n}$ to which $P$ gives rise is non-singular.

If additionally the Newton polytope $\Delta(P)$ is full-dimensional and its normal fan is simplicial unimodular, and if $Y$ is the (non-singular, compact) tropical toric variety generated by this fan, we say that the induced tropical hypersurface $X$ is non-singular in $Y$.

Note that given such a non-singular hypersurface $X \subset Y$, the hypersurface $X_{\rho}=$ $X \cap Y_{\rho} \subset Y_{\rho}$ is also non-singular (via the identification $Y_{\rho} \cong \mathbb{R}^{n-\operatorname{dim} \rho}$ ) for any cone $\rho$ in the normal fan of $\Delta(P)$.

As mentioned at the beginning of this section, there are more intrinsic definitions of non-singularity; we do not need them here.

### 3.3 Definition of tropical homology

Tropical (co)homology is a type of (co)homology on polyhedral complexes computed using (co)sheaves that are well-suited to their structure. The pivotal article regarding tropical homology is Itenberg's, Katzarkov's, Mikhalkin's and Zharkov's IKMZ16. Details can also be found in BIMS15 or MZ14]. For a purely sheaf-theoretic approach, see GS19.

In what follows, we restrict ourselves to cellular tropical (co)homology, though there is also a notion of singular tropical (co)homology (see the references above). They predictably turn out to be equivalent.

[^3]The definition of cellular (co)homology that we use is slightly different from the usual one, which relies on CW-complex. The reason for this is that the one we choose is more adapted to the natural cell decomposition of the tropical toric varieties and tropical hypersurfaces that we consider (since their cells cannot be expected to be compact).

### 3.3.1 The tropical (co)sheaves $\mathcal{F}_{p}$ and $\mathcal{F}^{p}$

In this section, we define a rational polyhedral complex in $\mathbb{R}^{n}$ as a finite collection $C$ of rational polyhedra (i.e. intersections of a finite number of rational half-spaces) such that any face of any polyhedron of $C$ is also in $C$, and that the intersection of any two polyhedra in $C$ is a face of both polyhedra. We do not ask for the polyhedra to be compact.

We define a rational polyhedron in $Y$ to be the closure in $Y$ of a rational polyhedron of some stratum $Y_{\rho} \cong \mathbb{R}^{n} / \mathbb{L}(\rho)$ (remember that each cone $\rho$ of the fan generating $Y$ is rational). We define a rational polyhedral complex in a tropical toric variety $Y$ to be a finite collection $C$ of rational polyhedra of $Y$, such that as above any face of any polyhedron of $C$ is also in $C$, and that the intersection of any two polyhedra in $C$ is a face of both polyhedra. Notice that the restriction of $C$ to any stratum $Y_{\rho}$ is a rational polyhedral complex of $\mathbb{R}^{n-\operatorname{dim} \rho} \cong Y_{\rho}$.

In particular, tropical toric varieties and tropical hypersurfaces in toric varieties are rational polyhedral complexes.

A polyhedral complex $Z$ has the structure of a category. The objects of this category are the cells of $Z$ and there is a morphism $\tau \rightarrow \sigma$ if the cell $\tau$ is included in $\sigma$. We use the notation $Z^{\text {op }}$ to denote the category that has the same objects as $Z$, and with morphisms corresponding to the morphisms of $Z$ but with their directions reversed. Let $A$ be a commutative ring (for us, $A$ will typically be either $\mathbb{Z}, \mathbb{Z}_{2}, \mathbb{Q}$ or $\mathbb{R}$ ) and let $\operatorname{Mod}_{A}$ denote the category of modules over $A$.

Given a polyhedral complex $Z$, a cellular cosheaf $\mathcal{G}$ of $A$-modules on $Z$ is a functor

$$
\mathcal{G}: Z^{\mathrm{op}} \rightarrow \operatorname{Mod}_{A} .
$$

More explicitly, a cellular cosheaf consists of a $A$-module $\mathcal{G}(\sigma)$ for each cell $\sigma$ in $Z$ together with a morphism $\iota_{\sigma, \tau}: \mathcal{G}(\sigma) \rightarrow \mathcal{G}(\tau)$ for each pair $\tau, \sigma$ when $\tau$ is a face of $\sigma$. Since $\mathcal{G}$ is a functor, for any triple of cells $\gamma \subset \tau \subset \sigma$ the morphisms $\iota$ commute in the sense that

$$
\iota_{\sigma, \gamma}=\iota_{\tau, \gamma} \circ \iota_{\sigma, \tau} .
$$

Dually, a cellular sheaf $\mathcal{H}$ of $A$-modules on $Z$ is a morphism $\mathcal{H}: Z \rightarrow \operatorname{Mod}_{A}$. Therefore, for each $\sigma$ there is a $A$-module $\mathcal{H}(\sigma)$ and there are morphisms $\rho_{\tau, \sigma}: \mathcal{H}(\tau) \rightarrow \mathcal{H}(\sigma)$ when $\tau$ is a face of $\sigma$.

Let us now define the tropical cellular sheaves and cosheaves on tropical toric varieties
and hypersurfaces.
Let $Y$ be the tropical toric variety corresponding to a fan $\Sigma \subset \mathbb{R}^{n}$. Let $\rho$ be a simplicial cone of $\Sigma$ which has rays in primitive integer directions $r_{1}, \ldots, r_{s}$. Then we define the tangent space

$$
T_{\mathbb{Z}}\left(Y_{\rho}\right):=\frac{\mathbb{Z}^{n}}{\mathbb{Z} \cdot\left\langle r_{1}, \ldots, r_{s}\right\rangle}
$$

and more generally

$$
T_{A}\left(Y_{\rho}\right):=\frac{A \otimes \mathbb{Z}^{n}}{A \otimes \mathbb{Z} \cdot\left\langle r_{1}, \ldots, r_{s}\right\rangle}=A \otimes T_{\mathbb{Z}}\left(Y_{\rho}\right),
$$

where $A$ is as above a commutative ring and $A \otimes \mathbb{Z} \cdot\left\langle r_{1}, \ldots, r_{s}\right\rangle$ is the sub- $A$-module of $A \otimes \mathbb{Z}^{n} \cong A^{n}$ equal to the image of $\mathbb{Z} \cdot\left\langle r_{1}, \ldots, r_{s}\right\rangle \subset \mathbb{Z}^{n}$ by the application $\mathbb{Z}^{n} \longrightarrow A \otimes \mathbb{Z}^{n}$ (in particular, it need not be isomorphic to the abstract tensor product of $A$ and $\mathbb{Z} \cdot\left\langle r_{1}, \ldots, r_{s}\right\rangle$, though it is whenever $\Sigma$ is unimodular).

If $Y_{\rho}$ and $Y_{\eta}$ are a pair of strata such that $Y_{\eta} \subset \bar{Y}_{\rho}$, then the generators of the cone $\eta$ contain the generators of the cone $\rho$ and thus we get projection maps

$$
\begin{equation*}
\pi_{\rho, \eta}: T_{A}\left(Y_{\rho}\right) \rightarrow T_{A}\left(Y_{\eta}\right) . \tag{3.3.1}
\end{equation*}
$$

Now let $Z$ be a rational polyhedral complex in $Y$. In what follows, $Z$ is usually a tropical hypersurface $X \subset Y$ with its natural cell structure, or $Y$ itself with the natural cell structure induced by its strata or the cell structure induced by $X$.

For each cell $\sigma$ in $Z$, its relative interior relint $\sigma$ is contained in some stratum $Y_{\rho}$ of $Y$. Let $T_{\mathbb{R}}(\sigma)$ denote the tangent space to relint $\sigma$ in $T_{\mathbb{R}}\left(Y_{\rho}\right)$. Since $\sigma$ is rational, there is a full rank lattice $T_{\mathbb{Z}}(\sigma) \subset T_{\mathbb{R}}(\sigma)$. We can, as above, define the tangent space $T_{A}(\sigma):=A \otimes T_{\mathbb{Z}}(\sigma)$.

Now for each $p \geqslant 0$, we define the integral $p$-multi-tangent space

$$
\mathcal{F}_{p}^{Z, A}(\sigma)=\sum_{\sigma \subset \tau \subset Z_{\rho}} \bigwedge^{p} T_{A}(\tau),
$$

where we sum the spaces $\bigwedge^{p} T_{A}(\tau)$ (for each cell $\tau$ of $Z_{\rho}:=Z \cap Y_{\rho}$ containing $\sigma$ ) as subspaces of the ambient $p$-multi-tangent space $\bigwedge^{p} T_{A}\left(Y_{\rho}\right)$.

For $\tau \subset \sigma$, the maps of the cellular cosheaf $i_{\sigma, \tau}: \mathcal{F}_{p}^{Z, A}(\sigma) \rightarrow \mathcal{F}_{p}^{Z, A}(\tau)$ are induced by natural inclusions when $\operatorname{relint}(\sigma)$ and $\operatorname{relint}(\tau)$ are in the same stratum of $Y$, and are induced by the quotients $\pi_{\rho, \eta}$ composed with inclusions when $\operatorname{relint}(\sigma) \subset Y_{\rho}$ and $\operatorname{relint}(\tau) \subset Y_{\eta}$.

We can likewise define a collection of cellular sheaves $\mathcal{F}_{Z, A}^{p}$ from the cosheaves $\mathcal{F}_{p}^{Z, A}$. For a face $\sigma$ of $Z$, set $\mathcal{F}_{Z, A}^{p}(\sigma)=\operatorname{Hom}\left(\mathcal{F}_{p}^{Z, A}(\sigma), A\right)$. For $\tau$ a face of $\sigma$, the map $\rho_{\tau, \sigma}$ : $\mathcal{F}_{Z, A}^{p}(\tau) \rightarrow \mathcal{F}_{Z, A}^{p}(\sigma)$ is given by dualizing the corresponding map from the cosheaf $\mathcal{F}_{p}^{Z, A}$.

Example 3.3.1. Let $Y$ be a tropical toric variety. Consider the polyhedral structure on


Figure 3.5: The tropical line $X$ in $\mathbb{T} P^{2}$ from Example 3.3.2
$Y$ given by $Y=\bigcup \bar{Y}_{\rho}$ induced by the toric stratification. One has

$$
\mathcal{F}_{p}^{Y}\left(\bar{Y}_{\rho}, \mathbb{Z}\right)=\bigwedge^{p} T_{\mathbb{Z}}\left(Y_{\rho}\right) \cong \bigwedge^{p} \mathbb{Z}^{\text {codim } \rho}
$$

and the cosheaf maps are the maps induced by the projection maps $\pi_{\rho, \eta}$ defined in 3.3.1.
Example 3.3.2. Figure 3.5 shows a tropical line $X$ contained in the tropical projective plane $\mathbb{T} P^{2}$ from Example 3.2.1. The polyhedral structure on $\mathbb{T} P^{2}$ induced by $X$ has 7 vertices, 9 edges, and 3 faces of dimension 2.

For any face $\sigma$ of this polyhedral structure on $\mathbb{T} P^{2}$, the rank of $\mathcal{F}_{p}^{\mathbb{T} P^{2}, \mathbb{Z}}(\sigma)$ depends only on the dimension of the stratum of $\mathbb{T} P^{2}$ which contains the relative interior relint $(\sigma)$. If relint $(\sigma)$ is contained in a stratum of $\mathbb{T} P^{2}$ of dimension $k$ then $\mathcal{F}_{p}^{\mathbb{T} P^{2}, \mathbb{Z}}(\sigma) \cong \bigwedge^{p} \mathbb{Z}^{k}$.

The directions of the rays of the fan for $\mathbb{T} P^{2}$ are

$$
v_{1}=(-1,0), \quad v_{2}=(0,-1), \quad \text { and } \quad v_{3}=(1,1) .
$$

Referring to the labeling in Figure 3.5, we have

$$
\mathcal{F}_{1}^{X, \mathbb{Z}}(x)=\left\langle v_{1}, v_{2}, v_{3}\right\rangle \cong \mathbb{Z}^{2}, \quad \mathcal{F}_{1}^{X, \mathbb{Z}}\left(\sigma_{i}\right)=\left\langle v_{i}\right\rangle, \quad \text { and } \quad \mathcal{F}_{1}^{X, \mathbb{Z}}\left(\tau_{i}\right)=0
$$

When $p=0$, we have $\mathcal{F}_{0}^{X, \mathbb{Z}}(\gamma)=\mathbb{Z}$ for all $\gamma$ in $X$ and $\mathcal{F}_{p}^{X, \mathbb{Z}}(\gamma)=0$ for all $\gamma$ in $X$ when $p \geqslant 2$.

Example 3.3.3. Let as before $H_{n} \subset \mathbb{R}^{n+1}$ denote the standard tropical hyperplane in $\mathbb{R}^{n+1}$. If $v$ is the vertex of $H_{n}$, then $\mathcal{F}_{p}^{H_{n}, \mathbb{Z}}(v)=\bigwedge^{p} \mathbb{Z}^{n+1}$ for $0 \leqslant p \leqslant n$, and $\mathcal{F}_{p}^{H_{n}, \mathbb{Z}}(v)=0$ otherwise.

### 3.3.2 The tropical homology groups

In order to define the cellular tropical homology and cohomoloy groups of a polyhedral complex $Z$, we must fix an orientation for each of its cells. Let $Z^{q}$ denote the cells of dimension $q$ of $Z$. We define an orientation map $\mathcal{O}: Z^{q} \times Z^{q-1} \rightarrow\{0,1,-1\}$ on pairs of cells by:

$$
\mathcal{O}(\sigma, \tau):=\left\{\begin{array}{l}
0 \text { if } \tau \notin \sigma, \\
1 \text { if the orientation of } \tau \text { coincides with its orientation in } \partial \sigma \\
-1 \text { if the orientation of } \tau \text { differs from its orientation in } \partial \sigma
\end{array}\right.
$$

Let $Z$ be a polyhedral complex and $\mathcal{G}$ a cellular cosheaf on $Z$. The groups of cellular $q$-chains in $Z$ with coefficients in $\mathcal{G}$ are

$$
C_{q}(Z ; \mathcal{G})=\bigoplus_{\substack{\operatorname{dim} \sigma=q \\ \sigma \text { compact }}} \mathcal{G}(\sigma)
$$

Note that we do not ask that the cells be compact, and simply ignore those that aren't (more on this below). The boundary maps $\partial: C_{q}(Z ; \mathcal{G}) \rightarrow C_{q-1}(Z ; \mathcal{G})$ are given by the direct sums of the cosheaf maps $i_{\sigma, \tau}$ for $\tau \subset \sigma$ tensorized by the orientation maps $\mathcal{O}(\sigma, \tau)$ for all $\tau$ and $\sigma$. The $q$-th homology group of $\mathcal{G}$ is

$$
H_{q}(Z ; \mathcal{G})=H_{q}\left(C_{\bullet}(Z ; \mathcal{G})\right)
$$

Similarly, let $Z$ be a polyhedral complex and $\mathcal{G}$ a cellular cosheaf on $Z$. The groups of Borel-Moore cellular $q$-chains in $Z$ with coefficients in $\mathcal{G}$ are

$$
C_{q}^{B M}(Z ; \mathcal{G})=\bigoplus_{\operatorname{dim} \sigma=q} \mathcal{G}(\sigma)
$$

The boundary maps $\partial: C_{q}^{B M}(Z ; \mathcal{G}) \rightarrow C_{q-1}^{B M}(Z ; \mathcal{G})$ are given by the direct sums of the cosheaf maps $i_{\sigma, \tau}$ for $\tau \subset \sigma$ tensorized by the orientation maps $\mathcal{O}(\sigma, \tau)$ for all $\tau$ and $\sigma$. The $q$-th Borel-Moore homology group of $\mathcal{G}$ is

$$
H_{q}^{B M}(Z ; \mathcal{G})=H_{q}\left(C_{\bullet}^{B M}(Z ; \mathcal{G})\right)
$$

In particular, we define the $(p, q)$-th tropical homology group with coefficients in $A$ of a rational polyhedral complex $Z$ in a tropical toric variety $Y$ to be

$$
H_{q}\left(Z ; \mathcal{F}_{p}^{Z, A}\right)=H_{q}\left(C \bullet\left(Z ; \mathcal{F}_{p}^{Z, A}\right)\right)
$$

We sometimes refer to it as a standard tropical homology group, to better distinguish it from the $(p, q)$-th Borel-Moore tropical homology group with coefficients in $A$, which we define as

$$
H_{q}^{B M}\left(Z ; \mathcal{F}_{p}^{Z, A}\right)=H_{q}\left(C_{\bullet}^{B M}\left(Z ; \mathcal{F}_{p}^{Z, A}\right)\right)
$$

Of course, both coincide if $Z$ is compact.
Likewise, if $\mathcal{G}$ is a cellular sheaf on a polyhedral complex $Z$, then the group of $q$ cochains and $q$ cochains with compact support of $\mathcal{G}$ are respectively

$$
C^{q}(Z ; \mathcal{G})=\bigoplus_{\substack{\operatorname{dim} \sigma=q \\ \sigma \operatorname{compact}}} \mathcal{G}(\sigma) \quad \text { and } \quad C_{c}^{q}(Z ; \mathcal{G})=\bigoplus_{\operatorname{dim} \sigma=q} \mathcal{G}(\sigma) .
$$

The complex of cochains and cochains with compact support of $\mathcal{G}$ are formed from the cochain groups together with the restriction maps $r_{\tau, \sigma}$ combined with the orientation map $\mathcal{O}$ as in the case of cosheaves. The cohomology groups and cohomology groups with compact support of $\mathcal{G}$ are respectively,

$$
H^{q}(Z ; \mathcal{G}):=H^{q}\left(C^{\bullet}(Z ; \mathcal{G})\right) \quad \text { and } \quad H_{c}^{q}(Z ; \mathcal{G}):=H^{q}\left(C_{c}^{\bullet}(Z ; \mathcal{G})\right)
$$

In particular, we have

$$
C^{q}\left(Z ; \mathcal{F}_{Z, A}^{p}\right)=\operatorname{Hom}\left(C_{q}\left(Z ; \mathcal{F}_{p}^{Z, A}\right), A\right) \quad \text { and } \quad C_{c}^{q}\left(Z ; \mathcal{F}_{Z, A}^{p}\right)=\operatorname{Hom}\left(C_{q}^{B M}\left(Z ; \mathcal{F}_{p}^{Z, A}\right), A\right)
$$

and we define the (standard) tropical cohomology groups with coefficients in $A$ and tropical cohomology groups with compact support and coefficients in $A$ of a rational polyhedral complex $Z$ in a tropical toric variety $Y$ to be respectively

$$
H^{q}\left(Z ; \mathcal{F}_{Z, A}^{p}\right):=H^{q}\left(C \bullet\left(Z ; \mathcal{F}_{Z, A}^{p}\right)\right)
$$

and

$$
H_{c}^{q}\left(Z ; \mathcal{F}^{p} Z, A\right):=H^{q}\left(C_{c}^{\bullet}\left(Z ; \mathcal{F}_{Z, A}^{p}\right)\right)
$$

Remark 3.3.4. Observe that when $p=0$, the sheaf $\left.\mathcal{F}_{Z, A}^{0}\right)$ is simply the constant sheaf associated to the ring $A$ (and similarly for the cosheaf $\mathcal{F}_{0}^{Z, A}$ ).

Remark 3.3.5. Note that this definition is dependent on the ambient space $Y$ in which the rational polyhedral complex is embedded.

The Borel-Moore tropical cellular homology groups and tropical cellular cohomology groups with compact support of a rational polyhedral complex in a tropical toric variety $Y$ hence defined are independent from the cell structure considered (and equal to the corresponding singular (co)homology groups).

On the other hand, an additional assumption needs to be made in the standard case.

Following J. Curry in Cur13, Chapter 4], we define a regular cell complex to be a space $X$ equipped with a partition into cells $\left\{X_{\alpha}\right\}_{\alpha \in A}$ such that

1. Each point $x \in X$ admits an open neighborhood intersecting only finitely many $X_{\alpha}$.
2. For any $\alpha \in A$, the open cell $X_{\alpha}$ is homeomorphic to $\mathbb{R}^{k}$ for some $k$.
3. If $\overline{X_{\alpha}} \cap X_{\beta} \neq \varnothing$, then $X_{\beta} \subset \overline{X_{\alpha}}$.
4. For any $\alpha \in A$, the pair $\left(\overline{X_{\alpha}}, X_{\alpha}\right)$ is homeomorphic to the pair $\left(B^{k}, B^{k}\right)$, where $B^{k}$ is the closed $k$-dimensional ball and $\dot{B}^{k}$ the open $k$-dimensional ball.

Note that this is a stricter definition than what is common for regular CW-complexes.
Curry also defines a cell complex to be a space $X$ equipped with a partition into cells $\left\{X_{\alpha}\right\}_{\alpha \in A}$ satisfying the first three conditions of the definition of a regular cell complex, and such that its one-point compactification, with the cell decomposition $\left\{X_{\alpha}\right\}_{\alpha \in A} \cup\{\{\infty\}\}$, is a regular cell complex.

Then Curry shows that the cellular (in the usual sense, i.e. computed using a CWcomplex structure) homology of a cosheaf (respectively, the cellular cohomology of a sheaf) on a space with a cell complex structure can be computed using that cell decomposition and considering only compact cells (even though that cell decomposition does not necessarily satisfy the conditions to be a regular CW-complex), as we did above (see Cur13, Chapter 6] or [Cur14, Chapter 7]).

As a rational polyhedral complex in a tropical toric variety automatically satisfies the first three conditions of the definition of a regular cell complex, we only have to ask that its one-point compactification (with the induced cell structure) be a regular cell complex for it to be a cell complex. Hence, under that assumption, we know that the standard tropical (co)homology groups $H_{q}\left(Z ; \mathcal{F}_{p}^{Z, A}\right)$ and $H^{q}\left(Z ; \mathcal{F}_{Z, A}^{p}\right)$ are independent of the chosen decomposition (and in fact equal to the corresponding singular (co)homology groups).

In what follows, we will only ever compute the standard tropical (co)homology of cell complexes.

The following lemma helps us characterize tropical hypersurfaces in $\mathbb{R}^{n}$ that are cell complexes.

Lemma 3.3.6. Let $P$ be a non-trivial tropical polynomial in $n$ variables, $\Delta$ be its Netwon polytope, and $X$ be the induced tropical hypersurface in $\mathbb{R}^{n}$. Then $\mathbb{R}^{n}$, equipped with the natural cell decomposition induced by $X$, is a cell complex if and only if $\Delta$ is full-dimensional.

Proof. Suppose first that $\Delta$ is of dimension $k<n$. Then one can find a cell $\sigma$ of $X$ of dimension $n-k$ that is homeomorphic to $\mathbb{R}^{n-k}$, and such that its closure $\tilde{\sigma}$ in the one-point compactification of $\mathbb{R}^{n}$ is homeomorphic to the $(n-k)$-sphere (and thus not homeomorphic to the $(n-k)$-closed ball).

Conversely, suppose that $\Delta$ is full-dimensional. The recession cone of a cell $\sigma$ is the set

$$
C_{\sigma}:=\left\{v \in \mathbb{R}^{n} \mid x+\lambda v \in \sigma \text { for any } x \in \sigma \text { and any } \lambda \in \mathbb{R}_{\geqslant 0}\right\} .
$$

For any cell $\sigma$ of $X$, it is easy to show (by considering the cell of the subdivision of $\Delta$ induced by $P$ that is dual to $\sigma$ under the Duality Theorem 3.2.4) that the recession cone of $\sigma$ is such that its intersection with the ( $n-1$ )-sphere $\left\{x \in \mathbb{R}^{n}| | x \mid=1\right\}$ is contractible. One can then consider a first compactification of $\mathbb{R}^{n}$ as the ball $B^{n}$ (where we identify its interior with $\mathbb{R}^{n}$ ). In this compactification, the closure $\tilde{\sigma}$ of $\sigma$ is such that the pair $(\tilde{\sigma}, \sigma)$ is homeomorphic to $\left(B^{\operatorname{dim} \sigma}, B^{\operatorname{dim} \sigma}\right)$. We can then quotient $B^{n}$ by its boundary $B^{n} \backslash \mathbb{R}^{n}$ to obtain the one-point compactification of $\mathbb{R}^{n}$. As the intersection $C_{\sigma} \cap S^{n-1}$ was contractible, it is easy to see that the closure $\bar{\sigma}$ of $\sigma$ in this new compactification is such that the pair $(\bar{\sigma}, \sigma)$ is homeomorphic to $\left(B^{\operatorname{dim} \sigma}, B^{\operatorname{dim} \sigma}\right)$.

Observe that if $\mathbb{R}^{n}$ with the cell structure induced by $X$ is a cell complex, then so is $X$.

Under reasonable conditions, many well-known results regarding classical homology also carry over to tropical homology, such as the Mayer-Vietoris sequence (see [JRS17), an analog to one of the corollaries of Lefschetz's hyperplane section theorem (see Chapter 7), Künneth's formula (see GS19]) or Poincaré duality with integer coefficients, which is stated below.

Theorem 3.3.7. Let $Z$ be either an n-dimensional non-singular tropical toric variety, a non-singular tropical hypersurface in $\mathbb{R}^{n+1}$, or an $n$-dimensional non-singular tropical hypersurface in a (non-singular compact) tropical toric variety. Then for all $q, p$, we have a canonical isomorphism

$$
H^{q}\left(Z ; \mathcal{F}_{Z, \mathbb{Z}}^{p}\right) \cong H_{n-q}^{B M}\left(Z ; \mathcal{F}_{n-p}^{Z, \mathbb{Z}}\right) .
$$

Proof. See either [JRS17] or [GS19].
Poincaré duality with coefficients in $\mathbb{Q}$ or $\mathbb{R}$ immediately follows.
The statement is in fact stated in both JRS17 and GS19 for tropical manifolds, which we have not defined here. Non-singular tropical toric varieties and non-singular tropical hypersurfaces are special cases of tropical manifolds.

We further study the links between the tropical homology of a tropical variety and the usual homology of related real algebraic varieties in Chapters 4.7 and 9.

## Chapter 4

## Tropical homology, Betti numbers and Kalinin's spectral sequence

### 4.1 Chapter introduction

In this chapter, we detail some connections between the algebraic and the tropical worlds; in particular, we relate the homology of the real and complex parts of a real algebraic hypersurface obtained by combinatorial patchworking and the homology of some tropical cosheaf on an associated tropical hypersurface. This also allows us to explain the motivations behind the results of Chapter 7.

This principle can be traced back to I. Itenberg's, L. Katzarkov's, G. Mikhalkin's and I. Zharkov's major article [IKMZ16], which shows that the $(p, q)$-th tropical homology group with coefficients in $\mathbb{Q}$ of an non-singular projective tropical variety obtained as the tropical limit (more on this below) of a one-parameter family of complex projective algebraic varieties is equal to the $(p, q)$-th Hodge number of a general member of that family.

Roughly summarized, the core idea that we develop here (which is also present in the aforementioned article) is that a patchworked hypersurface can be seen as a fibration of sorts on a related tropical hypersurface; we can then consider an analog of the Leray-Serre spectral sequence associated to that fibration, whose second page-terms will be homology groups on the tropical hypersurface, with coefficients in the homology of the fibers. Under certain circumstances, those homology groups coincide with the tropical homology groups defined in Chapter 3.

The content of this chapter belongs to a gray area of sorts, in the sense that we do not expose new results or entirely new concepts, but rather a point of view which, as far as the author is aware, does not appear in this level of generality in the literature (as an example, both IKMZ16 and RS18] only consider the non-singular case). That is not to say that no one else is familiar with that point of view, but it is nonetheless more "experimental"
than the rest of Part I. As it is still a work in progress, we allow ourselves a slightly lesser degree of rigour here than in the rest of this text. The same applies to Chapter 9, which is the direct continuation of this chapter.

### 4.2 Tropical hypersurfaces as limits of families of patchworked real algebraic hypersurfaces

We use the concepts and notations of Chapter 2. Consider the map

$$
\begin{aligned}
\log _{t}:\left(\mathbb{C}^{*}\right)^{n} & \longrightarrow \mathbb{R}^{n} \\
\left(z_{1}, \ldots, z_{n}\right) & \longmapsto\left(\log _{t}\left(\left|z_{1}\right|\right), \ldots, \log _{t}\left(\left|z_{n}\right|\right)\right),
\end{aligned}
$$

for some $t \in \mathbb{R}_{>0}$.
Given a Laurent polynomial $P$ in $n$ variables, we call $\log _{t}\left(V_{\left(\mathbb{C}^{*}\right)^{n}}(P)\right) \subset \mathbb{R}^{n}$ the amoeba of $V_{\left(\mathbb{C}^{*}\right)^{n}}(P)$. Note that the amoeba only retains information on the amplitude of the coordinates of the points of $V_{\left(\mathbb{C}^{*}\right)^{n}}(P)$; their argument appears in the definition of the coamoeba, which can be found in Chapter 8. Together, they can be used to define the phase tropical variety - see KZ16.

Consider also a family of real Laurent polynomials

$$
P_{t}(z):=\sum_{\lambda \in \Delta \cap \mathbb{Z}^{n}} c_{\lambda} t^{\mu(\lambda)} z^{\lambda}
$$

indexed by a real parameter $t>0$, where $\Lambda$ is a finite subset of $\mathbb{Z}^{n}$ and we have $c_{\lambda} \in \mathbb{R}^{*}$ and $\mu(\lambda) \in \mathbb{R}$ for all $\lambda \in \Lambda$.

Then it can be shown (see for example [Mik04]) that $\log _{t^{-1}}\left(V_{\left(\mathbb{C}^{*}\right)^{n}}\left(P_{t}\right)\right)$ converges, with respect to the Hausdorff distance on closed sets, to the tropical hypersurface $X_{P} \subset \mathbb{R}^{n}$ to which the tropical polynomial $P(X):=" \sum_{\lambda \in \Delta \cap \mathbb{Z}^{n}}-\mu(\lambda) X^{\lambda "}$ gives rise, as $t \xrightarrow{>} 0$. We say that $P$ is the tropical limit of the polynomials $P_{t}$, and that $X_{P}$ is the tropical limit of the hypersurfaces $V_{\left(\mathbb{C}^{*}\right)^{n}}\left(P_{t}\right)$. This process is illustrated in Figure 4.1 . Similar statements can be made using a toric variety (and the associated tropical toric variety) as the ambient space of the hypersurfaces induced by the polynomials $P_{t}$.

Such a family $\left\{P_{t}\right\}_{t>0}$ of real Laurent polynomials can for example be obtained as the result of a patchworking of polynomials $Q_{1}, \ldots, Q_{s}$, where $\mu$ is assumed to be the restriction to $\Lambda$ of a piecewise linear convex function on the Newton polytope $\Delta=\operatorname{Conv}(\Lambda)$ whose domains of linearity are the Newton polytopes $\Delta\left(Q_{i}\right)$. In that context, we refer to $X_{P}$ as to the tropical hypersurface associated to the real hypersurface $P_{t}$ of the algebraic torus,
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Figure 4.1: An amoeba in $\mathbb{R}^{2}$, and the associated tropical limit.
for any $t>0$ small enough that the conclusions of the Main Patchwork Theorem 2.2.1 apply.

We consider such a tropical hypersurface $X_{P}$ and such real hypersurfaces $P_{t}$ for the rest of the chapter.

Note that if $\left\{P_{t}\right\}_{t>0}$ was obtained using a primitive triangulation, the associated hypersurface $X_{P}$ is non-singular. In that special case, interesting computations can already be made. Indeed, using a cell structure on $V_{\mathbb{R}^{n}}\left(P_{t}\right)$ (for $t>0$ small enough) suggested by the description of (a piecewise linear hypersurface isotopic to) its chart in Subsection 2.3 one can easily compute the Euler characteristic of $V_{\mathbb{R}^{n}}\left(P_{t}\right)$. Likewise, there is a relatively simple combinatorial description of the tropical characteristics $\chi\left(C_{\bullet}^{B M}\left(X_{P} ; \mathcal{F}_{p}^{X_{P}}\right)\right)$ (see Chapter 7 for more on those). Using the main result from [IKMZ16], the author was then able to find (in his Master thesis Arn17) a purely combinatorial proof of a result by B. Bertrand (see (Ber10]), which stated that under those assumptions,

$$
\chi\left(V_{\mathbb{R}^{n}}\left(P_{t}\right)\right)=\sigma\left(V_{\mathbb{C P}^{n}}\left(P_{t}\right)\right),
$$

where $\sigma\left(V_{\mathbb{C P}^{n}}\left(P_{t}\right)\right)$ is the signature of the intersection form on $H^{n-1}\left(V_{\mathbb{C P}^{n}}\left(P_{t}\right)\right)$. In fact, both proofs generalize to complete intersections in non-singular toric varieties (see Arn17 and BB07).

To simplify notations, let us call $X_{t}$ the real algebraic hypersurface induced by the polynomial $P_{t}$ in either the algebraic torus or a reasonable toric variety, and $X$ the associated tropical variety (in either the tropical torus $\mathbb{R}^{n}$ or the corresponding tropical toric variety). When $t>0$ is small enough, it can be shown, as in Mikhalkin's Mik04, that there is a continuous surjection

$$
F: \mathbb{C} X_{t} \longrightarrow X
$$

which respects the natural cell structure on $X$ in the following sense: let $\sigma$ be a $k$ dimensional cell of sedentarity 0 of $X$, dual to some face $\gamma$ of dimension $n-k$ of the associ-


Figure 4.2: The stratified fibration $F$.
ated subdivision of the Newton polytope $\Delta$ of $P$ (see the Duality Theorem 3.2.4). Then the corestriction of $F$ to the relative interior of $\sigma$ is a trivial fibration, whose fiber is diffeomorphic to $\mathbb{C} X_{\sigma} \times\left(S^{1}\right)^{k}$, where $S^{1}$ is the unit circle and $X_{\sigma}$ is the ( $n-k-1$ )-dimensional real algebraic hypersurface in the algebraic torus induced by $\left.P_{t}\right|^{\gamma}$, seen (via a change of coordinates) as a polynomial in $n-k$ variables. We define $\mathbb{C} O_{\sigma}:=F^{-1}(\operatorname{relint}(\sigma)) \cong \mathbb{C} X_{\sigma} \times\left(\mathbb{C}^{*}\right)^{k}$, and $\mathbb{R} O_{\sigma} \subset \mathbb{R} X_{t}$ as the real part of $\mathbb{C} O_{\sigma} \subset \mathbb{C} X_{t}$.

When $\tau \subset \sigma$ is face of sedentarity 0 of $\sigma$ in $X$, there is a morphism $i_{\sigma, \tau}: O_{\sigma} \longrightarrow O_{\tau}$, which is the composition of a homotopy equivalence and an inclusion. Those morphisms are natural, in the sense that if $\tau \subset \sigma \subset \eta$, we have $i_{\sigma, \tau} \circ i_{\eta, \sigma}=i_{\eta, \tau}$.

In the primitive case, for a cell $\sigma$ of dimension $k$, each $\mathbb{C} X_{\sigma}$ (respectively, $\mathbb{R} X_{\sigma}$ ) is a generic hyperplane in $\left(\mathbb{C}^{*}\right)^{n-k}$ (respectively, in $\left(\mathbb{R}^{*}\right)^{n-k}$ ), or equivalently the complement of a generic arrangement of $n-k+1$ hyperplanes in $\mathbb{C P}^{n-k-1}$ (respectively, in $\mathbb{R} \mathbb{P}^{n-k-1}$ ). Following Mikhalkin, we call it the ( $n-k+1$ )-dimensional pair of pants, and denote it as $\mathbb{C} \mathcal{P}^{n-k-1}$ (and $\mathbb{R} \mathcal{P}^{n-k-1}$ for its real points). The topology of the real part $\mathbb{R} \mathcal{P}^{l}$ of an $l$-dimensional pair of pants is not very interesting, as it it simply a disjoint union of $2^{l}-1$ contractible connected components. The topology of the complex part is more complicated (see for example OT92).

This is illustrated in Figure 4.2, where $X$ is a tropical curve, $\sigma$ is one of its edges and $\tau \subset \sigma$ one of its vertices. In red, $\mathbb{C} O_{\sigma}$ is diffeomorphic to $\mathbb{C}^{*}$. In blue, $\mathbb{C} O_{\tau}$ is diffeomorphic to the 1-dimensional pair of pants, which is in fact the usual pair of pants (i.e. a sphere minus three points).

The situation is similar when considering cells of nonzero sedentarity. Suppose that the ambient tropical toric variety is non-singular and spanned by the Newton polytope of $P$


Figure 4.3: The stratified fibration $F$ in nonzero sedentarity.
(so that the Duality Theorem 3.2 .4 applies). Let $\sigma$ be a $k$-dimensional cell of sedentarity $i$ of $X$, dual to some face $\gamma$ of dimension $n-i-k$ of the associated subdivision of the Newton polytope $\Delta$ of $P$ (see the Duality Theorem 3.2.4). Then we can assume (if we are careful in our definition of $F$ ) that the corestriction of $F$ to the relative interior of $\sigma$ is a trivial fibration, whose complex fiber is diffeomorphic to $\mathbb{C} X_{\sigma} \times \mathbb{C}^{i} \times\left(S^{1}\right)^{k}$, where as above $S^{1}$ is the unit circle and $X_{\sigma}$ is the $(n-i-k-1)$-dimensional real algebraic hypersurface induced by $\left.P_{t}\right|^{\gamma}$. We also have $\mathbb{C} O_{\sigma}=F^{-1}(\operatorname{relint}(\sigma)) \cong \mathbb{C} X_{\sigma} \times \mathbb{C}^{i} \times\left(\mathbb{C}^{*}\right)^{k}$.

This is illustrated in Figure 4.3. In red, we see an open set of $X$, homeomorphic (as a stratified space) to $\mathbb{T}^{2}$. There is a 0 -dimensional cell $\tau$ of sedentarity 2 , two 1 -dimensional cells $\sigma_{1}, \sigma_{2}$ of sedentarity 1 and a 2 -dimensional cell $\eta$ of sedentarity 0 . Above $\eta$, we have $\mathbb{C} O_{\eta} \cong\left(\mathbb{C}^{*}\right)^{2}$, represented as the product of two cylinders (a blue one and an orange one). Above each cell $\sigma_{i}$, we can see $\mathbb{C} O_{\sigma_{i}} \cong \mathbb{C}^{*} \times \mathbb{C}$, represented as the product of a cylinder and a half-sphere, and above $\tau$, we have $\mathbb{C} O_{\tau} \cong \mathbb{C}^{2}$, represented as the product of two half-spheres. The morphism $i_{\eta, \sigma_{i}}: \mathbb{C} O_{\eta} \longrightarrow \mathbb{C} O_{\sigma_{i}}$ is homotopically equivalent to $i \times \mathrm{id}: \mathbb{C}^{*} \times \mathbb{C}^{*} \longrightarrow \mathbb{C} \times \mathbb{C}^{*}$, where $i: \mathbb{C}^{*} \longrightarrow \mathbb{C}$ is the inclusion. Increasing the sedentarity corresponds to "closing holes".

This decomposition of the hypersurface induced by $X_{t}$ into simpler pieces (the spaces $\left.O_{\sigma}\right)$ is, in a sense, nothing more than the statement of the Main Patchwork Theorem; the piece $O_{\sigma}$ corresponds to the chart of the polynomial $\left.Q_{i}\right|^{\gamma}$, where $\gamma$ belongs to the Newton
polytope $\Delta_{i} \subset \Delta$ of $Q_{i}$ and is the cell of $\Delta$ dual to $\sigma$ (see for example IMS09, Lemma 2.17]).

### 4.3 The Leray-Serre spectral sequence of the fibration

Let $A$ be a commutative ring. In this section, we suppose that $X$ is compact and make no distinction between Borel-Moore and standard homology in order to simplify notations. Otherwise, one can simply proceed as in Section 3.3. We also assume that $t>0$ is small enough for the situation to be as described in the previous section.

For each $p \in \mathbb{N}$, we define two cellular cosheaves $\mathbb{C} \mathcal{U}_{p}^{A}$ and $\mathbb{R} \mathcal{U}_{p}^{A}$ on $X$ (as we defined the tropical cosheaves $\mathcal{F}_{p}$ in Section 3.3) in the following way : for a cell $\sigma$ in $X$ and $K \in\{\mathbb{C}, \mathbb{R}\}$, we set

$$
K \mathcal{U}_{p}^{A}(\sigma):=H_{p}\left(K O_{\sigma} ; A\right)
$$

When $\tau \subset \sigma$, the morphism $i_{\sigma, \tau}: K O_{\sigma} \longrightarrow K O_{\tau}$ induces morphisms $K \mathcal{U}_{p}^{A}(\sigma) \longrightarrow$ $K \mathcal{U}_{p}^{A}(\tau)$. This allows us to define the cellular chain groups

$$
C_{q}\left(X ; K \mathcal{U}_{p}^{A}\right):=\bigoplus_{\operatorname{dim} \sigma=q} K \mathcal{U}_{p}^{A}(\sigma)
$$

and (tensorizing with the orientation morphisms between the cells) the associated cellular chain complexes $C_{\bullet}\left(X ; K \mathcal{U}_{p}^{A}\right)$ and homology groups

$$
H_{q}\left(X ; K \mathcal{U}_{p}^{A}\right):=H_{q}\left(C_{\bullet}\left(X ; K \mathcal{U}_{p}^{A}\right)\right)
$$

The cosheaves $\mathbb{C} \mathcal{U}_{p}^{A}$ could also be considered tropical cosheaves of sorts, and perhaps more legitimately (as is shown below) than the usual cosheaves $\mathcal{F}_{p}^{A}$ defined in Section 3.3. To better distinguish them, we introduce the following convention: we call $\mathbb{C} \mathcal{U}_{p}^{A}$ (respectively $\mathbb{R} \mathcal{U}_{p}^{A}$ ) the $p$-th round tropical cosheaf with coefficients in $A$ (respectively, the $p$-th real round tropical cosheaf with coefficients in $A$ ), and $\mathcal{F}_{p}^{X, A}$ the $p$-th pointy tropical cosheaf with coefficients in $A$. The former are round because $U$ is a round letter, and the latter is pointy because it is defined using exterior products of vector spaces, and both vectors and the $\bigwedge$ symbol are well-known to be pointy.

When $X_{t}$ is the result of a primitive combinatorial patchworking, and thus $O_{\sigma}$ is a higher-dimensional pair of pants for each cell $\sigma$ in $X$, it can be shown (see Mik04] or [Zha13] for inspiration) that we have an isomorphism $\mathcal{F}_{p}^{X, A} \cong \mathbb{C} \mathcal{U}_{p}^{A}$ as cosheaves, which immediately implies an isomorphism of homology groups. If $X_{t}$ is the result of a nonprimitive patchworking, however, this is not the case. For example, if $\sigma$ is an $n$-dimensional simplex of volume $\frac{k}{n!}$ (with $k>1$ ) in the subdivision of $\Delta$, and if the associated polynomial $Q_{i}$ (such that $\sigma$ is the Newton polytope of $Q_{i}$ ) is simplicial, it is known (see for example [DK86] or GKZ94]) that $\mathbb{C} O_{\sigma}=V_{(\mathbb{C} *)^{n}}\left(Q_{i}\right)$ is such that $\mathbb{C} \mathcal{U}_{n-1}^{A}(\sigma)=H_{n-1}\left(\mathbb{C} O_{\sigma} ; A\right)$ is of
rank $n-1+k$. On the other hand, $\mathcal{F}_{n-1}^{X, A}(\sigma) \subset \bigwedge^{n-1} \mathbb{R}^{n}$ is of rank at most $n$.
Now consider the $k$-skeleton $X^{k} \subset X$, where the cell structure on $X$ is the natural one (see Chapter 3), and define $\mathbb{C} Y^{k}:=F^{-1}\left(X^{k}\right)$ and $\mathbb{R} Y^{k}:=\mathbb{C} Y^{k} \cap \mathbb{R} X_{t}$. Let $K \in\{\mathbb{C}, \mathbb{R}\}$.

There is an induced filtration of topological spaces $\varnothing \subset K Y^{0} \subset \ldots \subset K Y^{n-2} \subset$ $K Y^{n-1}=K X_{t}$, which in turn induces an analog (as the fiber is not constant) of the Leray-Serre spectral sequence, whose terms we denote as $E_{p, q}^{r, L S, K}$ (where $r \geqslant 0$ is the number of the page). Both the chosen coefficients ring $A$ and the spaces $X$ and $X_{t}$ are implicit; however, we add " $L S$ " as an index, as this is not the only spectral sequence that we will be considering.

This spectral sequence has the following properties:

- $E_{p, q}^{1, L S, K}=C_{q}\left(X ; K \mathcal{U}_{p}^{A}\right)$, and $\partial_{1}$ coincides with the differentials of the cellular round tropical homology complexes $C \bullet\left(X ; K \mathcal{U}_{p}^{A}\right)$.
- $E_{p, q}^{2, L S, K}=H_{q}\left(X ; K \mathcal{U}_{p}^{A}\right)$.
- The spectral sequence converges (in a finite number of steps) to $H_{*}\left(K X_{t} ; A\right)$, i.e. there exists a filtration $\varnothing=F_{-1} H_{p+q}\left(K X_{t} ; A\right) \subset F_{0} H_{p+q}\left(K X_{t} ; A\right) \subset \ldots \subset F_{p+q} H_{p+q}\left(K X_{t} ; A\right)=$ $H_{p+q}\left(K X_{t} ; A\right)$ such that $E_{p, q}^{\infty, L S, K} \cong F_{p} H_{p+q}\left(K X_{t} ; A\right) / F_{p-1} H_{p+q}\left(K X_{t} ; A\right)$.

The existence and properties of $E_{\bullet, \stackrel{\bullet}{\bullet}, K}$ can be proved by choosing a cell structure on $\mathbb{C} X_{t}$ compatible with the stratified fibration $F$ and the real structure, and in the same way as for the usual Leray-Serre spectral sequence (see the chapter on spectral sequences in (FF16).

The appearance of round tropical homology groups on the second page of the complex spectral sequence $E_{\bullet,}^{\bullet}, L S, \mathrm{C}$ is the reason why we described them as "better" than the pointy tropical homology groups, which do not enjoy that connection to the homology of the complex part $\mathbb{C} X_{t}$ (nor to the homology of the real part - see the next section).

In the case of a primitive combinatorial patchworking, we know from [IKMZ16 that the spectral sequence $E_{\bullet \bullet}^{\bullet}, L S, \mathbb{C}$ degenerates on the second page, and that if we let $A=\mathbb{Q}$, we have

$$
\operatorname{dim} E_{p, q}^{2, L S, \mathbb{C}}=\operatorname{dim} H_{q}\left(X ; \mathbb{C} \mathcal{U}_{p}^{\mathbb{Q}}\right)=h^{p, q}\left(\mathbb{C} X_{t}\right)
$$

where $h^{p, q}\left(\mathbb{C} X_{t}\right)$ is the $(p, q)$-th Hodge number of $\mathbb{C} X_{t}$. When $X$ is a tropical hypersurface (as opposed to a more general tropical variety), we recover this result through purely combinatorial means in Chapter 7 (see Corollary 7.1.9).

In general, it is not as clear whether the Leray-Serre spectral sequence degenerates on the second page, or later.

The spectral sequence $E_{\bullet: \bullet}^{\bullet}, L S, \mathbb{R}$ of the real part is simpler. In fact, when $X_{t}$ has been obtained as the result of a (non-necessarily primitive) combinatorial patchworking, which is the case in which we are most interested, the spaces $\mathbb{R} O_{\sigma}$ are unions of contractible components (see Lemma 8.5.1. Hence $\mathbb{R} \mathcal{U}_{p}^{A}(\sigma)=H_{p}\left(\mathbb{R} O_{\sigma} ; A\right)=0$ if $p \neq 0$ for every cell
$\sigma$. Moreover, the first line $E_{0, q}^{1, L S, \mathbb{R}}=C_{q}\left(X ; K \mathcal{U}_{0}^{A}\right)$ of the first page of the spectral sequence (which is the only non-trivial line) associated to the real part is simply a cellular chain complex (for the usual, non-tropical constant cosheaf $\underline{A}$ ) corresponding to a certain cell structure on $\mathbb{R} X_{t}$ (the one induced by the fibration $F$, where each cell in $\mathbb{R} X_{t}$ is a copy in a certain quadrant of a cell of $X$ ). Hence the spectral sequence always degenerates on the second page, $E_{p, q}^{2, L S, \mathbb{R}}=0$ for $p \neq 0$ and $E_{0, q}^{2, L S, \mathbb{R}}=H_{q}\left(X ; \mathbb{R} \mathcal{U}_{0}^{A}\right)=H_{q}\left(\mathbb{R} X_{t} ; A\right)$.

As there is not much else to say about the spectral sequence $E_{\bullet, \bullet}^{\bullet}, L S, \mathbb{R}$, we do not refer to it from now on; the only thing of importance to remember is the equality $H_{q}\left(X ; \mathbb{R} \mathcal{U}_{0}^{A}\right)=$ $H_{q}\left(\mathbb{R} X_{t} ; A\right)$ (in the combinatorial patchworking case). Therefore, we simply write $E_{\bullet, \bullet}^{\bullet}, L S$ instead of $E_{\bullet, \bullet}^{\bullet}, L S, \mathbb{C}$ from now on.

### 4.4 Kalinin's spectral sequence

We now have two important types of cosheaves on $X$ : the cosheaf $\mathbb{R} \mathcal{U}_{0}^{A}$, which allows us to directly compute (in the combinatorial case, which we consider) the homology of $\mathbb{R} X_{t}$, as $H_{q}\left(X ; \mathbb{R} \mathcal{U}_{0}^{A}\right)=H_{q}\left(\mathbb{R} X_{t} ; A\right)$, and the cosheaves $\left\{\mathbb{C} \mathcal{U}_{p}^{A}\right\}_{p}$, which allow us to indirectly compute the homology of $\mathbb{C} X_{t}$ through the spectral sequence $E_{\bullet}^{\bullet}, \stackrel{\bullet}{\bullet}$. We naturally want to establish a connection between them, and Kalinin's spectral sequence allows us to do so. From now on, we let the ring of coefficients $A$ be equal to $\mathbb{Z}_{2}$, as Kalinin's spectral sequence is only defined over $\mathbb{Z}_{2}$.

Our three main references here are I. Kalinin's original articles Kal05 and Kal92, A. Degtyarev's Deg92, and the more sheaf-theoretic Kra84 by V. Krasnov. All details are to be found there.

Let $Y$ be an $n$-dimensional real algebraic variety. We denote the terms of the Kalinin spectral sequence in homology associated to $Y$ as $E_{q}^{r, K a}(Y)$, where $r \geqslant 0$ is the number of the page. We write the differentials as $\partial_{r}: E_{q}^{r, K a}(Y) \longrightarrow E_{q+r-1}^{r, K a}(Y)$. There is a single index $q$, as opposed to a couple $(p, q)$ as one would expect, because it is a stabilized spectral sequence, i.e. that it is obtained by taking a certain projective limit (in "the direction $p^{\prime \prime}$ ) associated to a certain classical spectral sequence.

The spectral sequence has the following properties (up to an isomorphism of spectral sequences):

- $E_{q}^{1, K a}(Y)=H_{q}\left(\mathbb{C} Y ; \mathbb{Z}_{2}\right)$, and $\partial_{1}: H_{q}\left(\mathbb{C} Y ; \mathbb{Z}_{2}\right) \longrightarrow H_{q}\left(\mathbb{C} Y ; \mathbb{Z}_{2}\right)$ coincides with $1+$ $c_{*}: H_{q}\left(\mathbb{C} Y ; \mathbb{Z}_{2}\right) \longrightarrow H_{q}\left(\mathbb{C} Y ; \mathbb{Z}_{2}\right)$, where 1 is the identity and $c_{*}$ is induced by the conjugation.
- As a consequence, $E_{q}^{2, K a}(Y)=\frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}$.
- The spectral sequence converges (in a finite number of steps) to $H_{*}\left(\mathbb{R} X ; \mathbb{Z}_{2}\right)$, i.e. there exists a (decreasing) filtration $\varnothing=F_{n+1} H_{*}\left(\mathbb{R} Y ; \mathbb{Z}_{2}\right) \subset F_{n} H_{*}\left(\mathbb{R} Y ; \mathbb{Z}_{2}\right) \subset \ldots \subset$ $F_{0} H_{*}\left(\mathbb{R} Y ; \mathbb{Z}_{2}\right)=H_{*}\left(\mathbb{R} Y ; \mathbb{Z}_{2}\right)$ such that $E_{p}^{\infty, K a}(Y) \cong F_{p} H_{*}\left(\mathbb{R} Y ; \mathbb{Z}_{2}\right) / F_{p+1} H_{*}\left(\mathbb{R} Y ; \mathbb{Z}_{2}\right)$.

We immediately see that $Y$ is (Smith-Thom) maximal (see Formula 1.2.1) if and only if its Kalinin spectral sequence degenerates on the first page, and Galois maximal (see Formula 1.2 .2 if and only if its Kalinin spectral sequence degenerates on the second page.

Note that the filtration on $H_{*}\left(\mathbb{R} X ; \mathbb{Z}_{2}\right)$ does not need to respect the natural grading induced by the degree on $H_{*}\left(\mathbb{R} X ; \mathbb{Z}_{2}\right)$. The higher-dimensional pair of pants illustrates this, as it is maximal (we discuss this further below), the homology of its real part is entirely concentrated in degree 0 , but the homology of its complex part is not.

The Kalinin spectral sequence is functorial; a continuous map $Y_{1} \longrightarrow Y_{2}$ of real algebraic varieties induces morphisms $E_{q}^{r, K a}\left(Y_{1}\right) \longrightarrow E_{q}^{r, K a}\left(Y_{2}\right)$ which coincide with those induced by the morphisms $H_{q}\left(\mathbb{C} Y_{1} ; \mathbb{Z}_{2}\right) \longrightarrow H_{q}\left(\mathbb{C} Y_{2} ; \mathbb{Z}_{2}\right)$ on the first page.

There is also a Kalinin spectral sequence for cohomology, and they both have many interesting properties, such as a multiplicative structure, connections to Steenrod squares, etc. However, they are not needed for our purpose here.

What matters to us is that it yields a non-trivial filtration on the homology of the real part of a real algebraic variety which is connected to the homology of the complex part.

### 4.5 Bounds on the homology of $\mathbb{R} X_{t}$

For each cell $\sigma$ in $X$, we can consider the Kalinin spectral sequence of $O_{\sigma}$. As we are still restricting ourselves to the combinatorial case, we have as mentioned before that $H_{*}\left(\mathbb{R} O_{\sigma} ; \mathbb{Z}_{2}\right)=H_{0}\left(\mathbb{R} O_{\sigma} ; \mathbb{Z}_{2}\right)=\mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}(\sigma)$. The spectral sequence yields a filtration $\varnothing=$ $F_{n} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}(\sigma) \subset F_{n-1} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}(\sigma) \subset \ldots \subset F_{0} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}(\sigma)=H_{0}\left(\mathbb{R} O_{\sigma} ; \mathbb{Z}_{2}\right)$ such that $E_{p}^{\infty, K a}\left(O_{\sigma}\right) \cong$ $F_{p} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}(\sigma) / F_{p+1} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}(\sigma)$.

Since the Kalinin spectral sequence is functorial, we can define for each $p$ the cellular cosheaves $\sigma \mapsto F_{p} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}(\sigma)$ and $\sigma \mapsto E_{p}^{\infty, K a}\left(O_{\sigma}\right)$, as well as the corresponding cellular chain groups $C_{q}\left(X ; F_{p} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right):=\oplus_{\operatorname{dim} \sigma=q} F_{p} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}(\sigma)$ and $C_{q}\left(X ; E_{p}^{\infty, K a}\right):=\oplus_{\operatorname{dim} \sigma=q} E_{p}^{\infty, K a}(\sigma)$, cellular chain complexes $C_{\bullet}\left(X ; F_{p} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right)$ and $C \bullet\left(X ; E_{p}^{\infty, K a}\right)$, and homology groups $H_{q}\left(X ; F_{p} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right):=$ $H_{q}\left(C_{\bullet}\left(X ; F_{p} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right)\right)$ and $H_{q}\left(X ; E_{p}^{\infty, K a}\right):=H_{q}\left(C_{\bullet}\left(X ; E_{p}^{\infty, K a}\right)\right)$.

We obtain a filtration of cellular chain complexes

$$
\begin{equation*}
C \cdot\left(X ; F_{n-1} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right) \subset \ldots C_{\bullet}\left(X ; F_{1} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right) \subset C \cdot\left(X ; F_{0} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right)=C \cdot\left(X ; \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right), \tag{4.5.1}
\end{equation*}
$$

such that we have

$$
C \bullet\left(X ; F_{p} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right) / C \cdot\left(X ; F_{p+1} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right) \cong C_{\bullet}\left(X ; E_{p}^{\infty, K a}\right)
$$

as complexes.
Such a filtration gives rise to yet another spectral sequence, whose terms we denote as $E_{q, p}^{r, H A}$ ("HA" for Homological Algebra), as a matter of pure homological algebra. We do not study that spectral sequence in detail here, though it can be used to figure out
maximality conditions on $X_{t}$ (see [RS18]). What matters to us is that it automatically implies the following inequality for each $q$ :

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(\mathbb{R} X_{t} ; A\right)=\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X ; \mathbb{R} \mathcal{U}_{0}^{A}\right) \leqslant \sum_{p} \operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X ; E_{p}^{\infty, K a}\right) \tag{4.5.2}
\end{equation*}
$$

All the relations that we have established are summarized in the pseudo-diagram 4.5.3). In the upper left corner, we have the groups $C_{q}\left(X ; \mathbb{C}_{p}^{\mathbb{Z}_{2}}\right)$, which can be seen as the first page of the Leray-Serre spectral sequence of $\mathbb{C} X_{t}$ described in Section 4.3. By taking their homology with respect to the differential of that spectral sequence, we find the groups $H_{q}\left(X ; \mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}\right)$, on the second page of the Leray-Serre spectral sequence. It converges to the homology of $\mathbb{C} X_{t}$, with a filtration $F_{\bullet} H_{l}\left(\mathbb{C} X_{t} ; \mathbb{Z}_{2}\right) \subset H_{l}\left(\mathbb{C} X_{t} ; \mathbb{Z}_{2}\right)$ such that $E_{p, l-p}^{\infty, L S, \mathbb{Z}_{2}} \cong$ $F_{p} H_{l}\left(\mathbb{C} X_{t} ; \mathbb{Z}_{2}\right) / F_{p-1} H_{l}\left(\mathbb{C} X_{t} ; \mathbb{Z}_{2}\right)$.

We can also go vertically from $C_{q}\left(X ; \mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}\right)$, and progress in the Kalinin spectral sequence of each $O_{\sigma}$ (while simply summing over the cells $\sigma$ ); we find $C_{q}\left(X ; \frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)$, where $\frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}$ is the cosheaf $\sigma \mapsto E_{p}^{2, K a}\left(O_{\sigma}\right)$. On the last page of this "cell-wise" spectral sequence, we find the groups $C_{q}\left(X ; E_{p}^{\infty, K a}\right)$, which appear on the 0-th page of the "Homological Algebra" spectral sequence mentioned above. By progressing in that spectral sequence, we find on the first page $H_{q}\left(X ; E_{p}^{\infty, K a}\right)$, and it converges to $H_{q}\left(\mathbb{R} X_{t} ; \mathbb{Z}_{2}\right)$, with a decreasing filtration $F_{\bullet} H_{q}\left(\mathbb{R} X_{t} ; \mathbb{Z}_{2}\right) \subset H_{q}\left(\mathbb{R} X_{t} ; \mathbb{Z}_{2}\right)$ such that $E_{q, p}^{\infty, H A} \cong F_{p} H_{q}\left(\mathbb{R} X_{t} ; \mathbb{Z}_{2}\right) / F_{p+1} H_{q}\left(\mathbb{R} X_{t} ; \mathbb{Z}_{2}\right)$.

$$
\begin{align*}
& \begin{aligned}
C_{q}(X & \left.; \mathcal{C U}_{p}^{\mathbb{Z}_{2}}\right) \xrightarrow{L S} H_{q}\left(X ; \mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}\right) \xrightarrow[\sum_{p+q=l}]{L S} H_{l}\left(\mathbb{C} X_{t} ; \mathbb{Z}_{2}\right) \\
& \{K a
\end{aligned} \\
& C_{q}\left(X ; \frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)  \tag{4.5.3}\\
& \|^{K a} \\
& C_{q}\left(X ; E_{p}^{\infty, K a}\right) \xrightarrow{H A} H_{q}\left(X ; E_{p}^{\infty, K a}\right) \xrightarrow[\sum_{p}]{H A} H_{q}\left(\mathbb{R} X_{t} ; \mathbb{Z}_{2}\right)
\end{align*}
$$

Ideally, we would like to find relations between the homology $H_{l}\left(\mathbb{C} X_{t} ; \mathbb{Z}_{2}\right)$ of the complex part, and the homology $H_{q}\left(\mathbb{R} X_{t} ; \mathbb{Z}_{2}\right)$ of the real part.

In the case of a primitive combinatorial patchworking, the situation greatly simplifies. As stated before, one can use the theorems from Chapter 7 to see that the Leray-Serre spectral sequence degenerates on the second page, and that $\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X ; \mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}\right)=h^{q, p}\left(\mathbb{C} X_{t}\right)$; in fact, this was the primary motivation behind those results.

Moreover, if (and only if) the triangulation is primitive, each $O_{\sigma}$ is maximal and the associated spectral sequence $E_{p}^{r, K a}\left(O_{\sigma}\right)$ degenerates on the first page. Hence we have an isomorphism of cosheaves $\mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}} \cong E_{p}^{\infty, K a}$, and isomorphisms of groups $H_{q}\left(X ; \mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}\right) \cong$ $H_{q}\left(X ; E_{p}^{\infty, K a}\right)$. As we mentioned earlier that in the primitive case, we have an isomorphism $\mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}} \cong \mathcal{F}_{p}^{X, \mathbb{Z}_{2}}$ between the round and pointy tropical cosheaves, this yields (using the bound from Formula (4.5.2) ) the following statement, which was the main result from

Renaudineau's and Shaw's RS18.

## Theorem 4.5.1.

$$
\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(\mathbb{R} X_{t} ; \mathbb{Z}_{2}\right) \leqslant \sum_{p=0}^{\operatorname{dim} X} \operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X ; \mathcal{F}_{p}^{X, \mathbb{Z}_{2}}\right) .
$$

As they directly and exclusively considered the primitive case, they did not need to go into the details of the various spectral sequences appearing in Diagram 4.5.3).

As said above, this implies (thanks to the results from Chapter 7. which were obtained as a joint work with Renaudineau and Shaw) that

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(\mathbb{R} X_{t} ; \mathbb{Z}_{2}\right) \leqslant h^{q, n-1-q}(\mathbb{C} X)+1-\delta_{i, \frac{n-1}{2}} \tag{4.5.4}
\end{equation*}
$$

where $X_{t}$ is as before of dimension $n-1$, and $\delta_{i, \frac{n-1}{2}}$ is 1 if $i=\frac{n-1}{2}$ and 0 otherwise.
Itenberg had already proved this bound for $n=3$ in 【Ite97, and conjectured that it held in general dimension in Ite17. This was a refinement of a conjecture by Viro, which stated that $b_{1}(\mathbb{R} Z) \leqslant h^{1,1}(\mathbb{C} Z)$ for a non-singular simply connected compact real surface $Z$ (without requiring that it come from a primitive patchworking) and turned out to be false (see [Ite97] again). In other words, real algebraic hypersurfaces obtained using primitive combinatorial patchworking do obey the principle expressed in the Introduction in Formula 0.0 .2 (as $h^{q, p}(\mathbb{C} X)=0$ if $q \neq p$ and $h^{q, q}(\mathbb{C} X)=1$ if $q \neq \frac{n-1}{2}$, see for example DK86]).

As a bonus of sorts, observe that in the primitive case, the filtration of chain complexes

$$
C \cdot\left(X ; F_{n-1} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right) \subset \ldots C \cdot\left(X ; F_{1} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right) \subset C \cdot\left(X ; F_{0} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right)=C \cdot\left(X ; \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right)
$$

from Formula 4.5.1 directly implies that

$$
\begin{aligned}
& \sum_{p, q}(-1)^{p} h^{q, p}\left(\mathbb{C} X_{t}\right)=\sum_{p, q}(-1)^{q} \operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{q}\left(X ; \mathbb{C}_{p}^{\mathbb{Z}_{2}}\right)\right)=\sum_{p, q}(-1)^{q} \operatorname{dim}_{\mathbb{Z}_{2}}\left(C_{q}\left(X ; \mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}\right)\right)= \\
& \sum_{p, q}(-1)^{q}\left[\operatorname{dim}_{\mathbb{Z}_{2}}\left(C_{q}\left(X ; F_{p} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right)\right)-\operatorname{dim}_{\mathbb{Z}_{2}}\left(C_{q}\left(X ; F_{p+1} \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right)\right)\right]= \\
& \sum_{q}(-1)^{q} \operatorname{dim}_{\mathbb{Z}_{2}}\left(C_{q}\left(X ; \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right)\right)=\sum_{q}(-1)^{q} \operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{q}\left(X ; \mathbb{R} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right)\right)=\chi\left(\mathbb{R} X_{t}\right),
\end{aligned}
$$

and as it is well-known that $\sum_{p, q}(-1)^{p} h^{q, p}\left(\mathbb{C} X_{t}\right)$ is equal to the signature $\sigma\left(\mathbb{C} X_{t}\right)$ of the intersection form on $H^{n-1}\left(\mathbb{C} X_{t}\right)$ (see for example Voi07), this allows us to painlessly recover the equality

$$
\chi\left(\mathbb{R} X_{t}\right)=\sigma\left(\mathbb{C} X_{t}\right)
$$

from Arn17 and Ber10 that was cited in Section 4.2.
In Chapter 9, we discuss possible applications of the concepts exposed above, and in particular ways in which one could hope to generalize Theorem 4.5.1 and Formula 4.5.4.

## Part II

## Chapter 5

## A flexible construction method

### 5.1 Chapter introduction

In this chapter, we describe a new construction method for real projective algebraic hypersurfaces. It relies on Viro's method, which is described in details in Chapter 2, as well as related notions used below, such as complete nondegeneracy. Chapter 6 is the direct continuation of this chapter, where the methods developed here are applied to build families of real projective algebraic hypersurfaces with asymptotically large Betti numbers.

In given ambient dimension $n$, the dimension of the total homology of the complex part of a smooth projective real algebraic hypersurface $X_{d}^{n}$ of degree $d$ satisfies

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{*}\left(\mathbb{C} X_{d}^{n}\right)\right)=\frac{(d-1)^{n+1}-(-1)^{n+1}}{d}+n+(-1)^{n+1} \tag{5.1.1}
\end{equation*}
$$

In particular, it is a polynomial of degree $n$ in $d$, with 1 as its leading coefficient (see [DK86]). Moreover, for $i=0, \ldots, n-1$, the ( $i, n-1-i$ )-th Hodge number $h^{i, n-1-i}\left(\mathbb{C} X_{d}^{n}\right)$ is also a polynomial of degree $n$ in $d$ (the same for any such hypersurface). Denote its leading coefficient by $a_{i}^{n}$ (see Subsection 6.2.1 for more details). As $h^{p, q}\left(\mathbb{C} X_{d}^{n}\right) \in\{0,1\}$ if $p+q \neq n-1$ (see for example DK86]), the sum $\sum_{p} h^{i, p}\left(\mathbb{C} X_{d}^{n}\right)$ from Inequality 0.0.2 which played an important role in the Introduction is asymptotically equal to $h^{i, n-1-i}\left(\mathbb{C} X_{d}^{n}\right)$; in particular, the coefficient $a_{i}^{n}$ that we have just defined coincides with the similarly named coefficient from the Introduction.

If $f, g: \mathbb{N} \longrightarrow \mathbb{N}$ are such that $f(d) \leqslant g(d)+\mathcal{O}\left(d^{n-1}\right)$, using the usual convention for the $\mathcal{O}$ notation, we write $f \stackrel{n}{\leqslant} g$. If both $f \stackrel{n}{\leqslant} g$ and $f \stackrel{n}{\geqslant} g$, we say that $f \stackrel{n}{=} g$. We naturally extend this notation to the case where $f$ and $g$ are both defined on the same infinite subset of $\mathbb{N}$. Using that notation, we already know from the Smith-Thom inequality (1.2.1) and (5.1.1) that

$$
\sum_{i} b_{i}\left(\mathbb{R} X_{d}^{n}\right) \stackrel{n}{\leqslant} d^{n},
$$

where $X_{d}^{n}$ is as above.

It is then natural to ask what the maximal value $B_{i}^{n}(d)$ of the $i$-th Betti number $b_{i}\left(\mathbb{R} X_{d}^{n}\right)=\operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{i}\left(\mathbb{R} X_{d}^{n}\right)\right)$ of the real part of a smooth real algebraic hypersurface $X_{d}^{n} \subset \mathbb{P}^{n}$ of degree $d$ is; Itenberg and V . Kharlamov proved (according to Bih03], where a proof in dimension $n=3$ can be found) that for $i=0, \ldots, n-1$, there exists $\beta_{i}^{n} \in \mathbb{R}_{>0}$ such that $B_{i}^{n}(d)=\beta_{i}^{n} \cdot d^{n}+o\left(d^{n}\right)$. The same question can be asked about linear combinations of Betti numbers, or under additional conditions.

A family of real algebraic hypersurfaces $\left\{X_{d}^{n}\right\}_{d \in \mathbb{N}}$ in $\mathbb{P}^{n}$ is asymptotically maximal if $\operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{*}\left(\mathbb{R} X_{d}^{n}\right)\right) \xlongequal{n} \operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{*}\left(\mathbb{C} X_{d}^{n}\right)\right)\left(\underline{\underline{n}} d^{n}\right)$. We also say that a family of real Laurent polynomials in $n$ variables is asymptotically standard (this is, ironically, non-standard terminology) if the associated family of projective hypersurfaces verifies $b_{i}\left(V_{\mathbb{R} \mathbb{P}^{n}}\left(P_{d}^{n}\right)\right) \xlongequal{n} a_{i}^{n} \cdot d^{n}$ (which implies asymptotic maximality) - in particular, they asymptotically obey the principle enounced in the Introduction, which suggested that real projective algebraic hypersurfaces should be expected to verify

$$
\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(\mathbb{R} X ; \mathbb{Z}_{2}\right) \leqslant \sum_{p} h^{q, p}(\mathbb{C} X)
$$

Asymptotically standard families are in a sense the baseline examples of asymptotically maximal families, since they are the easiest to build and the "least singular". It is natural to compare the asymptotic Betti numbers of any asymptotic family of real projective hypersurfaces to the asymptotically standard case.

In IV07, Itenberg and Viro constructed for any $n$ an asymptotically standard family of real algebraic hypersurfaces $\left\{X_{d}^{n}\right\}_{d \in \mathbb{N}}$ in $\mathbb{P}^{n}$, as was mentioned in the Introduction. B. Bertrand achieved similar results with general toric varieties, as well as complete intersections, in Ber06]. In Bih03], F. Bihan gave good lower bounds on the values of $\beta_{i}^{n}$ for $n=3$, which E. Brugallé further improved in [Bru06] using the same method. A. Renaudineau also worked on related problems in his thesis Ren15. All of these results made use of the patchworking method.

In the same spirit, we develop a construction technique based on Viro's method and inspired by IV07 such that, given for each $k=1, \ldots, n-1$ a family of projective smooth real algebraic hypersurfaces in $\mathbb{P}^{k}$, which we call "ingredients", we can use them to "cook" (construct) a family $\left\{Y_{d}^{n}\right\}_{d \in \mathbb{N}}$ of smooth real algebraic hypersurfaces in $\mathbb{P}^{n}$ such that the asymptotic Betti numbers of $\left\{\mathbb{R} Y_{d}^{n}\right\}_{d \in \mathbb{N}}$ can be computed from those of the real parts of the hypersurfaces used ingredients.

More precisely, we have the following "cooking" theorem, where we let $S_{d}^{k}:=\left\{\left(x_{1}, \ldots, x_{k}\right) \in\right.$ $\left.\mathbb{R}^{k} \mid x_{i} \geqslant 0 \forall i, \sum_{i=1}^{k} x_{i} \leqslant d\right\}$ be the simplex of side $d$ and dimension $k$ :

Theorem 5.1.1 (Cooking Theorem). Let $n \geqslant 2$. For $k=1, \ldots, n-1$, let $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ be a family of completely nondegenerate real Laurent polynomials in $k$ variables, such that $P_{d}^{k}$ is of degree $d$ and that the Newton polytope $\Delta\left(P_{d}^{k}\right)$ of $P_{d}^{k}$ is $S_{d}^{k}$. Suppose additionally that
for $k=1, \ldots, n-1$ and $i=0, \ldots, k-1$,

$$
b_{i}\left(V_{\mathbb{R}^{p} k}\left(P_{d}^{k}\right)\right) \stackrel{k}{\geqslant} x_{i}^{k} \cdot d^{k}
$$

for some $x_{i}^{k} \in \mathbb{R}_{\geqslant 0}$. Then there exists a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that $\Delta\left(Q_{d}^{n}\right)=S_{d}^{n}$ and such that for $i=0, \ldots, n-1$

$$
\begin{equation*}
b_{i}\left(V_{\mathbb{R P}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{\geqslant} \frac{1}{n}\left(x_{i}^{n-1}+x_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} x_{j}^{k} \cdot x_{i-1-j}^{n-1-k}\right) \cdot d^{n} \tag{5.1.2}
\end{equation*}
$$

where $x_{j}^{k}$ is set to be 0 for $j \notin\{0, \ldots, k-1\}$.
Moreover, if the families $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ were obtained using a combinatorial patchworking for all $k$, then the family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ can also be obtained by combinatorial patchworking.

If each family $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}($ for $k=1, \ldots, n-1)$ is such that the associated family of projective hypersurfaces is asymptotically maximal, then the family of projective hypersurfaces associated to $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ is also asymptotically maximal.
Remark 5.1.2. In light of Lemma 5.3.1 and Remark 5.3.2 below, the expressions $b_{i}\left(V_{\mathbb{R}^{k}}\left(P_{d}^{k}\right)\right)$ for $k=1, \ldots, n-1$ and $b_{i}\left(V_{\mathbb{R} \mathbb{P}^{p}}\left(Q_{d}^{n}\right)\right)$ can be indifferently (and independently) replaced in the statement by $b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}\left(P_{d}^{k}\right)\right)$ and $b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{n}}\left(Q_{d}^{n}\right)\right)$ respectively.

For the same reasons, one can see that the polynomials $P_{d}^{k}$ do not actually need to be completely nondegenerate; we only need the associated hypersurfaces $V_{\left(\mathbb{C}^{*}\right)^{k}}\left(P_{d}^{k}\right)$ in the complex torus to be smooth.

Regarding the plan of this chapter, the construction method is described in details in Section 5.2, proof of Formula (5.1.2) and related remarks are found in Section 5.3. This is arguably the most technical part of this thesis; please bear with us.

### 5.2 The construction method

### 5.2.1 Preliminaries

Let $n \geqslant 2$. As in the hypotheses of Theorem 5.1.1, for $k=1, \ldots, n-1$, consider a family $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials such that $\Delta\left(P_{d}^{k}\right)=S_{d}^{k}$.

As above, let $S_{d}^{k}=\left\{\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k} \mid x_{i} \geqslant 0 \forall i, \sum_{i=1}^{k} x_{i} \leqslant d\right\}$ denote the simplex of side $d$ and dimension $k$. Let $H_{i}^{k}:=\left\{\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k} \mid x_{i}=0\right\}$ for $i=1, \ldots, k$ and $H_{d, 0}^{k}:=\left\{\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k} \mid \sum_{i=1}^{k} x_{i}=d\right\}$. For any set of indices $I \subset\{0,1, \ldots, k\}$, define $S_{d, I}^{k}:=S_{d}^{k} \cap\left(\bigcap_{i \in I} H_{i}^{k}\right)$ if $0 \notin I$ and $S_{d, I}^{k}:=S_{d}^{k} \cap H_{d, 0}^{k} \cap\left(\bigcap_{i \in I \backslash\{0\}} H_{i}^{k}\right)$ if $0 \in I$.

We first define in Subsection 5.2.2 a specific convex triangulation of $S_{d}^{n-1}$, which we extend to a convex triangulation of $S_{d}^{n}$.

In Subsection 5.2.3, we then define a family $\left\{\tilde{Q}_{d}^{n}\right\}_{d \in \mathbb{N}}$ of real Laurent polynomials such that $\Delta\left(\tilde{Q}_{d}^{n}\right)=S_{d}^{n}$. Moreover, for any $m=0, \ldots, d-n$ and any $I \subsetneq\{0,1, \ldots, n-$
$1\}$, the homology of the family of real projective hypersurfaces in $\mathbb{P}^{n-1-|I|}$ associated to the truncation of the polynomials $\left\{\tilde{Q}_{d}^{n}\right\}_{d \in \mathbb{N}}$ to the simplices $S_{d, I}^{n} \cap\left\{x_{n}=m\right\}$ behaves asymptotically as the homology of the family of hypersurfaces associated to $\left\{P_{d}^{n-1-|I|}\right\}_{d \in \mathbb{N}}$ (this will be given more precise meaning later on).

Finally, applying Viro's method to $\left\{\tilde{Q}_{d}^{n}\right\}_{d \in \mathbb{N}}$ and the convex triangulation we devised, we obtain in Subsection 5.2.4 a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ of real Laurent polynomials that fulfills the conditions of Theorem 5.1.1 (which is proved in Section 5.3).

### 5.2.2 A convex triangulation of $S_{d}^{n}$

Given a finite set $\Lambda \subset \mathbb{Z}^{k}$ and a function $f: \Lambda \longrightarrow \mathbb{R}$, we define $\tilde{\Phi}(f): \operatorname{Conv}(\Lambda) \longrightarrow \mathbb{R}$ as the function whose graph is the lower convex hull in $\mathbb{R}^{k+1}$ of the graph of $f$ (in Chapter 3 , we considered a similar map $\Phi$, except that it was based on the upper convex hull). Note that $\tilde{\Phi}(f)$ always defines a convex subdivision of $\operatorname{Conv}(\Lambda)$.

We define by induction a convex subdivision of $S_{d}^{n-1}$.
Lemma 5.2.1. For any $n \geqslant 2$ and any $d \geqslant n$, there exists a piecewise linear convex function $\mu_{d}^{n-1}: S_{d}^{n-1} \longrightarrow \mathbb{R}$ with the following properties:

- It defines a convex triangulation of $S_{d}^{n-1}$.
- The sub-simplex $\left\{\left(x_{1}, \ldots, x_{n-1}\right) \in \mathbb{R}^{n-1} \mid x_{i} \geqslant 1 \forall i, \sum_{i=1}^{n-1} x_{i} \leqslant d-1\right\} \subset S_{d}^{n-1}$ is one of the (maximal) linearity domains of $\mu_{d}^{n-1}$.
- More generally, let $\Gamma$ be any of the faces of dimension $k$ of $S_{d}^{n-1}$, and let $\Psi: \mathbb{R}^{k} \longrightarrow$ $\mathbb{R}^{n-1}$ be any affine embedding that maps bijectively the vertices of $S_{d}^{k}$ to those of $\Gamma$. Then the pullback to $S_{d}^{k}$ by $\Psi$ of the restriction of $\mu_{d}^{n-1}$ to $\Gamma$ is such that the subsimplex $\left\{\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k} \mid x_{i} \geqslant 1 \forall i, \sum_{i=1}^{k} x_{i} \leqslant d-1\right\} \subset S_{d}^{k}$ is one of its (maximal) linearity domains.

Proof. Starting from $k=0$, we will recursively build piecewise linear functions $\mu_{k}$ with the following properties: $\mu_{k}$ is defined on the union of the faces of $S_{d}^{n-1}$ of dimension less than or equal to $k$, the function $\mu_{k}$ is strictly positive, the restriction of $\mu_{k}$ to any face $\Gamma$ of dimension $i \leqslant k$ is convex and induces a convex triangulation of $\Gamma$, and if $\Psi: \mathbb{R}^{i} \longrightarrow \mathbb{R}^{n-1}$ is any affine embedding that maps bijectively the vertices of $S_{d}^{i}$ to those of $\Gamma$ (such an embedding maps integer points to integer points), then the pullback to $S_{d}^{i}$ by $\Psi$ of the restriction of $\mu_{k}$ to $\Gamma$ is such that the sub-simplex $\left\{\left(x_{1}, \ldots, x_{i}\right) \in \mathbb{R}^{i} \mid x_{j} \geqslant 1 \forall j, \sum_{j=1}^{i} x_{j} \leqslant\right.$ $d-1\} \subset S_{d}^{i}$ is one of its (maximal) linearity domains.

Let $\mu_{0}$ be constant and equal to 1 on the vertices of $S_{d}^{n-1}$.
Suppose that $\mu_{k-1}$ has been defined, and let us define $\mu_{k}$ (for $k \leqslant n-1$ ).
Let $\Gamma$ be any face of dimension $k$ of $S_{d}^{n-1}$, and choose an affine embedding $\Psi: \mathbb{R}^{k} \longrightarrow$ $\mathbb{R}^{n-1}$ that maps bijectively the vertices of $S_{d}^{k}$ to those of $\Gamma$. The function $\mu_{k-1}$ is defined on


Figure 5.1: For $k=2$ and $d=6$, the graph of $\mu$ on the face $\Gamma$ and the induced triangulation of $\Gamma$.
the faces of dimension $i \leqslant k-1$ of $\Gamma$. Through $\Psi$ we identify $S_{d}^{k}$ to $\Gamma$ for the remainder of this paragraph in order to simplify notations (in particular, we see $\mu_{k-1}$ as being defined on the faces of dimension $i \leqslant k-1$ of $\left.S_{d}^{k}\right)$. Define $\tilde{\mu}$ as taking generic, strictly positive and very small values on the $k+1$ vertices of $\left\{\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k} \mid x_{j} \geqslant 1 \forall j, \sum_{j=1}^{k} x_{j} \leqslant d-1\right\} \subset S_{d}^{k}$, and equal to $\mu_{k-1}$ on the faces of dimension $i \leqslant k-1$ of $S_{d}^{k}$. Define $\mu:=\tilde{\Phi}(\tilde{\mu}): S_{d}^{k} \longrightarrow \mathbb{R}$. The function $\mu$ coincides with $\mu_{k-1}$ on the faces of dimension $i \leqslant k-1$ of $S_{d}^{k}$ - in particular, it induces the same triangulation of those faces. The convex subdivision that it induces on $S_{d}^{k}$ is a triangulation, and for small enough values of $\tilde{\mu}$ on its vertices, $\left\{\left(x_{1}, \ldots, x_{k}\right) \in\right.$ $\left.\mathbb{R}^{k} \mid x_{j} \geqslant 1 \forall j, \sum_{j=1}^{k} x_{j} \leqslant d-1\right\} \subset S_{d}^{k}$ is one of its (maximal) linearity domains (see Figure 5.1. We define $\mu_{k}$ on the face $\Gamma$ as the pushforward of $\mu$ to $\Gamma$ (via the identification $\Gamma \cong S_{d}^{k}$ used at the beginning of the paragraph).

We proceed similarly on all other faces of dimension $k$ of $S_{d}^{n-1}$; hence we have defined $\mu_{k}$.

We let $\mu_{d}^{n-1}$ be equal to $\mu_{n-1}$.

We now extend the convex triangulation on $S_{d}^{n-1}$ induced by $\mu_{d}^{n-1}$ to $S_{d}^{n}$ in the following sense:

For $m=0, \ldots, d-1$, define $S_{d, m}^{n}:=S_{d}^{n} \cap\left\{x_{n}=m\right\}$ and $S_{d, m+}^{n}:=S_{d}^{n} \cap\left\{x_{n} \in[m, m+1]\right\}$.
For $m=1, \ldots, d-n$ odd and $i=1, \ldots, n-1$, denote by $R_{d, m, i}^{n}=\left\{\left(x_{1}, \ldots, x_{i}, 0, \ldots, 0, m\right) \in\right.$ $\left.\mathbb{R}^{n} \mid x_{j} \geqslant 1 \forall j=1, \ldots, i, \sum_{j=1}^{n-1} x_{j} \leqslant d-m-1\right\} \subset S_{d, m}^{n}$.

For $m=0, \ldots, d-n$ even and $i=1, \ldots, n-2$, denote by $R_{d, m, i}^{n}=\left\{\left(0, \ldots, 0, x_{n-i-1}, \ldots, x_{n-1}, m\right) \in\right.$ $\left.\mathbb{R}^{n} \mid x_{j} \geqslant 1 \forall j=n-i-1, \ldots, n-1, \sum_{j=1}^{n-1} x_{j}=d-m\right\} \subset S_{d, m}^{n}$. Define also $R_{d, m, n-1}^{n}=$ $\left\{\left(x_{1}, \ldots, x_{n-1}, m\right) \in \mathbb{R}^{n} \mid x_{j} \geqslant 1 \forall j=1, \ldots, n-1, \sum_{j=1}^{n-1} x_{j} \leqslant d-m-1\right\} \subset S_{d, m}^{n}$. This is


Figure 5.2: The sets $R_{5,0,2}^{3}, R_{5,1,1}^{3}$, and $R_{5,2,1}^{3}$ in $S_{5}^{3}$.
illustrated in Figure 5.2.
Let also $O_{d, m, i}^{n} \in \mathbb{R}^{n}$ be the point $(0, \ldots, 0, d-m, 0, \ldots, 0, m)$ if $i=1, \ldots, n-1$, where $d-m$ appears as the $i$-th coordinate, and let it be the point $(0, \ldots, 0, m)$ if $i=0$ (for $m=0, \ldots, n)$.

Lemma 5.2.2. For $n \geqslant 2$, there exists a triangulation $T$ of $S_{d}^{n}$ that has the following properties:

- For $m=1, \ldots, d-n$ odd, the cone of $R_{d, m, n-1}^{n}$ with the vertex $O_{d, m+1, n-1}^{n}$ and the cone $R_{d, m, n-1}^{n}$ with the vertex $O_{d, m-1, n-1}^{n}$ appear in $T$.
- For $m=0, \ldots, d-n$ even, the cone of $R_{d, m, n-1}^{n}$ with the vertex $O_{d, m+1,0}^{n}$ and the cone $R_{d, m, n-1}^{n}$ with the vertex $O_{d, m-1,0}^{n}$ appear in $T$.
- For $m=0, \ldots, d-n-1$ and $i=1, \ldots, n-2$, the join of $R_{d, m, i}^{n}$ with $R_{d, m+1, n-1-i}^{n}$ appears in $T$.

Proof. If $d<n+1$, choose any convex subdivision on $S_{d}^{n}$ (all conditions are automatically satisfied and it matters not, as we are only interested in asymptotic behaviors).

If $d \geqslant n+1$, for $m=0, \ldots, d-n$, choose functions $\mu_{d-m}^{n-1}$ satisfying the conditions of Lemma 5.2.1, and triangulate $S_{d, m}^{n}$ with the convex subdivision induced by $\mu_{d-m}^{n-1}$ (via the natural identification between $S_{d, m}^{n}$ and $S_{d-m}^{n-1}$ given by the projection on the first $n-1$ coordinates).


Figure 5.3: For $n=3$ and $d=6$ : on the left, the subdivision $\tilde{T}$ restricted to $S_{6,0+}^{3}$, on the right, the subdivision $\tilde{T}$ restricted to $S_{6,1+}^{3}$.

Then for $m=0, \ldots, d-n-1$ even, triangulate $S_{d, m+}^{n}$ thus: subdivide it into the $n$ simplices $\operatorname{Conv}\left(O_{d, m+1,0}^{n}, O_{d, m, 0}^{n}, \ldots, O_{d, m, n-1}^{n}\right), \operatorname{Conv}\left(O_{d, m+1,0}^{n}, O_{d, m+1,1}^{n}, O_{d, m, 1}^{n}, \ldots, O_{d, m, n-1}^{n}\right)$, $\ldots, \operatorname{Conv}\left(O_{d, m+1,0}^{n}, \ldots, O_{d, m+1, n-1}^{n}, O_{d, m, n-1}^{n}\right)$ (this is a classical way to triangulate the topological product of a simplex and a closed interval). Each of these simplices $S$ is obtained as the join of a $k$-dimensional face $\Gamma_{k}$ of $S_{d, m+1}^{n}$ with a $n-k$-1-dimensional face $\Gamma_{n-k-1}$ of $S_{d, m}^{n}$, for $k=0, \ldots, n-1$. See the left side of Figure 5.3.

For $m=1, \ldots, d-n-1$ odd, subdivide $S_{d, m+}^{n}$ as the union of the $n$ simplices $\operatorname{Conv}\left(O_{d, m, 0}^{n}, O_{d, m+1,0}^{n}, \ldots, O_{d, m+1, n-1}^{n}\right), \operatorname{Conv}\left(O_{d, m, 0}^{n}, O_{d, m, 1}^{n}, O_{d, m+1,1}^{n}, \ldots, O_{d, m+1, n-1}^{n}\right), \ldots$, $\operatorname{Conv}\left(O_{d, m, 0}^{n}, \ldots, O_{d, m, n-1}^{n}, O_{d, m+1, n-1}^{n}\right)$ (the roles of $m$ and $m+1$ have been reversed). See the right side of Figure 5.3 .

Call the triangulation thus defined $\tilde{T}$ (see Figure 5.4 .
We further triangulate each simplex obtained as the join of a $k$-dimensional face $\Gamma_{k}$ of $S_{d, m+1}^{n}$ with a $n-k-1$-dimensional face $\Gamma_{n-k-1}$ of $S_{d, m}^{n}$ using the join of the triangulations of $\Gamma_{k}$ and $\Gamma_{n-k-1}$.

Choose any triangulation of $S_{d}^{n} \cap\left\{x_{n} \in[d-n, d]\right\}$ which extends that on $S_{d, d-n}^{n}$.
Any triangulation $T$ built this way clearly satisfies the conditions of the Lemma.

It remains to show that such triangulations can be required to be convex, which is the case.

Lemma 5.2.3. For any $n \geqslant 2$ and any $d \geqslant n$, there exists a piecewise linear convex function $\tilde{\mu}_{d}^{n}: S_{d}^{n} \longrightarrow \mathbb{R}$ such that it gives rises to a convex triangulation $T$ of $S_{d}^{n}$ which satisfies the conditions of Lemma 5.2.2.

Proof. We first consider a convex subdivision of $S_{d}^{n} \cap\left\{x_{n} \in[d-n, d]\right\}$ such that the domains of linearity are exactly the slices $S_{d, m+}^{n}$ for $m=0, \ldots, d-n-1$ (a function identically equal to $m^{2}$ on $S_{d, m}^{n}$ does the trick).

Now consider on each $S_{d, m+}^{n}($ for $m=0, \ldots, d-n-1)$ the convex triangulation into $n$ simplices described in the proof of Lemma 5.2.2. If $m$ is even, let $f$ be defined on the $2 n$


Figure 5.4: The triangulation $\tilde{T}$ on $S_{6}^{3}$.
vertices of $S_{d, m+}^{n}$ as being identically equal to 0 on $S_{d, m}^{n}$, and equal to $i$ on $O_{d, m+1, i}^{n}$ (for $i=0, \ldots, n-1$ ). Then $\tilde{\Phi}(f): S_{d, m+}^{n} \longrightarrow \mathbb{R}$ gives the desired triangulation (and similarly for $m$ odd).

Using that and applying repeatedly the technical Lemma 5.2.4 (in the notations of the Lemma, $\Delta$ is $S_{d}^{n} \cap\left\{x_{n} \in[d-n, d]\right\}$ and $\Gamma$ is $S_{d, m+}^{n}$, for successive $m=0, \ldots, d-n-1$ ), we obtain a convex triangulation $\tilde{T}$ of $S_{d}^{n} \cap\left\{x_{n} \in[d-n, d]\right\}$ as built in the proof of Lemma 5.2.2.

For $m=0, \ldots, d-n$, let $\mu_{d-m}^{n-1}: S_{d, m}^{n} \longrightarrow \mathbb{R}$ be a function satisfying the conditions of Lemma 5.2.1 (where we have identified $S_{d, m}^{n}$ with $S_{d-m}^{n}$ via the projection on the first $n-1$ coordinates).

We need to further subdivide the simplices obtained as joins (see the proof of Lemma 5.2.2 along the triangulations induced by the functions $\mu_{d-m}^{n-1}$.

Once again, we apply repeatedly Lemma 5.2.4, this time to $S_{d}^{n} \cap\left\{x_{n} \in[d-n, d]\right\}$ and $S_{d, m}^{n}$ (as $\Delta$ and $\Gamma$, respectively, in the notations of the Lemma) for $m=0, \ldots, d-n$.

We get a convex triangulation of $S_{d}^{n} \cap\left\{x_{n} \in[d-n, d]\right\}$ which is a refinement of $\tilde{T}$ and which coincides with the triangulation induced by the functions $\mu_{d-m}^{n-1}$ on $S_{d, m}^{n}$, and a piecewise linear convex function $\mu: S_{d}^{n} \cap\left\{x_{n} \in[d-n, d]\right\} \longrightarrow \mathbb{R}$ certifying the convexity of this triangulation. Define $\tilde{\mu}_{d}^{n}:\left\{O_{d, d, 0}^{n}\right\} \cup\left(S_{d}^{n} \cap\left\{x_{n} \in[d-n, d]\right\}\right) \longrightarrow \mathbb{R}$ as being equal to $\mu$ on $S_{d}^{n} \cap\left\{x_{n} \in[d-n, d]\right\}$ and equal to some large enough $R \in \mathbb{R}$ on $\left\{O_{d, d, 0}^{n}\right\}$. Then $\tilde{\Phi}\left(\tilde{\mu}_{d}^{n}\right)$ extends the triangulation induced by $\mu$ to a convex triangulation $T$ on $S_{d}^{n}$, which is as wanted.

The technical result used in the proof of Lemma 5.2.3:
Lemma 5.2.4 (Technical Lemma). Let $\Delta \subset \mathbb{R}^{n}$ be a convex (bounded) polytope with integer vertices, and let $\mu: \Delta \longrightarrow \mathbb{R}$ be such that $\mu=\tilde{\Phi}\left(\left.\mu\right|_{\Delta \cap \mathbb{Z}^{n}}\right)$. Let $\Gamma \subset \Delta$ be a (not necessarily top-dimensional) face of the convex subdivision induced by $\mu$ on $\Delta$. Let $\nu: \Gamma \longrightarrow \mathbb{R}$ be such that $\nu=\tilde{\Phi}\left(\left.\nu\right|_{\Gamma \cap \mathbb{Z}^{n}}\right)$. Then there exists a function $\xi: \Delta \longrightarrow \mathbb{R}$ so that:

1. $\xi=\tilde{\Phi}\left(\left.\xi\right|_{\Delta \cap \mathbb{Z}^{n}}\right)$ (hence $\xi$ is piecewise linear convex and gives rise to a convex subdivision of $\Delta$ ).
2. $\left.\xi\right|_{(\Delta \backslash \Gamma)}=\left.\mu\right|_{(\Delta \backslash \Gamma)}$.
3. The convex subdivision induced by $\xi$ on $\Delta$ is a refinement of the one induced by $\mu$.
4. The convex subdivision induced by $\xi$ on $\Gamma$ is the same as the one induced by $\nu$.

Proof. By adding a large enough constant, we can assume that $\nu$ is strictly positive. Let $\tilde{\nu}$ be equal to $\nu$ on $\Gamma$, and 0 everywhere else. Define $\xi_{\epsilon}:=\mu+\epsilon \tilde{\nu}$, for $\epsilon>0$.

For any $\epsilon>0, \xi_{\epsilon}$ satisfies condition 2 by definition, and if it fulfills condition 1 , then it also satisfies condition 4 .

We have $\xi_{\epsilon}=\tilde{\Phi}\left(\left.\xi_{\epsilon}\right|_{\Delta \cap \mathbb{Z}^{n}}\right)$ if and only if for each $p \in \Delta \cap \mathbb{Z}^{n}$, we have $\xi_{\epsilon}(p)$ smaller or equal to $\tilde{\Phi}\left(\left.\xi_{\epsilon}\right|_{\Delta \backslash\{p\}}\right)(p)$. For any $\epsilon>0$ and any $p \in(\Delta \backslash \Gamma) \cap \mathbb{Z}^{n}$, this condition is automatically satisfied as $\xi_{\epsilon}(p)=\xi(p) \leqslant \tilde{\Phi}\left(\left.\xi\right|_{\Delta \backslash\{p\}}\right)(p) \leqslant \tilde{\Phi}\left(\left.\xi_{\epsilon}\right|_{\Delta \backslash\{p\}}\right)(p)$.

We want to show that for every $p \in \Gamma \cap \mathbb{Z}^{n}$, there exists $\epsilon_{p}>0$ such that for every $\epsilon_{p}>\epsilon>0, \xi_{\epsilon}(p) \leqslant \tilde{\Phi}\left(\left.\xi_{\epsilon}\right|_{\Delta \backslash\{p\}}\right)(p)$. Then for every $0<\epsilon<\epsilon_{0}:=\min \left\{\epsilon_{p} \mid p \in \Gamma \cap \mathbb{Z}^{n}\right\}, \xi_{\epsilon}$ satisfies condition 1.

Suppose that there exists $p \in \Gamma$ for which this is not true. Without loss of generality, by substracting from $\mu$ an affine function corresponding to a support hyperplane of $\operatorname{Graph}\left(\left.\mu\right|_{\Gamma}\right) \subset \operatorname{Graph}(\mu)$, we can assume that $\left.\mu\right|_{\Gamma}$ is identically 0 , and that there exists $M>0$ such that $\left.\mu\right|_{(\Delta \backslash \Gamma) \cap \mathbb{Z}^{n}}>M$. Let $(\Delta \backslash \Gamma) \cap \mathbb{Z}^{n}=\left\{x_{1}, \ldots, x_{l}\right\}$ and $(\Gamma \backslash\{p\}) \cap \mathbb{Z}^{n}=\left\{y_{1}, \ldots, y_{m}\right\}$. There exists a sequence $\left(\epsilon_{k}\right)_{k}$ such that $\epsilon_{k} \xrightarrow[>]{k \rightarrow \infty} 0$ and for every $k \in \mathbb{N}$, there are coefficients $\alpha_{k}^{1}, \ldots, \alpha_{k}^{l} \geqslant 0$ and $\beta_{k}^{1}, \ldots, \beta_{k}^{m} \geqslant 0$ such that $\sum_{i=1}^{l} \alpha_{k}^{i}+\sum_{j=1}^{m} \beta_{k}^{j}=1$ for all $k$ and such that

$$
\sum_{i=1}^{l} \alpha_{k}^{i} x_{i}+\sum_{j=1}^{m} \beta_{k}^{j} y_{j}=p
$$

and
$\xi_{\epsilon_{k}}(p)=\mu(p)+\epsilon_{k} \tilde{\nu}(p)=\epsilon_{k} \nu(p)>\sum_{i=1}^{l} \alpha_{k}^{i} \xi_{\epsilon_{k}}\left(x_{i}\right)+\sum_{j=1}^{m} \beta_{k}^{j} \xi_{\epsilon_{k}}\left(y_{j}\right)=\sum_{i=1}^{l} \alpha_{k}^{i} \mu\left(x_{i}\right)+\sum_{j=1}^{m} \beta_{k}^{j} \epsilon_{k} \nu\left(y_{j}\right)$.

For any $k$, we must have $\sum_{i=1}^{l} \alpha_{k}^{i}>0$ (as otherwise, everything happens within $\Gamma$, and a contradiction arises from the convexity of $\nu$ ). Moreover, for $k$ large enough, we must also have $\sum_{j=1}^{m} \beta_{k}^{j}>0$, as otherwise $\sum_{i=1}^{l} \alpha_{k}^{i} \mu\left(x_{i}\right)>M$ and $M>\epsilon_{k} \nu(p)$ as $k$ goes to infinity. Assume this to be the case from now on. We can write $\alpha_{k}:=\sum_{i=1}^{l} \alpha_{k}^{i}>0$ and $\beta_{k}:=\sum_{j=1}^{m} \beta_{k}^{j}>0$, and define $\tilde{\alpha}_{k}^{i}:=\frac{\alpha_{k}^{i}}{\alpha_{k}}$ and $\tilde{\beta}_{k}^{j}:=\frac{\beta_{k}^{j}}{\beta_{k}}$. Define also $X_{k}:=\sum_{i=1}^{l} \tilde{\alpha}_{k}^{i} x_{i} \in \Delta$ and $Y_{k}:=\sum_{j=1}^{m} \tilde{\beta}_{k}^{j} y_{j} \in \Gamma$. Hence we write $p=\alpha_{k} X_{k}+\beta_{k} Y_{k}$.

We see that

$$
\begin{aligned}
& \sum_{i=1}^{l} \alpha_{k}^{i} \xi_{\epsilon_{k}}\left(x_{i}\right)+\sum_{j=1}^{m} \beta_{k}^{j} \xi_{\epsilon_{k}}\left(y_{j}\right)=\alpha_{k} \sum_{i=1}^{l} \tilde{\alpha}_{k}^{i} \mu\left(x_{i}\right)+\beta_{k} \sum_{j=1}^{m} \tilde{\beta}_{k}^{j} \epsilon_{k} \nu\left(y_{j}\right) \\
& \geqslant \alpha_{k} M+\beta_{k} \epsilon_{k} \nu\left(Y_{k}\right)=\epsilon_{k} \nu\left(Y_{k}\right)+\alpha_{k}\left(M-\epsilon_{k} \nu\left(Y_{k}\right)\right)
\end{aligned}
$$

by convexity of $\nu$ and the lower bound on $\left.\mu\right|_{(\Delta \backslash \Gamma) \cap \mathbb{Z}^{n}}\left(\right.$ and $\left.\alpha_{k}+\beta_{k}=1\right)$.
As $\nu$ is piecewise linear on the compact set $\Gamma$, there exists $C>0$ such that $\nu$ is $C$-Lipschitz continuous. Let $D$ be the diameter of $\Delta$.

We can now write

$$
\begin{aligned}
& \epsilon_{k} \nu(p)=\epsilon_{k} \nu\left(Y_{k}\right)+\epsilon_{k}\left(\nu(p)-\nu\left(Y_{k}\right)\right) \leqslant \epsilon_{k} \nu\left(Y_{k}\right)+\epsilon_{k} C\left|p-Y_{k}\right| \\
& =\epsilon_{k} \nu\left(Y_{k}\right)+\epsilon_{k} C \alpha_{k}\left|X_{k}-Y_{k}\right| \leqslant \epsilon_{k} \nu\left(Y_{k}\right)+\alpha_{k} \epsilon_{k} C D
\end{aligned}
$$

But as $\nu$ is bounded, we have for any $k$ large enough $\epsilon_{k} C D<M-\epsilon_{k} \nu\left(Y_{k}\right)$, which gives a contradiction to Equation (5.2.1).

Only condition 3 remains. Consider the set $\Omega=\left\{\operatorname{Conv}\left(p_{1}, \ldots, p_{k}\right) \mid k \geqslant 1, p_{1}, \ldots, p_{k} \in\right.$ $\left.\Delta \cap \mathbb{Z}^{n}\right\}$ of all (not necessarily top-dimensional) non-empty polytopes in $\Delta$ with integer vertices. Consider $A \in \Omega$ such that $\mu$ is not affine over $A$. Then for $\epsilon$ small enough, $\xi_{\epsilon}$ won't be affine over $A$ either. If $A \subset \Delta \backslash \Gamma$, this is clear. If not, there are $x_{1}, \ldots, x_{k} \in A \cap \mathbb{Z}^{n}$ linearly independent in $\mathbb{R}^{n}$ and $x \in A \cap \mathbb{Z}^{n}$ such that $(x, \mu(x)) \in \mathbb{R}^{n} \times \mathbb{R}$ does not belong to the affine space $\operatorname{Vect}\left(\left(x_{1}, \mu\left(x_{1}\right)\right), \ldots,\left(x_{k}, \mu\left(x_{k}\right)\right)\right) \subset \mathbb{R}^{n} \times \mathbb{R}$. As $\left(x, \xi_{\epsilon}(x)\right)$ converges to $(x, \mu(x))$ and $\operatorname{Vect}\left(\left(x_{1}, \xi_{\epsilon}\left(x_{1}\right)\right), \ldots,\left(x_{k}, \xi_{\epsilon}\left(x_{k}\right)\right)\right)$ converges to $\operatorname{Vect}\left(\left(x_{1}, \mu\left(x_{1}\right)\right), \ldots,\left(x_{k}, \mu\left(x_{k}\right)\right)\right)$ (for example in a Grassmannian sense) when $\epsilon \longrightarrow 0$, we see that for any $\epsilon>0$ small enough, $\left(x, \xi_{\epsilon}(x)\right)$ does not belong to the affine space $\operatorname{Vect}\left(\left(x_{1}, \xi_{\epsilon}\left(x_{1}\right)\right), \ldots,\left(x_{k}, \xi_{\epsilon}\left(x_{k}\right)\right)\right)$ either. As $\Omega$ is a finite set, there exists $\epsilon_{1}>0$ such that $\xi_{\epsilon}$ satisfies condition 3 for any $\epsilon_{1}>\epsilon>0$.

We finally define $\xi:=\xi_{\epsilon}$ for an arbitrary $0<\epsilon<\min \left(\epsilon_{0}, \epsilon_{1}\right)$.

### 5.2.3 Choosing the coefficients of $\tilde{Q}_{d}^{n}$

For any Laurent polynomial $P$ in $k$ variables, we write $P(z)=\sum_{\lambda \in \Delta(P) \cap \mathbb{Z}^{k}} c_{P}(\lambda) z^{\lambda}$ (where some coefficients $c_{P}(\lambda) \in \mathbb{R}$ can be 0 ). We use the notations of Chapter 2 . In particular, given two real Laurent polynomials in $k$ variables $P_{1}$ and $P_{2}$, we say that their charts are homeomorphic if there is a homeomorphism of stratified topological spaces between the
pairs $\left(\Delta\left(P_{1}\right) \times U_{\mathbb{R}}^{k}, \operatorname{Chart}_{\Delta\left(P_{1}\right) \times U_{\mathbb{R}}^{k}}\left(P_{1}\right)\right)$ and $\left(\Delta\left(P_{2}\right) \times U_{\mathbb{R}}^{k}, \operatorname{Chart}_{\Delta\left(P_{2}\right) \times U_{\mathbb{R}}^{k}}\left(P_{2}\right)\right)$ - remember that the chart of $P_{i}$ is actually defined as the pair $\left(\Delta\left(P_{i}\right) \times U_{\mathbb{R}}^{k}, \operatorname{Chart}_{\Delta\left(P_{i}\right) \times U_{\mathbb{R}}^{k}}\left(P_{i}\right)\right)$.
Lemma 5.2.5. Let $n \geqslant 2$ and $d \geqslant n$. Given a convex triangulation $T$ of $S_{d}^{n}$ that satisfies the conditions of Lemma 5.2.2 and completely nondegenerate real Laurent polynomials $\left\{P_{i}^{k}\right\}_{i=0}^{d-1-k}$ such that $\Delta\left(P_{i}^{k}\right)=S_{i}^{k}($ for $k=1, \ldots, n-1)$, there exists a real Laurent polynomial $\tilde{Q}_{d}^{n}$ such that:

1. $\Delta\left(\tilde{Q}_{d}^{n}\right)=S_{d}^{n}$.
2. For each simplex $S$ of the triangulation $T$, the truncation $\left.\tilde{Q}_{d}^{n}\right|^{S}$ is completely nondegenerate.
3. For $m=0, \ldots, d-n$ and $k=1, \ldots, n-1$ and for any lattice respecting identification $R_{d, m, k}^{n} \cong S_{d-m-1-k}^{k}$ which lets us see $\left.\tilde{Q}_{d}^{n}\right|^{R_{d, m, k}^{n}}$ as a polynomial $G$ in $k$ variables, the charts of $G$ and $P_{d-m-1-k}^{k}$ are homeomorphic.
4. For $m=0, \ldots, d-n$ even, the monomial $\left.\tilde{Q}_{d}^{n}\right|^{O_{d, m, n-1}^{n}}$ is a strictly positive constant.
5. For $m=1, \ldots, d-n$ odd, the monomial $\left.\tilde{Q}_{d}^{n}\right|^{O_{d, m, 0}^{n}}$ is a strictly positive constant.

Proof. We define a function $\tilde{c}: S_{d}^{n} \cap \mathbb{Z}^{n} \longrightarrow \mathbb{R}$.
Set $\tilde{c}\left(O_{d, m, n-1}^{n}\right)=1$ for $m=0, \ldots, d-n$ even and $\tilde{c}\left(O_{d, m, 0}^{n}\right)=1$ for $m=1, \ldots, d-n$ odd.

For $m=0, \ldots, d-n$ and $k=1, \ldots, n-1$, choose a lattice respecting identification $R_{d, m, k}^{n} \cong S_{d-m-1-k}^{k}$, and via this identification, set $\tilde{c}(x)=c_{P_{d-m-1-k}^{k}}(x)$ for any $x \in$ $R_{d, m, k}^{n} \cap \mathbb{Z}^{n}$.

For any other $x \in S_{d}^{n}$, pick an arbitrary non-zero value for $\tilde{c}(x)$.
All conditions, except a priori Condition 2, are satisfied by polynomial $P(z):=\sum_{\lambda \in S_{d}^{n} \cap \mathbb{Z}^{n}} \tilde{c}(\lambda) z^{\lambda}$. As observed in Vir06, among all polynomials with a given Newton polytope, nondegenerate polynomials form an (Zariski) open set. Moreover, as each $P_{i}^{k}$ is nondegenerate, the hypersurface $V_{K \Delta\left(P_{i}^{k}\right)}\left(P_{i}^{k}\right)$ is smooth, and a small perturbation of the coefficients of $P_{i}^{k}$ will not change the topology of its chart.

With those two observations in mind, we can define $c$ as a small generic perturbation of $\tilde{c}$ such that all conditions are fulfilled by $\sum_{\lambda \in S_{d}^{n} \cap \mathbb{Z}^{n}} c(\lambda) z^{\lambda}$, and set $\tilde{Q}_{d}^{n}:=\sum_{\lambda \in S_{d}^{n} \cap \mathbb{Z}^{n}} c(\lambda) z^{\lambda}$.

### 5.2.4 Defining $Q_{d}^{n}$ using the Patchwork

Making use of the results of the two previous subsections, we get the following proposition.
Proposition 5.2.6. Let $n \geqslant 2$. For $k=1, \ldots, n-1$, consider a family $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials $\left\{P_{i}^{k}\right\}_{i=0}^{d-1-k}$ such that $\Delta\left(P_{i}^{k}\right)=S_{i}^{k}$.

Then for all $d \geqslant n$, there exists a completely nondegenerate real Laurent polynomial $Q_{d}^{n}$, with $\Delta\left(Q_{d}^{n}\right)=S_{d}^{n}$, such that:

1. $Q_{d}^{n}$ is obtained via a patchworking of a family $\Sigma$ of completely nondegenerate real Laurent polynomials.
2. For $m=0, \ldots, d-n-1$ and $k=1, \ldots, n-2$, there are polynomials $F_{m}^{k} \in \Sigma$ such that the chart of $F_{m}^{k}$ is homeomorphic to the chart of $G$, for some polynomial

$$
G:\left(x_{1}, \ldots, x_{n-1}, x_{n}\right) \mapsto \tilde{P}_{d-m-1-k}^{k}\left(x_{1}, \ldots, x_{k}\right)+x_{n} \tilde{P}_{d-m-n+k}^{n-1-k}\left(x_{k+1}, \ldots, x_{n-1}\right)
$$

where each $\tilde{P}_{i}^{k}$ is itself such that $\Delta\left(\tilde{P}_{i}^{k}\right)$ is a translate of $S_{i}^{k}$ and that its chart is homeomorphic to the chart of $P_{i}^{k}$.
3. For $m=1, \ldots, d-n-1$, there are polynomials $G_{m}^{+}, G_{m}^{-} \in \Sigma$ such that the $n$ dimensional simplices $\Delta\left(G_{m}^{+}\right)$and $\Delta\left(G_{m}^{-}\right)$have a $(n-1)$-dimensional face in common, and such that the gluing of their charts

$$
\left(\left(\Delta\left(G_{m}^{+}\right) \cup \Delta\left(G_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}, \operatorname{Chart}_{\Delta\left(G_{m}^{+}\right) \times U_{\mathbb{R}}^{n}}\left(G_{m}^{+}\right) \cup \operatorname{Chart}_{\Delta\left(G_{m}^{-}\right) \times U_{\mathbb{R}}^{n}}\left(G_{m}^{-}\right)\right)
$$

is homeomorphic as a (stratified) pair to the gluing of charts

$$
\left(\left(\Delta\left(\tilde{G}_{m}^{+}\right) \cup \Delta\left(\tilde{G}_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}, \operatorname{Chart}_{\Delta\left(\tilde{G}_{m}^{+}\right) \times U_{\mathbb{R}}^{n}}\left(\tilde{G}_{m}^{+}\right) \cup \operatorname{Chart}_{\Delta\left(\tilde{G}_{m}^{-}\right) \times U_{\mathbb{R}}^{n}}\left(\tilde{G}_{m}^{-}\right)\right),
$$

where

$$
\begin{aligned}
& \tilde{G}_{m}^{+}:\left(x_{1}, \ldots, x_{n-1}, x_{n}\right) \mapsto \tilde{P}_{d-m-n}^{n-1}\left(x_{1}, \ldots, x_{n-1}\right)+\gamma_{m}^{+} \cdot x_{n} \\
& \tilde{G}_{m}^{-}:\left(x_{1}, \ldots, x_{n-1}, x_{n}\right) \mapsto \tilde{P}_{d-m-n}^{n-1}\left(x_{1}, \ldots, x_{n-1}\right)+\gamma_{m}^{-} \cdot x_{n}^{-1}
\end{aligned}
$$

$\gamma_{m}^{+}$and $\gamma_{m}^{-}$are some strictly positive constant, and each $\tilde{P}_{i}^{n-1}$ is itself such that $\Delta\left(\tilde{P}_{i}^{n-1}\right)$ is a translate of $S_{i}^{n-1}$ and that its chart is homeomorphic to the chart of $P_{i}^{n-1}$.
4. The interiors of the simplices $\Delta\left(F_{m}^{k}\right), \Delta\left(G_{l}^{+}\right)$and $\Delta\left(G_{p}^{-}\right)$are disjoint for all $k, m$, $l$ and $p$.

Additionally, if each $P_{d}^{k}$ was obtained by combinatorial patchworking, there exists such a polynomial $Q_{d}^{n}$ that can also be obtained by combinatorial patchworking.

Proof. By Lemma 5.2.3, there exists a convex triangulation $T$ that satisfies the conditions of Lemma 5.2 .2 and a convex function $\tilde{\mu}_{d}^{n}: S_{d}^{n} \longrightarrow \mathbb{R}$ which certifies its convexity.

The triangulation $T$ and the polynomials $\left\{P_{i}^{k}\right\}_{i=0}^{d-1-k}$ satisfy the hypotheses of Lemma 5.2.5. which yields a polynomial $\tilde{Q}_{d}^{n}$ satisfying its conditions. We can apply Viro's Patchwork Theorem 2.2.1 to $T, \tilde{\mu}_{d}^{n}$ and $\tilde{Q}_{d}^{n}$ (playing the role of $P$ in the notations of Section 2.2 to get a family of polynomials $\left\{P_{t}\right\}_{t \in \mathbb{R}_{>0}}$, and let $Q_{d}^{n}$ be any $P_{t}$ with $t$ small enough for the conclusions of Theorem 2.2.1 to apply. Let us show that $Q_{d}^{n}$ satisfies all required conditions.

Condition 1 is trivially satisfied.
For $m=0, \ldots, d-n-1$ and $k=1, \ldots, n-2$, polynomial $F_{m}^{k}$ is defined as the truncation $\left.\tilde{Q}_{d}^{n}\right|_{d, m, k} ^{n} R_{d, m+1, n-1-k}^{n}$, where $\star$ denotes the join. Observe that $F_{m}^{k}=\left.\tilde{Q}_{d}^{n}\right|^{R_{d, m, k}^{n}}+$ $\left.\tilde{Q}_{d}^{n}\right|^{R_{d, m+1, n-1-k}^{n}}$.

A suitable affine isomorphism $\mathbb{Z}^{n} \longrightarrow \mathbb{Z}^{n}$, extended to $\mathbb{R}^{n}$, will map $R_{d, m, k}^{n}$ to $\left\{\left(x_{1}, \ldots, x_{k}, 0, \ldots, 0, m\right) \in\right.$ $\left.\mathbb{R}^{n} \mid x_{j} \geqslant 1 \forall j=1, \ldots, k, \sum_{j=1}^{n-1} x_{j} \leqslant d-m-1\right\} \subset S_{d, m}^{n}$ and $R_{d, m+1, n-1-k}^{n}$ to $\left\{\left(0, \ldots, 0, x_{k+1}, \ldots, x_{n-1}, m+\right.\right.$ 1) $\left.\in \mathbb{R}^{n} \mid x_{j} \geqslant 1 \forall j=k+1, \ldots, n-1, \sum_{j=1}^{n-1} x_{j} \leqslant d-m-2\right\} \subset S_{d, m+1}^{n}$. This linear transformation induces an isomorphic change of coordinates $\left(K^{*}\right)^{n} \longrightarrow\left(K^{*}\right)^{n}$. In particular, that change of coordinates maps $\left.\tilde{Q}_{d}^{n}\right|_{d, m, k} ^{R_{d}^{n}}$ (respectively, $\left.\tilde{Q}_{d}^{n}\right|^{R_{d, m+1, n-1-k}^{n}}$ ) to $x_{n}^{m} \cdot \tilde{P}_{d-m-1-k}^{k}$, where $\tilde{P}_{d-m-1-k}^{k}$ is a polynomial in $k$ variables (respectively, $x_{n}^{m+1}$. $\tilde{P}_{d-m-n+k}^{n-1-k}$ with $\tilde{P}_{d-m-n+k}^{n-1-k}$ a polynomial in $n-1-k$ variables), and $\tilde{Q}_{d}^{n} R_{d, m, k}^{n} \star R_{d, m+1, n-1-k}^{n}$ to $x_{n}^{m} \cdot \tilde{P}_{d-m-1-k}^{k}+x_{n}^{m+1} \cdot \tilde{P}_{d-m-n+k}^{n-1-k}$.

Now $\tilde{P}_{d-m-1-k}^{k}$ has been obtained from $\left.\tilde{Q}_{d}^{n}\right|_{d, m, k} ^{n}$ via an isomorphic change of coordinates, and $\left.\tilde{Q}_{d}^{n}\right|_{d, m, k} ^{n}$ itself was obtained from $P_{d-m-1-k}^{k}$ via an isomorphic change of coordinates (since $\tilde{Q}_{d}^{n}$ satisfies to Condition 3 of Lemma 5.2.5 and a small generic perturbation, so that the topology of the associated (via the change of coordinates) hypersurface would not change. Hence the chart of $\tilde{P}_{d-m-1-k}^{k}$ is homeomorphic to the chart of $P_{d-m-1-k}^{k}$. The same applies to $\tilde{P}_{d-m-n+k}^{n-1-k}$.

Finally, there is a trivial homeomorphism of pairs between the toric variety and hypersurface induced by $F_{m}^{k}$ and those induced by $\tilde{P}_{d-m-1-k}^{k}+x_{n} \tilde{P}_{d-m-n+k}^{n-1-k}$, hence between the corresponding charts and ambient spaces as well. This proves Condition 2.

For $m=2, \ldots, d-n-1$ even, polynomial $G_{m}^{+}$(respectively, $G_{m}^{-}$) is defined as the truncation $\left.\tilde{Q}_{d}^{n}\right|^{O_{d, m+1,0}^{n} \star R_{d, m, n-1}^{n}}$ (respectively, the truncation $\left.\tilde{Q}_{d}^{n}\right|^{O_{d, m-1,0}^{n} \star R_{d, m, n-1}^{n}}$ ).

For $m=1, \ldots, d-n-1$ odd, polynomial $G_{m}^{+}$(respectively, $G_{m}^{-}$) is defined as the truncation $\left.\tilde{Q}_{d}^{n}\right|_{O_{d, m+1, n-1}^{n} \star R_{d, m, n-1}^{n}}$ (respectively, the truncation $\left.\left.\tilde{Q}_{d}^{n}\right|^{O_{d, m-1, n-1}^{n} \star R_{d, m, n-1}^{n}}\right)$.

The same type of arguments as above yield Condition 3.
Condition 4 is an evident consequence of the definitions of the polynomials $F_{m}^{k}, G_{m}^{+}$ and $G_{m}^{-}$.

If each $P_{d}^{k}$ was obtained by combinatorial patchworking, it is easy to show, using repeatedly Lemma 5.2.4, that the triangulation $T$ can be refined to a convex triangulation $T^{\prime}$ such that its restriction to each $R_{d, m, k}^{n}$ corresponds to the triangulation used to define the corresponding polynomial $P_{d-m-1-k}^{k}$ (via the proper identifications). Likewise, the proof of Lemma 5.2 .5 only has to be adapted in that the coefficients of $\tilde{Q}_{d}^{n}$ have to be chosen so that the truncation $\left.\tilde{Q}_{d}^{n}\right|^{S}$ is completely nondegenerate for each simplex of the refined triangulation $T^{\prime}$, which is once again a condition generically satisfied.

Then the Patchwork can be applied to $T^{\prime}$ and $\tilde{Q}_{d}^{n}$, and the same conclusions as above stand for the resulting polynomial $Q_{d}^{n}$.


Figure 5.5: From left to right, $S_{d}^{2} \times U_{\mathbb{R}}^{d},\left(S_{d}^{2} \times U_{\mathbb{R}}^{d}\right)_{\sim\{1\}}$ and $\left(S_{d}^{2} \times U_{\mathbb{R}}^{d}\right)_{\sim\{0\}}$.

### 5.3 Computing asymptotic Betti numbers

In this section, we are proving Theorem 5.1.1; more specifically, that families of real Laurent polynomials obtained in Proposition 5.2.6 using the ingredients in the statement of Theorem 5.1.1 do satisfy Formula 5.1.2.

### 5.3.1 Preliminaries

We first prove a useful simplifying result. As described in Chapter 2, the projective space $\mathbb{R}^{k}{ }^{k}$ can be obtained as an appropriate quotient of $S_{d}^{k} \times U_{\mathbb{R}}^{k}$. In this paragraph and the following Lemma, we consider intermediate quotients in the following sense: for any $J \subset\{0,1, \ldots, k\}$, we define $\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J$ as $S_{d}^{k} \times U_{\mathbb{R}}^{k}$ quotiented by the equivalence relation $\sim J$ generated by:

- For $i \in J$ and $i>0,\left(\left(x_{1}, \ldots, x_{i-1}, 0, x_{i+1}, \ldots, x_{k}\right),\left(\epsilon_{1}, \ldots, \epsilon_{i-1}, \epsilon_{i}, \epsilon_{i+1}, \ldots, \epsilon_{k}\right)\right) \sim$ $\left(\left(x_{1}, \ldots, x_{i-1}, 0, x_{i+1}, \ldots, x_{k}\right),\left(\epsilon_{1}, \ldots, \epsilon_{i-1},-1 \cdot \epsilon_{i}, \epsilon_{i+1}, \ldots, \epsilon_{k}\right)\right)$ for all $\left(\left(x_{1}, \ldots, x_{i-1}, 0, x_{i+1}, \ldots, x_{k}\right),\left(\epsilon_{1}, \ldots, \epsilon_{i-1}, \epsilon_{i}, \epsilon_{i+1}, \ldots, \epsilon_{k}\right)\right) \in S_{d}^{k} \times U_{\mathbb{R}}^{k}$.
- If $0 \in J,\left(\left(x_{1}, \ldots, x_{k}\right),\left(\epsilon_{1}, \ldots, \epsilon_{k}\right)\right) \sim\left(\left(x_{1}, \ldots, x_{k}\right),\left(-\epsilon_{1}, \ldots,-\epsilon_{k}\right)\right)$
for all $\left(\left(x_{1}, \ldots, x_{k}\right),\left(\epsilon_{1}, \ldots, \epsilon_{k}\right)\right) \in S_{d}^{k} \times U_{\mathbb{R}}^{k}$ such that $\sum_{j=1}^{k} x_{j}=d$.
See also Figure 5.5
By extension, for any $B \subset S_{d}^{k} \times U_{\mathbb{R}}^{k}$, we define $B_{\sim J}$ as the quotient of $B$ by the restriction of the relation $\sim J$. Given a completely nondegenerate real Laurent polynomial $P$ in $k$ variables and degree $d$ such that $\Delta(P)=S_{d}^{k}$, we had defined in Chapter 2 its chart $\left(S_{d}^{k} \times\right.$ $\left.U_{\mathbb{R}}^{k}, \operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)$. By extension, we let $\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P):=\left(\operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)_{\sim J}$.

We know from the definition of the charts that the pairs $\left(\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right)_{\sim\{0,1, \ldots, k\}}\right.$, Chart $\left._{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim\{0,1, \ldots, k\}}(P)\right)$, $\left(\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim\{1, \ldots, k\}\right.$, Chart $\left._{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim\{1, \ldots, k\}}(P)\right)$ and $\left(\dot{S}_{d}^{k} \times U_{\mathbb{R}}^{k}\right.$, Chart $\left._{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)$ are homeomorphic to the pairs $\left(\mathbb{R}^{k}, V_{\mathbb{R}^{k}}(P)\right),\left(\mathbb{R}^{k}, V_{\mathbb{R}^{k}}(P)\right)$ and $\left(\left(\mathbb{R}^{*}\right)^{k}, V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)$ respectively.

We also know that the pairs $\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}, \operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)$ and $\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}, \operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)$ are homotopy equivalent.

Lemma 5.3.1. For all $k \geqslant 1$, there is a constant $C(k)>0$ such that for all completely nondegenerate polynomials $P$ in $k$ variables and degree $d \geqslant 1$ such that $\Delta(P)=S_{d}^{k}$, set of indices $J \subset\{0,1, \ldots, k\}$ and index $i \in\{0,1, \ldots, k-1\}$, we have the following inequality:

$$
\begin{equation*}
\left|b_{i}\left(\operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P)\right)\right| \leqslant C(k) d^{k-1} . \tag{5.3.1}
\end{equation*}
$$

Proof. We proceed by induction on $k$. The result is trivial for $k=1$, as Chart $_{S_{d}^{1} \times U_{\mathbb{R}}^{1}}$ is a set of disjoint points, none of which belonging to the boundary of $S_{d}^{1} \times U_{\mathbb{R}}^{1}$.

Assume that it has been proven for $1, \ldots, k-1$. If $|J|=0$, it is trivial. Otherwise, let $j \in I$. We first consider the case $|J|<k+1$. Via an appropriate isomorphic change of coordinates (which corresponds to an affine isomorphism from $S_{d}^{n}$ to itself), we can assume that $j=1$ and $0 \notin J$.

The space $\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right)_{\sim J}}(P)$ is a quotient of $\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right)_{\sim(J\{\{1\})}}(P)$ by identifiying some points in the subsets

$$
A^{+}:=\left(\left(\left(\left\{x_{1}=0\right\} \cap S_{d}^{k}\right) \times\{1, \pm 1, \ldots, \pm 1\}\right)_{\sim(J \backslash\{1\})}\right) \cap \operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim(J \backslash\{1\})}(P)
$$

and

$$
A^{-}:=\left(\left(\left(\left\{x_{1}=0\right\} \cap S_{d}^{k}\right) \times\{-1, \pm 1, \ldots, \pm 1\}\right)_{\sim(J \backslash\{1\})}\right) \cap \operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim(J \backslash\{1\})}(P) .
$$

As $0 \notin J, A^{+}$and $A^{-}$are disjoint sets, each homeomorphic to the quotient by $\sim J \backslash\{1\}$ of the chart Chart $_{S_{d}^{k-1} \times U_{\mathbb{R}}^{k-1}}\left(\left.P\right|^{\left\{x_{1}=0\right\} \cap S_{d}^{k}}\right)$, where $\left.P\right|^{\left\{x_{1}=0\right\} \cap S_{d}^{k}}$ is seen as a polynomial in variables $x_{2}, \ldots, x_{k}$. By induction, we know that

$$
\left|b_{*}\left(A^{ \pm}\right)-b_{*}\left(\operatorname{Chart}_{S_{d}^{k-1} \times U_{\mathbb{R}}^{k-1}}\left(\left.P\right|^{\left\{x_{1}=0\right\} \cap S_{d}^{k}}\right)\right)\right| \leqslant C(k-1) d^{k-2}
$$

and

$$
\left|b_{*}\left(\operatorname{Chart}_{S_{d}^{k-1} \times U_{\mathbb{R}}^{k-1}}\left(\left.P\right|^{\left\{x_{1}=0\right\} \cap S_{d}^{k}}\right)\right)-b_{*}\left(\operatorname{Chart}_{\left(S_{d}^{k-1} \times U_{\mathbb{R}}^{k-1}\right)_{\sim(\{0,1, \ldots, k-1\})}}\left(\left.P\right|^{\left.\left\{x_{1}=0\right\} \cap S_{d}^{k}\right)}\right)\right)\right| \leqslant C(k-1) d^{k-2},
$$

where $b_{*}$ denotes the rank over $\mathbb{Z}_{2}$ of the total homology. Moreoever, using both the SmithThom inequality 1.2.1. Formula 5.1.1 and the fact that $\operatorname{Chart}_{\left(S_{d}^{k-1} \times U_{\mathbf{R}}^{k-1}\right)_{\sim(\{0,1, \ldots, k-1\})}\left(\left.P\right|^{\left\{x_{1}=0\right\} \cap S_{d}^{k}}\right)}$ is homeomorphic to $V_{\mathbb{R} \mathbb{P}^{k-1}}\left(\left.P\right|^{\left\{x_{1}=0\right\}} \cap S_{d}^{k}\right)$, we see that

$$
b_{*}\left(\operatorname{Chart}_{S_{d}^{k-1} \times U_{\mathbb{R}}^{k-1}}\left(\left.P\right|^{\left\{x_{1}=0\right\} \cap S_{d}^{k}}\right)\right) \leqslant 2 d^{k-1}+k .
$$

Hence,

$$
b_{*}\left(A^{+} \sqcup A^{-}\right) \leqslant 2\left(2 d^{k-1}+k+2 C(k-1) d^{k-2}\right) .
$$

For any pair of spaces $X \subset Y$, we denote $b_{i}(Y, X):=\operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{i}(Y, X)\right)$. By looking at the long exact sequence of the homology of the pair, we get that

$$
\left|b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right)_{\sim(J \backslash\{1\})}}(P)\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim(J \backslash\{1\})}(P), A^{+} \sqcup A^{-}\right)\right| \leqslant b_{*}\left(A^{+} \sqcup A^{-}\right) .
$$

The pair $\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim(J \backslash\{1\})}(P), A^{+} \sqcup A^{-}\right)$is a good pair, so

$$
\left|b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim(J \backslash\{1\})}(P), A^{+} \sqcup A^{-}\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim(J \backslash\{\{1\})}(P) /\left(A^{+} \sqcup A^{-}\right)\right)\right| \leqslant 1
$$

(the difference of at most 1 coming from the transition between regular homology and reduced homology).

But $\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim(J\{\{1\})}(P) /\left(A^{+} \sqcup A^{-}\right)$is trivially homeomorphic to $\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P) / A$, where $A:=\left(A^{+} \sqcup A^{-}\right)_{\sim\{1\}}$ (with a small extension of notation) is homeomorphic to $A^{ \pm}$.

Hence once again,

$$
\left|b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right)_{\sim J}}(P), A\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbf{R}}^{k}\right) \sim J}(P) / A\right)\right| \leqslant 1
$$

and
$\left|b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P)\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P), A\right)\right| \leqslant b_{*}(A) \leqslant 2 d^{k-1}+k+2 C(k-1) d^{k-2}$.
Putting all of it together, we get that

$$
\left|b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim(J \backslash\{\{1\})}(P)\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P)\right)\right| \leqslant 3\left(2 d^{k-1}+k+2 C(k-1) d^{k-2}\right)+2 .
$$

We can define $C_{1}(k):=8+k+2 C(k-1)$ and simplify $3\left(2 d^{k-1}+k+2 C(k-1) d^{k-2}\right)+2 \leqslant$ $C_{1}(k) d^{k-1}$.

The same type of reasoning can be used in the case where $|J|=k+1$ (and 0 cannot be assumed not to belong to $J$ ), except that the sets $A^{+}$and $A^{-}$are not disjoint anymore, but are rather two copies of the quotient by $\sim J \backslash\{0,1\}$ of the chart Chart $_{S_{d}^{k-1} \times U_{\mathbb{R}}^{k-1}}\left(\left.P\right|^{\left\{x_{1}=0\right\} \cap S_{d}^{k}}\right)$ glued along their boundary by the relation generated by the index 0 to form a set $B$. By a similar induction argument, it can easily be shown that there exists another constant $C_{2}(k)$ (depending only on $k$ ) such that $b_{*}(B) \leqslant C_{2}(k) d^{k-1}$. Similarly, $B_{\sim\{1\}}$ is homeomorphic to the chart in $\mathbb{P}^{k-1}$ of a polynomial in $k-1$ variables of degree $d$, hence $B_{\sim\{1\}} \leqslant 2 d^{k-1}+k$. Then as above, one can write

$$
\begin{aligned}
& \left.\mid b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right)_{\sim(J \backslash\{1\})}}(P)\right)-b_{i} \operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P)\right) \mid \leqslant \\
& \left.\mid b_{i} \operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right)_{\sim(J \backslash\{1\})}}(P)\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim(J\{\{1\})}(P, B)\right) \mid+ \\
& \left|b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right)_{\sim(J\{1\})}}(P), B\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim(J\{\{1\})}(P) / B\right)\right|+ \\
& \left|b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim(J \backslash\{1\})}(P) / B\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P) / B_{\sim\{1\}}\right)\right|+
\end{aligned}
$$

$$
\begin{aligned}
& \left|b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P) / B_{\sim\{1\}}\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P), B_{\sim\{1\}}\right)\right|+ \\
& \left|b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P), B_{\sim\{1\}}\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P)\right)\right| \leqslant C_{3}(k) d^{k-1}
\end{aligned}
$$

for some constant $C_{3}(k)$ which depends only on $k$.
Hence, by starting from the empty set and proceeding by induction on the cardinal of $J$, we can show that

$$
\left|b_{i}\left(\operatorname{Chart}_{S_{d}^{k} \times U_{\mathbf{R}}^{k}}(P)\right)-b_{i}\left(\operatorname{Chart}_{\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \sim J}(P)\right)\right| \leqslant(k+1) \max \left(C_{1}(k), C_{3}(k)\right) d^{k-1} .
$$

By setting $C(k):=(k+1) \max \left(C_{1}(k), C_{3}(k)\right)$, we can conclude.

Remark 5.3.2. This immediately implies corresponding statements regarding the homology of the hypersurfaces associated to $P$ in $\mathbb{R}^{k}, \mathbb{R}^{k}$ and $\left(\mathbb{R}^{*}\right)^{k}$.

As we are only interested in the asymptotical behavior in $d$ (in the sense described in Section 5.1) of the Betti numbers, Lemma 5.3.1 means that we can often ignore the distinction between the homology of a given hypersurface in $\left(\mathbb{R}^{*}\right)^{k}$ and that of the corresponding hypersurface in $\mathbb{R}^{p}$.

Let $k, i \geqslant 0$, and $X$ be a submanifold of $\mathbb{R}^{k}$. Given homology classes $\alpha \in \tilde{H}_{i}(X)$ and $\beta \in \tilde{H}_{k-1-i}\left(\mathbb{R}^{k} \backslash X\right)$ (where $\tilde{H}$ indicates the reduced homology), the linking number $l(\alpha, \beta)$ is well defined as the transversal intersection (in $\mathbb{R}^{k}$ ) number (in $\mathbb{Z}_{2}$ ) of any cycle $a \in \alpha$ and any $k-i$ chain $m$ in $\mathbb{R}^{k}$, called a membrane, such that $\partial m=b$, where $b$ is a cycle in $\beta$ (a membrane can always be found, since any cycle is a boundary in the trivial reduced homology of $\left.\mathbb{R}^{k}\right)$. It can be shown that $l(\alpha, \beta)=l(\beta, \alpha)$. We can adapt this operation to the non-reduced homology by taking the exact same definition when $i, k-1-i \neq 0$, and restricting the linking number to $\operatorname{ker}\left(H_{0}(X) \longrightarrow H_{0}\left(\mathbb{R}^{k}\right)\right) \times H_{k-1}\left(\mathbb{R}^{k} \backslash X\right)$ when $i=0$ (respectively, $H_{k-1}(X) \times \operatorname{ker}\left(H_{0}\left(\mathbb{R}^{k} \backslash X\right) \longrightarrow H_{0}\left(\mathbb{R}^{k}\right)\right)$ when $k-1-i=0$ ), as any cycle in $X$ whose class belongs to $\operatorname{ker}\left(H_{0}(X) \longrightarrow H_{0}\left(\mathbb{R}^{k}\right)\right)$ admits a membrane in $\mathbb{R}^{k}$. In fact, $\operatorname{ker}\left(H_{0}(X) \longrightarrow H_{0}\left(\mathbb{R}^{k}\right)\right)$ and $\tilde{H}_{0}(X)$ are naturally isomorphic (and similarly for $\mathbb{R}^{k} \backslash X$ ). See [FF16] for more details on linking numbers.

This definition can be easily generalized, in our particular case to pairs $(Y, X)$ where $X \subset Y$ and $Y$ is a disjoint union of convex subsets of $\mathbb{R}^{k}$.

Given such a pair $(Y, X)$ and a collection of homology classes $\alpha_{1}, \ldots, \alpha_{r}$ in $H_{i}(X)$ (respectively, in $\operatorname{ker}\left(H_{0}(X) \longrightarrow H_{0}(Y)\right)$ if $i=0$ ), we say that classes $\beta_{1}, \ldots, \beta_{r}$ in $H_{k-1-i}(Y \backslash X)$ (respectively, in $\operatorname{ker}\left(H_{0}(Y \backslash X) \longrightarrow H_{0}(Y)\right)$ if $\left.k-1-i=0\right)$ are axes for the collection $\alpha_{1}, \ldots, \alpha_{r}$ if for any $i, j$ we have $l\left(\alpha_{i}, \beta_{j}\right)=\delta_{i, j} \in \mathbb{Z}_{2}$. As the linking number is a $\mathbb{Z}_{2}$-bilinear product, this implies, in particular, that the classes $\alpha_{1}, \ldots, \alpha_{r}$ are linearly independent.

To help us prove lower bounds on the Betti numbers of the hypersurfaces obtained
using Proposition 5.2.6 by finding enough cycles and axes, in the spirit of [IV07, we need the following result:

Lemma 5.3.3. For all $k \geqslant 1$, there is a constant $D(k)>0$ with the following property:
Let $P$ be a completely nondegenerate polynomial in $k$ variables and degree $d \geqslant 1$ such that $\Delta(P)=S_{d}^{k}$, and let $i \in\{0,1, \ldots, k-1\}$. Then there exists

$$
r \geqslant b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)-D(k) d^{k-1}
$$

such that we can find classes $\alpha_{1}, \ldots, \alpha_{r}$ in $H_{i}\left(\operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)$ and $\beta_{1}, \ldots, \beta_{r}$ in $H_{k-1-i}\left(\left(S_{d}^{k} \times\right.\right.$ $\left.U_{\mathbb{R}}^{k}\right) \backslash$ Chart $\left._{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right) \quad$ (respectively, in $\operatorname{ker}\left(H_{0}\left(\left({\left.\left.\stackrel{\circ}{S_{d}^{k}} \times U_{\mathbb{R}}^{k}\right) \backslash \operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right) \longrightarrow H_{0}\left({ }_{S_{d}^{k}}^{k} \times .\right.}^{\circ}\right.\right.\right.$ $\left.U_{\mathbb{R}}^{k}\right)$ ) if $k-1-i=0$ ) whose linking numbers in $\dot{S}_{d}^{k} \times U_{\mathbb{R}}^{k}$ satisfy $l\left(\alpha_{s}, \beta_{t}\right)=\delta_{s, t} \in \mathbb{Z}_{2}$ (the classes $\beta_{t}$ are axes for the classes $\alpha_{s}$ ).

Moreover, we can ask that there be cycles $b_{1} \in \beta_{1}, \ldots, b_{r} \in \beta_{r}$ and $a_{1} \in \alpha_{1}, \ldots, a_{r} \in$ $\alpha_{r}$ such that the sign of $P$ is constant on each $b_{j}$ (when evaluated via the identification $\left.\dot{S}_{d}^{k} \times U_{\mathbb{R}}^{k} \cong\left(\mathbb{R}^{*}\right)^{k}\right)$ and such that each $b_{j}$ and each $a_{j}$ is contained in a single connected component of $\dot{S}_{d}^{k} \times U_{\mathbb{R}}^{k}$.

Proof. We know that the inclusion $\left(\stackrel{\circ}{S}_{d}^{k} \times U_{\mathbb{R}}^{k}, \operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right) \xrightarrow{i n}\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}, \operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)$ is a homotopy equivalence of pairs. In particular, $H_{i}\left(\operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right) \xrightarrow{i n_{*}} H_{i}\left(\operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)$ is an isomorphism.

Let $\epsilon \in U_{\mathbb{R}}^{k}$ and consider the quadrant $\Delta_{\epsilon}:=S_{d}^{k} \times\{\epsilon\}$, which is one of the $2^{k}$ connected components of $S_{d}^{k} \times U_{\mathbb{R}}^{k}$. Let also $X_{\epsilon}:=\operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P) \cap \Delta_{\epsilon}$.

See $\Delta_{\epsilon}$ as a subset of $\mathbb{R}^{k}$ (for example by identifying it with $S_{d}^{k} \subset \mathbb{R}^{k}$ ), and see $\mathbb{R}^{k}$ as a subset of the sphere $S^{k}$ (via Alexandroff's compactification). Consider

$$
U:=S^{k} \backslash\left(\left\{\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k} \mid x_{j} \geqslant \delta \forall j=1, \ldots, k, \sum_{j=1}^{k} x_{j} \leqslant d-\delta\right\} \cup \operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)
$$

for some $\delta>0$ (see Figure5.6). If $\delta$ is small enough (as $X_{\epsilon}$ is a manifold with boundaries in $\partial \Delta_{\epsilon}$, which it intersects transversally), which we assume to be the case, $U$ can be retracted to $S^{k} \backslash S_{d}^{k}$ and is thus contractible. We can also assume that $U \cap\left(\Delta_{\epsilon} \backslash X_{\epsilon}\right)$ is homotopically equivalent to $\partial \Delta_{\epsilon} \backslash X_{\epsilon}$.

By considering the Mayer-Vietoris sequence of the sets $U, \Delta_{\epsilon}^{\circ} \backslash X_{\epsilon}, U \cup \Delta_{\epsilon} \backslash X_{\epsilon}=S^{k} \backslash X_{\epsilon}$ and $U \cap\left(\Delta_{\epsilon} \backslash X_{\epsilon}\right) \cong \partial \Delta_{\epsilon} \backslash X_{\epsilon}$, we see that the morphism

$$
j_{*}: H_{k-1-i}\left(\Delta_{\epsilon}^{\circ} \backslash X_{\epsilon}\right) \longrightarrow H_{k-1-i}\left(S^{k} \backslash X_{\epsilon}\right) \longrightarrow \tilde{H}_{k-1-i}\left(S^{k} \backslash X_{\epsilon}\right)
$$

induced by the inclusion and the natural morphism from regular to reduced homology has a cokernel of dimension at most $b_{*}\left(\partial \Delta_{\epsilon} \backslash X_{\epsilon}\right)+1$.


Figure 5.6: In light grey, the set $U$ illustrated.

Alexander duality (see FF16]), which is the main tool in this demonstration, can be applied to $X_{\epsilon} \subset S^{k}$, as it is compact and locally contractible. It states that the product

$$
l: \tilde{H}_{k-1-i}\left(S^{k} \backslash X_{\epsilon}\right) \times \tilde{H}_{i}\left(X_{\epsilon}\right) \longrightarrow \mathbb{Z}_{2}
$$

where as above $l$ is the linking number (defined as in $\mathbb{R}^{k}$ ), is non-degenerate.
Hence $\tilde{H}_{k-1-i}\left(S^{k} \backslash X_{\epsilon}\right)$ and $\tilde{H}_{i}\left(X_{\epsilon}\right)$ are of the same dimension, and we can find $s_{\epsilon} \geqslant$ $b_{i}\left(X_{\epsilon}\right)-\left(b_{*}\left(\partial \Delta_{\epsilon} \backslash X_{\epsilon}\right)+2\right)$ classes $\beta_{1}^{\epsilon}, \ldots, \beta_{s_{\epsilon}}^{\epsilon} \in H_{k-1-i}\left(\Delta_{\epsilon}^{\circ} \backslash X_{\epsilon}\right)$ such that the classes $j_{*}\left(\beta_{1}^{\epsilon}\right), \ldots, j_{*}\left(\beta_{s_{\epsilon}}^{\epsilon}\right) \in \tilde{H}_{k-1-i}\left(S^{k} \backslash X_{\epsilon}\right)$ are linearly independent.

If $k-1-i>0$, let $b_{t, 1}+\ldots+b_{t, i_{t}}$ be a chain representing $\beta_{t}^{\epsilon}$ (for $t=1, \ldots, s_{\epsilon}$ ), where each $b_{t, j}$ is connected. As each $b_{t, j}$ is also a cycle, and since the subspace of $\tilde{H}_{k-1-i}\left(S^{k} \backslash X_{\epsilon}\right)$ generated by $\left\{j_{*}\left[b_{t, j}\right] \mid t=1, \ldots, s_{\epsilon}, j=1, \ldots, i_{t}\right\}$ contains the subspace generated by $\left\{j_{*}\left(\beta_{1}^{\epsilon}\right), \ldots, j_{*}\left(\beta_{s_{\epsilon}}^{\epsilon}\right)\right\}$, we can redefine the classes $\beta_{t}^{\epsilon}$ and assume that they can each be represented by a connected cycle $b_{t}^{\epsilon} \in \beta_{t}^{\epsilon}$. In particular, $P$ has constant sign on each cycle $b_{t}^{\epsilon}$. As $H_{k-1-i}\left(\Delta_{\epsilon}\right)$ is trivial, each $b_{t}^{\epsilon}$ also admits a membrane in $\Delta_{\epsilon}$.

If $k-1-i=0$, we can likewise assume that each $\beta_{t}^{\epsilon}$ can be represented by a point $p_{t}$ in $\stackrel{\Delta}{\epsilon} \backslash X_{\epsilon}$. Denote by $\delta_{t} \in\{+,-\}$ the sign of $P\left(p_{t}\right)$. Choose $p_{+}, p_{-} \in \Delta_{\epsilon}^{\circ} \backslash X_{\epsilon}$ such that $P$ takes positive value on $p_{+}$and negative value on $p_{-}$(if $P$ has constant sign on $\Delta_{\epsilon}^{\circ}$, then $X_{\epsilon}=\varnothing, s_{\epsilon}=0$ and we have nothing to do).

Now consider the family of classes $\left[p_{1}+p_{\delta_{1}}\right], \ldots,\left[p_{s_{\epsilon}}+p_{\delta_{s_{\epsilon}}}\right] \in H_{0}\left(\dot{\Delta}_{\epsilon} \backslash X_{\epsilon}\right)$. The family $j_{*}\left[p_{1}+p_{\delta_{1}}\right], \ldots, j_{*}\left[p_{s_{\epsilon}}+p_{\delta_{s_{\epsilon}}}\right] \in \tilde{H}_{0}\left(S^{k} \backslash X_{\epsilon}\right)$ has rank at least $s_{\epsilon}-2$; by taking out two elements (without loss of generality, those numbered $s_{\epsilon}-1$ and $s_{\epsilon}$ ), we can once again assume that it is independent. Redefine $\beta_{t}^{\epsilon}:=\left[p_{t}+p_{\delta_{t}}\right]$ for $t=1, \ldots, s_{\epsilon}-2$. Now $\beta_{t}^{\epsilon} \in \operatorname{ker}\left(H_{0}\left(\left({ }_{S}^{k} \times U_{\mathbb{R}}^{k}\right) \backslash\right.\right.$ Chart $\left.\left.^{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right) \longrightarrow H_{0}\left(\dot{S}_{d}^{k} \times U_{\mathbb{R}}^{k}\right)\right)$ (hence we can use it to compute linking numbers) and it can be represented by cycles on which $P$ has constant sign.

Applying Alexander duality, and using the fact that $H_{i}\left(\Delta_{\epsilon} \cap X_{\epsilon}\right) \xrightarrow{i n_{*}} H_{i}\left(X_{\epsilon}\right)$ is an isomorphism (as is the case when considering the entire space $S_{d}^{k} \times U_{\mathbb{R}}^{k}=\bigcup_{\epsilon} \Delta_{\epsilon}$ ), we can now find classes $\alpha_{1}^{\epsilon}, \ldots \alpha_{s_{\epsilon}-2}^{\epsilon} \in \tilde{H}_{i}\left(\Delta_{\epsilon}^{\circ} \cap X_{\epsilon}\right)$ such that their linking number in $S^{k}$ verifies $l_{S^{k}}\left(i n_{*}\left(\alpha_{s}^{\epsilon}\right), j_{*}\left(\beta_{t}^{\epsilon}\right)\right)=\delta_{s, t}$ for $s, t \in\left\{1, \ldots, s_{\epsilon}-2\right\}$.

Now consider the sets $B:=\bigcup_{\epsilon \in U_{\mathbb{R}}^{k}}\left\{\beta_{1}^{\epsilon}, \ldots, \beta_{s_{\epsilon}-2}\right\} \subset H_{k-1-i}\left(\left(S_{d}^{k} \times U_{\mathbb{R}}^{k}\right) \backslash \operatorname{Chart}_{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)$ and $A:=\bigcup_{\epsilon \in U_{\mathbb{R}}^{k}}\left\{\alpha_{1}^{\epsilon}, \ldots, \alpha_{s_{\epsilon}-2}\right\} \subset H_{i}\left(\right.$ Chart $\left._{S_{d}^{k} \times U_{\mathbb{R}}^{k}}(P)\right)$.

Let us compute the linking number of $\beta \in B$ and $\alpha \in A$ in $\dot{S}_{d}^{k} \times U_{\mathbb{R}}^{k}$. There exists $\epsilon_{1}, \epsilon_{2} \in U_{\mathbb{R}}^{k}$ and indices $s, t$ such that $\alpha=\alpha_{s}^{\epsilon_{1}}$ and $\beta=\beta_{t}^{\epsilon_{2}}$. As explained above, $\beta$ can be represented by a chain $b$ such that it is the boundary of a membrane $m$ in $\Delta_{\epsilon_{2}}^{\circ}$. Let $a \in \alpha$ be a cycle in ${\stackrel{\circ}{\epsilon_{1}}}$. The linking number in $\dot{S}_{d}^{k} \times U_{\mathbb{R}}^{k}$ of $\beta$ and $\alpha$ is the (transversal) intersection number of $m$ and $a$. If $\epsilon_{1} \neq \epsilon_{2}$, this intersection is necessarily empty. If $\epsilon_{1}=\epsilon_{2}, m$ is also a membrane for $b$ in $S^{k}$ (via the inclusion $\Delta_{\epsilon_{1}} \subset S^{k}$ ), so the linking number in $S_{d}^{k} \times U_{\mathbb{R}}^{k}$ is the same as in $S^{k}$ (the intersection number of $a$ and $m$ ), and thus equal to $\delta_{s, t}$.

We can rename the elements of $B$ (respectively, $A$ ) as $\beta_{1}, \ldots, \beta_{r}$ (respectively, $\alpha_{1}, \ldots, \alpha_{r}$ ), where $r:=\sum_{\epsilon \in U_{\mathbb{R}}^{k}}\left(s_{\epsilon}-2\right)$. We have shown that the elements of the sets $B$ and $A$ are as required in the statement of the lemma. We only have to show that we have enough of them.

We see that
$r=\sum_{\epsilon}\left(s_{\epsilon}-2\right) \geqslant \sum_{\epsilon}\left(b_{i}\left(X_{\epsilon}\right)-\left(b_{*}\left(\partial \Delta_{\epsilon} \backslash X_{\epsilon}\right)+4\right)\right)=b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)-4 \cdot 2^{k}-\sum_{\epsilon} b_{*}\left(\partial \Delta_{\epsilon} \backslash X_{\epsilon}\right)$.
For a given $\epsilon \in U_{\mathbb{R}}^{k}, \partial \Delta_{\epsilon}$ is homeomorphic to the $(k-1)$-sphere. We can once again apply Alexander duality to see that $b_{*}\left(\partial \Delta_{\epsilon} \backslash X_{\epsilon}\right) \leqslant b_{*}\left(\partial \Delta_{\epsilon} \cap X_{\epsilon}\right)+1$. Moreover, using arguments similar to those in the proof of Lemma 5.3.1, one can show that there exists $D_{1}(k)$, depending only on $k$, such that $b_{*}\left(\partial \Delta_{\epsilon} \cap X_{\epsilon}\right) \leqslant D_{1}(k) d^{k-1}$.

Hence

$$
r \geqslant b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)-4 \cdot 2^{k}-\sum_{\epsilon} b_{*}\left(\partial \Delta_{\epsilon} \backslash X_{\epsilon}\right) \geqslant b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)-2^{k}\left(5+D_{1}(k) d^{k-1}\right)
$$

By setting $D(k):=2^{k}\left(5+D_{1}(k)\right)$, we can conclude.

Remark 5.3.4. In the light of Lemma 5.3.1 and Remark5.3.2, the condition $r \geqslant b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)-$ $D(k) d^{k-1}$ in the statement can be indifferently replaced by $r \geqslant b_{i}\left(V_{\mathbb{R}^{k}}(P)\right)-D(k) d^{k-1}$.

Remark 5.3.5. This can easily be generalized to polynomials whose Newton polytope is not a simplex.

### 5.3.2 Finding cycles in a suspension

The next two propositions are based on rather simple ideas, but the many indices and small technical details involved make for long demonstrations. We include a short summary of each proof at their beginning.

We want to find a lower bound on the number of cycles and axes associated to each of the "pieces" $G_{m}^{+}, G_{m}^{-}$and $F_{m}^{k}$ from Proposition 5.2.6 using Lemma 5.3.3. We start with the case corresponding to $G_{m}^{ \pm}$. The case corresponding to $F_{m}^{k}$ is considered in the next subsection.

Proposition 5.3.6. For all $k \geqslant 1$, there is a constant $E(k)>0$ with the following property: Let $P$ be a completely nondegenerate polynomial in $k$ variables and degree $d \geqslant 1$ such that $\Delta(P)$ is a translate of $S_{d}^{k}$, and let $i \in\{0,1, \ldots, k\}$. Let $\lambda^{+}, \lambda^{-} \in \mathbb{R}_{>0}$. Write

$$
G^{+}:\left(x_{1}, \ldots, x_{k}, x_{k+1}\right) \mapsto P\left(x_{1}, \ldots, x_{k}\right)+\lambda^{+} \cdot x_{k+1}
$$

and

$$
G^{-}:\left(x_{1}, \ldots, x_{k}, x_{k+1}\right) \mapsto P\left(x_{1}, \ldots, x_{k}\right)+\lambda^{-} \cdot x_{k+1}^{-1}
$$

Define $X:=\left(\right.$ Chart $_{\Delta\left(G^{+}\right) \times U_{\mathbb{R}}^{k+1}}\left(G^{+}\right) \cup\left(\operatorname{Chart}_{\Delta\left(G^{-}\right) \times U_{\mathbb{R}}^{k+1}}\left(G^{-}\right)\right) \cap \operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times$ $U_{\mathbb{R}}^{k+1}$ ) (here, $\Delta\left(G^{+}\right)$and $\Delta\left(G^{-}\right)$are seen as subsets of the same ambient space $\mathbb{R}^{k+1}$; they are $(k+1)$-simplices with a common $k$-face $\Delta(P))$.

Then there exists

$$
r \geqslant b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)+b_{i-1}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)-E(k) d^{k-1}
$$

such that we can find classes $\alpha_{1}, \ldots, \alpha_{r}$ in $H_{i}(X)$ and $\beta_{1}, \ldots, \beta_{r}$ in $H_{k-i}\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup\right.\right.$ $\left.\left.\Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1} \backslash X\right)\left(\right.$ respectively, in $\operatorname{ker}\left(H_{0}\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1} \backslash X\right) \longrightarrow H_{0}\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup\right.\right.\right.$ $\left.\left.\Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1}\right)$ if $k-i=0$ ) whose linking numbers in $\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1}$ verifies $l\left(\alpha_{s}, \beta_{t}\right)=\delta_{s, t} \in \mathbb{Z}_{2}$ (the classes $\beta_{t}$ are axes for the classes $\alpha_{s}$ ).

Proof. The main idea here is that for each class of degree $j$ in $V_{\left(\mathbb{R}^{*}\right)^{n}}(P)$, there is a class of degree $j$ in the hypersurface corresponding to the patchworking of $G^{+}$and $G^{-}$(which comes from the inclusion of the original class), and another class of degree $j+1$ corresponding to some kind of suspension of a cycle representing the original class. The same can be said of the classes in the complement of the hypersurface that we use as axes. By proceeding carefully, we can make it so that those new classes still have the right linking numbers properties.

Define $X_{0}:=X \cap\left(\Delta(P) \times U_{\mathbb{R}}^{k+1}\right) \subset \operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1}$, as well as $X_{0}^{+}:=$ $X \cap\left(\Delta(P) \times U_{\mathbb{R}}^{k} \times\{1\}\right)$ and $X_{0}^{-}:=X \cap\left(\Delta(P) \times U_{\mathbb{R}}^{k} \times\{-1\}\right)$. Both $X_{0}^{+}$and $X_{0}^{-}$are copies of $C h a r t_{\Delta(P) \times U_{\mathbb{R}}^{k}}(P)$, and $X_{0}=X_{0}^{+} \cup X_{0}^{-}$.

Observe that if $\Delta(P)$ is a translate of $S_{d}^{k}$ rather than $S_{d}^{k}$ itself, there is a monomial $x^{\omega}$ such that $\Delta\left(x^{\omega} P\right)=S_{d}^{k}$. Moreover, $x^{\omega} P$ and $P$ give rise to the same hypersurface in $\left(\mathbb{R}^{*}\right)^{k}$, hence in the toric varieties $\mathbb{R} \Delta\left(x^{\omega} P\right)$ and $\mathbb{R} \Delta(P)$; finally, the pairs $\left(\Delta\left(x^{\omega} P\right) \times\right.$ $\left.U_{\mathbb{R}}^{k}, \operatorname{Chart}_{\Delta\left(x^{\omega} P\right) \times U_{\mathbb{R}}^{k}}\left(x^{\omega} P\right)\right)$ and $\left(\Delta(P) \times U_{\mathbb{R}}^{k}, \operatorname{Chart}_{\Delta(P) \times U_{\mathbb{R}}^{k}}(P)\right)$ are trivially isomorphic. This nuance has no impact on the rest of the proof either.

Using an isomorphic change of variables, we can assume $\lambda^{ \pm}$to be equal to 1 .

Under the above assumption, note also that the change of variables $\left(x_{1} \ldots, x_{k}, x_{k+1}\right) \mapsto$ $\left(x_{1} \ldots, x_{k}, x_{k+1}^{-1}\right)$ (well defined on $\left(\mathbb{R}^{*}\right)^{k+1}$ ) induces an homeomorphism of pairs between $\left(\Delta\left(G^{+}\right) \times U_{\mathbb{R}}^{k+1}\right.$, Chart $\left._{\Delta\left(G^{+}\right) \times U_{\mathbb{R}}^{k+1}}\left(G^{+}\right)\right)$and $\left(\Delta\left(G^{-}\right) \times U_{\mathbb{R}}^{k+1}\right.$, Chart $\left._{\Delta\left(G^{-}\right) \times U_{\mathbb{R}}^{k+1}}\left(G^{-}\right)\right)($corresponding simply to a vertical symmetry of $\Delta\left(G^{+}\right)$).

Using Lemma 5.3.3, we can produce:

- classes $\tilde{\alpha}_{1}, \ldots, \tilde{\alpha}_{r_{1}} \in H_{i}\left(\operatorname{Chart}_{\Delta(P) \times U_{\mathbb{R}}^{k}}(P)\right)$ and $\tilde{\beta}_{1}, \ldots, \tilde{\beta}_{r_{1}}$ in $H_{k-1-i}\left(\left(\AA_{\Delta}(P) \times U_{\mathbb{R}}^{k}\right) \backslash \operatorname{Chart}_{\Delta(P) \times U_{\mathbb{R}}^{k}}(P)\right)$ (respectively, in $\operatorname{ker}\left(H_{0}\left(\left(\Delta(P) \times U_{\mathbb{R}}^{k}\right) \backslash \operatorname{Chart}_{\Delta(P) \times U_{\mathbb{R}}^{k}}(P)\right) \longrightarrow H_{0}\left(\Delta(P) \times U_{\mathbb{R}}^{k}\right)\right.$ if $k-1-i=0$ ), as well as cycles $\tilde{a}_{1} \in \tilde{\alpha}_{1}, \ldots, \tilde{a}_{r_{1}} \in \tilde{\alpha}_{r_{1}}$ and $\tilde{b}_{1} \in \tilde{\beta}_{1}, \ldots, \tilde{b}_{r_{1}} \in \tilde{\beta}_{r_{1}}$
- classes $\tilde{\gamma}_{1}, \ldots, \tilde{\gamma}_{r_{2}} \in H_{i-1}\left(\operatorname{Chart}_{\Delta(P) \times U_{\mathbb{R}}^{k}}(P)\right)$ and $\tilde{\delta}_{1}, \ldots, \tilde{\delta}_{r_{2}}$ in $H_{k-i}\left(\left(\Delta{ }_{\Delta}(P) \times U_{\mathbb{R}}^{k}\right) \backslash \operatorname{Chart}_{\dot{\Delta}(P) \times U_{\mathbb{R}}^{k}}(P)\right)$ (respectively, in $\operatorname{ker}\left(H_{0}\left(\left(\AA^{( }(P) \times U_{\mathbb{R}}^{k}\right) \backslash \operatorname{Chart}_{\Delta(P) \times U_{\mathbb{R}}^{k}}(P)\right) \longrightarrow H_{0}\left(\AA^{( }(P) \times U_{\mathbb{R}}^{k}\right)\right.$ if $k-i=0$ ), as well as cycles $\tilde{c}_{1} \in \tilde{\gamma}_{1}, \ldots, \tilde{c}_{r_{2}} \in \tilde{\gamma}_{r_{2}}$ and $\tilde{d}_{1} \in \tilde{\delta}_{1}, \ldots, \tilde{d}_{r_{2}} \in \tilde{\delta}_{r_{2}}$
where each pair of families of classes and associated cycles verifies the conditions of Lemma 5.3.3 (the classes $\tilde{\beta}_{j}$ are axes to the classes $\tilde{\alpha}_{j}, P$ has constant sign over each cycle $\tilde{b}_{j}$ or $\tilde{d}_{j}$, each cycle $\tilde{a}_{j}, \tilde{b}_{j}, \tilde{c}_{j}$ or $\tilde{d}_{j}$ is contained in a single quadrant $\Delta(P) \times\{\epsilon\}$, etc.), $r_{1}=\max \left(b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)-D(k) d^{k-1}, 0\right)$ and $r_{2}=\max \left(b_{i-1}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)-D(k) d^{k-1}, 0\right)$.

Moreover, if $i-1>0$, observe that each $\tilde{c}_{t}$ is a boundary in $\Delta(P) \times U_{\mathbb{R}}^{k}$. If $i-1=-1$, $r_{2}=0$ and it is also (trivially) true. If $i-1=0$, we can still assume this to be the case thus: choose a membrane $\tilde{o}_{s}$ in $\Delta(P) \times U_{\mathbb{R}}^{k}$ for each $\tilde{d}_{s}$. Each $\tilde{c}_{t}$ is contained by definition in a single quadrant $\grave{\Delta}(P) \times\left\{\epsilon_{t}\right\}$ (for some $\epsilon_{t} \in U_{\mathbb{R}}^{k}$ ). Choose a point $p_{t}$ in Chart $_{\Delta(P) \times U_{\mathbb{R}}^{k}}(P) \cap\left(\Delta(P) \times\left\{\epsilon_{t}\right\}\right)$ close enough to the boundary $\partial \Delta(P) \times\left\{\epsilon_{t}\right\}$ that it doesn't intersect any $\tilde{o}_{s}$ (which is possible by compacity of the membranes). For each cycle $\tilde{c}_{t}$, we leave it untouched if it is already a boundary in $\Delta(P) \times U_{\mathbb{R}}^{k}$, and redefine it as $\tilde{c}_{t}+p_{t}$ otherwise (and we redefine $\left.\gamma_{t}:=\left[\tilde{c}_{t}+p_{t}\right]\right)$. It is now a boundary, and the linking numbers remain unchanged by that modification.

We also define

- classes $\alpha_{1}^{ \pm}, \ldots, \alpha_{r_{1}}^{ \pm} \in H_{i}\left(X_{0}^{ \pm}\right)$and $\beta_{1}^{ \pm}, \ldots, \beta_{r_{1}}^{ \pm}$in $H_{k-1-i}\left(\left(\Delta(P) \times U_{\mathbb{R}}^{k} \times\{ \pm 1\}\right) \backslash X_{0}^{ \pm}\right)$ (respectively, in $\operatorname{ker}\left(H_{0}\left((\Delta)(P) \times U_{\mathbb{R}}^{k} \times\{ \pm 1\}\right) \backslash X_{0}^{ \pm}\right) \longrightarrow H_{0}\left(\Delta(P) \times U_{\mathbb{R}}^{k} \times\{ \pm 1\}\right)$ if $k-1-i=0)$ as well as cycles $a_{1}^{ \pm} \in \alpha_{1}^{ \pm}, \ldots, a_{r_{1}}^{ \pm} \in \alpha_{r_{1}}^{ \pm}$and $b_{1}^{ \pm} \in \beta_{1}^{ \pm}, \ldots, b_{r_{1}}^{ \pm} \in \beta_{r_{1}}^{ \pm}$as copies of $\tilde{\alpha}_{t}, \tilde{\beta}_{t}, \tilde{a}_{t}$ and $\tilde{b}_{t}$ in $X_{0}^{ \pm}$and $\left(\grave{\Delta}(P) \times U_{\mathbb{R}}^{k} \times\{ \pm 1\}\right) \backslash X_{0}^{ \pm}$via the identification of $\left(\Delta(P) \times U_{\mathbb{R}}^{k} \times\{ \pm 1\}, X_{0}^{ \pm}\right)$with $\left(\AA(P) \times U_{\mathbb{R}}^{k}, \operatorname{Chart}_{\Delta(P) \times U_{\mathbb{R}}^{k}}(P)\right)$.
- classes $\gamma_{1}^{ \pm}, \ldots, \gamma_{r_{2}}^{ \pm} \in H_{i-1}\left(X_{0}^{ \pm}\right)$and $\delta_{1}^{ \pm}, \ldots, \delta_{r_{2}}^{ \pm}$in $H_{k-i}\left(\left(\Delta(P) \times U_{\mathbb{R}}^{k} \times\{ \pm 1\}\right) \backslash X_{0}^{ \pm}\right)$ (respectively, in $\operatorname{ker}\left(H_{0}\left(\left(\Delta(P) \times U_{\mathbb{R}}^{k} \times\{ \pm 1\}\right) \backslash X_{0}^{ \pm}\right) \longrightarrow H_{0}\left(\Delta(P) \times U_{\mathbb{R}}^{k} \times\{ \pm 1\}\right)\right.$ if $k-i=0$ ) as well as cycles $c_{1}^{ \pm} \in \gamma_{1}^{ \pm}, \ldots, c_{r_{2}}^{ \pm} \in \gamma_{r_{2}}^{ \pm}$and $d_{1}^{ \pm} \in \delta_{1}^{ \pm}, \ldots, d_{r_{2}}^{ \pm} \in \delta_{r_{2}}^{ \pm}$as copies of $\tilde{\gamma}_{t}, \tilde{\delta}_{t}, \tilde{c}_{t}$ and $\tilde{d}_{t}$ in $X_{0}^{ \pm}$and $\left(\stackrel{\Delta}{( }(P) \times U_{\mathbb{R}}^{k} \times\{ \pm 1\}\right) \backslash X_{0}^{ \pm}$via the identification of $\left(\Delta(P) \times U_{\mathbb{R}}^{k} \times\{ \pm 1\}, X_{0}^{ \pm}\right)$with $\left(\AA^{( }(P) \times U_{\mathbb{R}}^{k}, \operatorname{Chart}_{\Delta(P) \times U_{\mathbb{R}}^{k}}(P)\right)$.

Consider the sets $\Gamma_{ \pm}^{+}=\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \cap \Delta\left(G^{+}\right)\right) \times U_{\mathbb{R}}^{k} \times\{ \pm\}$ and $\Gamma_{ \pm}^{-}=$ $\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \cap \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k} \times\{ \pm\}$ and notice that there are pair homeomorphisms (coming from the definitions of charts and toric varieties)

- $\phi_{+}^{+}:\left(\Gamma_{+}^{+}, \Gamma_{+}^{+} \cap X\right) \longrightarrow\left(\left(\mathbb{R}^{*}\right)^{k} \times \mathbb{R}_{\geqslant 0}, V_{\left(\mathbb{R}^{*}\right)^{k} \times \mathbb{R}_{\geqslant 0}}\left(G^{+}\right)\right)$,
- $\phi_{-}^{+}:\left(\Gamma_{-}^{+}, \Gamma_{-}^{+} \cap X\right) \longrightarrow\left(\left(\mathbb{R}^{*}\right)^{k} \times \mathbb{R}_{\leqslant 0}, V_{\left(\mathbb{R}^{*}\right)^{k} \times \mathbb{R}_{\leqslant 0}}\left(G^{+}\right)\right)$, as well as
- $\phi_{+}^{-}:\left(\Gamma_{+}^{-}, \Gamma_{+}^{-} \cap X\right) \longrightarrow\left(\mathbb{R}^{*}\right)^{k} \times \mathbb{R}_{\geqslant 0}, V_{\left(\mathbb{R}^{*}\right)^{k} \times \mathbb{R}_{\geqslant 0}}\left(G^{+}\right)$,
- $\phi_{-}^{-}:\left(\Gamma_{-}^{-}, \Gamma_{-}^{-} \cap X\right) \longrightarrow\left(\mathbb{R}^{*}\right)^{k} \times \mathbb{R}_{\leqslant 0}, V_{\left(\mathbb{R}^{*}\right)^{k} \times \mathbb{R}_{\leqslant 0}}\left(G^{+}\right)$
induced the change of variables $\left(x_{1} \ldots, x_{k}, x_{k+1}\right) \mapsto\left(x_{1} \ldots, x_{k}, x_{k+1}^{-1}\right)$ aforementioned. We use the same notation for the restriction of these homeomorphisms to one of the elements of the corresponding pair.

Each of our $r$ homology classes in $H_{i}(X)$ will be of one of two types: either the image in $H_{i}(X)$ of a class of $H_{i}\left(X_{0}\right)$ (with the suspension of the associated axis), or the suspension of a class of $H_{i-1}\left(X_{0}\right)$ (with the associated axis remaining the same). We proceed in that order.

Let $t \in\left\{1, \ldots, r_{1}\right\}$. By definition, $P$ has constant $\operatorname{sign} \epsilon_{t} \in\{+,-\}$ when evaluated over the cycles $b_{t}^{+}$and $b_{t}^{-}$via the proper identifications. Let $m_{t}$ be a $(k-i)$ membrane in $X_{0}^{\epsilon_{t}}$ whose boundary is $b_{t}^{\epsilon_{t}}$. We define a chain $\tilde{S} b_{t}^{+}$in $\left(\left(\mathbb{R}^{*}\right)^{k} \times\left\{\epsilon_{t} x_{k+1} \geqslant\right.\right.$ $0\}) \backslash V_{\left(\mathbb{R}^{*}\right)^{k} \times\left\{\epsilon_{t} x_{k+1} \geqslant 0\right\}}\left(G^{+}\right)$as

$$
\begin{gathered}
\left\{\left(x_{1}, \ldots, x_{k}, x_{k+1}\right) \mid\left(x_{1}, \ldots, x_{k}, 0\right) \in \phi_{\epsilon_{t}}^{+}\left(b_{t}^{\epsilon_{t}}\right), \epsilon_{t} x_{k+1} \in[0, R]\right\} \\
\bigcup\left\{\left(x_{1}, \ldots, x_{k}, \epsilon_{t} R\right) \mid\left(x_{1}, \ldots, x_{k}, 0\right) \in \phi_{\epsilon_{t}}^{+}\left(m_{t}\right)\right\},
\end{gathered}
$$

for $R>0$ large enough that $\tilde{S b} b_{t}^{+}$does not intersect $V_{\left(\mathbb{R}^{*}\right)^{k \times} \times\left\{\epsilon_{t} x_{k+1} \geqslant 0\right\}}\left(G^{+}\right)$(indeed, we have that $\epsilon_{t} G^{+}\left(x_{1}, \ldots, x_{k}, \epsilon_{t} R\right)=\epsilon_{t}\left(P\left(x_{1}, \ldots, x_{k}\right)+\epsilon_{t} R\right)$ is strictly positive for any $\left(x_{1}, \ldots, x_{k}, 0\right) \in$ $\phi_{\epsilon_{t}}^{+}\left(m_{t}\right)$ for $R$ large enough, as $m_{t}$ is compact). We let the $(k-i)$-chain $S b_{t}^{+}$in $\Gamma_{\epsilon_{t}}^{+} \backslash X$ be $\left(\phi_{\epsilon_{t}}^{+}\right)^{-1}\left(\tilde{S} b_{t}^{+}\right)$. We also define the $(k-i+1)$-chain

$$
M_{t}^{+}:=\left(\phi_{\epsilon_{t}}^{+}\right)^{-1}\left(\left\{\left(x_{1}, \ldots, x_{k}, x_{k+1}\right) \mid\left(x_{1}, \ldots, x_{k}, 0\right) \in \phi_{\epsilon_{t}}^{+}\left(m_{t}\right), \epsilon_{t} x_{k+1} \in[0, R]\right\}\right)
$$

where $R$ is the same as above.
We apply the exact same procedure in $\Gamma_{\epsilon_{t}}^{-}$to get the $(k-i)$-chain $S b_{t}^{-}$in $\Gamma_{\epsilon_{t}}^{-} \backslash X$ and the $(k-i+1)$-chain $M_{t}^{-}$in $\Gamma_{\epsilon_{t}}^{-}$.

Now we define $S b_{t}:=S b_{t}^{+}+S b_{t}^{-}$(seen as a chain in $\left.\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1}\right) \backslash X\right)$ and $M_{t}:=M_{t}^{+}+M_{t}^{-}\left(\right.$seen as a chain in $\left.\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1}\right)$. The chain $S b_{t}$ is a $(k-i)$-cycle in $\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1}\right) \backslash X$, and $\partial M_{t}=S b_{t}$, hence $M_{t}$ can be used as a membrane for $S b_{t}$. See Figure 5.7 for an illustration of this procedure.


Figure 5.7: For $k=1$ and $i=0$, the suspension of the axis $\beta=[b]=\left[q_{1}+q_{2}\right]$ in $\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right) \times\{1\} \times\{1\}$. The cycle is $\alpha=[a]=\left[p_{1}+p_{2}+p_{3}+p_{4}\right]$. In light grey, the preimage by $\phi_{+}^{ \pm}$of $\left(G^{ \pm}\right)^{-1}\{y \leqslant 0\}$. The hatched area corresponds to the membrane $M$.

We set $A:=\left\{\left[a_{1}^{\epsilon_{1}}\right], \ldots,\left[a_{r_{1}}^{\epsilon_{r_{1}}}\right]\right\} \subset H_{i}(X)$ (where we see the cycle $a_{t}^{\epsilon_{t}}$ as a cycle in $X$ via the inclusion $\left.X_{0}^{\epsilon_{t}} \hookrightarrow X\right)$ and $B:=\left\{\left[S b_{1}\right], \ldots,\left[S b_{r_{1}}\right]\right\} \subset H_{k-i}\left(\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times\right.\right.$ $\left.\left.U_{\mathbb{R}}^{k+1}\right) \backslash X\right)$. The elements of $B$ are axes to the elements of $A$ : indeed, let $s, t \in\left\{1, \ldots, r_{1}\right\}$. The linking number $l\left(\left[a_{t}^{\epsilon_{t}}\right],\left[S b_{s}\right]\right)$ is equal to the intersection number of $a_{t}^{\epsilon_{t}}$ and $M_{s}$. As $a_{t}^{\epsilon_{t}}$ is contained in $X_{0}$, this number is equal to the intersection number of $a_{t}^{\epsilon_{t}}$ and $M_{s} \cap X_{0}=m_{s}$, which is by definition equal to $\delta_{s, t}$.

We now define the classes of degree $i$ obtained by suspending $(i-1)$-cycles. Let $t \in\left\{1, \ldots, r_{2}\right\}$, and $\tilde{n}_{t}$ be a $i$-membrane in $\Delta(P) \times U_{\mathbb{R}}^{k}$ for $\tilde{c}_{t}$. Name $n_{t}^{+}$and $n_{t}^{-}$the copies of $\tilde{n}_{t}$ in $X_{0}^{+}$and $X_{0}^{-}$respectively; we have $\partial n_{t}^{ \pm}=c_{t}^{ \pm}$.

We define four $i$-chains $S c_{t}^{\epsilon_{1}, \epsilon_{2}} \subset \Gamma_{\epsilon_{2}}^{\epsilon_{1}} \cap X$ (for $\epsilon_{1}, \epsilon_{2} \in\{+,-\}$ ) as
$S c_{t}^{\epsilon_{1}, \epsilon_{2}}:=\left(\phi_{\epsilon_{2}}^{\epsilon_{1}}\right)^{-1}\left(\left\{\left(x_{1}, \ldots, x_{k},-P\left(x_{1}, \ldots, x_{k}\right)\right) \mid\left(x_{1}, \ldots, x_{k}, 0\right) \in \phi_{\epsilon_{2}}^{\epsilon_{1}}\left(n_{t}^{\epsilon_{2}}\right), \epsilon_{2} P\left(x_{1}, \ldots, x_{k}\right) \leqslant 0\right\}\right)$
as well as four corresponding $(i+1)$-chains $N_{t}^{\epsilon_{1}, \epsilon_{2}} \subset \Gamma_{\epsilon_{2}}^{\epsilon_{1}}$ as
$N_{t}^{\epsilon_{1}, \epsilon_{2}}:=\left(\phi_{\epsilon_{2}}^{\epsilon_{1}}\right)^{-1}\left(\left\{\left(x_{1}, \ldots, x_{k}, x_{k+1}\right) \mid\left(x_{1}, \ldots, x_{k}, 0\right) \in \phi_{\epsilon_{2}}^{\epsilon_{1}}\left(n_{t}^{\epsilon_{2}}\right), \epsilon_{2} P\left(x_{1}, \ldots, x_{k}\right) \leqslant-\epsilon_{2} x_{k+1} \leqslant 0\right\}\right)$.
We define $S c_{t}:=S c_{t}^{+,+}+S c_{t}^{+,-}+S c_{t}^{-,+}+S c_{t}^{-,-}$(seen as a chain in $X$ ) and $N_{t}:=$ $N_{t}^{+,+}+N_{t}^{+,-}+N_{t}^{-,+}+N_{t}^{-,-}\left(\right.$seen as a chain in $\left.\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1}\right)$. Note that $S c_{t}$ is a cycle and that $\partial N_{t}=S c_{t}$, hence $N_{t}$ can be used as a membrane for $S c_{t}$. See Figure 5.8 for an illustration of this procedure.

By definition, $P$ has constant sign $\rho_{t} \in\{+,-\}$ when evaluated over the cycles $d_{t}^{+}$ and $d_{t}^{-}$. Define $C:=\left\{\left[S c_{1}\right], \ldots,\left[S c_{r_{2}}\right]\right\} \subset H_{i}(X)$ and $D:=\left\{\left[d_{1}^{-\rho_{1}}\right], \ldots,\left[d_{r_{2}}^{-\rho_{r_{2}}}\right]\right\} \subset$


Figure 5.8: For $k=1$ and $i=1$, the thick black line is the suspension of the cycle $\gamma=[c]=\left[p_{1}+p_{2}+p_{3}+p_{4}\right]$ in $\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right) \times\{1\} \times\{1,-1\}$. The axis is $\delta=[d]=\left[q_{1}+q_{2}\right]$. In light grey, the preimage by $\phi_{+}^{ \pm}$of $\left(G^{ \pm}\right)^{-1}\{y \leqslant 0\}$. The dotted areas correspond to the membrane $N$.
$H_{k-i}\left(\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1}\right) \backslash X\right)$. The elements of $D$ are axes to the elements of $C$ : indeed, let $s, t \in\left\{1, \ldots, r_{2}\right\}$. The linking number $l\left(\left[S c_{s}\right],\left[d_{t}^{-\rho t}\right]\right)$ is equal to the intersection number of $N_{s}$ and $d_{t}^{-\rho_{t}}$. As $d_{t}^{-\rho_{t}}$ is contained in $\left(\phi_{-\rho_{t}}^{+}\right)^{-1}\left(\left\{\left(x_{1}, \ldots, x_{k}, 0\right) \mid \rho_{t} P\left(x_{1}, \ldots, x_{k}\right) \geqslant\right.\right.$ $0\}) \subset X_{0}^{-\rho_{t}}$, this number is equal to the intersection number of $d_{t}^{-\rho_{t}}$ and

$$
\begin{aligned}
& N_{s} \cap\left(\phi_{-\rho_{t}}^{+}\right)^{-1}\left(\left\{\left(x_{1}, \ldots, x_{k}, 0\right) \mid \rho_{t} P\left(x_{1}, \ldots, x_{k}\right) \geqslant 0\right\}\right)= \\
& n_{s}^{-\rho_{t}} \cap\left(\phi_{-\rho_{t}}^{+}\right)^{-1}\left(\left\{\left(x_{1}, \ldots, x_{k}, 0\right) \mid \rho_{t} P\left(x_{1}, \ldots, x_{k}\right) \geqslant 0\right\}\right),
\end{aligned}
$$

which is by definition equal to $\delta_{s, t}$.
We now want to show that the linking number of any element in $A$ and any element in $D$, as well as any element in $B$ and any element in $C$, is 0 .

First, let $\left[a_{t}^{\epsilon_{t}}\right] \in A$ and $\left[d_{s}^{-\rho_{s}}\right] \in D$. Let $o$ be a membrane for $d_{s}^{-\rho_{s}}$ in $X_{0}^{-\rho_{s}}$. We can slightly rise $o$ and $d_{s}^{-\rho_{s}}$ in the following sense: Let

$$
o_{\lambda}:=\left(\phi_{-\rho_{s}}^{+}\right)^{-1}\left(\left\{\left(x_{1}, \ldots, x_{k}, \lambda\right) \mid\left(x_{1}, \ldots, x_{k}, 0\right) \in \phi_{-\rho_{s}}^{+}(o)\right\}\right)
$$

and

$$
\left(d_{s}^{-\rho_{s}}\right)_{\lambda}:=\left(\phi_{-\rho_{s}}^{+}\right)^{-1}\left(\left\{\left(x_{1}, \ldots, x_{k}, \lambda\right) \mid\left(x_{1}, \ldots, x_{k}, 0\right) \in \phi_{-\rho_{s}}^{+}\left(d_{s}^{-\rho_{s}}\right) .\right.\right.
$$

We have $\partial o_{\lambda}=\left(d_{s}^{-\rho_{s}}\right)_{\lambda}$ and for $\lambda>0$ small enough, we have $\left[\left(d_{s}^{-\rho_{s}}\right)_{\lambda}\right]=\left[d_{s}^{-\rho_{s}}\right] \in$ $H_{k-i}\left(\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1}\right) \backslash X\right)$ (observe that if $k-i=0$, we have $A=\varnothing$ ). For such a small $\lambda$, the linking number of $\left[a_{t}^{\epsilon_{t}}\right]$ and $\left[d_{s}^{-\rho_{s}}\right]$ is equal to the intersection number of $o_{\lambda}$ and $a_{t}^{\epsilon_{t}}$, which is 0 as $a_{t}^{\epsilon_{t}}$ is contained in $X_{0}$ and $o_{\lambda}$ does not intersect $X_{0}$.

Then, let $\left[S b_{t}\right] \in B$ and $\left[S c_{s}\right] \in C$. As above, $N_{s}$ is a membrane for $S c_{s}$. Let $\epsilon_{t}$ be as in the definition of $S b_{t}$, and observe that $S b_{t} \subset \Gamma_{\epsilon_{t}}^{+} \cup \Gamma_{\epsilon_{t}}^{-}$. Observe moreover that

$$
S b_{t} \cap \Gamma_{\epsilon_{t}}^{ \pm} \subset\left(\phi_{\epsilon_{t}}^{ \pm}\right)^{-1}\left(\left(G^{ \pm}\right)^{-1}\left(\left\{\epsilon_{t} y>0\right\}\right)\right) .
$$

On the other hand,

$$
N_{s} \cap \Gamma_{\epsilon_{t}}^{ \pm} \subset\left(\phi_{\epsilon_{t}}^{ \pm}\right)^{-1}\left(\left(G^{ \pm}\right)^{-1}\left(\left\{\epsilon_{t} y \leqslant 0\right\}\right)\right) .
$$

Hence, the intersection number of $N_{s}$ and $S b_{t}$, which is equal to the linking number of [ $S c_{s}$ ] and $\left[S b_{t}\right]$, is 0.

Note finally that the axes of $D$ were left untouched, and the axes of $B$ are of degree at least 1; hence, if $k-1-i=0$, all axes in $B \cup D$ automatically belong to $\operatorname{ker}\left(H_{0}\left(\operatorname{Int}(\Delta)\left(G^{+}\right) \cup\right.\right.$ $\left.\left.\Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1} \backslash X\right) \longrightarrow H_{0}\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1}\right)$.

Hence the classes of $A \cup C \subset H_{i}(X)$ and of $B \cup D \subset H_{k-i}\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times\right.$ $\left.U_{\mathbb{R}}^{k+1} \backslash X\right)$ (respectively, $D \subset \operatorname{ker}\left(H_{0}\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup \Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1} \backslash X\right) \longrightarrow H_{0}\left(\operatorname{Int}\left(\Delta\left(G^{+}\right) \cup\right.\right.\right.$ $\left.\left.\Delta\left(G^{-}\right)\right) \times U_{\mathbb{R}}^{k+1}\right)$ if $k-i=0$ ) satisfy all the conditions of the Proposition. We only have to verify that we have enough of them.

We have found $r_{1}+r_{2}=\max \left(b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)-D(k) d^{k-1}, 0\right)+\max \left(b_{i-1}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)-\right.$
$\left.D(k) d^{k-1}, 0\right) \geqslant b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)+b_{i-1}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(P)\right)-2 D(k) d^{k-1}$ such pair of classes. By setting $E(k):=2 D(k)$, we can conclude.

### 5.3.3 Finding cycles in a join

We prove a similar result concerning the join of two polynomials (corresponding to the polynomials $F_{m}^{k}$ from Proposition 5.2.6):

Proposition 5.3.7. For all $n \geqslant 3$, there is a constant $F(n)>0$ with the following property: Let $k_{1}, k_{2} \geqslant 1$ be such that $k_{1}+k_{2}=n-1$, and let $i \in\{0, \ldots, n-1\}$.

Let also $P_{1}$ (respectively, $P_{2}$ ) be a completely nondegenerate polynomials in $k_{1}$ variables (respectively, $k_{2}$ variables) and degree $d_{1} \geqslant 1$ (respectively, $d_{2} \geqslant 1$ ) such that $\Delta\left(P_{1}\right)$ is a translate of $S_{d_{1}}^{k_{1}}$ (respectively, $\Delta\left(P_{2}\right)$ is a translate of $S_{d_{2}}^{k_{2}}$ ).

Write

$$
P:\left(x_{1}, \ldots, x_{k_{1}}, y_{1}, \ldots, y_{k_{2}}, z\right) \mapsto P_{1}\left(x_{1}, \ldots, x_{k_{1}}\right)+z \cdot P_{2}\left(y_{1}, \ldots, y_{k_{2}}\right) .
$$

Define $\Delta_{1}:=\Delta\left(\left(x_{1}, \ldots, x_{k_{1}}, y_{1}, \ldots, y_{k_{2}}, z\right) \mapsto P_{1}\left(x_{1}, \ldots, x_{k_{1}}\right)\right) \subset \mathbb{R}^{n}$,
$\Delta_{2}:=\Delta\left(\left(x_{1}, \ldots, x_{k_{1}}, y_{1}, \ldots, y_{k_{2}}, z\right) \mapsto z \cdot P_{2}\left(y_{1}, \ldots, y_{k_{2}}\right)\right) \subset \mathbb{R}^{n}$ and $\Delta:=\Delta(P) \subset \mathbb{R}^{n}$. Observe that $\Delta=\Delta_{1} \star \Delta_{2}$, where $\star$ is as above the join.

Define $X:=\operatorname{Chart}_{\left(\grave{\Delta}_{1} \star \grave{\Delta}_{2}\right) \times U_{\mathbb{R}}^{n}}(P)$.
Then there exists

$$
\begin{equation*}
r \geqslant \sum_{j=0}^{i-1} b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right) \cdot b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)\right)-F(n) \max \left(d_{1}, d_{2}\right)^{n-2} \tag{5.3.2}
\end{equation*}
$$

such that we can find classes $\alpha_{1}, \ldots, \alpha_{r}$ in $H_{i}(X)$ and $\beta_{1}, \ldots, \beta_{r}$ in $H_{n-1-i}\left(\stackrel{\circ}{\Delta} \times U_{\mathbb{R}}^{n} \backslash X\right)$ such that their linking numbers in $\left(\grave{\Delta}_{1} \star \AA_{2}\right) \times U_{\mathbb{R}}^{n}$ verifies $l\left(\alpha_{s}, \beta_{t}\right)=\delta_{s, t} \in \mathbb{Z}_{2}$ (the classes $\beta_{t}$ are axes for the classes $\alpha_{s}$ ).
Remark 5.3.8. Remark that the sum in Formula (5.3.2) is trivial if $i=0, n-1$. Hence, unlike in previous statements, we do not ask that the axes belong to $\operatorname{ker}\left(H_{0}\left(\left(\AA_{1} \star \grave{\Delta}_{2}\right) \times\right.\right.$ $\left.\left.U_{\mathbb{R}}^{n} \backslash X\right) \longrightarrow H_{0}\left(\left(\AA_{1} \star \grave{\Delta}_{2}\right) \times U_{\mathbb{R}}^{n}\right)\right)$ if $n-1-i=0$.
Proof. The main idea here is that for each $j$-cycle in $V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)$ and $(i-j-1)$-cycle in $V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)$, we can build a $j$-cycle in $X$ by taking the join of the two cycles. If we are cautious enough, we can proceed similarly with the cycles used as axes, and have all classes built in that fashion have the required linking numbers properties. The proof is somewhat hard to read because there are many copies of the same spaces, which makes keeping track of the indices difficult.

As in the proof of Proposition 5.3.6, whether the polytopes $\Delta\left(P_{i}\right)$ are equal to the simplices $S_{d_{i}}^{k_{i}}$ or mere translates of them matters not.

Define $X_{1}:=\operatorname{Chart}_{\Delta\left(P_{1}\right) \times U_{\mathbb{R}}^{k_{1}}}\left(P_{1}\right)$ and $X_{2}:=\operatorname{Chart}_{\Delta\left(P_{2}\right) \times U_{\mathbb{R}}^{k_{2}}}\left(P_{2}\right)$. Let $M: \mathbb{R}_{+} \Delta \longrightarrow$ $\Delta$ be the moment map described in Chapter 2, and $\phi:=M^{\mathbb{R}} \times i d_{U_{\mathbb{R}}^{n}}: \mathbb{R}_{+} \Delta \times U_{\mathbb{R}}^{n} \longrightarrow$ $\Delta \times U_{\mathbb{R}}^{n}$. We know that $\phi$ induces a stratified homeomorphism between the pairs $\left(\mathbb{R}_{+} \Delta \times\right.$ $\left.U_{\mathbb{R}}^{n}, \overline{V_{\left(\mathbb{R}^{*}\right)^{n}}(P)}\right)$ and $\left(\Delta \times U_{\mathbb{R}}^{n}, \operatorname{Chart}_{\Delta \times U_{\mathbb{R}}^{n}}(P)\right)$, which restricts to a homeomorphism $\dot{\phi}$ : $\left(\left(\mathbb{R}^{*}\right)^{n}, V_{\left(\mathbb{R}^{*}\right)^{n}}(P)\right) \longrightarrow\left(\Delta \times U_{\mathbb{R}}^{n}\right.$, Chart $\left._{\Delta \times U_{\mathbb{R}}^{n}}(P)\right)$ (via the trivial identification $\mathbb{R}_{>0}^{n} \times U_{\mathbb{R}}^{n} \cong$ $\left.\left(\mathbb{R}^{*}\right)^{n}\right)$.

Explicitly, let $q_{0}^{1} \ldots, q_{k_{1}}^{1} \in \mathbb{Z}^{k_{1}}$ be the vertices of $\Delta\left(P_{1}\right)$ and $q_{0}^{2} \ldots, q_{k_{2}}^{2} \in \mathbb{Z}^{k_{2}}$ be the vertices of $\Delta\left(P_{2}\right)$. Then for any $\left(x_{1}, \ldots, x_{k_{1}}, y_{1}, \ldots, y_{k_{2}}, z\right) \in\left(\mathbb{R}^{*}\right)^{n}$, which we also write as $(x, y, z) \in\left(\mathbb{R}^{*}\right)^{k_{1}} \times\left(\mathbb{R}^{*}\right)^{k_{2}} \times \mathbb{R}^{*}$, we have an explicit formula

$$
\begin{equation*}
M(x, y, z)=\frac{\sum_{s=0}^{k_{1}}\left|x^{q_{s}^{1}}\right|\left(q_{s}^{1}, 0, \ldots, 0,0\right)+\sum_{t=0}^{k_{2}}\left|y^{q_{t}^{2}} z\right|\left(0, \ldots, 0, q_{t}^{2}, 1\right)}{\sum_{s=0}^{k_{1}}\left|x^{q_{s}^{1}}\right|+\sum_{t=0}^{k_{2}}\left|y^{q_{t}^{2}} z\right|} \tag{5.3.3}
\end{equation*}
$$

where $\left(q_{s}^{1}, 0, \ldots, 0,0\right) \in \mathbb{Z}^{n}$ is the point whose first $k_{1}$ coordinates are those of $q_{s}^{1} \in \mathbb{Z}^{k_{1}}$ and whose coordinates $k_{1}+1$ to $n$ are 0 , and $\left(0, \ldots, 0, q_{t}^{2}, 1\right) \in \mathbb{Z}^{n}$ is the point whose coordinates 0 to $k_{1}$ are 0 , whose coordinates $k_{1}+1$ to $k_{1}+k_{2}$ are those of $q_{t}^{2} \in \mathbb{Z}^{k_{2}}$ and whose last coordinate is 1 (see Chapter 2).

We decompose $U_{\mathbb{R}}^{n}$ as $U_{\mathbb{R}}^{k_{1}} \times U_{\mathbb{R}}^{k_{2}} \times\{1,-1\}$.
Via the trivial identifications $\Delta_{1} \cong \Delta\left(P_{1}\right)$ and $\Delta_{2} \cong \Delta\left(P_{2}\right)$, we have $X_{1} \times U_{\mathbb{R}}^{k_{2}} \times$ $\{1,-1\} \subset X$ and $X_{2} \times U_{\mathbb{R}}^{k_{1}} \times\{1,-1\} \subset X$.

The moment map restricts to $\mathbb{R}_{+} \Delta_{1} \longrightarrow \Delta_{1} \subset \Delta$ and $\mathbb{R}_{+} \Delta_{2} \longrightarrow \Delta_{2} \subset \Delta$. It gives rise to pair homeomorphisms $\left(\mathbb{R}_{+} \Delta_{1} \times U_{\mathbb{R}}^{k_{1}} \times U_{\mathbb{R}}^{k_{2}} \times\{1,-1\}, V_{\mathbb{R}_{+} \Delta_{1} \times U_{\mathbb{R}}^{k_{1}}}\left(P_{1}\right) \times U_{\mathbb{R}}^{k_{2}} \times\right.$ $\{1,-1\}) \longrightarrow\left(\Delta_{1} \times U_{\mathbb{R}}^{k_{1}} \times U_{\mathbb{R}}^{k_{2}} \times\{1,-1\}, X_{1} \times U_{\mathbb{R}}^{k_{2}} \times\{1,-1\}\right)$ and $\left(\mathbb{R}_{+} \Delta_{2} \times U_{\mathbb{R}}^{k_{1}} \times U_{\mathbb{R}}^{k_{2}} \times\right.$ $\left.\{1,-1\}, V_{\mathbb{R}+\Delta_{2} \times U_{\mathbb{R}}^{k_{2}}}\left(P_{2}\right) \times U_{\mathbb{R}}^{k_{1}} \times\{1,-1\}\right) \longrightarrow\left(\Delta_{2} \times U_{\mathbb{R}}^{k_{1}} \times U_{\mathbb{R}}^{k_{2}} \times\{1,-1\}, X_{2} \times U_{\mathbb{R}}^{k_{1}} \times\{1,-1\}\right)$ (where for a polynomial $Q$ in $l$ variables, we let $V_{\mathbb{R}_{+} \Delta(Q) \times U_{\mathbb{R}}^{\prime}}(Q)$ be the preimage of $V_{\mathbb{R} \Delta(Q)}(Q)$ by $\left.S: \mathbb{R}_{+} \Delta(Q) \times U_{\mathbb{R}}^{l} \longrightarrow \mathbb{R} \Delta(Q)\right)$.

There are embeddings $\left(\mathbb{R}_{>0}\right)^{k_{1}} \subset \mathbb{R}_{+} \Delta_{1}$ (induced by the embedding of $\Delta_{1}$ in $\mathbb{R}^{n}$ ) and $\left(\mathbb{R}_{>0}\right)^{k_{2}} \subset \mathbb{R}_{+} \Delta_{2}$ (induced by the embedding of $\Delta_{2}$ in $\left.\mathbb{R}^{n}\right)$. The space $\left(\mathbb{R}_{>0}\right)^{k_{1}} \subset \mathbb{R}_{+} \Delta_{1}$ is actually the space $\left(\mathbb{R}_{>0}\right)^{k_{1}} \times\{0\}^{k_{2}} \times\{0\} \subset \mathbb{R}_{+} \Delta$ with the parametrization of $\mathbb{R}_{+} \Delta$ induced by the canonical basis of $\mathbb{Z}^{n}$, and the space $\left(\mathbb{R}_{>0}\right)^{k_{2}} \subset \mathbb{R}_{+} \Delta_{2}$ can be seen as $\{0\}^{k_{1}} \times\left(\mathbb{R}_{>0}\right)^{k_{2}} \times\{\infty\} \subset \mathbb{R}_{+} \Delta$ in the same system of coordinates, or more rigorously as $\{0\}^{k_{1}} \times\left(\mathbb{R}_{>0}\right)^{k_{2}} \times\{0\} \subset \mathbb{R}_{+} \Delta$ via the change of coordinates $(x, y, z) \mapsto\left(x, y, z^{-1}\right)$.

Let $(x, 0,0) \in\left(\mathbb{R}_{>0}\right)^{k_{1}} \times\{0\}^{k_{2}} \times\{0\} \subset \mathbb{R}_{+} \Delta$. Then we have

$$
M(x, 0,0)=\frac{\sum_{s=0}^{k_{1}}\left|x^{1_{s}^{1}}\right|\left(q_{s}^{1}, 0, \ldots, 0,0\right)}{\sum_{s=0}^{k_{1}}\left|x^{q_{s}^{1}}\right|}=\left(M_{1}(x), 0,0\right) \in \Delta_{1} \subset \Delta,
$$

where $M_{1}: \mathbb{R}_{+} \Delta\left(P_{1}\right) \longrightarrow \Delta\left(P_{1}\right)$.

Likewise, let $(0, y, \infty) \in\{0\}^{k_{1}} \times\left(\mathbb{R}_{>0}\right)^{k_{2}} \times\{\infty\} \subset \mathbb{R}_{+} \Delta$. Then we have

$$
M(0, y, \infty)=\frac{\sum_{t=0}^{k_{2}}\left|y^{q_{t}^{2}}\right|\left(0, \ldots, 0, q_{t}^{2}, 1\right)}{\sum_{t=0}^{k_{2}}\left|y^{q_{t}^{2}}\right|}=\left(0, M_{2}(y), 1\right) \in \Delta_{2} \subset \Delta,
$$

where $M_{2}: \mathbb{R}_{+} \Delta\left(P_{2}\right) \longrightarrow \Delta\left(P_{2}\right)$.
Hence we can rewrite Formula 5.3.3 as

$$
\begin{aligned}
& M(x, y, z)=\frac{\sum_{s=0}^{k_{1}}\left|x^{q_{s}^{1}}\right|\left(q_{s}^{1}, 0, \ldots, 0,0\right)+\sum_{t=0}^{k_{2}}\left|y^{q_{t}^{2}} z\right|\left(0, \ldots, 0, q_{t}^{2}, 1\right)}{\sum_{s=0}^{k_{1}}\left|x^{q_{s}^{1}}\right|+\sum_{t=0}^{k_{2}}\left|y^{q_{t}^{2}} z\right|}= \\
& \left(\frac{\sum_{s=0}^{k_{1}}\left|x^{q_{s}^{1}}\right|}{\sum_{s=0}^{k_{1}}\left|x^{q_{s}^{1}}\right|+|z| \cdot \sum_{t=0}^{k_{2}}\left|y^{q_{t}^{2}}\right|} M_{1}(x), \frac{|z| \cdot \sum_{t=0}^{k_{2}}\left|y^{q_{t}^{2}}\right|}{\sum_{s=0}^{k_{1}}\left|x^{q_{s}^{1}}\right|+|z| \cdot \sum_{t=0}^{k_{2}}\left|y^{q_{t}^{2}}\right|} M_{2}(y), \frac{|z| \cdot \sum_{t=0}^{k_{2}}\left|y^{q_{t}^{2}}\right|}{\sum_{s=0}^{k_{1}}\left|x^{q_{s}^{1}}\right|+|z| \cdot \sum_{t=0}^{k_{2}}\left|y^{q_{t}^{2}}\right|}\right) .
\end{aligned}
$$

For each $\left(\epsilon_{1}, \epsilon_{2}, \epsilon\right) \in U_{\mathbb{R}}^{k_{1}} \times U_{\mathbb{R}}^{k_{2}} \times\{1,-1\}$, define $J_{\left(\epsilon_{1}, \epsilon_{2}, \epsilon\right)}:=\left\{\left((\lambda x,(1-\lambda) y, 1-\lambda),\left(\epsilon_{1}, \epsilon_{2}, \epsilon\right)\right) \in \Delta \times U_{\mathbb{R}}^{n} \mid \lambda \in[0,1],\left(x, \epsilon_{1}\right) \in X_{1},\left(y, \epsilon_{2}\right) \in X_{2}\right\}$.

It is clearly homeomorphic to the "abstract" topological join $\left(\left(\left(X_{1} \cap\left(\Delta\left(P_{1}\right) \times\left\{\epsilon_{1}\right\}\right)\right) \times\right.\right.$ $\left.\left.\left(X_{2} \cap\left(\AA^{\circ}\left(P_{2}\right) \times\left\{\epsilon_{2}\right\}\right)\right) \times[0,1]\right) /\left\{\left(x, y_{1}, 0\right) \sim\left(x, y_{2}, 0\right),\left(x_{1}, y, 1\right) \sim\left(x_{2}, y, 1\right)\right\}\right)$ of $X_{1} \cap\left(\Delta\left(P_{1}\right) \times\right.$ $\left.\left\{\epsilon_{1}\right\}\right)$ and $X_{2} \cap\left(\Delta\left(P_{2}\right) \times\left\{\epsilon_{2}\right\}\right)$.

Define the pseudo-join

$$
J:=\bigsqcup_{\left(\epsilon_{1}, \epsilon_{2}, \epsilon\right) \in U_{\mathbb{R}}^{n}} J_{\left(\epsilon_{1}, \epsilon_{2}, \epsilon\right)} .
$$

It is NOT homeomorphic to the "abstract" join $\left(X_{1} \times X_{2} \times[0,1]\right) /\left\{\left(x, y_{1}, 0\right) \sim\left(x, y_{2}, 0\right),\left(x_{1}, y, 1\right) \sim\right.$ $\left.\left(x_{2}, y, 1\right)\right\}$ (a quotient of $J$ is). Observe that by definition of $P$, we have $V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right) \times$ $V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right) \times \mathbb{R}^{*} \subset V_{\left(\mathbb{R}^{*}\right)^{n}}(P)$. Using Formula 5.3.4, we see that it is mapped to $\stackrel{\circ}{J}$ by $\phi$, which shows that $\bar{J} \subset X$. Taking the closure of $\bar{J}$ in $\left(\circ_{1} \star \circ_{2}\right) \times U_{\mathbb{R}}^{n}$, we see that $J \subset X$.

Now let $j \in\{0, \ldots, i-1\}$. We will build $i$-cycles and $(n-1-i)$-axes from $j$ - and $(i-1-j)$-cycles and $\left(k_{1}-1-j\right)$ - and $\left(k_{2}-i+j\right)$-axes by taking their join.

Using Lemma 5.3.3, we can produce:

- classes $\tilde{\alpha}_{1}^{j}, \ldots, \tilde{\alpha}_{r_{1}^{j}}^{j} \in H_{j}\left(X_{1}\right)$ and $\tilde{\beta}_{1}^{k_{1}-1-j}, \ldots, \tilde{\beta}_{r_{1}^{j}}^{k_{1}-1-j}$ in $H_{k_{1}-1-j}\left(\left(\Delta\left(P_{1}\right) \times U_{\mathbb{R}}^{k_{1}}\right) \backslash X_{1}\right)$ (respectively, in $\operatorname{ker}\left(H_{0}\left(\left(\Delta^{( }\left(P_{1}\right) \times U_{\mathbb{R}}^{k_{1}}\right) \backslash X_{1}\right) \longrightarrow H_{0}\left(\Delta^{( }\left(P_{1}\right) \times U_{\mathbb{R}}^{k_{1}}\right)\right.$ if $\left.k_{1}-1-j=0\right)$, as well as cycles $\tilde{a}_{1}^{j} \in \tilde{\alpha}_{1}^{j}, \ldots, \tilde{a}_{r_{1}^{j}}^{j} \in \tilde{\alpha}_{r_{1}^{j}}^{j}$ and $\tilde{b}_{1}^{k_{1}-1-j} \in \tilde{\beta}_{1}^{k_{1}-1-j}, \ldots, \tilde{b}_{r_{1}^{j}}^{k_{1}-1-j} \in \tilde{\beta}_{r_{1}^{j}}^{k_{1}-1-j}$.
- classes $\tilde{\gamma}_{1}^{i-1-j}, \ldots, \tilde{\gamma}_{r_{2}^{i-1-j}}^{i-1-j} \in H_{i-1-j}\left(X_{2}\right)$ and $\tilde{\delta}_{1}^{k_{2}-i+j}, \ldots, \tilde{\delta}_{r_{2}^{i-1-j}}^{k_{2}-i+j}$ in $H_{k_{2}-i+j}\left(\left(\Delta\left(P_{2}\right) \times\right.\right.$ $\left.U_{\mathbb{R}}^{k_{2}}\right) \backslash X_{2}$ ) (respectively, in $\operatorname{ker}\left(H_{0}\left(\left(\Delta\left(P_{2}\right) \times U_{\mathbb{R}}^{k_{2}}\right) \backslash X_{2}\right) \longrightarrow H_{0}\left(\Delta^{\circ}\left(P_{2}\right) \times U_{\mathbb{R}}^{k_{2}}\right)\right.$ if $k_{2}-$ $i+j=0$ ), as well as cycles $\tilde{c}_{1}^{i-1-j} \in \tilde{\gamma}_{1}^{i-1-j}, \ldots, \tilde{c}_{r_{2}^{i-1-j}}^{i-1-j} \in \tilde{\gamma}_{r_{2}^{i-1-j}}^{i-1-j}$ and $\tilde{d}_{1}^{k_{2}-i+j} \in$ $\tilde{\delta}_{1}^{k_{2}-i+j}, \ldots, \tilde{d}_{r_{2}^{i-1-j}}^{k_{2}-i+j} \in \tilde{\delta}_{r_{2}^{i-1-j}}^{k_{2}-i+j}$,
where each pair of families of classes and associated cycles verifies the conditions of Lemma 5.3.3 (the classes $\tilde{\beta}_{s}^{k_{1}-1-j}$ are axes to the classes $\tilde{\alpha}_{s}^{j}, P_{1}$ has constant sign over the cycles
$\tilde{b}_{s}^{k_{1}-1-j}$, each cycle is contained in a single quadrant, etc.), $r_{1}^{j}=\max \left(b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right)-\right.$ $\left.D\left(k_{1}\right) d_{1}{ }^{k_{1}-1}, 0\right)$ and $r_{2}^{i-1-j}=\max \left(b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)\right)-D\left(k_{2}\right) d_{2}{ }^{k_{2}-1}, 0\right)$.

We also define

- for each $\epsilon_{2} \in U_{\mathbb{R}}^{k_{2}}$ and $\epsilon \in\{1,-1\}$, classes $\alpha_{1, \epsilon_{2}, \epsilon}^{j}, \ldots, \alpha_{r_{1}^{j}, \epsilon_{2}, \epsilon}^{j} \in H_{j}\left(X_{1} \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}\right)$ and $\beta_{1, \epsilon_{2}, \epsilon}^{k_{1}-1-j}, \ldots, \beta_{r_{1}^{1}, \epsilon_{2}, \epsilon}^{k_{1}-1-j}$ in $H_{k_{1}-1-j}\left(\left(\left(\AA_{1} \times U_{\mathbb{R}}^{k_{1}}\right) \backslash X_{1}\right) \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}\right)$ (respectively, in $\operatorname{ker}\left(H_{0}\left(\left(\left(\Delta_{1} \times U_{\mathbb{R}}^{k_{1}}\right) \backslash X_{1}\right) \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}\right) \longrightarrow H_{0}\left(\grave{\Delta}_{1} \times U_{\mathbb{R}}^{k_{1}} \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}\right)\right)$ if $k_{1}-$ $1-j=0)$ as well as cycles $a_{1, \epsilon_{2}, \epsilon}^{j} \in \alpha_{1, \epsilon_{2}, \epsilon}^{j}, \ldots, a_{r_{1}^{j}, \epsilon_{2}, \epsilon}^{j} \in \alpha_{r_{1}^{j}, \epsilon_{2}, \epsilon}^{j}$ and $b_{1, \epsilon_{2}, \epsilon}^{k_{1}-1-j} \in$ $\beta_{1, \epsilon_{2}, \epsilon}^{k_{1}-1-j}, \ldots, b_{r_{1}^{j}, \epsilon_{2}, \epsilon}^{k_{1}-1-j} \in \beta_{r_{1}^{j}, \epsilon_{2}, \epsilon}^{k_{1}-1}$ as copies of $\tilde{\alpha}_{t}^{j}, \tilde{\beta}_{t}^{k_{1}-1-j}, \tilde{a}_{t}^{j}$ and $\tilde{b}_{t}^{k_{1}-1-j}$ in $X_{1} \times\left\{\epsilon_{2}\right\} \times$ $\{\epsilon\}$ and $\left(\left(\AA_{1} \times U_{\mathbb{R}}^{k_{1}}\right) \backslash X_{1}\right) \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}$ via the identification of $\left(\AA^{\circ}\left(P_{1}\right) \times U_{\mathbb{R}}^{k_{1}}, X_{1}\right)$ with $\left(\grave{\Delta}_{1} \times U_{\mathbb{R}}^{k_{1}} \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}, X_{1} \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}\right)$.
- for each $\epsilon_{1} \in U_{\mathbb{R}}^{k_{1}}$ and $\epsilon \in\{1,-1\}$, classes $\gamma_{1, \epsilon_{1}, \epsilon}^{i-1-j}, \ldots, \gamma_{r_{2}^{i-1-j}, \epsilon_{1}, \epsilon}^{i-1-j} \in H_{i-1-j}\left(X_{2} \times\right.$ $\left.\left\{\epsilon_{1}\right\} \times\{\epsilon\}\right)$ and $\delta_{1, \epsilon_{1}, \epsilon}^{k_{2}-i+j}, \ldots, \delta_{r_{2}^{i-1-j}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$ in $H_{k_{2}-i+j}\left(\left(\left(\AA_{2} \times U_{\mathbb{R}}^{k_{2}}\right) \backslash X_{2}\right) \times\left\{\epsilon_{1}\right\} \times\{\epsilon\}\right)$ (respectively, in $\operatorname{ker}\left(H_{0}\left(\left(\left(\AA_{2} \times U_{\mathbb{R}}^{k_{2}}\right) \backslash X_{2}\right) \times\left\{\epsilon_{1}\right\} \times\{\epsilon\}\right) \longrightarrow H_{0}\left(\AA_{2} \times\left\{\epsilon_{1}\right\} \times U_{\mathbb{R}}^{k_{2}} \times\{\epsilon\}\right)\right)$ if $k_{2}-i+j=0$ ) as well as cycles $c_{1, \epsilon_{1}, \epsilon}^{i-1-j} \in \gamma_{1, \epsilon_{1}, \epsilon}^{i-1-j}, \ldots, c_{r_{2}-1-j, \epsilon_{1}, \epsilon}^{i-1-j} \in \gamma_{r_{2}^{i-1-j}, \epsilon_{1}, \epsilon}^{i-1-j}$ and $d_{1, \epsilon_{1}, \epsilon}^{k_{2}-i+j} \in \delta_{1, \epsilon_{1}, \epsilon}^{k_{2}-i+j}, \ldots, d_{r_{2}^{i-1-j}, \epsilon_{1}, \epsilon}^{k_{2}-i+j} \in \delta_{r_{2}^{i-1-j}, \epsilon_{1}, \epsilon}^{k_{i}-i+j}$ as copies of $\tilde{\gamma}_{t}^{i-1-j}, \tilde{\delta}_{t}^{k_{2}-i+j}, \tilde{c}_{t}^{i-1-j}$ and $\tilde{d}_{t}^{k_{2}-i+j}$ in $X_{2} \times\left\{\epsilon_{1}\right\} \times\{\epsilon\}$ and $\left(\left(\Delta_{2} \times U_{\mathbb{R}}^{k_{2}}\right) \backslash X_{2}\right) \times\left\{\epsilon_{1}\right\} \times\{\epsilon\}$ via the identification of $\left(\Delta\left(P_{2}\right) \times U_{\mathbb{R}}^{k_{2}}, X_{2}\right)$ with $\left(\grave{\Delta}_{2} \times\left\{\epsilon_{1}\right\} \times U_{\mathbb{R}}^{k_{2}} \times\{\epsilon\}, X_{2} \times\left\{\epsilon_{1}\right\} \times\{\epsilon\}\right)$.

Let $t \in\left\{1, \ldots, r_{1}^{j}\right\}$ and $s \in\left\{1, \ldots, r_{2}^{i-1-j}\right\}$. By definition, the cycles $\tilde{a}_{t}^{j}$ and $\tilde{b}_{t}^{k_{1}-1-j}$ are contained in a single quadrant $\Delta\left(P_{1}\right) \times\left\{\epsilon_{t}^{j}\right\}$ (for some $\epsilon_{t}^{j} \in U_{\mathbb{R}}^{k_{1}}$ ), and the cycles $\tilde{c}_{s}^{i-1-j}$ and $\tilde{d}_{s}^{k_{2}-i+j}$ are also contained in a single quadrant $\grave{\Delta}\left(P_{2}\right) \times\left\{\zeta_{s}^{i-1-j}\right\}$ (for some $\zeta_{s}^{i-1-j} \in U_{\mathbb{R}}^{k_{2}}$ ).

By definition, $P_{1}$ takes constant sign $\epsilon_{1}$ over $\tilde{b}_{t}^{k_{1}-1-j}$ and $P_{2}$ takes constant sign $\epsilon_{2}$ over $\tilde{d}_{s}^{k_{2}-i+j}$ (when evaluated via the isomorphism $\stackrel{\Delta}{\Delta}\left(P_{l}\right) \times U_{\mathbb{R}}^{k_{l}} \cong\left(\mathbb{R}^{*}\right)^{k_{l}}$, for $l=1,2$ ). Let $\epsilon(j, t, s)$ be 1 if $\epsilon_{1}=\epsilon_{2}$, and -1 otherwise.

Then the join $a_{t, s_{s}^{i-1-j}, \epsilon(j, t, s)}^{j} \star c_{s, \epsilon_{t}^{j}, \epsilon(j, t, s)}^{i-1-j}$ of $a_{t, \zeta_{s}^{i-1-j}, \epsilon(j, t, s)}^{j}$ and $c_{s, \epsilon_{t}^{j}, \epsilon(j, t, s)}^{i-1-j}$ is a $i$-cycle in $J_{\left(\epsilon_{t}^{j}, \zeta_{s}^{i-1-j}, \epsilon(j, t, s)\right)} \subset\left(\dot{\Delta}_{1} \star \dot{\Delta}_{2} \times\left\{\epsilon_{t}^{j}\right\} \times\left\{\zeta_{s}^{i-1-j}\right\} \times\{\epsilon(j, t, s)\}\right) \cap X$.
 a $(n-1-i)$-cycle in $\stackrel{\circ}{\Delta}_{1} \star \grave{\Delta}_{2} \times\left\{\epsilon_{t}^{j}\right\} \times\left\{\zeta_{s}^{i-1-j}\right\} \times\{\epsilon(j, t, s)\}$. Furthermore, the intersection of $b_{t, \zeta_{s}^{i-1-j}, \epsilon(j, t, s)}^{k_{1}-1-j} \star d_{s, \epsilon_{t}^{j}, \epsilon(j, t, s)}^{k_{2}-i+j}$ with $\Delta_{1} \times\left\{\epsilon_{t}^{j}\right\} \times\left\{\zeta_{s}^{i-1-j}\right\} \times\{\epsilon(j, t, s)\}$ is $b_{t, \zeta_{s}^{i-1-j}, \epsilon(j, t, s)}^{k_{1}-1-j}$, which does not intersect $X$, and the intersection of $b_{t, \zeta_{s}^{i-1-j}, \epsilon(j, t, s)}^{k_{1}-1-j} \star d_{s, \epsilon_{t}^{j}, \epsilon(j, t, s)}^{k_{2}-i+j}$ with $\Delta_{2} \times\left\{\epsilon_{t}^{j}\right\} \times$ $\left\{\zeta_{s}^{i-1-j}\right\} \times\{\epsilon(j, t, s)\}$ is $d_{s, \epsilon_{t}, \epsilon(j, t, s)}^{k_{2}-i+j}$, which does not intersect $X$ either. Finally, any point in the intersection of $b_{t, \zeta_{s}^{i-1-j}, \epsilon}^{k_{1}-1-j} \star d_{s, \epsilon_{t}^{j}, \epsilon(j, t, s)}^{k_{2}-i+j}$ and $\Delta \times\left\{\epsilon_{t}^{j}\right\} \times\left\{\zeta_{s}^{i-1-j}\right\} \times\{\epsilon(j, t, s)\}$ can be written as $\left(\left(\lambda M_{1}(x),(1-\lambda) M_{2}(y), 1-\lambda\right),\left(\left\{\epsilon_{t}^{j}\right\} \times\left\{\zeta_{s}^{i-1-j}\right\} \times\{\epsilon(j, t, s)\}\right)\right)$, for some $\left.\lambda \in\right] 0,1[$, some $x \in\left(\mathbb{R}_{>0}\right)^{k_{1}}$ such that $x \epsilon_{t}^{j}:=\left(x_{1}\left(\epsilon_{t}^{j}\right)_{1}, \ldots, x_{k_{1}}\left(\epsilon_{t}^{j}\right)_{k_{1}}\right) \in\left(\mathbb{R}^{*}\right)^{k_{1}} \backslash V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)$ and some $y \in\left(\mathbb{R}_{>0}\right)^{k_{2}}$ such that $y \zeta_{s}^{i-1-j}:=\left(y_{1}\left(\zeta_{s}^{i-1-j}\right)_{1}, \ldots, y_{k_{2}}\left(\zeta_{s}^{i-1-j}\right)_{k_{2}}\right) \in\left(\mathbb{R}^{*}\right)^{k_{2}} \backslash V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)$.


Figure 5.9: For $k_{1}=k_{2}=1, i=1$ and $j=0$, the join of cycles $a=a_{1}+a_{2}$ and $c=c_{1}+c_{2}$ and the join of axes $b=b_{1}+b_{2}$ and $d=d_{1}+d_{2}$.

But this is equal to the image of $\left((x, y, z),\left(\left\{\epsilon_{t}^{j}\right\} \times\left\{\zeta_{s}^{i-1-j}\right\} \times\{\epsilon(j, t, s)\}\right)\right) \in\left(\mathbb{R}_{>0}\right)^{n} \times U_{\mathbb{R}}^{n}$ by $\dot{\phi}$ (see Formula 5.3.4), for some $z \in \mathbb{R}_{>0}$.

Then

$$
P\left(x \epsilon_{t}^{j}, y \zeta_{s}^{i-1-j}, z \epsilon(j, t, s)\right)=P_{1}\left(x \epsilon_{t}^{j}\right)+z \epsilon(j, t, s) P_{2}\left(y \zeta_{s}^{i-1-j}\right)
$$

is different from zero, as each term is different from zero and of the same sign (by definition of $\epsilon(j, t, s))$. Hence $\left(x \epsilon_{t}^{j}, y \zeta_{s}^{i-1-j}, z \epsilon(j, t, s)\right) \notin V_{\left(\mathbb{R}^{*}\right)^{n}}(P)$ and we see, via the isomorphism $\phi$, that the intersection of $b_{t, \zeta_{s} k_{1-j}^{k_{1}-1-j}, \epsilon(j, t, s)} \star d_{s, \epsilon_{t}^{j}, \epsilon(j, t, s)}^{k_{2}-i+j}$ and $X$ is trivial: $b_{t, \zeta_{s}^{i-1-j}, \epsilon(j, t, s)}^{k_{1}-1-j} \star d_{s, \epsilon_{t}^{j}, \epsilon(j, t, s)}^{k_{2}-i+j}$ is a cycle in $\left(\stackrel{\circ}{\Delta}_{1} \star{\stackrel{\circ}{\Delta_{2}}}_{2} \times\left\{\epsilon_{t}^{j}\right\} \times\left\{\zeta_{s}^{i-1-j}\right\} \times\{\epsilon(j, t, s)\}\right) \backslash X$. See also Figure 5.9.

Let us show that for any $t_{1}, t_{2} \in\left\{1, \ldots, r_{1}^{j}\right\}$ and $s_{1}, s_{2} \in\left\{1, \ldots, r_{2}^{i-1-j}\right\}$, the linking number of $\left[a_{t_{1}, \zeta_{s_{1}}^{i-1-j}, \epsilon\left(j, t_{1}, s_{1}\right)}^{j} \star c_{s_{1}, \epsilon_{t_{1}}^{j}, \epsilon\left(j, t_{1}, s_{1}\right)}^{i-1-j}\right] \in H_{i}(X)$ and $\left[b_{t_{2}, \zeta_{s_{2}}}^{k_{1}-1-j, j}, \epsilon\left(j, t_{2}, s_{2}\right), d_{s_{2}, \epsilon_{t_{2}}, \epsilon\left(j, t_{2}, s_{2}\right)}^{k_{2}-i+j}\right] \in$ $H_{n-1-i}\left(\left(\left(\stackrel{\Delta}{1}_{1} \star{\stackrel{\circ}{\Delta_{2}}}_{2}^{\circ}\right) \times U_{\mathbb{R}}^{n}\right) \backslash X\right)$ is equal to $\delta_{t_{1}, t_{2}} \delta_{s_{1}, s_{2}}$.

Let $m$ be a membrane for $b_{t_{2}, \zeta_{s_{2}}-1-j}^{k_{1}-1-j}, \epsilon\left(j, t_{2}, s_{2}\right)$ in $\circ_{1} \times\left\{\epsilon_{t_{2}}^{j}\right\} \times\left\{\zeta_{s_{2}}^{i-1-j}\right\} \times\left\{\epsilon\left(j, t_{2}, s_{2}\right)\right\}$, i.e. a $\left(k_{1}-j\right)$-chain in $\circ_{1} \times\left\{\epsilon_{t_{2}}^{j}\right\} \times\left\{\zeta_{s_{2}}^{i-1-j}\right\} \times\left\{\epsilon\left(j, t_{2}, s_{2}\right)\right\}$ such that $\partial m=b_{t_{2}, \zeta_{s_{2}}^{i-1-j}, \epsilon\left(j, t_{2}, s_{2}\right)}^{k_{1}-1-j}$. We can also assume that $m$ intersects $a_{t_{1}, \zeta_{s_{1}}^{i-1-j}, \epsilon\left(j, t_{1}, s_{1}\right)}^{j}$ transversally. Then it is easy to see that $m \star d_{s_{2}, \epsilon_{t_{2}}, \epsilon\left(j, t_{2}, s_{2}\right)}^{k_{2}-i+j}$ is a membrane for $b_{t_{2}, \zeta_{s_{2}}^{i-1-j}, \epsilon\left(j, t_{2}, s_{2}\right)}^{k_{1}-1-j} \star d_{s_{2}, \epsilon_{t_{2}}^{j}, \epsilon\left(j, t_{2}, s_{2}\right)}^{k_{2}-i+j}$ in $\left({\stackrel{\circ}{\Delta_{1}}}_{1} \star \stackrel{\circ}{\Delta}_{2}\right) \times U_{\mathbb{R}}^{n}$.

The linking number will be equal to the transversal intersection number of $m \star d_{s_{2}, \epsilon_{t_{2}}^{j}, \epsilon\left(j, t_{2}, s_{2}\right)}^{k_{2}-i+j}$
and $a_{t_{1}, \zeta_{s_{1}}^{i-1-j}, \epsilon \epsilon\left(j, t_{1}, s_{1}\right)}^{j} \star c_{s_{1}, \epsilon_{t_{1}}, \epsilon \epsilon\left(j, t_{+}, s_{1}\right)}^{i-1-j}$ in $\left(\Delta_{1}^{\circ} \star \stackrel{\circ}{2}_{2}\right) \times U_{\mathbb{R}}^{n}$. Note that it is necessarily trivial if we don't have $\epsilon_{t_{1}}^{j}=\epsilon_{t_{2}}^{j}, \zeta_{s_{1}}^{i-1-j}=\zeta_{s_{2}}^{i-1-j}$ and $\epsilon\left(j, t_{1}, s_{1}\right)=\epsilon\left(j, t_{2}, s_{2}\right)$. Assuming from now on that we do, we write $\epsilon_{1}:=\epsilon_{t_{1}}^{j}, \epsilon_{2}:=\zeta_{s_{1}}^{i-1-j}$ and $\epsilon:=\epsilon\left(j, t_{2}, s_{2}\right)$ to shorten notations.

As above, any point in $m \star d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$ (respectively, in $\left.a_{t_{1}, \epsilon_{2}, \epsilon}^{j} \star c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j}\right)$ can be written as $\left((\lambda x,(1-\lambda) y, 1-\lambda),\left(\epsilon_{1}, \epsilon_{2}, \epsilon\right)\right)$ for some $\left((x, 0,0),\left(\epsilon_{1}, \epsilon_{2}, \epsilon\right)\right) \in m,\left((0, y, 1),\left(\epsilon_{1}, \epsilon_{2}, \epsilon\right)\right) \in$ $d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$ (respectively, $\left((x, 0,0),\left(\epsilon_{1}, \epsilon_{2}, \epsilon\right)\right) \in a_{t_{1}, \epsilon_{2}, \epsilon}^{j}$ and $\left.\left((0, y, 1),\left(\epsilon_{1}, \epsilon_{2}, \epsilon\right)\right) \in c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j}\right)$ and $\lambda \in[0,1]$. As the intersection of $c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j}$ and $d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$ is trivial, we see that set-wise, we have

$$
m \star d_{s_{2}, \epsilon \epsilon_{1}, \epsilon}^{k_{2}-i+j} \cap a_{t_{1}, \epsilon_{2}, \epsilon}^{j} \star c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j}=m \star d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j} \cap a_{t_{1}, \epsilon_{2}, \epsilon}^{j} \star \overbrace{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j} \cap \Delta_{1} \times\left\{\epsilon_{1}\right\} \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}=m \cap a_{t_{1}, \epsilon_{2}, \epsilon}^{j},
$$

but this intersection is not transversal.
We slightly deform $b_{t_{2}, \epsilon_{2}, \epsilon}^{k_{1}-1-j} \star d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$ to make it transversal. We are computing an intersection number in $\left(\Delta_{1} \star \Delta_{2}\right) \times\left\{\epsilon_{1}\right\} \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}$; from now on, we identify it with ${\stackrel{\circ}{\Delta_{1}}} \star{\stackrel{\circ}{\Delta_{2}}}_{2}$, and embed it in $\mathbb{R}^{n}$ - the intersection number in $\mathbb{R}^{n}$ is the same.

For $\rho>0$, define $\left(b_{t_{2}, \epsilon_{2}, \epsilon}^{k_{1}-1-j}\right)_{\rho}:=b_{t_{2}, \epsilon_{2}, \epsilon}^{k_{1}-1-j}+\rho e_{n}=\left\{(x, 0, \rho) \mid(x, 0,0) \in b_{t_{2}, \epsilon_{2}, \epsilon}^{k_{1}-1-j}\right\}$ and similarly $m_{\rho}:=m+\rho e_{n}$. For $\rho$ small enough, $\left(b_{t_{2}, \epsilon_{2}, \epsilon}^{k_{1}-1-j}\right)_{\rho} \star d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$ does not intersect $X$ and induces the same class as $b_{t_{2}, \epsilon_{2}, \epsilon}^{k_{1}-1-j} \star d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$ in $H_{n-1-i}\left(\mathbb{R}^{n} \backslash X\right)$. The chain $m_{\rho} \star d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$ is a membrane for $\left(b_{t_{2}, \epsilon_{2}, \epsilon}^{k_{1}-1-j}\right)_{\rho} \star d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$, and for $\rho$ generic enough, it intersects $a_{t_{1}, \epsilon_{2}, \epsilon}^{j} \star \iota_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j}$ transversally. Let us count these intersection points.

Any point in $m_{\rho} \star d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$ can be written as $(\lambda x,(1-\lambda) y, 1-\lambda(1-\rho))$ for $x \in m, y \in$ $d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}+i+j}$ and $\lambda \in[0,1]$, or equivalently as $\left(\frac{\mu}{1-\rho} x,\left(1-\frac{\mu}{1-\rho}\right) y, 1-\mu\right)$ for $\mu \in[0,1-\rho]$. The points in $a_{t_{1}, \epsilon_{2}, \epsilon}^{j} \star c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j}$ can be written as $(\mu v,(1-\mu) w, 1-\mu)$ for some $v \in a_{t_{1}, \epsilon_{2}, \epsilon}^{j}$, $w \in c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j}$ and $\mu \in[0,1]$. For $\rho>0$ small enough, we can assume that the intersection of $m$ and $a_{t_{1}, \epsilon_{2}, \epsilon}^{j}$ is equal to the intersection of $\frac{1}{1-\rho} \cdot m$ and $a_{t_{1}, \epsilon_{2}, \epsilon}^{j}$ (since $m$ was assumed to be generically positioned with respect to $a_{t_{1}, \epsilon_{2}, \epsilon}^{j}$. See Figure 5.10 .

Hence for each $\mu \in[0,1-\rho]$, we have $\left.\left|m \cap a_{t_{1}, \epsilon_{2}, \epsilon}^{j} \cdot\right|\left(1-\frac{\mu}{1-\rho}\right) \cdot d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j} \cap(1-\mu) \cdot c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j} \right\rvert\, \in \mathbb{Z}_{2}$ intersection points $(\bmod 2)$ with last coordinate $1-\mu($ where $|$.$| denotes the cardinality$ modulo 2) and $\left|m \cap a_{t_{1}, \epsilon_{2}, \epsilon}^{j}\right|$ is equal to the linking number of $\left[a_{t_{1}, \epsilon_{2}, \epsilon}^{j}\right]$ and $\left[b_{t_{2}, \epsilon_{2}, \epsilon}^{k_{1}-1-j}\right]$, which is by construction $\delta_{t_{1}, t_{2}} \in \mathbb{Z}_{2}$. Moreover, $\left|\left(1-\frac{\mu}{1-\rho}\right) \cdot d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j} \cap(1-\mu) \cdot c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-\epsilon_{1}}\right|=$ $\left|\frac{1}{1-\rho} \frac{1-\mu-\rho}{1-\mu} \cdot d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j} \cap c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j}\right|$. As $\mu \mapsto \frac{1}{1-\rho} \frac{1-\mu-\rho}{1-\mu}$ maps bijectively $[0,1-\rho]$ to [0, 1], the sum over all $\mu \in[0,1-\rho]$ of $\left|\frac{1}{1-\rho} \frac{1-\mu-\rho}{1-\mu} \cdot d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j} \cap c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j}\right|$ is equal to the intersection number in $\mathbb{R}^{k_{2}}$ of $c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j}$ with the cone

$$
C d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}:=\left\{r \cdot y \mid y \in d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}, t \in[0,1]\right\} \subset \mathbb{R}^{k_{2}} .
$$

See also Figure 5.11. As $C d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$ is a membrane for $d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}$, this is equal to the linking number of $\left[l_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j}\right]$ and $\left[c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j}\right]$, which is by construction $\delta_{s_{1}, s_{2}} \in \mathbb{Z}_{2}$. Hence we have proved that the linking number of $\left[a_{t_{1}, \zeta_{s_{1}}^{j-1-j}, \epsilon\left(j, t_{1}, s_{1}\right)}^{j} \star c_{s_{1}, \epsilon_{1}, \epsilon \in\left(j, t_{+}, s_{1}\right)}^{i-1-j}\right]$ and $\left[b_{t_{2}, \zeta_{s_{2}}^{i-1-j}, \epsilon\left(j, t_{2}, s_{2}\right)}^{k_{1}-1-j}{ }^{k_{2}}\right.$ $\left.d_{s_{2}, \epsilon_{t_{2}}, \epsilon\left(j, t_{2}, s_{2}\right)}^{k_{2}-i+j}\right]$ is equal to $\delta_{t_{1}, t_{2}} \delta_{s_{1}, s_{2}} \in \mathbb{Z}_{2}$.


Figure 5.10: For $k_{1}=k_{2}=1, i=1$ and $j=0$, a transversal intersection of the joins $m_{\rho} \star d$ and $a \star c$. The big purple points are the intersection points.


Figure 5.11: The same situation as in Figure 5.10, projected along the direction $e_{1}$.

Now let us show that for $0 \leqslant j_{1}<j_{2} \leqslant i-1, t_{1} \in\left\{1, \ldots, r_{1}^{j_{1}}\right\}, s_{1} \in\left\{1, \ldots, r_{2}^{i-1-j_{1}}\right\}$, $t_{2} \in\left\{1, \ldots, r_{1}^{j_{2}}\right\}$ and $s_{2} \in\left\{1, \ldots, r_{2}^{i-1-j_{2}}\right\}$, the linking numbers of $\left[a_{t_{1}, s_{1}}^{j_{1}-1-j_{1}}, \epsilon\left(j_{1}, t_{1}, s_{1}\right) *\right.$


 $\left.d_{s_{2}, \epsilon_{2} j_{2}, \epsilon\left(j_{2}, t_{2}, s_{2}\right)}^{k_{2}-i+j_{2}}\right]$; as before, it is necessarily trivial if we don't have $\epsilon_{t_{1}}^{j_{1}}=\epsilon_{t_{2}}^{j_{2}}, \zeta_{s_{1}}^{i-1-j_{1}}=$ $\zeta_{s_{2}}^{i-1-j_{2}}$ and $\epsilon\left(j_{1}, t_{1}, s_{1}\right)=\epsilon\left(j_{2}, t_{2}, s_{2}\right)$. Assuming from now on that we do, we write $\epsilon_{1}:=\epsilon_{t_{1}}^{j_{1}}$, $\epsilon_{2}:=\zeta_{s_{1}}^{i-1-j_{1}}$ and $\epsilon:=\epsilon\left(j_{1}, t_{1}, s_{1}\right)$ to shorten notations.

We consider a $\left(k_{1}-j_{2}\right)$-chain $m$ in $\Delta_{1} \times\left\{\epsilon_{1}\right\} \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}$ such that it is a membrane for $b_{t_{2}, \epsilon_{2}, \epsilon}^{k_{1}-1-j_{2}}$. As before, the chain $m \star_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j_{2}}$ is a membrane for $b_{t_{2}, \epsilon_{2}, \epsilon}^{k_{1}-1-j_{2}} \star d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j_{2}}$, and the intersection of $m \star_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j_{2}}$ and $a_{t_{1}, \epsilon_{2}, \epsilon}^{j_{1}} \star c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j_{1}}$ is contained in $\Delta_{1} \times\left\{\epsilon_{1}\right\} \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}$ and equal, set-wise, to $m \cap a_{t_{1}, \epsilon_{2}, \epsilon}^{j_{1}}$. As $j_{2}>j_{1}$, we have $\left(k_{1}-j_{2}\right)+j_{1}<k_{1}$ and the intersection $m \cap a_{t_{1}, \epsilon_{2}, \epsilon}^{j_{1}}$ in $\Delta_{1} \times\left\{\epsilon_{1}\right\} \times\left\{\epsilon_{2}\right\} \times\{\epsilon\}$ is empty (for $m$ generic enough). Hence the linking number of $\left[a_{t_{1}, \epsilon_{2}, \epsilon}^{j_{1}} \star c_{s_{1}, \epsilon_{1}, \epsilon}^{i-1-j_{1}}\right]$ and $\left[b_{t_{2}, \epsilon_{2}, \epsilon}^{k_{1}-1-j_{2}} \star d_{s_{2}, \epsilon_{1}, \epsilon}^{k_{2}-i+j_{2}}\right]$ is 0 .

The same reasoning applies to the linking number of $\left[a_{t_{2}, \epsilon_{2}, \epsilon}^{j_{2}} \star c_{s_{2}, \epsilon_{1}, \epsilon}^{i-1-j_{2}}\right]$ and $\left[b_{t_{1}, \epsilon_{2}, \epsilon}^{k_{1}-1-j_{1}} \star\right.$ $\left.d_{s_{1}, \epsilon_{1}, \epsilon}^{k_{2}+i+j_{1}}\right]$, by taking $b_{t_{1}, \epsilon_{2}, \epsilon}^{k_{1}-1-j_{1}} \star n$ as a membrane for $b_{t_{1}, \epsilon_{2}, \epsilon}^{k_{1}-j_{1}} \star d_{s_{1}, \epsilon_{1}, \epsilon}^{k_{2}-i+j_{1}}$, where $n$ is a membrane for $d_{s_{1}, \epsilon_{1}, \epsilon}^{k_{2}-i+j_{1}}$.

Define the sets $A:=\left\{\left[a_{1, s_{s}^{i-1-j}, \epsilon(j, t, s)}^{j} \star c_{s, \epsilon_{t}^{j}, \epsilon(j, t, s)}^{i-1-j}\right] \mid j=0, \ldots, i-1, t=1, \ldots, r_{1}^{j}, s=\right.$ $\left.1, \ldots, r_{2}^{i-1-j}\right\} \subset H_{i}(X)$ and $\tilde{B}:=\left\{\left[b_{t, \zeta_{s}^{i-1-j}, \epsilon(j, t, s)}^{k_{1}-1-j} \star d_{s, \epsilon_{t}, \epsilon(j, j, s)}^{k_{2}-i+j}\right] j=0, \ldots, i-1, t=\right.$
$\left.1, \ldots, r_{1}^{j}, s=1, \ldots, r_{2}^{i-1-j}\right\} \subset H_{n-1-i}\left(\left(\AA_{1} \star \stackrel{\circ}{\Delta}_{2}\right) \times U_{\mathbb{R}}^{n} \backslash X\right)$. By slightly perturbating the cycles $b_{t, \zeta_{s}}^{k_{1}-1-j, j}, \epsilon(j, t, s)<d_{s, \epsilon_{t}^{j}, \epsilon(j, t, s)}^{k_{2}-i+j}$ representing the elements of $\tilde{B}$, we can assume that they are actually contained in $\Delta \times U_{\mathbb{R}}^{n} \backslash X$ without changing the linking number of their homology class with the elements of $A$. Let $B \subset H_{n-1-i}\left(\Delta^{\circ} \times U_{\mathbb{R}}^{n} \backslash X\right)$ be the set of the classes of those slightly modified cycles. Then the elements of $A$ and $B$ satisfy the required conditions. We only have to check that there are enough of them.

By construction,

$$
\begin{aligned}
& |A|=\sum_{j=0}^{i-1} r_{1}^{j} \cdot r_{2}^{i-1-j}= \\
& \sum_{j=0}^{i-1} \max \left(b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right)-D\left(k_{1}\right) d_{1}^{k_{1}-1}, 0\right) \cdot \max \left(b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)\right)-D\left(k_{2}\right) d_{2}{ }^{k_{2}-1}, 0\right) .
\end{aligned}
$$

Using Formulas (1.2.1) and (5.1.1 and Remark 5.3.2, we know that there exists a constant $\tilde{C}(n)$, depending only on $n$, such that $b_{*}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}(\tilde{P})\right) \leqslant \tilde{C}(n) d^{k}$ for every $k \leqslant n-1$ and every completely nondegenerate real Laurent polynomial $\tilde{P}$ in $k$ variables of degree $d$. Set also $\tilde{D}(n):=\max \{D(k) \mid k \leqslant n-1\}$, where $D$ is as above (and thus as in Lemma 5.3.3.

Then for $j=0, \ldots, i-1$, if $b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right)-D\left(k_{1}\right) d_{1}^{k_{1}-1} \leqslant 0$, we have

$$
\begin{aligned}
& b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right) \cdot b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)\right) \leqslant D\left(k_{1}\right) d_{1}^{k_{1}-1} \cdot b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)\right) \leqslant \\
& D\left(k_{1}\right) d_{1}{ }^{k_{1}-1} \cdot \tilde{C}(n) d_{2}^{k_{2}} \leqslant D\left(k_{1}\right) \tilde{C}(n) \max \left(d_{1}, d_{2}\right)^{n-2} .
\end{aligned}
$$

In particular, $r_{1}^{j} \cdot r_{2}^{i-1-j}=0 \geqslant b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right) \cdot b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)\right)-\tilde{D}(n) \tilde{C}(n) \max \left(d_{1}, d_{2}\right)^{n-2}$. We find the same inequality if $b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)\right)-D\left(k_{2}\right) d_{2}{ }^{k_{2}-1} \leqslant 0$.

If we have both $b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)\right)-D\left(k_{2}\right) d_{2}^{k_{2}-1} \geqslant 0$ and $b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right)-D\left(k_{1}\right) d_{1}^{k_{1}-1} \geqslant$ 0 , we find

$$
\left.\begin{array}{l}
r_{1}^{j} \cdot r_{2}^{i-1-j}=\left(b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right)-D\left(k_{1}\right) d_{1} k_{1}-1\right. \\
b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right) b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)\right)-\right. \\
\tilde{D}(n)\left(b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right) d_{2}^{k_{2}-1}+b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)\right) d_{1}^{k_{2}-1}\right) \geqslant \\
k_{1}-1
\end{array}\right) .
$$

Then we have

$$
\begin{aligned}
& \tilde{D}(n)\left(b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right) d_{2}{ }^{k_{2}-1}+b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right) d_{1}{ }^{k_{1}-1}\right) \leqslant\right. \\
& \tilde{D}(n)(n)\left(\tilde{C}(n) d_{1}^{k_{1}} d_{2}^{k_{2}-1}+\tilde{C}(n) d_{2}^{k_{2}} d_{1}^{k_{1}-1}\right) \leqslant 2 \tilde{D}(n) \tilde{C}(n) \max \left(d_{1}, d_{2}\right)^{n-2}
\end{aligned}
$$

Summing over all $j=0, \ldots, i-1$ and setting $F(n):=2 n \tilde{D}(n) \tilde{C}(n)$, we get

$$
|A|=\sum_{j=0}^{i-1} r_{1}^{j} \cdot r_{2}^{i-1-j} \geqslant\left(\sum_{j=0}^{i-1} b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{1}}}\left(P_{1}\right)\right) \cdot b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{k_{2}}}\left(P_{2}\right)\right)\right)-F(n) \max \left(d_{1}, d_{2}\right)^{n-2}
$$

which allows us to conclude.

### 5.3.4 Counting cycles

We are now ready to prove the Cooking Theorem, which we state again.
Theorem 5.1.1 (Cooking Theorem). Let $n \geqslant 2$. For $k=1, \ldots, n-1$, let $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ be a family of completely nondegenerate real Laurent polynomials in $k$ variables, such that $P_{d}^{k}$ is of degree $d$ and that the Newton polytope $\Delta\left(P_{d}^{k}\right)$ of $P_{d}^{k}$ is $S_{d}^{k}$. Suppose additionally that for $k=1, \ldots, n-1$ and $i=0, \ldots, k-1$,

$$
b_{i}\left(V_{\mathbb{R P}^{k}}\left(P_{d}^{k}\right)\right) \stackrel{k}{\geqslant} x_{i}^{k} \cdot d^{k}
$$

for some $x_{i}^{k} \in \mathbb{R}_{\geqslant 0}$. Then there exists a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that $\Delta\left(Q_{d}^{n}\right)=S_{d}^{n}$ and such that for $i=0, \ldots, n-1$

$$
b_{i}\left(V_{\mathbb{R P}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{\geqslant} \frac{1}{n}\left(x_{i}^{n-1}+x_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} x_{j}^{k} \cdot x_{i-1-j}^{n-1-k}\right) \cdot d^{n}
$$

where $x_{j}^{k}$ is set to be 0 for $j \notin\{0, \ldots, k-1\}$.
Moreover, if the families $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ were obtained using the combinatorial case of the Patchwork for all $k$, then the family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ can also be obtained by combinatorial patchworking.

If each family $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}($ for $k=1, \ldots, n-1)$ is such that the associated family of projective hypersurfaces is asymptotically maximal, then the family of projective hypersurfaces associated to $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ is also asymptotically maximal.

Proof. We simply need to apply Propositions 5.3 .6 and 5.3 .7 to the polynomials appearing in Proposition 5.2.6. This gives us a collection of cycles and axes, and by showing that there are enough of them, we prove the statement.

More precisely, for $d \leqslant n+1$, let $Q_{d}^{n}$ be any completely nondegenerate real Laurent polynomial obtained by combinatorial patchworking such that $\Delta\left(Q_{d}^{n}\right)=S_{d}^{n}$ (the choice of $Q_{d}^{n}$ matters not, as we are only interested in asymptotic properties), and let $\left\{Q_{d}^{n}\right\}_{d>n+1}$ be a family of completely nondegenerate real Laurent polynomials such that $\Delta\left(Q_{d}^{n}\right)=S_{d}^{n}$ and satisfying the conclusions of Proposition 5.2 .6 with regard to the polynomials $P_{d}^{k}$ (for $k=1, \ldots, n-1)$. We use the same notations as there.

As stated in Proposition5.2.6, if the families $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ were obtained using combinatorial patchworking, we can assume this to also be the case for $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$.

We will show that $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ is as wanted. Let $\tilde{C} \geqslant 0$ be such that for all $j=0, \ldots, n-1$ and all $k=1, \ldots, n-1$, we have

$$
b_{j}\left(V_{\mathbb{R}^{k}}\left(P_{d}^{k}\right)\right) \geqslant x_{j}^{k} \cdot d^{k}-\tilde{C} d^{k-1}
$$

where we set $x_{j}^{k}$ to be 0 if $j \geqslant k$. Let also $i \in\{0, \ldots, n-1\}$.
We know, from the Main Patchwork Theorem 2.2.1, that the topology of the pairs $\left(S_{d}^{n} \times U_{\mathbb{R}}^{n}, \operatorname{Chart}_{S_{d}^{n} \times U_{\mathbb{R}}^{n}}\left(Q_{d}^{n}\right)\right)$ is the same as that of $\left(S_{d}^{n} \times U_{\mathbb{R}}^{n}, v\right)$, where $v \subset S_{d}^{n} \times U_{\mathbb{R}}^{n}$ is obtained by appropriately gluing the charts of all polynomials $P_{i} \in \Sigma$ appearing in the patchworking.

For $m=0, \ldots, d-n-1$ and $k=1, \ldots, n-2$, we consider the polynomial $F_{m}^{k} \in \Sigma$. Based on Condition 2 of Proposition 5.2.6, we know that the chart of $F_{m}^{k}$ is homeomorphic to the chart of some polynomial $P$ which satisfies the hypotheses of Proposition 5.3.7, with some polynomials $\tilde{P}_{d-m-1-k}^{k}$ and $\tilde{P}_{d-m-n+k}^{n-1-k}$ (whose charts are homeomorphic to those of $P_{d-m-1-k}^{k}$ and $P_{d-m-n+k}^{n-1-k}$ ) playing the roles of $P_{1}$ and $P_{2}$ in the notations of Proposition 5.3.7. In other words and loosely speaking, $F_{m}^{k}$ is the join of $\tilde{P}_{d-m-1-k}^{k}$ and $\tilde{P}_{d-m-n+k}^{n-1-k}$.

Then the proposition implies that there exists

$$
\begin{align*}
& r\left(F_{m}^{k}\right) \geqslant \sum_{j=0}^{i-1} b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}\left(\tilde{P}_{d-m-1-k}^{k}\right)\right) \cdot b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1-k}}\left(\tilde{P}_{d-m-n+k}^{n-1-k}\right)\right)  \tag{5.3.5}\\
& \quad-F(n) \max (d-m-1-k, d-m-n+k)^{n-2}
\end{align*}
$$

such that we can find classes $\tilde{\alpha}_{1}, \ldots, \tilde{\alpha}_{r\left(F_{m}^{k}\right)}$ in $H_{i}\left(\operatorname{Chart}_{\Delta(G) \times U_{\mathbb{R}}^{n}}(G)\right)$ and $\tilde{\beta}_{1}, \ldots, \tilde{\beta}_{r\left(F_{m}^{k}\right)}$ in $H_{n-1-i}\left(\stackrel{\circ}{\Delta}(G) \times U_{\mathbb{R}}^{n} \backslash \operatorname{Chart}_{\Delta(G) \times U_{\mathbb{R}}^{n}}(G)\right)$ such that their linking numbers in $\Delta(G) \times U_{\mathbb{R}}^{n}$ verifies $l\left(\tilde{\alpha}_{s}, \tilde{\beta}_{t}\right)=\delta_{s, t} \in \mathbb{Z}_{2}$.

We pull back these classes via the pair homeomorphism to get classes $\alpha_{1}^{F_{m}^{k}}, \ldots, \alpha_{r\left(F_{m}^{k}\right)}^{F_{m}^{k}}$ in $H_{i}\left(\operatorname{Chart}_{\Delta\left(F_{m}^{k}\right) \times U_{\mathbb{R}}^{n}}\left(F_{m}^{k}\right)\right)$ and $\beta_{1}^{F_{m}^{k}}, \ldots, \beta_{r\left(F_{m}^{k}\right)}^{F_{m}^{k}}$ in $H_{n-1-i}\left(\AA^{( }\left(F_{m}^{k}\right) \times U_{\mathbb{R}}^{n} \backslash \operatorname{Chart}_{\Delta\left(F_{m}^{k}\right) \times U_{\mathbb{R}}^{n}}\left(F_{m}^{k}\right)\right)$ such that their linking numbers in $\Delta\left(F_{m}^{k}\right) \times U_{\mathbb{R}}^{n}$ verifies $l\left(\alpha_{s}^{F_{m}^{k}}, \beta_{t}^{F_{m}^{k}}\right)=\delta_{s, t} \in \mathbb{Z}_{2}$.

Moreover, observe that by the definition of polynomials $\tilde{P}_{d-m-1-k}^{k}$ and $\tilde{P}_{d-m-n+k}^{n-1-k}$ from Condition 2 of Proposition 5.2 .6 (whose charts were assumed to be homeomorphic to those of $P_{d-m-1-k}^{k}$ and $\left.P_{d-m-n+k}^{n-1-k}\right)$, we have $b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}\left(\tilde{P}_{d-m-1-k}^{k}\right)\right)=b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}\left(P_{d-m-1-k}^{k}\right)\right)$ and $b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1-k}}\left(\tilde{P}_{d-m-n+k}^{n-1-k}\right)\right)=b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1-k}}\left(P_{d-m-n+k}^{n-1-k}\right)\right)$, which means that we can rewrite Inequality 5.3.5 as

$$
\begin{aligned}
& r\left(F_{m}^{k}\right) \geqslant \sum_{j=0}^{i-1} b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}\left(\tilde{P}_{d-m-1-k}^{k}\right)\right) \cdot b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1-k}}\left(\tilde{P}_{d-m-n+k}^{n-1-k}\right)\right) \\
& \quad-F(n) \max (d-m-1-k, d-m-n+k)^{n-2}=
\end{aligned}
$$

$$
\begin{aligned}
& \sum_{j=0}^{i-1} b_{j}\left(V_{\left(\mathbb{R}^{*}\right)^{k}}\left(P_{d-m-1-k}^{k}\right)\right) \cdot b_{i-1-j}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1-k}}\left(P_{d-m-n+k}^{n-1-k}\right)\right) \\
& -F(n) \max (d-m-1-k, d-m-n+k)^{n-2} \geqslant \\
& {\left[\sum_{j=0}^{i-1}\left(x_{j}^{k} \cdot(d-m-1-k)^{k}-\tilde{C} \cdot(d-m-1-k)^{k-1}\right) .\right.} \\
& \left.\cdot\left(x_{i-1-j}^{n-1-k} \cdot(d-m-n+k)^{n-1-k}-\tilde{C} \cdot(d-m-n+k)^{n-2-k}\right)\right] \\
& -F(n) \max (d-m-1-k, d-m-n+k)^{n-2}
\end{aligned}
$$

for any $d$ large enough that $x_{j}^{k} \cdot(d-m-1-k)^{k} \geqslant \tilde{C} \cdot(d-m-1-k)^{k-1}$ and $x_{i-1-j}^{n-1-k}$. $(d-m-n+k)^{n-1-k} \geqslant \tilde{C} \cdot(d-m-n+k)^{n-2-k}$ for all $j=0, \ldots, i-1$.

Define $C_{1}:=n\left(2 \tilde{C} \max \left\{x_{j}^{l} \mid l=1, \ldots, n-1, j=0, \ldots, l-1\right\}+F(n)\right)$.
Then we have

$$
\begin{align*}
& r\left(F_{m}^{k}\right) \geqslant\left(\sum_{j=0}^{i-1} x_{j}^{k} x_{i-1-j}^{n-1-k} \cdot(d-m-1-k)^{k}(d-m-n+k)^{n-1-k}\right)  \tag{5.3.6}\\
& -C_{1} \max (d-m-1-k, d-m-n+k)^{n-2} \geqslant \\
& \left(\sum_{j=0}^{i-1} x_{j}^{k} x_{i-1-j}^{n-1-k}\right) \cdot(d-m-n)^{n-1}-C_{1}(d-m-1)^{n-2}
\end{align*}
$$

for all $d$ large enough; if we replace $C_{1}$ by $\tilde{C}_{1} \geqslant C_{1}$ large enough, we can assume this to be the case for all $d$ (and we do).

For $m=1, \ldots, d-n-1$, we also consider the pair of polynomials $G_{m}^{+}, G_{m}^{-} \in \Sigma$ (still using the notations of Proposition 5.2.6.

We know that there exist polynomials $\tilde{G}_{m}^{+}, \tilde{G}_{m}^{-}$and $\tilde{P}_{d-m-n}^{n-1}$ (with the chart of $\tilde{P}_{d-m-n}^{n-1}$ homeomorphic to the chart of $\left.P_{d-m-n}^{n-1}\right)$ that satisfy the hypotheses of Proposition 5.3.6 (where $\tilde{G}_{m}^{+}$and $\tilde{G}_{m}^{-}$correspond to $G^{+}$and $G^{-}$and $\tilde{P}_{d-m-n}^{n-1}$ to $P$ in the notations of the proposition) such that the pair $\left(\left(\Delta\left(G_{m}^{+}\right) \cup \Delta\left(G_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}\right.$, Chart $_{\Delta\left(G_{m}^{+}\right) \times U_{\mathbb{R}}^{n}}\left(G_{m}^{+}\right) \cup$ Chart $\left._{\Delta\left(G_{m}^{-}\right) \times U_{K}^{n}}\left(G_{m}^{-}\right)\right)$is homeomorphic to $\left(\left(\Delta\left(\tilde{G}_{m}^{+}\right) \cup \Delta\left(\tilde{G}_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}\right.$, Chart $_{\Delta\left(\tilde{G}_{m}^{+}\right) \times U_{\mathbb{R}}^{n}}\left(\tilde{G}_{m}^{+}\right) \cup$ Chart $\left._{\Delta\left(\tilde{G}_{m}^{-}\right) \times U_{R}^{n}}\left(\tilde{G}_{m}^{-}\right)\right)$. Loosely speaking, this gluing of charts is homeomorphic to a suspension of the chart of $P_{d-m-n}^{n-1}$.

Then the proposition implies that there exists

$$
\begin{equation*}
s\left(G_{m}\right) \geqslant b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1}}\left(\tilde{P}_{d-m-n}^{n-1}\right)\right)+b_{i-1}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1}}\left(\tilde{P}_{d-m-n}^{n-1}\right)\right)-E(n-1)(d-m-n)^{n-2} \tag{5.3.7}
\end{equation*}
$$

such that we can find classes $\tilde{\alpha}_{1}, \ldots, \tilde{\alpha}_{s\left(G_{m}\right)}$ in

$$
H_{i}\left(\operatorname{Chart}_{\Delta\left(\tilde{G}_{m}^{+}\right) \times U_{K}^{n}}\left(\tilde{G}_{m}^{+}\right) \cup \operatorname{Chart}_{\Delta\left(\tilde{G}_{m}^{-}\right) \times U_{K}^{n}}\left(\tilde{G}_{m}^{-}\right)\right)
$$

and $\tilde{\beta}_{1}, \ldots, \tilde{\beta}_{s\left(G_{m}\right)}$ in
$H_{n-1-i}\left(\left[\operatorname{Int}\left(\Delta\left(\tilde{G}_{m}^{+}\right) \cup \Delta\left(\tilde{G}_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}\right] \backslash\left[\left(\operatorname{Chart}_{\Delta\left(\tilde{G}_{m}^{+}\right) \times U_{K}^{n}}\left(\tilde{G}_{m}^{+}\right) \cup \operatorname{Chart}_{\Delta\left(\tilde{G}_{m}^{-}\right) \times U_{K}^{n}}\left(\tilde{G}_{m}^{-}\right)\right)\right]\right)$
(respectively, in the kernel of

$$
\begin{gathered}
H_{0}\left(\left[\operatorname{Int}\left(\Delta\left(\tilde{G}_{m}^{+}\right) \cup \Delta\left(\tilde{G}_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}\right] \backslash\left[\left(\operatorname{Chart}_{\Delta\left(\tilde{G}_{m}^{+}\right) \times U_{K}^{n}}\left(\tilde{G}_{m}^{+}\right) \cup \operatorname{Chart}_{\Delta\left(\tilde{G}_{m}^{-}\right) \times U_{K}^{n}}\left(\tilde{G}_{m}^{-}\right)\right)\right]\right) \\
\longrightarrow H_{0}\left(\operatorname{Int}\left(\Delta\left(\tilde{G}_{m}^{+}\right) \cup \Delta\left(\tilde{G}_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}\right)
\end{gathered}
$$

if $n-1-i=0$ ) whose linking numbers in $\operatorname{Int}\left(\Delta\left(\tilde{G}_{m}^{+}\right) \cup \Delta\left(\tilde{G}_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}$ verifies $l\left(\tilde{\alpha}_{s}, \tilde{\beta}_{t}\right)=$ $\delta_{s, t} \in \mathbb{Z}_{2}$.

We pull back these classes via the pair homeomorphism to get classes $\alpha_{1}^{G_{m}}, \ldots, \alpha_{s\left(G_{m}\right)}^{G_{m}}$ in

$$
H_{i}\left(\operatorname{Chart}_{\Delta\left(G_{m}^{+}\right) \times U_{\mathbb{R}}^{n}}\left(G_{m}^{+}\right) \cup \operatorname{Chart}_{\Delta\left(G_{m}^{-}\right) \times U_{\mathbb{R}}^{n}}\left(G_{m}^{-}\right)\right)
$$

and $\beta_{1}^{G_{m}}, \ldots, \beta_{s\left(G_{m}\right)}^{G_{m}}$ in
$H_{n-1-i}\left(\left[\operatorname{Int}\left(\Delta\left(G_{m}^{+}\right) \cup \Delta\left(G_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}\right] \backslash\left[\operatorname{Chart}_{\Delta\left(G_{m}^{+}\right) \times U_{\mathbb{R}}^{n}}\left(G_{m}^{+}\right) \cup \operatorname{Chart}_{\Delta\left(G_{m}^{-}\right) \times U_{\mathbb{R}}^{n}}\left(G_{m}^{-}\right)\right]\right)$
(respectively, in the kernel of

$$
\begin{gathered}
H_{0}\left(\left[\operatorname{Int}\left(\Delta\left(G_{m}^{+}\right) \cup \Delta\left(G_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}\right] \backslash\left[\operatorname{Chart}_{\Delta\left(G_{m}^{+}\right) \times U_{K}^{n}}\left(G_{m}^{+}\right) \cup \operatorname{Chart}_{\Delta\left(G_{m}^{-}\right) \times U_{K}^{n}}\left(G_{m}^{-}\right)\right]\right) \\
\longrightarrow H_{0}\left(\operatorname{Int}\left(\Delta\left(G_{m}^{+}\right) \cup \Delta\left(G_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}\right)
\end{gathered}
$$

if $n-1-i=0$ ) such that their linking numbers in $\operatorname{Int}\left(\Delta\left(G_{m}^{+}\right) \cup \Delta\left(G_{m}^{-}\right)\right) \times U_{\mathbb{R}}^{n}$ verifies $l\left(\alpha_{s}^{G_{m}}, \beta_{t}^{G_{m}}\right)=\delta_{s, t} \in \mathbb{Z}_{2}$.

Moreover, observe that by the definition of polynomials $\tilde{P}_{d-m-n}^{n-1}$ (whose charts were assumed to be homeomorphic to those of the polynomials $\left.P_{d-m-n}^{n-1}\right)$ from Condition 3 of Proposition5.2.6. we have $b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1}}\left(\tilde{P}_{d-m-n}^{n-1}\right)\right)=b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1}}\left(P_{d-m-n}^{n-1}\right)\right)$ and $b_{i-1}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1}}\left(\tilde{P}_{d-m-n}^{n-1}\right)\right)=$ $b_{i-1}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1}}\left(P_{d-m-n}^{n-1}\right)\right)$, which means that we can rewrite Inequality 5.3.7 as

$$
\begin{align*}
& s\left(G_{m}\right) \geqslant b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1}}\left(\tilde{P}_{d-m-n}^{n-1}\right)\right)+b_{i-1}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1}}\left(\tilde{P}_{d-m-n}^{n-1}\right)\right)-E(n-1)(d-m-n)^{n-2}= \\
& b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1}}\left(P_{d-m-n}^{n-1}\right)\right)+b_{i-1}\left(V_{\left(\mathbb{R}^{*}\right)^{n-1}}\left(P_{d-m-n}^{n-1}\right)\right)-E(n-1)(d-m-n)^{n-2} \geqslant \\
& x_{i}^{n-1} \cdot(d-m-n)^{n-1}-\tilde{C}(d-m-n)^{n-2}+x_{i-1}^{n-1} \cdot(d-m-n)^{n-1}-\tilde{C}(d-m-n)^{n-2} \\
& -E(n-1)(d-m-n)^{n-2}=  \tag{5.3.8}\\
& \left(x_{i}^{n-1}+x_{i-1}^{n-1}\right) \cdot(d-m-n)^{n-1}-(2 \tilde{C}+E(n-1)) \cdot(d-m-n)^{n-2}= \\
& \left(x_{i}^{n-1}+x_{i-1}^{n-1}\right) \cdot(d-m-n)^{n-1}-C_{2} \cdot(d-m-n)^{n-2}
\end{align*}
$$

by setting $C_{2}:=2 \tilde{C}+E(n-1)$.

Now consider the image of the classes $\alpha_{s}^{F_{k}^{m}}$ and $\alpha_{s}^{G_{m}}$ (for all $s, k, m$ for which they were defined) in $H_{i}(v)$ (via the inclusion), where $v \subset S_{d}^{n}$ is as above a gluing of the charts of the polynomials of $\Sigma$. Similarly, consider the image of the axes $\beta_{t}^{F_{m}^{k}}$ and $\beta_{t}^{G_{m}}$ in $H_{n-1-i}\left(\stackrel{\circ}{S}_{d}^{n} \times U_{\mathbb{R}}^{n} \backslash v\right)$ via the inclusion (respectively, in $\operatorname{ker}\left(H_{0}\left(\stackrel{\circ}{S}_{d}^{n} \times U_{\mathbb{R}}^{n} \backslash v\right) \longrightarrow H_{0}\left(\stackrel{\circ}{S}_{d}^{n} \times U_{\mathbb{R}}^{n}\right)\right.$ if $n-1-i=0$ ). We keep the same notations for the images of the classes by the inclusion.

As each axis $\beta_{t}^{F_{m}^{k}}$ or $\beta_{t}^{G_{m}}$ is contained in the interior of $\Delta\left(F_{m}^{k}\right) \times U_{\mathbb{R}}^{n}$ or $\Delta\left(G_{m}^{+}\right) \cup$ $\Delta\left(G_{m}^{-}\right) \times U_{\mathbb{R}}^{n}$ and is a boundary in that interior, we can find for each a membrane also contained in that interior. As the interiors of these polytopes are all disjoint (see Condition 4 of Proposition 5.2.6 , this shows that the linking number in $S_{d}^{n} \times U_{\mathbb{R}}^{n}$ of $\beta_{t}^{F_{m_{1}}^{k_{2}}}$ with any $\alpha_{s}^{F_{m_{2}}^{k_{2}}}$ is $\delta_{t, s} \delta_{m_{1}, m_{2}} \delta_{k_{1}, k_{2}}$, and its linking number with any $\alpha_{s}^{G_{m}}$ is 0 . Similarly, the linking number in $S_{d}^{n} \times U_{\mathbb{R}}^{n}$ of $\beta_{t}^{G_{m_{1}}}$ with any $\alpha_{s}^{G_{m_{2}}}$ is $\delta_{t, s} \delta_{m_{1}, m_{2}}$, and its linking number with any $\alpha_{s}^{F_{m_{2}}^{k}}$ is 0 .

This shows that the elements of $B:=\left\{\beta_{t}^{F_{m}^{k}} \mid t=1, \ldots, r\left(F_{m}^{k}\right), m=0, \ldots, d-n-1, k=\right.$ $1, \ldots, n-2\} \cup\left\{\beta_{t}^{G_{m}} \mid t=1, \ldots, s\left(G_{m}\right), m=1, \ldots, d-n-1\right\}\left(\right.$ with $B \subset H_{n-1-i}\left(\dot{S}_{d}^{n} \times U_{\mathbb{R}}^{n} \backslash v\right)$, respectively $B \subset \operatorname{ker}\left(H_{0}\left(\stackrel{\circ}{S}_{d}^{n} \times U_{\mathbb{R}}^{n} \backslash v\right) \longrightarrow H_{0}\left(\dot{S}_{d}^{n} \times U_{\mathbb{R}}^{n}\right)\right.$ if $\left.n-1-i=0\right)$ are axes to the elements of $A:=\left\{\alpha_{t}^{F_{m}^{k}} \mid t=1, \ldots, r\left(F_{m}^{k}\right), m=0, \ldots, d-n-1, k=1, \ldots, n-2\right\} \cup\left\{\alpha_{t}^{G_{m}} \mid t=\right.$ $\left.1, \ldots, s\left(G_{m}\right), m=1, \ldots, d-n-1\right\} \subset H_{i}(v)$. In particular, this implies that $b_{i}(v) \geqslant|A|$.

We know that $v$ is homeomorphic to $\operatorname{Chart}_{S_{d}^{n} \times U_{\mathbb{R}}^{n}}\left(Q_{d}^{n}\right)$, which is itself homotopy equivalent to $V_{\left(\mathbb{R}^{*}\right)^{n}}\left(Q_{d}^{n}\right)$. Finally, we know from Lemma 5.3.1 that there is a constant $C(n)$ (dependent only on $n$ ) such that $b_{i}\left(V_{\mathbb{R P}^{n}}\left(Q_{d}^{n}\right)\right) \geqslant b_{i}\left(V_{\left(\mathbb{R}^{*}\right)^{n}}\left(Q_{d}^{n}\right)\right)-C(n) d^{n-1}$. Hence we get that

$$
\begin{aligned}
& b_{i}\left(V_{\mathbb{R P}^{n}}\left(Q_{d}^{n}\right)\right) \geqslant|A|-C(n) d^{n-1}= \\
& \sum_{m=1}^{d-n-1} s\left(G_{m}\right)+\sum_{m=0}^{d-n-1} \sum_{k=1}^{n-2} r\left(F_{m}^{k}\right)-C(n) d^{n-1}
\end{aligned}
$$

Using the fact that for all $l, p \geqslant 1$, we have $\sum_{q=1}^{p} q^{l} \geqslant \frac{p^{l+1}}{l+1}-C_{3}(l) p^{l}$ for some constant $C_{3}(l)>0$, and going back to Inequality (5.3.8), we get

$$
\begin{aligned}
& \sum_{m=1}^{d-n-1} s\left(G_{m}\right) \geqslant \sum_{m=1}^{d-n-1}\left(x_{i}^{n-1}+x_{i-1}^{n-1}\right) \cdot(d-m-n)^{n-1}-C_{2} \cdot(d-m-n)^{n-2} \geqslant \\
& \frac{x_{i}^{n-1}+x_{i-1}^{n-1}}{n}(d-n-1)^{n}-\left(x_{i}^{n-1}+x_{i-1}^{n-1}\right) C_{3}(n-1) \cdot(d-n-1)^{n-1}-C_{2} \cdot(d-n-1)^{n-1}
\end{aligned}
$$

Observe that each $x_{j}^{s}$ is less than, or equal to 1. Moreover, $(d-n)^{n} \geqslant(d-n-1)^{n} \geqslant d^{n}-$ $C_{4}(n) d^{n-1}$ for some constant $C_{4}(n)>0$. We can also set $C_{5}(n):=\frac{2}{n} C_{4}(n)+2 C_{3}(n-1)+C_{2}$, and have

$$
\sum_{m=1}^{d-n-1} s\left(G_{m}\right) \geqslant \frac{x_{i}^{n-1}+x_{i-1}^{n-1}}{n} d^{n}-C_{5}(n) d^{n-1}
$$

Going back to Inequality (5.3.6), we get

$$
\begin{aligned}
& \sum_{m=0}^{d-n-1} \sum_{k=1}^{n-2} r\left(F_{m}^{k}\right) \geqslant \sum_{m=0}^{d-n-1} \sum_{k=1}^{n-2}\left(\left(\sum_{j=0}^{i-1} x_{j}^{k} x_{i-1-j}^{n-1-k}\right) \cdot(d-m-n)^{n-1}-\tilde{C}_{1} \cdot(d-m-1)^{n-2}\right) \geqslant \\
& \sum_{k=1}^{n-2}\left(\left(\sum_{j=0}^{i-1} x_{j}^{k} x_{i-1-j}^{n-1-k}\right)\left(\frac{1}{n}(d-n)^{n}-C_{3}(n-1) \cdot(d-n)^{n-1}\right)-\tilde{C}_{1} \cdot(d-1)^{n-1}\right) .
\end{aligned}
$$

Set $C_{6}(n):=n C_{4}(n)+n^{2} C_{3}(n-1)+n \tilde{C}_{1}$. We can write

$$
\sum_{m=0}^{d-n-1} \sum_{k=1}^{n-2} r\left(F_{m}^{k}\right) \geqslant\left(\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} x_{j}^{k} x_{i-1-j}^{n-1-k} \frac{d^{n}}{n}\right)-C_{6}(n) d^{n-1}
$$

Hence we can conclude that

$$
\begin{aligned}
& b_{i}\left(V_{\mathbb{R} \mathbb{P}^{n}}\left(Q_{d}^{n}\right)\right) \geqslant \sum_{m=1}^{d-n-1} s\left(G_{m}\right)+\sum_{m=0}^{d-n-1} \sum_{k=1}^{n-2} r\left(F_{m}^{k}\right)-C(n) d^{n-1} \geqslant \\
& \frac{d^{n}}{n}\left(x_{i}^{n-1}+x_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} x_{j}^{k} x_{i-1-j}^{n-1-k}\right)-\left(C_{5}(n)+C_{6}(n)+C(n)\right) d^{n-1},
\end{aligned}
$$

which is what we wanted to prove.
The statement regarding asymptotic maximality is a direct application of Lemma 6.2.4 below.

## Chapter 6

## Asymptotically large Betti numbers

### 6.1 Chapter introduction

This Chapter is the direct continuation of Chapter 5, whose notations and definitions we retain.

One can get varying, and potentially interesting, families of real projective algebraic hypersurfaces in high ambient dimension by starting with various low-dimensional families of hypersurfaces and applying the Cooking Theorem 5.1.1 recursively: each application yields a new family in some dimension $n$, which can then serve as an ingredient for higher dimensional constructions. One advantage of that method is that each new family in ambient dimension $N$ with "good" asymptotic Betti numbers obtained using other means can potentially automatically give rise, through repeated applications of the Cooking Theorem, to new interesting families in all dimensions greater than $N$.

In particular, we make use of already existing families of projective smooth real algebraic hypersurfaces in $\mathbb{P}^{3}$ designed using Bihan's results from Bih03] by Brugallé in [Bru06] to prove the two following theorems.

Theorem 6.1.1. For any $n \geqslant 3$ and any $i=0, \ldots, n-1$, there exists $c_{i}^{n}>a_{i}^{n}$ and a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that $\Delta\left(Q_{d}^{n}\right)=S_{d}^{n}$, that the associated family of real projective hypersurfaces is asymptotically maximal and that

$$
b_{i}\left(V_{\mathbb{R}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{\geqslant} c_{i}^{n} \cdot d^{n} .
$$

In other words, $b_{i}\left(V_{\mathbb{R} \mathbb{P}^{n}}\left(Q_{d}^{n}\right)\right)$ grows asymptotically strictly faster than the corresponding Hodge number $h^{i, n-1-i}\left(V_{\mathbb{C P}^{n}}\left(Q_{d}^{n}\right)\right)$, though $c_{i}^{n}$ cannot be expected to be particularly large compared to $a_{i}^{n}$ (see the end of Subsection 6.2.3 for more details on that). As far as the author is aware, this had not yet been achieved.

The second theorem, which we prove using probabilistic methods, allows us to find asymptotic (in the degree $d$ ) results that are asymptotically (as the ambient dimension $n$ goes to infinity) much better.

Theorem 6.1.2. Let $N \geqslant 1$. For $k=1, \ldots, N$, let $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ be a family of completely nondegenerate real Laurent polynomials in $k$ variables such that the Newton polytope $\Delta\left(P_{d}^{k}\right)$ of $P_{d}^{k}$ is $S_{d}^{k}$. Suppose additionally that for $k=1, \ldots, N$ and $i=0, \ldots, k-1$,

$$
b_{i}\left(V_{\mathbb{R P}^{k}}\left(P_{d}^{k}\right)\right) \stackrel{k}{=} x_{i}^{k} \cdot d^{k}
$$

for some $x_{i}^{k} \in \mathbb{R}_{\geqslant 0}$ such that $\sum_{i=0}^{k-1} x_{i}^{k}=1$ (in particular, the family of projective hypersurfaces associated to each family $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ is asymptotically maximal). Set also $x_{i}^{k}$ to be 0 for $i \notin\{0, \ldots, k-1\}$.

Define

$$
\sigma^{2}:=\frac{2}{(N+1)(N+2)}\left(\frac{1}{4}+\sum_{k=1}^{N} \sum_{i=0}^{k-1} x_{i}^{k}\left(i-\frac{k-1}{2}\right)^{2}\right)
$$

Then for every $n \geqslant N+1$ and any $i \in \mathbb{Z}$, there exist $x_{i}^{n} \in \mathbb{R}_{\geqslant 0}$ and a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that $\Delta\left(Q_{d}^{n}\right)=S_{d}^{n}$, that for $i \in \mathbb{Z}$

$$
b_{i}\left(V_{\mathbb{R} \mathbb{P}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{=} x_{i}^{n} \cdot d^{n}
$$

and such that for any $m \in \mathbb{Z}$ we have

$$
\begin{equation*}
x_{m}^{n}=\frac{1}{\sigma \sqrt{2 \pi}} \frac{1}{\sqrt{n}} \exp \left(-\frac{\left(\frac{n-1}{2}-m\right)^{2}}{2 n \sigma^{2}}\right)+o\left(n^{-\frac{1}{2}}\right) \tag{6.1.1}
\end{equation*}
$$

where the $o(1)$ error term is uniform in $m$. The family of projective hypersurfaces associated to each family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ is also asymptotically maximal.

As it is known (see Formula 6.2.9) that

$$
\begin{equation*}
a_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}=\sqrt{\frac{6}{\pi(n+1)}} \exp \left(-6 x^{2}\right)+\mathcal{O}\left(n^{-\frac{3}{2}}\right) \tag{6.1.2}
\end{equation*}
$$

this direct corollary of the theorem clearly shows its usefulness.

Theorem 6.1.3. For any $n \geqslant 3$ and any $i \in \mathbb{Z}$, there exist $c_{i}^{n}, d_{i}^{n} \in \mathbb{R}$ and families $\left\{F_{d}^{+, n}\right\}_{d \in \mathbb{N}}$ and $\left\{F_{d}^{-, n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that the Newton polytope $\Delta\left(F_{d}^{ \pm, n}\right)$ is $S_{d}^{n}$, that for $i=0, \ldots, n-1$, we have

$$
b_{i}\left(V_{\mathbb{R P}^{n}}\left(F_{d}^{+, n}\right)\right) \stackrel{n}{=} c_{i}^{n} \cdot d^{n}
$$

and

$$
b_{i}\left(V_{\mathbb{R P}^{n}}\left(F_{d}^{-, n}\right)\right) \stackrel{n}{=} d_{i}^{n} \cdot d^{n}
$$

and such that we have, for all $x \in \mathbb{R}$, that

$$
c_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}=\frac{2}{\sqrt{\pi}} \frac{1}{\sqrt{n}} \exp \left(-4 x^{2}\right)+o\left(n^{-\frac{1}{2}}\right)
$$

and

$$
d_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}=\frac{\sqrt{20}}{\sqrt{3 \pi}} \frac{1}{\sqrt{n}} \exp \left(\frac{-20 x^{2}}{3}\right)+o\left(n^{-\frac{1}{2}}\right)
$$

where the error terms o $\left(n^{-\frac{1}{2}}\right)$ are uniform in $x$. The family of projective hypersurfaces associated to each family $\left\{F_{d}^{ \pm, n}\right\}_{d \in \mathbb{N}}$ is also asymptotically maximal.

Remark 6.1.4. In particular, for $x=0$, compare with Formula 6.1.2) and see that for $n$ odd,

$$
\frac{d_{\frac{n-1}{2}}^{n}}{a_{\frac{n-1}{2}}^{n}}=\frac{\sqrt{10}}{3}+o(1),
$$

which is strictly greater than 1 for $n$ large enough.
These results are currently the only known "counterexamples" in general dimension to the principle presented in the Introduction, which suggested that real projective algebraic hypersurfaces should be expected to verify

$$
\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(\mathbb{R} X ; \mathbb{Z}_{2}\right) \leqslant \sum_{p} h^{q, p}(\mathbb{C} X) .
$$

This chapter is organized as follows: the proofs of Theorems 6.1.1, 6.1.2 and 6.1.3, as well as some observations regarding Hodge numbers and their relations to more combinatorial objects, such as Eulerian numbers and hypercube slices, are to be found in Section 6.2

Explicit approximations of the largest $c_{i}^{n}$ (using the notations of Theorem 6.1.1) that we were able to get for small $n$ are given in Section 6.3.

Finally, some closing observations are made in Section 6.4

### 6.2 Asymptotically large Betti numbers in arbitrary dimension and index

Before proceeding with the proof of Theorems 6.1.1 and 6.1.2, we make in Subsection 6.2.1 a few observations concerning Hodge numbers and their relations to some combinatorial concepts; there are indeed many connections between Hodge numbers of algebraic varieties and interesting objects in combinatorics, some of which can be found in M. Baker's survey [Bak18. We also prove results which we later use in Subsection 6.2 .3 to show that some families of real projective algebraic hypersurfaces that we define using the Cooking Theorem
have appropriately large asymptotic Betti numbers, thereby proving Theorems 6.1.1 and 6.1.2.

### 6.2.1 Asymptotic Hodge numbers and combinatorics

Let $X_{d}^{n}$ be a completely nondegenerate real algebraic hypersurface of degree $d$ in $\mathbb{C P}^{n}$. Then we have

$$
\begin{equation*}
h^{p, n-1-p}\left(\mathbb{C} X_{d}^{n}\right)=\sum_{i=0}^{n+1}(-1)^{i}\binom{n+1}{i}\binom{d(p+1)-(d-1) i-1}{n}+\delta_{n-1,2 p} \tag{6.2.1}
\end{equation*}
$$

for $p=0, \ldots, n-1$, where $h^{p, n-1-p}\left(\mathbb{C} X_{d}^{n}\right)$ is the $(p, n-1-p)$-th Hodge number of $\mathbb{C} X_{d}^{n}$ and $\binom{k_{1}}{k_{2}}=0$ if $k_{1}<k_{2}($ see DK86] $)$.

Note that $\sum_{i=0}^{n+1}(-1)^{i}\binom{n+1}{i}\binom{d(p+1)-(d-1) i-1}{n}$ is also equal to the number of ordered $(n+$ 1 )-partitions of $d(p+1)$ such that each of the summands belongs to $\{1, \ldots, d-1\}$. Indeed, the sum can be interpreted as the number of ordered $(n+1)$-partitions of $d(p+1)$ such that each of the summands is greater than or equal to 1 , minus the number of ordered $(n+1)$-partitions of $d(p+1)$ such that each of the summand is greater than or equal to 1 and at least one of the summand is greater than or equal to $d$. This is expressed using the inclusion-exclusion formula applied to the sets $A_{I}$, where $A_{I}$ (for $I \subset\{1, \ldots, n+1\}$ ) is the set of ordered $(n+1)$-partitions of $d(p+1)$ such that each of the summand is greater than or equal to 1 and the summands $a_{j}$ are greater than or equal to $d$ for any $j \in I$ (in the formula, $i$ corresponds to $|I|$ ).

The asymptotic behavior of such expressions is an interesting topic in itself, related to lattice paths, hypergeometric functions and some probabilistic notions (see for example [MPP19]). Note that a more geometric interpretation of Formula 6.2.1 can also be given, as $\sum_{i=0}^{n+1}(-1)^{i}\binom{n+1}{i}\binom{d(p+1)-(d-1) i-1}{n}$ is equal to the number of interior integer points in the section of the cube $[0, d]^{n+1} \subset \mathbb{R}^{n+1}$ by the hyperplane $\left\{\sum_{i=0}^{n+1} x_{i}=(p+1) d\right\} \subset \mathbb{R}^{n+1}$.

For $n \in \mathbb{N}, p \in\{0, \ldots, n-1\}$ and $i \in\{0, \ldots, n-1\}$ given, the expression $\binom{d(p+1)-(d-1) i-1}{n}=$ $\binom{d(p+1-i)+i-1}{n}$ is a polynomial in $d$ of degree $n$ whose monomial of highest degree is $d^{n} \frac{(p+1-i)^{n}}{n!}$ if $i<p+1$, and a constant (in $d$ ) for $d$ large enough otherwise. Hence, as $d$ goes to infinity, $h^{p, n-1-p}\left(\mathbb{C} X_{d}^{n}\right)$ is a polynomial in degree $n$ whose monomial of highest degree is

$$
\begin{equation*}
\frac{d^{n}}{n!}\left(\sum_{i=0}^{p}(-1)^{i}\binom{n+1}{i}(p+1-i)^{n}\right) \tag{6.2.2}
\end{equation*}
$$

As in Section 5.1, we define $a_{p}^{n}:=\frac{1}{n!}\left(\sum_{i=0}^{p}(-1)^{i}\binom{n+1}{i}(p+1-i)^{n}\right)$ for $p \in\{0, \ldots, n-1\}$. For convenience, we also define $a_{p}^{n}:=0$ for any $p \in \mathbb{Z} \backslash\{0, \ldots, n-1\}$. Observe that Formula 5.1.1) implies that $\sum_{p \in \mathbb{Z}} a_{p}^{n}=1$ for any $n \geqslant 1$.

The theory of Ehrhart polynomials tells us that the number of interior integer points in the section of the cube $[0, d]^{n+1} \subset \mathbb{R}^{n+1}$ by the hyperplane $\left\{\sum_{i=0}^{n+1} x_{i}=(p+1) d\right\}$ is
a polynomial in $d$ of degree $n$ whose leading coefficient is equal to the $n$-volume of the section of the cube $[0,1]^{n+1} \subset \mathbb{R}^{n+1}$ by the hyperplane $\left\{\sum_{i=0}^{n+1} x_{i}=p+1\right\}$ normalized by the lattice volume of $\left\{\sum_{i=0}^{n+1} x_{i}=p+1\right\}$ (which is $\sqrt{n+1}$ ). In other words, we have

$$
a_{p}^{n}=\frac{1}{\sqrt{n+1}} \operatorname{Vol}_{n}\left([0,1]^{n+1} \cap\left\{\sum_{i=0}^{n+1} x_{i}=p+1\right\}\right) .
$$

Interesting questions can be asked about the volumes of high dimensional polytopes obtained in similar ways (see for example [CK15]).

Consider also that the $(n, p)$-th Eulerian number $E(n, p)$ (which is equal to the number of permutations of the set $\{1, \ldots, n\}$ in which exactly $p$ elements are greater than the previous element) admits the explicit expression

$$
\begin{equation*}
E(n, p)=\sum_{i=0}^{p}(-1)^{i}\binom{n+1}{i}(p+1-i)^{n} \tag{6.2.3}
\end{equation*}
$$

Hence we have $a_{p}^{n}=\frac{1}{n!} E(n, p)$ for $n \geqslant 1$ and $p \geqslant 0$.
A function $p: \mathbb{Z} \longrightarrow \mathbb{R}_{\geqslant 0}$ is called log-concave if $p(m)^{2} \geqslant p(m-1) p(m+1)$ for all $m \in \mathbb{Z}$, and if its support is a contiguous interval, i.e. if there exist $m_{1}, m_{2} \in \mathbb{Z}$ such that $m_{1}<m_{2}$, $p(m)=0$ for all $m \leqslant m_{1}$ and all $m \geqslant m_{2}$, and $p(m)>0$ for all $m_{1}<m<m_{2}$. The second condition is sometimes omitted. As is shown, for example, in [Mez19 (Section 6.5), the sequence of Eulerian numbers $\{E(n, p)\}_{p \in \mathbb{Z}}$ (for a given $n \geqslant 1$ ) is symmetric in $\frac{n-1}{2}$ and logconcave; moreover, it is 0 for $p<0$, strictly increasing from $p=0$ to $p=\frac{n-1}{2}$ and strictly decreasing from $p=\frac{n-1}{2}$ to $p=n-1$ for $n$ odd (respectively, strictly increasing from $p=0$ to $p=\frac{n}{2}-1$, strictly decreasing from $p=\frac{n}{2}$ to $p=n-1$, and $E\left(n, \frac{n}{2}-1\right)=E\left(n, \frac{n}{2}\right)$ for $n$ even), and 0 for $p>n-1$. This naturally implies the corresponding statements for the sequence $\left\{a_{p}^{n}\right\}_{p \in \mathbb{Z}}$.

Log-concavity is an interesting notion, though we make no use of it here; a survey of some of the properties of log-concave functions and sequences (some of which are related to algebraic geometry) can be found in [SW14].

We want to consider the second order central finite differences of the coefficients $a_{p}^{n}$, i.e. the sequence

$$
D^{2} a_{p}^{n}:=a_{p+1}^{n}-2 a_{p}^{n}+a_{p-1}^{n},
$$

as it proves a useful notion in Subsection 6.2.3.
Eulerian numbers are known to satisfy the recursive relation

$$
E(n, p)=(n-p) E(n-1, p-1)+(p+1) E(n-1, p)
$$

for all $n \geqslant 1$ and $p \in \mathbb{Z}$.

Hence we can see that

$$
\begin{aligned}
& n!D^{2} a_{p}^{n}=E(n, p+1)-2 E(n, p)+E(n, p-1)= \\
& ((n-p-1) E(n-1, p)+(p+2) E(n-1, p+1)) \\
& -2((n-p) E(n-1, p-1)+(p+1) E(n-1, p)) \\
& +((n-p+1) E(n-1, p-2)+p E(n-1, p-1))= \\
& (n-p+1)(E(n-1, p)-2 E(n-1, p-1)+E(n-1, p-2)) \\
& +(p+2)(E(n-1, p+1)-2 E(n-1, p)+E(n-1, p-1))= \\
& (n-p+1)(n-1)!D^{2} a_{p-1}^{n-1}+(p+2)(n-1)!D^{2} a_{p}^{n-1} .
\end{aligned}
$$

Therefore the finite difference $D^{2} a_{p}^{n}$ satisfies the following recursive relation:

$$
\begin{equation*}
D^{2} a_{p}^{n}=\frac{n-p+1}{n} D^{2} a_{p-1}^{n-1}+\frac{p+2}{n} D^{2} a_{p}^{n-1} . \tag{6.2.4}
\end{equation*}
$$

Interestingly (though we make no use of that fact), we also see that the finite differences $E(n, p+1)-2 E(n, p)+E(n, p-1)$ obey the same recursive relation as the Eulerian numbers themselves, up to a shift in parameter $p \rightarrow p+1$.

We already know that for $n \geqslant 1$, the sequence $\left\{D^{2} a_{p}^{n}\right\}_{p \in \mathbb{Z}}$ is symmetric in $\frac{n-1}{2}$. The following lemma gives us more precise information:

Lemma 6.2.1. Let $n \geqslant 3$. If $n$ is odd (respectively, even), there exists $0 \leqslant \tilde{p}_{n}<\frac{n-1}{2}$ (respectively, $0 \leqslant \tilde{p}_{n}<\frac{n}{2}-1$ ) such that the sequence $\left\{D^{2} a_{p}^{n}\right\}_{p \in \mathbb{Z}}$ satisfies:

1. $D^{2} a_{p}^{n}=0$ for $p \leqslant-2$ and $p \geqslant n+1$.
2. $D^{2} a_{p}^{n}>0$ for $-1 \leqslant p \leqslant \tilde{p}_{n}$ and $n-1-\tilde{p}_{n} \leqslant p \leqslant n$.
3. $D^{2} a_{p}^{n} \leqslant 0$ for $p \in\left\{\tilde{p}_{n}+1, n-2-\tilde{p}_{n}\right\}$.
4. $D^{2} a_{p}^{n}<0$ for $\tilde{p}_{n}+2 \leqslant p \leqslant n-3-\tilde{p}_{n}$.

Moreover, there cannot be two consecutive integers $n \geqslant 3$ such that $D^{2} a_{\tilde{p}_{n}+1}^{n}=D^{2} a_{n-2-\tilde{p}_{n}}^{n}=$ 0.

Proof. We proceed by induction. The case $n=3$ can be directly computed (we have $a_{0}^{3}=a_{2}^{3}=\frac{1}{6}$ and $\left.a_{1}^{3}=\frac{2}{3}\right)$.

Suppose the statement true for $n-1$, and express $D^{2} a_{p}^{n}$ as $\frac{n-p+1}{n} D^{2} a_{p-1}^{n-1}+\frac{p+2}{n} D^{2} a_{p}^{n-1}$ using Formula 6.2.4. By symmetry, we only need to consider $p \leqslant \frac{n-1}{2}$. Condition 1 is clearly satisfied.

If $D^{2} a_{\tilde{p}_{n-1}+1}^{n-1}=0$, we set $\tilde{p}_{n}=\tilde{p}_{n-1}+1$. Then we have $D^{2} a_{p}^{n}>0$ for $-1 \leqslant p \leqslant \tilde{p}_{n}$ and $n-1-\tilde{p}_{n} \leqslant p \leqslant n$, and $D^{2} a_{p}^{n}<0$ for $\tilde{p}_{n}+1<p<n-2-\tilde{p}_{n}$. Note in particular that $D^{2} a_{\tilde{p}_{n}+1}^{n}=D^{2} a_{n-2-\tilde{p}_{n}}^{n} \neq 0$.


Figure 6.1:
If $D^{2} a_{\tilde{p}_{n-1}+1}^{n-1}<0$, set $\tilde{p}_{n}=\tilde{p}_{n-1}+1$ if $D^{2} a_{\tilde{p}_{n-1}+1}^{n}=\frac{n-\tilde{p}_{n-1}}{n} D^{2} a_{\tilde{p}_{n-1}}^{n-1}+\frac{\tilde{p}_{n-1}+3}{n} D^{2} a_{\tilde{p}_{n-1}+1}^{n-1}>$ 0 and set $\tilde{p}_{n}=\tilde{p}_{n-1}$ if $D^{2} a_{\tilde{p}_{n-1}}^{n} \leqslant 0$. Then we have $D^{2} a_{p}^{n}>0$ for $-1 \leqslant p \leqslant \tilde{p}_{n}, D^{2} a_{p}^{n} \leqslant 0$ for $p=\tilde{p}_{n}+1$, and $D^{2} a_{p}^{n}<0$ for $\tilde{p}_{n}+2 \leqslant p \leqslant n-3-\tilde{p}_{n}$ (see Figure 6.1).

In both cases, we have $\tilde{p}_{n} \geqslant \tilde{p}_{n-1} \geqslant 0$, and $\tilde{p}_{n}$ is necessarily strictly smaller than $\frac{n}{2}-1$, as $D^{2} a_{\tilde{p}_{n}}^{n}>0$ and $D^{2} a_{\frac{n}{2}-1}^{n}<0$ if $n$ is even, as we know that $a_{\frac{n}{2}-2}^{n}<a_{\frac{n}{2}-1}^{n}=a_{\frac{n}{2}}^{n}>a_{\frac{n}{2}+1}^{n}$ (respectively, $D^{2} a_{\frac{n-1}{2}}^{n}<0$ if $n$ is odd, as we know that $a_{\frac{n-1}{2}-1}^{n}<a_{\frac{n-1}{2}}^{n}>a_{\frac{n-1}{2}+1}^{n}$ ).

Remark 6.2.2. Computations carried out on a computer suggest that $D^{2} a_{p}^{n}$ is in fact never 0 between -1 and $n$; it admits two (symmetric) global maxima, and one global minimum in $p=\frac{n-1}{2}$ if $n$ is odd (respectively, two global minima in $p=\frac{n}{2}-1, \frac{n}{2}$ if $n$ is even).

It should be possible to prove it directly, though it does not appear to be a direct consequence of the log-concavity of the sequence .

Remark 6.2.3. We can describe more precisely the asymptotic behaviour of $D^{2} a_{p}^{n}$, though only its sign matters to us. Indeed, for any $s \in \mathbb{R}$, we have

$$
\begin{equation*}
D^{2} a_{\left\lfloor\frac{n-1}{2}+s \sqrt{n}\right\rfloor}^{n}=\sqrt{\frac{6}{\pi}} \frac{12}{(n+1)^{\frac{3}{2}}} \exp \left(-6 s^{2}\right)\left(12 s^{2}-1\right)+\mathcal{O}\left(n^{-\frac{5}{2}}\right) . \tag{6.2.5}
\end{equation*}
$$

This can be proved by modifying the proof of Formula (6.2.9) below given in XW11] (Theorem 3.1 of that article), which rests on some properties of $B$-splines, in order to get a higher order estimate for the coefficients $a_{p}^{n}$, then write out $D^{2} a_{p}^{n}=a_{p+1}^{n}-2 a_{p}^{n}+a_{p-1}^{n}$.

Before ending this subsection, we formulate one last recursive relation related to the
coefficients $a_{p}^{n}$ (for $n \geqslant 1$ and $p=0, \ldots, n-1$ ), which we need later on. It can be immediately deduced from Itenberg's and Viro's work in [IV07] that we have

$$
\begin{equation*}
a_{p}^{n}=\frac{1}{n}\left(a_{p}^{n-1}+a_{p-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{p-1} a_{j}^{k} \cdot a_{p-1-j}^{n-1-k}\right) . \tag{6.2.6}
\end{equation*}
$$

Observe that this means that if every family of polynomials $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ in Theorem 5.1.1 is asymptotically standard, i.e. $b_{i}\left(V_{\mathbb{R P}^{k}}\left(P_{d}^{k}\right)\right) \stackrel{k}{=} a_{i}^{k} \cdot d^{k}$, then so is $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ (the asymptotic inequality in Formula 5.1 .2 must be an equality because of the Smith-Thom inequality). This is the case considered in [IV07].

In Theorem 6.1.2 below, we compute the asymptotics of various families of coefficients obeying the same recursive relation $\sqrt{6.2 .6}$ as the coefficients $a_{p}^{n}$ for $n$ large enough, but with different initial parameters.

### 6.2.2 Notations and known results

In this subsection, we define some notations, prove a useful lemma, and quote the results from Brugallé, Itenberg and Viro that will provide us with the main ingredients for our constructions.

When considering in what follows the asymptotic Betti numbers of the projective hypersurfaces associated to a family of completely nondegenerate real Laurent polynomials $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$, it is slightly more convenient to use the following notation: if $b_{i}\left(V_{\mathbb{R} \mathbb{P}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{\geqslant}$ $x_{i}^{n} \cdot d^{n}$ for some $x_{i}^{n} \geqslant 0$, we instead write $b_{i}\left(V_{\mathbb{R} \mathbb{P}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{\geqslant}\left(a_{i}^{n}+t_{i}^{n}\right) \cdot d^{n}$, where $t_{i}^{n}=x_{i}^{n}-a_{i}^{n}$.

If we rewrite the statement of Theorem 5.1.1 with that convention, we get that for families $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $k$ variables (for $k=1, \ldots, n-1)$, such that $P_{d}^{k}$ is of degree $d$ and that the Newton polytope $\Delta\left(P_{d}^{k}\right)$ of $P_{d}^{k}$ is $S_{d}^{k}$ and such that for $i=0, \ldots, k-1$,

$$
b_{i}\left(V_{\mathbb{R P}^{k}}\left(P_{d}^{k}\right)\right) \stackrel{k}{\geqslant}\left(a_{i}^{k}+t_{i}^{k}\right) \cdot d^{k}
$$

for some $t_{i}^{k} \in \mathbb{R}$, there exists a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that $\Delta\left(Q_{d}^{n}\right)=S_{d}^{n}$ and such that for $i=0, \ldots, n-1$

$$
\begin{equation*}
b_{i}\left(V_{\mathbb{R}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{\geqslant}\left(a_{i}^{n}+\frac{1}{n}\left(t_{i}^{n-1}+t_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} 2\left(t_{j}^{k} \cdot a_{i-1-j}^{n-1-k}\right)+t_{j}^{k} \cdot t_{i-1-j}^{n-1-k}\right)\right) \cdot d^{n} \tag{6.2.7}
\end{equation*}
$$

where $t_{j}^{k}$ is set to be 0 for $j \notin\{0, \ldots, k-1\}$.
Remember that a family of real smooth algebraic projective hypersurfaces $\left\{X_{d}^{n}\right\}_{d \in \mathbb{N}}$ is aymptotically maximal if $b_{*}\left(\mathbb{R} X_{d}^{n}\right) \stackrel{n}{=} b_{*}\left(\mathbb{C} X_{d}^{n}\right)$. In particular, if $b_{i}\left(\mathbb{R} X_{d}^{n}\right) \stackrel{n}{\geqslant}\left(a_{i}^{n}+t_{i}^{n}\right) \cdot d^{n}$ and $\sum_{i=0}^{n-1} t_{i}^{n}=0$, we have $b_{*}\left(\mathbb{R} X_{d}^{n}\right) \stackrel{n}{\geqslant} \sum_{i=0}^{n-1}\left(a_{i}^{n}+t_{i}^{n}\right) \cdot d^{n}=d^{n} \stackrel{n}{=} b_{*}\left(\mathbb{C} X_{d}^{n}\right)$, hence
$b_{*}\left(\mathbb{R} X_{d}^{n}\right) \stackrel{n}{=} b_{*}\left(\mathbb{C} X_{d}^{n}\right)$ (because of the Smith-Thom inequality) and $\left\{X_{d}^{n}\right\}_{d \in \mathbb{N}}$ is asymptotically maximal.

We can now prove the following lemma regarding asymptotic maximality :
Lemma 6.2.4. Let $n \geqslant 2$. For $k=1, \ldots, n-1$, let $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ be a family of completely nondegenerate real Laurent polynomials in $k$ variables such that $P_{d}^{k}$ is of degree $d$ and that the Newton polytope $\Delta\left(P_{d}^{k}\right)$ of $P_{d}^{k}$ is $S_{d}^{k}$ and such that for $i=0, \ldots, k-1$,

$$
\begin{equation*}
b_{i}\left(V_{\mathbb{R P}^{k}}\left(P_{d}^{k}\right)\right) \stackrel{k}{\geqslant}\left(a_{i}^{k}+t_{i}^{k}\right) \cdot d^{k} \tag{6.2.8}
\end{equation*}
$$

for some $t_{i}^{k} \in \mathbb{R}$, as in the Cooking Theorem 5.1.1. Let $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ be a family of polynomials cooked with the ingredients $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ using the Cooking Theorem.

Suppose additionally that each family $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ is such that $\sum_{i=0}^{k-1} t_{i}^{k}=0$, hence the associated family of projective hypersurfaces $\left\{V_{\mathbb{P}^{k}}\left(P_{d}^{k}\right)\right\}_{d \in \mathbb{N}}$ is asymptotically maximal. Then the sum over $i=0, \ldots, n-1$ of the coefficients

$$
\frac{1}{n}\left(t_{i}^{n-1}+t_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} 2\left(t_{j}^{k} \cdot a_{i-1-j}^{n-1-k}\right)+t_{j}^{k} \cdot t_{i-1-j}^{n-1-k}\right)
$$

from Formula 6.2.7 is also 0 ; in particular, the family of hypersurfaces $\left\{V_{\mathbb{P}^{k}}\left(Q_{d}^{n}\right)\right\}_{d \in \mathbb{N}}$ associated to $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ is also asymptotically maximal, and the asymptotic inequality 6.2.8) is an asymptotic equality.

Proof. We know that for $i=0, \ldots, n-1$,

$$
b_{i}\left(V_{\mathbb{R}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{\geqslant}\left(a_{i}^{n}+\frac{1}{n}\left(t_{i}^{n-1}+t_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} 2\left(t_{j}^{k} \cdot a_{i-1-j}^{n-1-k}\right)+t_{j}^{k} \cdot t_{i-1-j}^{n-1-k}\right)\right) \cdot d^{n}
$$

where $t_{j}^{k}$ and $a_{j}^{k}$ are set to be 0 for $j \notin\{0, \ldots, k-1\}$. Set

$$
t_{i}^{n}:=\frac{1}{n}\left(t_{i}^{n-1}+t_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} 2\left(t_{j}^{k} \cdot a_{i-1-j}^{n-1-k}\right)+t_{j}^{k} \cdot t_{i-1-j}^{n-1-k}\right)
$$

for $i \in \mathbb{Z}$; observe that $t_{i}^{n}=0$ if $i \notin\{0, \ldots, n-1\}$.
Showing that $\sum_{i=0}^{n-1} t_{i}^{n}=\sum_{i \in \mathbb{Z}} \mathbb{Z}_{i}^{n}=0$ is enough to conclude (using as above the SmithThom inequality).

Indeed, we have

$$
\begin{aligned}
& \sum_{i=0}^{n-1} t_{i}^{n}=\sum_{i \in \mathbb{Z}} \frac{1}{n}\left(t_{i}^{n-1}+t_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} 2\left(t_{j}^{k} \cdot a_{i-1-j}^{n-1-k}\right)+t_{j}^{k} \cdot t_{i-1-j}^{n-1-k}\right)= \\
& \frac{1}{n}\left(\left(\sum_{i \in \mathbb{Z}} t_{i}^{n-1}\right)+\left(\sum_{i \in \mathbb{Z}} t_{i-1}^{n-1}\right)+\sum_{k=1}^{n-2} \sum_{j \in \mathbb{Z}} t_{j}^{k} \cdot\left(2 \sum_{i \in \mathbb{Z}} a_{i-1-j}^{n-1-k}+\sum_{i \in \mathbb{Z}} t_{i-1-j}^{n-1-k}\right)\right)=
\end{aligned}
$$

$$
\frac{1}{n}\left(0+0+\sum_{k=1}^{n-2} \sum_{j \in \mathbb{Z}} t_{j}^{k} \cdot(2+0)\right)=\frac{2}{n} \sum_{k=1}^{n-2} \sum_{j \in \mathbb{Z}} t_{j}^{k}=0
$$

We now quote (using our notations) two results that attest the existence of families of polynomials which we later use as ingredients for the Cooking Theorem to prove Theorem 6.1.1. The first one was proved by Itenberg and Viro in [IV07, and alluded to in Section 5.1

Theorem 6.2.5 (Itenberg, Viro). Let $k \geqslant 1$. There exists a family $\left\{I_{d}^{k}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $k$ variables obtained by combinatorial Patchwork such that $I_{d}^{k}$ is of degree $d$ and that the Newton polytope $\Delta\left(I_{d}^{k}\right)$ of $I_{d}^{k}$ is $S_{d}^{k}$ and such that for $i=0, \ldots, k-1$,

$$
b_{i}\left(V_{\mathbb{R}^{p} k}\left(I_{d}^{k}\right)\right) \stackrel{k}{=} a_{i}^{k} \cdot d^{k} .
$$

In particular, the families $\left\{V_{\mathbb{P}^{k}}\left(I_{d}^{k}\right)\right\}_{d \in \mathbb{N}}$ are asymptotically maximal.
The hypersurfaces associated to the polynomials $I_{d}^{k}$ are asymptotically standard in the same sense as above. They serve as "neutral" ingredients in what follows, in that they do not contribute to any difference from the asymptotically standard case.

The second result comes from Bru06], where Brugallé builds two families of completely nondegenerate real Laurent polynomials in 3 variables such that the associated surfaces in $\mathbb{P}^{3}$ have exceptionally large asymptotic $b_{0}$ (respectively, $b_{1}$ ) using a method from Bihan's Bih03.

Theorem 6.2.6 (Brugallé). There exist families $\left\{B_{d}^{+}\right\}_{d \in \mathbb{N}}$ and $\left\{B_{d}^{-}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in 3 variables such that $B_{d}^{ \pm}$is of degree $d$ and that the Newton polytope $\Delta\left(B_{d}^{ \pm}\right)$of $B_{d}^{ \pm}$is $S_{d}^{3}$ and such that

$$
\begin{aligned}
& b_{0}\left(V_{\mathbb{R P}^{3}}\left(B_{d}^{+}\right)\right) \stackrel{3}{=} \frac{3}{8} \cdot d^{3}=\left(\frac{1}{6}+\frac{5}{24}\right) \cdot d^{3}=\left(a_{0}^{3}+\frac{5}{24}\right) \cdot d^{3}, \\
& b_{1}\left(V_{\mathbb{R P}^{3}}\left(B_{d}^{+}\right)\right) \stackrel{3}{=} \frac{1}{4} \cdot d^{3}=\left(\frac{2}{3}-\frac{5}{12}\right) \cdot d^{3}=\left(a_{1}^{3}-\frac{5}{12}\right) \cdot d^{3}, \\
& b_{0}\left(V_{\mathbb{R} \mathbb{P}^{3}}\left(B_{d}^{-}\right)\right) \stackrel{3}{=} \frac{1}{8} \cdot d^{3}=\left(\frac{1}{6}-\frac{1}{24}\right) \cdot d^{3}=\left(a_{0}^{3}-\frac{1}{24}\right) \cdot d^{3}
\end{aligned}
$$

and

$$
b_{1}\left(V_{\mathbb{R P}^{3}}\left(B_{d}^{-}\right)\right) \stackrel{3}{=} \frac{3}{4} \cdot d^{3}=\left(\frac{2}{3}+\frac{1}{12}\right) \cdot d^{3}=\left(a_{1}^{3}+\frac{1}{12}\right) \cdot d^{3} .
$$

In particular, the families $\left\{V_{\mathbb{P} 3}\left(B_{d}^{ \pm}\right)\right\}_{d \in \mathbb{N}}$ are asymptotically maximal.
Remark 6.2.7. Of course, Poincaré duality applies, as homology is considered with coefficients in $\mathbb{Z}_{2}$.

Remark 6.2.8. As far as the author is aware, these are the largest asymptotic values for each respective Betti numbers of a smooth real projective algebraic surface to have been obtained to this day, which is why we choose to use them as ingredients in what follows.

Remark 6.2.9. It is not particularly hard, though somewhat tedious, to show that for any $a \in\left[-\frac{1}{24}, \frac{5}{24}\right]$, we can build (using the families $\left\{B_{d}^{ \pm}\right\}_{d \in \mathbb{N}}$ ) a family $\left\{P_{d}^{3}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in 3 variables such that the Newton polytope $\Delta\left(P_{d}^{3}\right)$ is $S_{d}^{3}$ and that for $i=0, \ldots, 2$, we have

$$
b_{i}\left(V_{\mathbb{R}^{\mathbb{}}}\left(P_{d}^{3}\right)\right) \stackrel{n}{=} x_{i}^{3} \cdot d^{n}
$$

with $x_{0}^{3}=x_{2}^{3}=\frac{1}{6}+a$ and $x_{1}^{3}=\frac{4}{6}-2 a$. The idea is to partition $S_{d}^{3}$ (for very large degrees d) into smaller, albeit still very large, simplices corresponding either to $B_{\tilde{d}}^{+}$or to $B_{\tilde{d}}^{-}$, for some $\tilde{d}<d$ (with some interstitial space of asymptotically negligible volume). The proportion $\lambda_{d} \in[0,1]$ (respectively, $1-\lambda_{d} \in[0,1]$ ) of the total volume of $S_{d}^{3}$ filled by simplices corresponding to $B_{\tilde{d}}^{+}$(respectively, to $B_{\tilde{d}}^{-}$) must be such that $\lambda_{d} \frac{5}{24}-\left(1-\lambda_{d}\right) \frac{1}{24}$ converges to a as $d \rightarrow \infty$.

### 6.2.3 The first construction

In this subsection, we describe the first of our two main families of constructions. It allows us to find for every dimension and index Betti numbers that are asymptotically (in $d$ ) strictly superior to the standard case, but not by a large margin: this enables us to prove Theorem 6.1.1. The other one is described in Subsection 6.2.4 and provides much better asymptotic (in $d$ ) lower bounds on the chosen Betti numbers, but only asymptotically (in $n$ ); it allows us to prove Theorem 6.1.2.

The idea is to carefully pick families of polynomials $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ in $k$ variables (with $k$ small) as ingredients for the Cooking Theorem 5.1.1 in order to get families of polynomials $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ (with $n$ large) with interesting properties.

Given $n \geqslant 3$ and $i=0, \ldots, n-1$, the polynomials $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}($ for $k=1, \ldots, n-1)$ must be chosen so that the asymptotic Betti numbers of the associated families of projective hypersurfaces are such that the right-hand term of Formula 6 6.2.7) is large.

As far as the author knows, few interesting (in that regard) families have yet been constructed in high ambient dimension. Hence, we must work our way up from dimension 3, where we have Theorem 6.2.6, by recursively applying the Cooking Theorem: a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ that we get as the result of one application of the theorem can serve as an ingredient for a construction in higher dimension.

Note that should a new family of hypersurfaces with interesting asymptotic Betti number be developed in a given dimension $n$, we could immediately use it as an ingredient to hopefully get new and interesting results in dimension $\tilde{n}>n$.

Observe also that since there is only one non-trivial Betti number in ambient dimension 1 , and two that are equal in ambient dimension 2 (and hence both asymptotically smaller than or equal to $\frac{d^{2}}{2}$ ), nothing interesting can a priori be expected from the direct use of non-asymptotically standard families in ambient dimension 1 and 2.

In general, it is unclear how to choose the ingredients $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ so that a given Betti number is maximized in the resulting family of hypersurfaces, as Formula 6.2.7) is fairly complicated; the trick we use in the first construction, which is described in the proof of the following lemma, is to make it so that most terms in the formula are trivial, so that we can understand it better. The results are most likely, in a sense, suboptimal, but they suffice for our purpose here.

Lemma 6.2.10. For each $n \geqslant 8$, there exist families $\left\{H_{d}^{+, n}\right\}_{d \in \mathbb{N}}$ and $\left\{H_{d}^{-, n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that $H_{d}^{ \pm, n}$ is of degree $d$ and that the Newton polytope $\Delta\left(H_{d}^{ \pm, n}\right)$ is $S_{d}^{n}$ and such that for $i=0, \ldots, n-1$, we have

$$
b_{i}\left(V_{\mathbb{R} \mathbb{P}^{n}}\left(H_{d}^{+, n}\right)\right) \stackrel{n}{=}\left(a_{i}^{n}+\frac{2}{n} \frac{5}{24} D^{2} a_{i-2}^{n-4}\right) \cdot d^{n}
$$

and

$$
b_{i}\left(V_{\mathbb{R}^{n}}\left(H_{d}^{-, n}\right)\right) \stackrel{n}{=}\left(a_{i}^{n}-\frac{2}{n} \frac{1}{24} D^{2} a_{i-2}^{n-4}\right) \cdot d^{n}
$$

Moreover, the family of hypersurfaces associated to each familiy is asymptotically maximal.
Remark 6.2.11. The coefficients $\frac{1}{24}$ and $\frac{5}{24}$ come from Theorem 6.2.6; should we get better asymptotic results than in Theorem 6.2.6, we would be able to immediately "plug" them in and improve the asymptotics of Lemma 6.2.10.
Proof. We define $\left\{H_{d}^{+, n}\right\}_{d \in \mathbb{N}}$ first.
We apply the Cooking Theorem to the following ingredients $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ : let $P_{d}^{k}$ be equal to $I_{d}^{k}$ from Theorem 6.2 .5 for $k \in\{1,2,4,5, \ldots, n-1\}$, and let $P_{d}^{3}$ be equal to $B_{d}^{+}$from Theorem 6.2.6. Following the notations introduced with Formula (6.2.7), we get that $t_{0}^{3}=t_{2}^{3}=\frac{5}{24}$ and $t_{1}^{3}=-\frac{5}{12}$, and $t_{j}^{k}=0$ for all other $k, j$ (by definition of the polynomials $\left.P_{d}^{k}\right)$. Note in particular that as $n>7, t_{j}^{n-1}=0$ and $t_{j}^{k} \cdot t_{i-1-j}^{n-1-k}=0$ for all $k, j$.

Hence application of Theorem 5.1.1 yields a family $\left\{H_{d}^{+, n}\right\}_{d \in \mathbb{N}}$ such that

$$
\begin{aligned}
& b_{i}\left(V_{\mathbb{R}^{n}}\left(H_{d}^{+, n}\right)\right) \stackrel{n}{\geqslant}\left(a_{i}^{n}+\frac{1}{n}\left(t_{i}^{n-1}+t_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} 2\left(t_{j}^{k} \cdot a_{i-1-j}^{n-1-k}\right)+t_{j}^{k} \cdot t_{i-1-j}^{n-1-k}\right)\right) \cdot d^{n}= \\
& \left(a_{i}^{n}+\frac{1}{n}\left(\sum_{j=0}^{i-1} 2\left(t_{j}^{3} \cdot a_{i-1-j}^{n-4}\right)\right)\right) \cdot d^{n}=\left(a_{i}^{n}+\frac{2}{n} \frac{5}{24}\left(a_{i-1}^{n-4}-2 a_{i-2}^{n-4}+a_{i-3}^{n-4}\right)\right) \cdot d^{n}= \\
& \left(a_{i}^{n}+\frac{2}{n} \frac{5}{24} D^{2} a_{i-2}^{n-4}\right) \cdot d^{n}
\end{aligned}
$$

for $i=0, \ldots, n-1$.

As the sum $\sum_{j \in \mathbb{Z}} D^{2} a_{j}^{m}$ of second order finite differences is 0 for any $m \geqslant 1$, and in particular for $m=n-4$, we have as above that the family is asymptotically maximal because of the Smith-Thom inequality, and that the asymptotic inequality $b_{i}\left(V_{\mathbb{R}^{n}}\left(H_{d}^{+, n}\right)\right) \stackrel{n}{\geqslant}$ $\left(a_{i}^{n}+\frac{2}{n} \frac{5}{24} D^{2} a_{i-2}^{n-4}\right) \cdot d^{n}$ is in fact an asymptotic equality $b_{i}\left(V_{\mathbb{R}^{n}}\left(H_{d}^{+, n}\right)\right) \xlongequal{n}\left(a_{i}^{n}+\frac{2}{n} \frac{5}{24} D^{2} a_{i-2}^{n-4}\right)$. $d^{n}$.

The exact same proof, with $B_{d}^{-}$replacing $B_{d}^{+}$and $-\frac{1}{24}$ replacing $\frac{5}{24}$, yields the other case.

As will become apparent in the proof of Theorem 6.1.1, we also need the following lemma.

Lemma 6.2.12. For any $n \geqslant 3$, there exists a family $\left\{L_{d}^{n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that $\Delta\left(L_{d}^{n}\right)=S_{d}^{n}$, that the associated family of real projective hypersurfaces is asymptotically maximal and that

$$
b_{0}\left(V_{\mathbb{R}^{\mathbb{P}}}\left(L_{d}^{n}\right)\right)=b_{n-1}\left(V_{\mathbb{R}^{n}}\left(L_{d}^{n}\right)\right) \stackrel{n}{\geqslant}\left(a_{0}^{n}+\frac{5}{24} \frac{3!}{n!}\right) \cdot d^{n} .
$$

Proof. We proceed by induction on $n$. The case $n=3$ is simply Theorem 6.2.6.
Now let $n \geqslant 4$ and suppose that $\left\{L_{d}^{n-1}\right\}_{d \in \mathbb{N}}$ has been defined. We apply Theorem 5.1.1 to the following families of polynomials $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ : let $P_{d}^{k}$ be equal to $I_{d}^{k}$ from Theorem 6.2.5 for $k \in\{1, \ldots, n-2\}$, and let $P_{d}^{n-1}$ be equal to $L_{d}^{n-1}$. Following the notations introduced with Formula 6.2.7), we have $t_{0}^{n-1} \geqslant \frac{5}{24} \frac{3!}{(n-1)!}$, and $t_{j}^{k}=0$ for all other $k<n-1$ (by definition of the polynomials $P_{d}^{k}$ ).

Hence application of Theorem 5.1.1 yields a family $\left\{L_{d}^{n}\right\}_{d \in \mathbb{N}}$ such that

$$
\begin{aligned}
& b_{0}\left(V_{\mathbb{R} \mathbb{P}^{n}}\left(L_{d}^{n}\right)\right) \stackrel{n}{\geqslant}\left(a_{0}^{n}+\frac{1}{n}\left(t_{0}^{n-1}+t_{0-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{0-1} 2\left(t_{j}^{k} \cdot a_{0-1-j}^{n-1-k}\right)+t_{j}^{k} \cdot t_{0-1-j}^{n-1-k}\right)\right) \cdot d^{n} \stackrel{n}{\geqslant} \\
& \left(a_{0}^{n}+\frac{5}{24} \frac{3!}{n!}\right) \cdot d^{n},
\end{aligned}
$$

as wanted.
We can finally prove Theorem 6.1.1, which we state again.
Theorem 6.1.1. For any $n \geqslant 3$ and any $i=0, \ldots, n-1$, there exists $c_{i}^{n}>a_{i}^{n}$ and a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that $\Delta\left(Q_{d}^{n}\right)=S_{d}^{n}$, that the associated family of real projective hypersurfaces is asymptotically maximal and that

$$
b_{i}\left(V_{\mathbb{R}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{=} c_{i}^{n} \cdot d^{n} .
$$

Proof. Let $n \geqslant 3$ and $i \in\{0, \ldots, n-1\}$.
We mainly rely on the construction from Lemma 6.2.10 and the result of Lemma 6.2.1. However, as $D^{2} a_{p-2}^{n-4}=0$ for $p=0, n-1$ (the construction from Lemma 6.2.10 cannot help
us get a large number of connected components), we also need Lemma 6.2.12; moreover, as we were not able to show in Lemma 6.2.1 that the finite differential $D^{2} a_{p}^{n}$ is never 0 between $k=-1$ and $k=n$, we need another ad hoc trick.

We assume that $n \geqslant 8$; the cases $n \leqslant 7$ are treated in more details in Section 6.3.
If $i \in\{0, n-1\}$, we define $Q_{d}^{n}$ as $L_{d}^{n}$ from Lemma 6.2.12, and set $c_{i}^{n}:=a_{i}^{n}+\frac{5}{24} \frac{3!}{n!}$ (remember that Poincaré duality applies) - this suffices.

Otherwise, consider $D^{2} a_{i-2}^{n-4}$. If it is strictly positive, define $Q_{d}^{n}$ as $H_{d}^{+, n}$ from Lemma 6.2 .10 and $c_{i}^{n}:=a_{i}^{n}+\frac{2}{n} \frac{5}{24} D^{2} a_{i-2}^{n-4}$; if it strictly negative, define $Q_{d}^{n}$ as $H_{d}^{-, n}$ from the same lemma and $c_{i}^{n}:=a_{i}^{n}-\frac{2}{n} \frac{1}{24} D^{2} a_{i-2}^{n-4}$. In both cases, we are done (using the statement of the lemma).

If we are unlucky, and $i$ is the only index in $\{1, \ldots, n-2\}$ such that $D^{2} a_{i-2}^{n-4}=0$, we know from Lemma 6.2.1 that $D^{2} a_{p}^{n-5}$ is never 0 for $p \in\{-1, \ldots, n-5\}$. Moreover, Formula 6.2.4 tells us that

$$
D^{2} a_{i-2}^{n-4}=\frac{n-i-1}{n-4} D^{2} a_{i-3}^{n-5}+\frac{i}{n-4} D^{2} a_{i-2}^{n-5}
$$

As at least one of the two terms is nonzero, both must be for $D^{2} a_{i-2}^{n-4}$ to be 0 . Observe also that $\frac{n-i-1}{n-4} \neq \frac{i}{n-4}$, as otherwise $i=\frac{n-1}{2}$, in which case $D^{2} a_{i-2}^{n-4}=D^{2} a_{\frac{((n-4)-1)}{n-4}}^{n} \neq 0$ (the middle term is never 0 , see Lemma 6.2.1. Hence $D^{2} a_{i-3}^{n-5}+D^{2} a_{i-2}^{n-5} \neq 0$.

Now apply the Cooking Theorem 5.1.1 to the following ingredients $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ : let $P_{d}^{k}$ be equal to $I_{d}^{k}$ from Theorem 6.2 .5 for $k \in\{1, \ldots, n-2\}$, and let $P_{d}^{n-1}$ be equal to $H_{d}^{+, n-1}$ from Lemma 6.2.10 if $D^{2} a_{i-3}^{n-5}+D^{2} a_{i-2}^{n-5}>0$ (respectively, equal to $H_{d}^{-, n-1}$ from Lemma 6.2.10 if $D^{2} a_{i-3}^{n-5}+D^{2} a_{i-2}^{n-5}<0$ ). Following the notations introduced with Formula (6.2.7), we have $t_{i}^{n-1}=\frac{2}{n-1} \frac{5}{24} D^{2} a_{i-2}^{n-5}$ and $t_{i-1}^{n-1}=\frac{2}{n-1} \frac{5}{24} D^{2} a_{i-3}^{n-5}$ (respectively, $t_{i}^{n-1}=-\frac{2}{n-1} \frac{1}{24} D^{2} a_{i-2}^{n-5}$ and $t_{i-1}^{n-1}=-\frac{2}{n-1} \frac{1}{24} D^{2} a_{i-3}^{n-5}$ ), and $t_{j}^{k}=0$ for all other $k<n-1$ (by definition of the polynomials $\left.P_{d}^{k}\right)$.

Hence application of the Cooking Theorem yields a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ such that

$$
\begin{aligned}
& b_{i}\left(V_{\mathbb{R P}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{\geqslant}\left(a_{i}^{n}+\frac{1}{n}\left(t_{i}^{n-1}+t_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} 2\left(t_{j}^{k} \cdot a_{i-1-j}^{n-1-k}\right)+t_{j}^{k} \cdot t_{i-1-j}^{n-1-k}\right)\right) \cdot d^{n}= \\
& \left(a_{i}^{n}+\frac{1}{n} \frac{5}{24} \frac{2}{n-1}\left(D^{2} a_{i-2}^{n-5}+D^{2} a_{i-3}^{n-5}\right)\right) \cdot d^{n}
\end{aligned}
$$

(respectively, $\left.b_{i}\left(V_{\mathbb{R} \mathbb{P}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{\geqslant}\left(a_{i}^{n}-\frac{1}{n} \frac{1}{24} \frac{2}{n-1}\left(D^{2} a_{i-2}^{n-5}+D^{2} a_{i-3}^{n-5}\right)\right) \cdot d^{n}\right)$.
Define $c_{i}^{n}:=a_{i}^{n}+\frac{1}{n} \frac{5}{24} \frac{2}{n-1}\left(D^{2} a_{i-2}^{n-5}+D^{2} a_{i-3}^{n-5}\right)$ (respectively, $c_{i}^{n}:=a_{i}^{n}-\frac{1}{n} \frac{1}{24} \frac{2}{n-1}\left(D^{2} a_{i-2}^{n-5}+\right.$ $\left.D^{2} a_{i-3}^{n-5}\right)$ ). This suffices.

In each case above, the family of hypersurfaces associated to the family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ is asymptotically maximal, as the family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ always comes from an application of the Cooking Theorem to families of polynomials such that the associated families of hypersurfaces are asymptotically maximal.

Hence we found in all dimensions $n \geqslant 3$ and indices $i=0, \ldots, n-1$ Betti numbers that are asymptotically (in $d$ ) strictly greater than the standard case - however, the asymptotics (in $n$ ) of that surplus is not very good.

Indeed, the asymptotic behavior of the Eulerian numbers (and hence of the coefficients $a_{p}^{n}$ ) is known: it was shown by G. Polya in [Pol13] (see Rza08] for a more easily accessible reference) that for any $x \in \mathbb{R}$, we have

$$
\begin{equation*}
a_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}=\sqrt{\frac{6}{\pi(n+1)}} \exp \left(-6 x^{2}\right)+\mathcal{O}\left(n^{-\frac{3}{2}}\right) . \tag{6.2.9}
\end{equation*}
$$

(what he considered was actually the volume of hypercube slices, which is equivalent, as seen above).

On the other hand, the surplus that we found in Lemma 6.2.10 in dimension $n \geqslant 3$ and index $1 \leqslant i \leqslant n-2$ relative to the standard case was of the form $C \frac{1}{n} D^{2} a_{i-2}^{n-4}$, for some constant $C$. We have already mentioned in Remark 6.2.3 that for a fixed $s \in \mathbb{R}$, $D^{2} a_{\left\lfloor\frac{n-1}{n}+s \sqrt{n}\right\rfloor}$ is $\mathcal{O}\left(n^{-\frac{3}{2}}\right)$. Hence, the ratio $\frac{c_{i}^{n}-a_{i}^{n}}{a_{i}^{n}}$, where $c_{i}^{n}$ comes from Theorem 6.1.1. is at most $\mathcal{O}\left(n^{-2}\right)$. We achieve much better results in the next subsection.

### 6.2.4 The second construction

In this subsection, we recall the statements of Theorem 6.1.2 and Theorem 6.1.3 and prove them. They yield good "asymptotic asymptotic" results, in the sense that we find families of families of polynomials such that the associated Betti numbers are asymptotically of magnitude $c_{i}^{n} \cdot d^{n}$ (as the degree $d$ goes to infinity), while the Betti numbers of the standard case are of magnitude $a_{i}^{n} \cdot d^{n}$, with $\frac{c_{i}^{n}}{a_{i}^{n}}$ converging (as the dimension $n$ goes to infinity) to a strictly positive constant.

To do so, we apply recursively the Cooking Theorem 5.1.1 to the ingredients provided by Theorems 6.2.5 and 6.2.6. The construction itself is simple; the main difficulty lies in understanding the asymptotic behavior of the sequences recursively defined using Formula 5.1.2 that describe the asymptotic behavior of the Betti numbers, as we cannot expect most terms to be trivial, unlike in the proof of Theorem 6.1.1. We succeed by applying probabilistic methods.

Theorem 6.1.2. Let $N \geqslant 1$. For $k=1, \ldots, N$, let $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ be a family of completely nondegenerate real Laurent polynomials in $k$ variables such that the Newton polytope $\Delta\left(P_{d}^{k}\right)$ of $P_{d}^{k}$ is $S_{d}^{k}$. Suppose additionally that for $k=1, \ldots, N$ and $i=0, \ldots, k-1$,

$$
b_{i}\left(V_{\mathbb{R}^{p} k}\left(P_{d}^{k}\right)\right) \stackrel{k}{=} x_{i}^{k} \cdot d^{k}
$$

for some $x_{i}^{k} \in \mathbb{R}_{\geqslant 0}$ such that $\sum_{i=0}^{k-1} x_{i}^{k}=1$ (in particular, the family of projective hypersurfaces associated to each family $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ is asymptotically maximal). Set also $x_{i}^{k}$ to be 0 for $i \notin\{0, \ldots, k-1\}$.

Define

$$
\sigma^{2}:=\frac{2}{(N+1)(N+2)}\left(\frac{1}{4}+\sum_{k=1}^{N} \sum_{i=0}^{k-1} x_{i}^{k}\left(i-\frac{k-1}{2}\right)^{2}\right)
$$

Then for every $n \geqslant N+1$ and any $i \in \mathbb{Z}$, there exist $x_{i}^{n} \in \mathbb{R}_{\geqslant 0}$ and a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that $\Delta\left(Q_{d}^{n}\right)=S_{d}^{n}$, that for $i \in \mathbb{Z}$

$$
b_{i}\left(V_{\mathbb{R P}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{=} x_{i}^{n} \cdot d^{n}
$$

and such that for any $m \in \mathbb{Z}$ we have

$$
\begin{equation*}
x_{m}^{n}=\frac{1}{\sigma \sqrt{2 \pi}} \frac{1}{\sqrt{n}} \exp \left(-\frac{\left(\frac{n-1}{2}-m\right)^{2}}{2 n \sigma^{2}}\right)+o\left(n^{-\frac{1}{2}}\right) \tag{6.2.10}
\end{equation*}
$$

where the $o(1)$ error term is uniform in $m$. The family of projective hypersurfaces associated to each family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ is also asymptotically maximal.

Remark 6.2.13. As the error term is uniform in $m$, Formula 6.2.10) is equivalent to

$$
x_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}=\frac{1}{\sqrt{2 \pi} \sigma} \frac{1}{\sqrt{n}} \exp \left(\frac{-x^{2}}{2 \sigma^{2}}\right)+o\left(n^{-\frac{1}{2}}\right)
$$

for all $x \in \mathbb{R}$ (with the error term uniform in $x$ ).
Remark 6.2.14. Compare with the standard case of Formula 6.2.9. If we want to get comparatively large Betti numbers for $i$ near the middle index $\frac{n-1}{2}$, we want the variance $\sigma$ to be small. If we want large Betti numbers far from the center, we need it to be large.

As always, finding new constructions with interesting asymptotic Betti numbers in low dimensions would automatically yield improved (either particularly large or small) parameters $\sigma^{2}$.

Proof. We define the families $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ recursively, starting from $n=N+1$.
Let $n>N$ and suppose that families of polynomials $\left\{Q_{d}^{m}\right\}_{d \in \mathbb{N}}$ and coefficients $x_{i}^{m}$ have already been defined for all $N<m<n$ and all $i \in \mathbb{Z}$.

We apply the Cooking Theorem 5.1.1 to the ingredients $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}($ for $k=1, \ldots, N)$ and $\left\{Q_{d}^{k}\right\}_{d \in \mathbb{N}}$ (for $k=N+1, \ldots, n-1$ ). It yields a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ such that

$$
\begin{equation*}
b_{i}\left(V_{\mathbb{R} \mathbb{P}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{\geqslant} \frac{1}{n}\left(x_{i}^{n-1}+x_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} x_{j}^{k} \cdot x_{i-1-j}^{n-1-k}\right) \cdot d^{n} \tag{6.2.11}
\end{equation*}
$$

for all $i \in \mathbb{Z}$.

Define $x_{i}^{n}:=\frac{1}{n}\left(x_{i}^{n-1}+x_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} x_{j}^{k} \cdot x_{i-1-j}^{n-1-k}\right)$ for $i \in \mathbb{Z}$ (note that it is 0 for $i \notin\{0, \ldots, n-1\}$ ). Lemma 6.2 .4 tells us that the family of hypersurfaces associated to $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ is asymptotically maximal, that $\sum_{i \in \mathbb{Z}} x_{i}^{n}=1$ and that the asymptotic inequality (6.2.11) is in fact an asymptotic equality.

Suppose now that $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ and $x_{i}^{n}$ have been defined for all $n>N$ and $i \in \mathbb{Z}$. What is left to show is that the coefficients $x_{i}^{n}$ satisfy Formula 6.2.10). This is, in fact, the hardest part, and a consequence of Proposition 6.2.16 at the end of this section.

The result below is a direct application of Theorem 6.1.2 to the two most extreme constructions known in dimension 3, i.e. those from Theorem 6.2.6.

Theorem 6.1.3. For any $n \geqslant 3$ and any $i \in \mathbb{Z}$, there exist $c_{i}^{n}, d_{i}^{n} \in \mathbb{R}$ and families $\left\{F_{d}^{+, n}\right\}_{d \in \mathbb{N}}$ and $\left\{F_{d}^{-, n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that the Newton polytope $\Delta\left(F_{d}^{ \pm, n}\right)$ is $S_{d}^{n}$ and that for $i=0, \ldots, n-1$, we have

$$
b_{i}\left(V_{\mathbb{R}^{n}}\left(F_{d}^{+, n}\right)\right) \stackrel{n}{=} c_{i}^{n} \cdot d^{n}
$$

and

$$
b_{i}\left(V_{\mathbb{R}^{p}}\left(F_{d}^{-, n}\right)\right) \stackrel{n}{=} d_{i}^{n} \cdot d^{n} .
$$

Moreover, for all $x \in \mathbb{R}$, we have

$$
c_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}=\frac{2}{\sqrt{\pi}} \frac{1}{\sqrt{n}} \exp \left(-4 x^{2}\right)+o\left(n^{-\frac{1}{2}}\right)
$$

and

$$
d_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}=\frac{\sqrt{20}}{\sqrt{3 \pi}} \frac{1}{\sqrt{n}} \exp \left(\frac{-20 x^{2}}{3}\right)+o\left(n^{-\frac{1}{2}}\right),
$$

where the error terms o $\left(n^{-\frac{1}{2}}\right)$ are uniform in $x$. The family of projective hypersurfaces associated to each family $\left\{F_{d}^{ \pm, n}\right\}_{d \in \mathbb{N}}$ is also asymptotically maximal.

Proof. It is a trivial application of Theorem 6.1.2 to $N=3$ and the following families of polynomials: let $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ be $\left\{I_{d}^{k}\right\}_{d \in \mathbb{N}}$ from Theorem 6.2.5 for $k=1,2$ and let $\left\{P_{d}^{3}\right\}_{d \in \mathbb{N}}$ be $\left\{B_{d}^{ \pm}\right\}_{d \in \mathbb{N}}$ from Theorem 6.2.6 when defining $\left\{F_{d}^{ \pm, n}\right\}_{d \in \mathbb{N}}$.

We can directly compute that the variance $\sigma^{2}$ is equal to

$$
\frac{2}{(3+1)(3+2)}\left(\frac{1}{4}+0+2 \frac{1}{2}\left(\frac{1}{2}\right)^{2}+2\left(\frac{1}{6}+\frac{5}{24}\right) 1^{2}\right)=\frac{1}{12}+\frac{1}{5} \frac{5}{24}=\frac{1}{8}
$$

for $\left\{F_{d}^{+, n}\right\}_{d \in \mathbb{N}}$ and to

$$
\frac{2}{(3+1)(3+2)}\left(\frac{1}{4}+0+2 \frac{1}{2}\left(\frac{1}{2}\right)^{2}+2\left(\frac{1}{6}-\frac{1}{24}\right) 1^{2}\right)=\frac{1}{12}-\frac{1}{5} \frac{1}{24}=\frac{3}{40}
$$

for $\left\{F_{d}^{-, n}\right\}_{d \in \mathbb{N}}$. This is enough to conclude.

Remark 6.2.15. As noted in Remark 6.2.9, we can easily get for any $a \in\left[-\frac{1}{24}, \frac{5}{24}\right] a$ family $\left\{P_{d}^{3}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in 3 variables such that the Newton polytope $\Delta\left(P_{d}^{3}\right)$ is $S_{d}^{3}$ and that for $i=0,1,2$, we have

$$
b_{i}\left(V_{\mathbb{R P}^{n}}\left(F_{d}^{+, n}\right)\right) \stackrel{n}{=} x_{i}^{3} \cdot d^{n}
$$

with $x_{0}^{3}=x_{2}^{3}=\frac{1}{6}+a$ and $x_{1}^{3}=\frac{4}{6}-2 a$. The same reasoning as in Theorem 6.1.3 applied to $\left\{I_{d}^{1}\right\}_{d \in \mathbb{N}},\left\{I_{d}^{2}\right\}_{d \in \mathbb{N}}$ and such a family $\left\{P_{d}^{3}\right\}_{d \in \mathbb{N}}$ yields a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ for any $n \geqslant 4$ such that

$$
b_{i}\left(V_{\mathbb{R}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{=} x_{i}^{n} \cdot d^{n}
$$

and that

$$
x_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}=\frac{1}{\sqrt{2 \pi} \sqrt{\frac{1}{12}+\frac{a}{5}}} \frac{1}{\sqrt{n}} \exp \left(-\frac{x^{2}}{2\left(\frac{1}{12}+\frac{a}{5}\right)}\right)+o\left(n^{-\frac{1}{2}}\right)
$$

Observe also that

$$
\frac{x_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}}{a_{\left\lfloor\frac{n-1}{2}+x \sqrt{n}\right\rfloor}^{n}}=\frac{\sqrt{\frac{1}{12}}}{\sqrt{\frac{1}{12}+\frac{a}{5}}} \exp \left(-\frac{x^{2}}{2}\left(\frac{1}{\frac{1}{12}+\frac{a}{5}}-\frac{1}{\frac{1}{12}}\right)\right)+o(1)
$$

is asymptotically strictly greater than 1 for $|x|<\sqrt{\frac{\ln \left(\frac{1}{12}\right)-\ln \left(\frac{1}{12}+\frac{a}{5}\right)}{\frac{1}{12}+\frac{a}{5}}-12}$ and $a<0$ as well as for $|x|>\sqrt{\frac{\ln \left(\frac{1}{12}\right)-\ln \left(\frac{1}{12}+\frac{a}{5}\right)}{\frac{1}{12}+\frac{a}{5}}-12}$ and $a>0$. The only $x$ for which we cannot get a strict asymptotic inequality are $\pm \lim _{a \rightarrow 0} \sqrt{\frac{\ln \left(\frac{1}{12}\right)-\ln \left(\frac{1}{12}+\frac{a}{5}\right)}{\frac{1}{12}+\frac{a}{5}}-12}= \pm \frac{1}{12}$.

The rest of the section is devoted to the proof of the following proposition.

Proposition 6.2.16. Let $N \geqslant 1$. For $n=1, \ldots, N$ and $i \in \mathbb{Z}$, let $x_{i}^{n} \in \mathbb{R}_{\geqslant 0}$ be such that $x_{i}^{n}=x_{\frac{n-1}{2}-i}^{n}$, that $\sum_{i \in \mathbb{Z}} x_{i}^{n}=1$ and that $x_{i}^{n}=0$ for $i \notin\{0, \ldots, n-1\}$.

Recursively define $x_{i}^{n} \in \mathbb{R}_{\geq 0}$ for all $n>N$ as

$$
x_{i}^{n}:=\frac{1}{n}\left(x_{i}^{n-1}+x_{i-1}^{n-1}+\sum_{k=1}^{n-2} \sum_{j=0}^{i-1} x_{j}^{k} \cdot x_{i-1-j}^{n-1-k}\right)
$$

for $i \in \mathbb{Z}$.

Define

$$
\sigma^{2}:=\frac{2}{(N+1)(N+2)}\left(\frac{1}{4}+\sum_{k=1}^{N} \sum_{i=0}^{k-1} x_{i}^{k}\left(i-\frac{k-1}{2}\right)^{2}\right) .
$$

Then

$$
\begin{equation*}
x_{m}^{n}=\frac{1}{\sigma \sqrt{2 \pi}} \frac{1}{\sqrt{n}} \exp \left(-\frac{\left(\frac{n-1}{2}-m\right)^{2}}{2 n \sigma^{2}}\right)+o\left(n^{-\frac{1}{2}}\right) \tag{6.2.12}
\end{equation*}
$$

where the $o(1)$ error term is uniform in $m$.

Proof. The idea is to see the functions $x^{n}: i \mapsto x_{i}^{n}$ as discrete distributions, in order to apply probabilistic techniques.

Define $x_{-1}^{0}=x_{0}^{0}=\frac{1}{2}$ and $x_{i}^{0}=0$ for all $i \in \mathbb{Z} \backslash\{-1,0\}$. This formal trick allows us to rewrite $x_{i}^{n}$ as

$$
x_{i}^{n}=\frac{1}{n} \sum_{k=0}^{n-1} \sum_{j \in \mathbb{Z}} x_{j}^{k} \cdot x_{i-1-j}^{n-1-k}
$$

for all $i \in \mathbb{Z}$ and $n \geqslant N+1$. Each family of coefficients $\left\{x_{i}^{n}\right\}_{i \in \mathbb{Z}}$ (for $n \geqslant 0$ ) defines a discrete distribution on $\mathbb{Z}$; the sum $\sum_{j \in \mathbb{Z}} x_{j}^{k} \cdot x_{i-1-j}^{n-1-k}$ is simply the probability density of the convolution of two such distributions in $i-1$. It can be directly checked that each distribution $\left\{x_{i}^{n}\right\}_{i \in \mathbb{Z}}$ is symmetric in $\frac{n-1}{2}$.

We recursively define distributions $\left\{\tilde{x}^{n}\right\}_{n \geqslant 1}$ over $\frac{1}{2} \mathbb{Z}$ thus: for $k=1, \ldots, N+1$, we set

$$
\begin{equation*}
\tilde{x}_{i}^{k}=x_{i+\frac{k-2}{2}}^{k-1} . \tag{6.2.13}
\end{equation*}
$$

Note the shifts in both indices. Assume now that $\tilde{x}^{k}$ has been defined for any $k \leqslant n$ (for some $n \geqslant N+1$ ). Let $X_{1}, \ldots, X_{n}$ be independent random variables such that the probability density function of $X_{k}$ on $\mathbb{R}$ is $\tilde{x}^{k}$. Define a random variable $X_{n+1}$ as follows:

$$
X_{n+1}=X_{K}+X_{n+1-K},
$$

where $K$ is a uniform random variable on the set $\{1, \ldots, n\}$. Define $\tilde{x}^{n+1}$ as the probability density function of $X_{n+1}$ on $\frac{1}{2} \mathbb{Z}$.

Hence for any $i \in \frac{1}{2} \mathbb{Z}$, we have

$$
\tilde{x}_{i}^{n+1}=\frac{1}{n} \sum_{k=1}^{n} \sum_{j \in \mathbb{Z}} \tilde{x}_{j}^{k} \cdot \tilde{x}_{i-j}^{n+1-k} .
$$

It is then trivial to show by induction that Formula 6.2 .13 holds for all $k \geqslant 1$. In particular, $\tilde{x}^{k}$ only takes non-trivial values $\frac{1}{2}+\mathbb{Z}$ for odd $k$, and on $\mathbb{Z}$ for even $k$.

Notice that the variance of the distribution $\tilde{x}^{k}$ is the same as that of $x^{k-1}$, which is $\sum_{i \in \mathbb{Z}} x_{i}^{k-1}\left(i-\frac{k-2}{2}\right)^{2}$ (this is equal to $\frac{1}{4}$ for $k=1$ ). Now let $\left\{\tilde{X}_{i}^{r} \mid r \in \mathbb{N}, i=1, \ldots, N+1\right\}$ be a family of independent random variables such that $\tilde{X}_{i}^{r}$ admits $\tilde{x}_{i}$ as a probability density
function. For any $i=1, \ldots, N+1$, recursively define the random variables $\alpha_{i}^{n}$ as follows:
$\alpha_{i}^{k}:=0$ for any $k \in\{1, \ldots, N+1\} \backslash\{i\}$ and $\alpha_{i}^{i}:=1$. For any $n \geqslant N+1, \alpha_{i}^{n+1}:=$ $\tilde{\alpha}_{i}^{K}+\tilde{\alpha}_{i}^{n+1-K}$, where $K$ is a uniform random variable on the set $\{1, \ldots, n\}$ and $\left\{\tilde{\alpha}_{i}^{k}\right\}_{k=1, \ldots, n}$ is a family of independent variables such that $\tilde{\alpha}_{i}^{k}$ follows the same distribution as $\alpha_{i}^{k}$.

Intuitively, $\alpha_{i}^{n+1}$ can be understood as such: consider the set $\{1, \ldots, n+1\}$. If $n+$ $1 \leqslant N+1$, you are done. Otherwise, randomly split it into two sets $\{1, \ldots, K\}$ and $\{K+1, \ldots, n+1\}$, and proceed similarly with each of these. Continue this procedure until you have obtained a partition of $\{1, \ldots, n+1\}$ into sets of cardinal less than or equal to $N+1$; the random variable $\alpha_{i}^{n+1}$ counts the number of sets of cardinal $i$ in that partition.

Let $Z_{n+1}$ be a random variable of distribution $\tilde{x}_{n+1}$, for $n \geqslant N+1$. Based on what we have seen of $\tilde{x}_{n+1}$, the variable $Z_{n+1}$ can be chosen so that there are independent random variables $\tilde{X}_{1}, \ldots, \tilde{X}_{n}$ (such that $\tilde{X}_{k}$ is of distribution $\tilde{x}_{k}$ ) and a uniform random variable $K$ on the set $\{1, \ldots, n\}$ such that $Z_{n+1}=\tilde{X}_{K}+\tilde{X}_{n+1-K}$. Moreover, each random variable $\tilde{X}_{k}$ can be chosen so that it satisfies the same condition (relative to the appropriate indices), as long as $k>N+1$. Hence $Z_{n+1}$ can be chosen (since we only concern ourselves with probability density functions in the statement of the lemma, and not particular random variables) so that by repeatedly decomposing it in that manner, it can be written as

$$
Z_{n+1}=\sum_{i=1}^{N+1} \sum_{r=1}^{\alpha_{i}^{n+1}} \tilde{X}_{i}^{r}
$$

if $n \geqslant N+1$.
Using Lemma 6.2.17 below (notice that there is a shift $N \rightarrow N+1$ due to the wording of the lemma's statement), we know that $\mathbb{E}\left[\frac{\alpha_{i}^{n}}{n}\right]=\frac{2}{(N+1)(N+2)}$ and $\operatorname{Var}\left(\frac{\alpha_{i}^{n}}{n}\right)=\frac{C(N+1)}{n} \xrightarrow{n \rightarrow \infty} 0$ for $i=1, \ldots, N+1$. Consequently, the sequence of random variables $\left\{\frac{\alpha_{i}^{n}}{n}\right\}_{n \in \mathbb{N}}$ converges in probability to $a(N):=\frac{2}{(N+1)(N+2)}$.

We now prove some variant of the Local Limit Theorem to get Formula (6.2.12). The main difficulty lies in the fact that the random variables $\alpha_{1}^{n}, \ldots, \alpha_{N+1}^{n}$ are not independent.

We first compute the limit as $n \rightarrow \infty$ of the characteristic function of $\frac{Z_{n}}{\sqrt{n}}$.
We denote $\alpha^{n}:=\left(\alpha_{1}^{n}, \ldots, \alpha_{N+1}^{n}\right)$. The random variable $\alpha^{n}$ takes value in $\mathbb{N}^{N+1}$. We have

$$
\begin{aligned}
& \mathbb{E}\left[\exp \left(i t \frac{1}{\sqrt{n}} Z_{n}\right)\right]=\sum_{k=\left(k_{1}, \ldots, k_{N+1}\right) \in \mathbb{N}^{N+1}} \mathbb{P}\left(\alpha^{n}=k\right) \mathbb{E}\left[\left.\exp \left(i t \frac{1}{\sqrt{n}} Z_{n}\right) \right\rvert\, \alpha^{n}=k\right]= \\
& \sum_{k \in \mathbb{N}^{N+1}} \mathbb{P}\left(\alpha^{n}=k\right) \prod_{i=1}^{N+1} \mathbb{E}\left[\exp \left(i t \frac{1}{\sqrt{n}} \sum_{r=1}^{k_{i}} \tilde{X}_{i}^{r}\right)\right]=\sum_{k \in \mathbb{N}^{N+1}} \mathbb{P}\left(\alpha^{n}=k\right) \prod_{i=1}^{N+1}\left(1-\frac{t^{2} \operatorname{Var}\left(\tilde{X}_{i}\right)}{2 n}+o\left(\frac{t^{2}}{n}\right)\right)^{k_{i}}
\end{aligned}
$$

by independence of the random variables $\tilde{X}_{i}^{r}$ and Taylor expansion (where as above, $\tilde{X}_{i}$ is any random variable of law $\tilde{x}^{i}$ ).

Moreover, for any $\epsilon>0$, define $\mathbb{N}_{\epsilon, n}^{N+1}:=\left\{\left.\left(k_{1}, \ldots, k_{N+1}\right) \in \mathbb{N}^{N+1}| | \frac{k_{i}}{n}-a(N) \right\rvert\,<\right.$
$\epsilon a(N)$ for $i=1, \ldots, N+1\}$. By hypothesis, for a given $\epsilon>0$, we have $\lim _{n \rightarrow \infty} \mathbb{P}\left(\alpha^{n} \in\right.$ $\left.\mathbb{N}_{\epsilon, n}^{N+1}\right)=1$.

Let us show that for any $t \in \mathbb{R}$, the characteristic function $\mathbb{E}\left[\exp \left(i \frac{t}{\sqrt{n}} Z_{n}\right)\right]$ converges to $\exp \left(-\frac{t^{2}}{2} \sum_{i=1}^{N+1} a(N) \operatorname{Var}\left(\tilde{X}_{i}\right)\right)$ as $n \rightarrow \infty$. Indeed, choose $\epsilon>0$ and consider

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(i \frac{t}{\sqrt{n}} Z_{n}\right)\right]= & \mathbb{P}\left(\alpha^{n} \notin \mathbb{N}_{\epsilon, n}^{N+1}\right) \mathbb{E}\left[\left.\exp \left(i \frac{t}{\sqrt{n}} Z_{n}\right) \right\rvert\, \alpha^{n} \notin \mathbb{N}_{\epsilon, n}^{N+1}\right]+ \\
& \mathbb{P}\left(\alpha^{n} \in \mathbb{N}_{\epsilon, n}^{N+1}\right) \mathbb{E}\left[\left.\exp \left(i \frac{t}{\sqrt{n}} Z_{n}\right) \right\rvert\, \alpha^{n} \in \mathbb{N}_{\epsilon, n}^{N+1}\right]
\end{aligned}
$$

The first term converges to 0 as $n \rightarrow \infty$. Moreover,

$$
\begin{aligned}
& \mathbb{P}\left(\alpha^{n} \in \mathbb{N}_{\epsilon, n}^{N+1}\right) \mathbb{E}\left[\left.\exp \left(i \frac{t}{\sqrt{n}} Z_{n}\right) \right\rvert\, \alpha^{n} \in \mathbb{N}_{\epsilon, n}^{N+1}\right]=\sum_{k \in \mathbb{N}_{\epsilon, n}^{N+1}} \mathbb{P}\left(\alpha^{n}=k\right) \mathbb{E}\left[\left.\exp \left(i \frac{t}{\sqrt{n}} Z_{n}\right) \right\rvert\, \alpha^{n}=k\right]= \\
& \sum_{k \in \mathbb{N}_{\epsilon, n}^{N+1}} \mathbb{P}\left(\alpha^{n}=k\right) \prod_{i=1}^{N+1}\left(1-\frac{t^{2} \operatorname{Var}\left(\tilde{X}_{i}\right)}{2 n}+o\left(\frac{t^{2}}{n}\right)\right)^{k_{i}}= \\
& \sum_{k \in \mathbb{N}_{\epsilon, n}^{N+1}} \mathbb{P}\left(\alpha^{n}=k\right) \prod_{i=1}^{N+1}\left(1-\frac{t^{2} \operatorname{Var}\left(\tilde{X}_{i}\right) a(N)}{2 n a(N)}+o\left(\frac{t^{2}}{n}\right)\right)^{n a(N)} \cdot \\
& \cdot\left(\left(1-\frac{\left.t^{2} \operatorname{Var} \tilde{X}_{i}\right) a(N)}{2 n a(N)}+o\left(\frac{t^{2}}{n}\right)\right)^{n a(N)}\right)^{\frac{k_{i}-n a(N)}{n a(N)}}= \\
& \\
& \prod_{i=1}^{N+1}\left(1-\frac{t^{2} \operatorname{Var}\left(\tilde{X}_{i}\right) a(N)}{2 n a(N)}+o\left(\frac{t^{2}}{n}\right)\right)^{n a(N)}\left[\mathbb{P}\left(\alpha^{n} \in \mathbb{N}_{\epsilon, n}^{N+1}\right)+\sum_{k \in \mathbb{N}_{\epsilon, n}^{N+1}} \mathbb{P}\left(\alpha^{n}=k\right) \cdot\right. \\
& \left.\cdot\left(\prod_{i=1}^{N+1}\left(\left(1-\frac{t^{2} \operatorname{Var}\left(\tilde{X}_{i}\right) a(N)}{2 n a(N)}+o\left(\frac{t^{2}}{n}\right)\right)^{n a(N)}\right)^{\frac{k_{i}-n a(N)}{n a(N)}}-1\right)\right] .
\end{aligned}
$$

As $n \rightarrow \infty$, we have $\mathbb{P}\left(\alpha^{n} \in \mathbb{N}_{\epsilon, n}^{N+1}\right) \longrightarrow 1$ and $\prod_{i=1}^{N+1}\left(1-\frac{t^{2} \operatorname{Var}\left(\tilde{X}_{i}\right) a(N)}{2 n a(N)}+o\left(\frac{t^{2}}{n}\right)\right)^{n a(N)} \longrightarrow$ $\exp \left(-\frac{t^{2}}{2} \sum_{i=1}^{N+1} \operatorname{Var}\left(\tilde{X}_{i}\right) a(N)\right)$. Moreover, $\left|\frac{k_{i}-a(N) n}{a(N) n}\right|<\epsilon$ for any $i=1, \ldots, N+1$ and any $k \in \mathbb{N}_{\epsilon, n}^{N+1}$. Hence there exists a function $f: \mathbb{R}_{>0} \longrightarrow \mathbb{R}_{>0}$ such that for $n$ large enough,

$$
\left|\prod_{i=1}^{N+1}\left(\left(1-\frac{t^{2} \operatorname{Var}\left(\tilde{X}_{i}\right) a(N)}{2 n a(N)}+o\left(\frac{t^{2}}{n}\right)\right)^{n a(N)}\right)^{\frac{k_{i}-n a(N)}{n a(N)}}-1\right|<f(\epsilon)
$$

for any $\epsilon>0$ and $k \in \mathbb{N}_{\epsilon, n}^{N+1}$, and such that $\lim _{\epsilon \rightarrow 0} f(\epsilon)=0$.
As $\epsilon>0$ can be chosen arbitrarily small, this shows that $\lim _{n \rightarrow \infty} \mathbb{E}\left[\exp \left(i \frac{t}{\sqrt{n}} Z_{n}\right)\right]=$
$\exp \left(-\frac{t^{2}}{2} a(N) \sum_{i=1}^{N+1} \operatorname{Var}\left(\tilde{X}_{i}\right)\right)$. As in the statement of the proposition, let us write

$$
\sigma^{2}=a(N) \sum_{i=1}^{N+1} \operatorname{Var}\left(\tilde{X}_{i}\right)=\frac{2}{(N+1)(N+2)}\left(\frac{1}{4}+\sum_{k=1}^{N} \sum_{i=0}^{k-1} x_{i}^{k}\left(i-\frac{k-1}{2}\right)^{2}\right)
$$

Note that using Lévy's continuity theorem, this already shows that the sequence of distributions $\left\{\tilde{x}^{n}\right\}_{n \in \mathbb{N}}$ converge in distribution to a normal distribution $\mathcal{N}\left(0, a(N) \sum_{i=1}^{N} \operatorname{Var}\left(\tilde{X}_{i}\right)\right)$. As we want a local result, some additional work is still needed.

The remainder of our proof is inspired by the presentation of the Discrete Local Limit Theorem on Terence Tao's blog ([TaO).

By definition, for any $m \in \mathbb{Z}$, we have

$$
x_{m}^{n}=\tilde{x}_{m-\frac{n-1}{2}}^{n+1}=\mathbb{P}\left(Z_{n+1}=m-\frac{n-1}{2}\right)=\mathbb{P}\left(Z_{n+1}+\frac{n-1}{2}=m\right)
$$

As $Z_{n+1}+\frac{n-1}{2}$ only takes values in $\mathbb{Z}$ and $m$ is also an integer, we can write

$$
1_{Z_{n+1}+\frac{n-1}{2}=m}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \exp \left(i t\left(Z_{n+1}+\frac{n-1}{2}\right)\right) \exp (-i t m) d t
$$

which implies (using Fubini's theorem) that

$$
\mathbb{P}\left(Z_{n+1}+\frac{n-1}{2}=m\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathbb{E}\left[\exp \left(i t Z_{n+1}\right)\right] e^{i t \frac{n-1}{2}} e^{-i t m} d t
$$

and then

$$
\begin{aligned}
& \sqrt{n+1} \mathbb{P}\left(Z_{n+1}+\frac{n-1}{2}=m\right)=\frac{1}{2 \pi} \int_{-\sqrt{n+1} \pi}^{\sqrt{n+1} \pi} \mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} Z_{n+1}\right)\right] e^{i \frac{x}{\sqrt{n+1}} \frac{n-1}{2}} e^{-i \frac{x}{\sqrt{n+1}} m} d x \\
& =\frac{1}{2 \pi} \int_{\mathbb{R}} 1_{|x| \leqslant \sqrt{n+1} \pi} \mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} Z_{n+1}\right)\right] e^{i \frac{x}{\sqrt{n+1}} \frac{n-1}{2}} e^{-i \frac{x}{\sqrt{n+1}} m} d x
\end{aligned}
$$

using a change of variables.
We want to show that this expression converges to

$$
\frac{1}{2 \pi} \int_{\mathbb{R}} e^{-\frac{x^{2} \sigma^{2}}{2}} e^{i \frac{x}{\sqrt{n+1}} \frac{n-1}{2}} e^{-i \frac{x}{\sqrt{n+1}} m} d x=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left(-\frac{\left(\frac{n-1}{2}-m\right)^{2}}{2(n+1) \sigma^{2}}\right)
$$

uniformly in $m$ (i.e. that the difference between the two expressions is an $o(1)$ error term that can be upper-bounded uniformly in $m$ ).

We only need to show that

$$
\frac{1}{2 \pi} \int_{\mathbb{R}}\left|1_{|x| \leqslant \sqrt{n+1} \pi} \mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} Z_{n+1}\right)\right]-e^{-\frac{x^{2} \sigma^{2}}{2}}\right| d x
$$

converges to 0 .
As we have proved above that $1_{|x| \leqslant \sqrt{n+1} \pi} \mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} Z_{n+1}\right)\right]$ converges (for a given $x \in \mathbb{R}$ ) to $e^{-\frac{x^{2} \sigma^{2}}{2}}$, we want to show that there exists an absolutely integrable function that dominates $\left|1_{|x| \leqslant \sqrt{n+1} \pi} \mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} Z_{n+1}\right)\right]\right|$ so that we can conclude using the dominated convergence theorem (as $x \mapsto e^{-\frac{x^{2} \sigma^{2}}{2}}$ is clearly absolutely integrable).

As above, we write

$$
\mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} Z_{n+1}\right)\right]=\sum_{k \in \mathbb{N}^{N+1}} \mathbb{P}\left(\alpha^{n}=k\right) \prod_{i=1}^{N+1} \mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} \sum_{r=1}^{k_{i}} \tilde{X}_{i}^{r}\right)\right] .
$$

For $i=1, \ldots, N+1$, either $\operatorname{Var}\left(\tilde{X}_{i}\right)=0$ and the term $\mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} \sum_{r=1}^{k_{i}} \tilde{X}_{i}^{r}\right)\right]$ is always equal to 1 , or $\operatorname{Var}\left(\tilde{X}_{i}\right) \neq 0$ and we write it as $\left(1-\frac{x^{2} \operatorname{Var}\left(\tilde{X}_{i}\right)}{2(n+1)}+o\left(\frac{x^{2}}{n+1}\right)\right)^{k_{i}}$.

There exist two constants $\delta>0$ and $C_{1}>0$ such that

$$
\left|1-\frac{x^{2} \operatorname{Var}\left(\tilde{X}_{i}\right)}{2(n+1)}+o\left(\frac{x^{2}}{n+1}\right)\right|<e^{-C_{1} \frac{x^{2}}{n+1}} \leqslant 1
$$

for all $|x|<\delta \sqrt{n+1}$ and all $i$ such that $\operatorname{Var}\left(\tilde{X}_{i}\right) \neq 0$. As $\operatorname{Var}\left(\tilde{X}_{1}\right)=\frac{1}{4}$, there is at least one such $i$.

Define

$$
\Omega_{n}:=\left\{k \in \mathbb{N}^{N+1} \left\lvert\, k_{1} \geqslant \frac{a(N)}{2} n\right.\right\} .
$$

Using Chebyshev's inequality and the fact that $\mathbb{E}\left[\frac{\alpha_{1}^{n+1}}{n+1}\right]=a(N)$ and $\operatorname{Var}\left(\frac{\alpha^{n+1}}{n+1}\right)=\frac{C(N+1)}{n+1}$, we see that $\mathbb{P}\left(\alpha^{n+1} \notin \Omega_{n+1}\right) \leqslant \frac{C_{2}}{n+1}$ for some constant $C_{2}>0$.

Hence
$\left|1_{|x| \leqslant \delta \sqrt{n+1}} \mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} Z_{n+1}\right)\right]\right| \leqslant$
$1_{|x| \leqslant \delta \sqrt{n+1}} \mathbb{P}\left(\alpha^{n+1} \notin \Omega_{n+1}\right)+1_{|x| \leqslant \delta \sqrt{n+1}} \sum_{k \in \Omega_{n+1}} \mathbb{P}\left(\alpha^{n+1}=k\right) \prod_{i=1}^{N+1}\left|\mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} \sum_{r=1}^{k_{i}} \tilde{X}_{i}^{r}\right)\right]\right| \leqslant$
$1_{|x| \leqslant \delta \sqrt{n+1}} \frac{C_{2}}{n+1}+\sum_{k \in \Omega_{n+1}} \mathbb{P}\left(\alpha^{n+1}=k\right) e^{-C_{1} \frac{x^{2}}{n+1} k_{1}} \leqslant 1_{|x| \leqslant \delta \sqrt{n+1}} \frac{C_{2}}{n+1}+e^{-C_{1} \frac{x^{2}}{2} a(N)} \leqslant$
$C_{2} \delta^{2} \min \left(\frac{1}{x^{2}}, \frac{1}{\delta^{2}}\right)+e^{-C_{1} \frac{x^{2}}{2} a(N)}$,
assuming (as we can) that $\delta<1$.
Suppose now that we have $\left|\mathbb{E}\left[\exp \left(i t \tilde{X}_{1}\right)\right]\right|=1$ for some $\delta \leqslant t \leqslant \pi$. It means that $\exp \left(i t \tilde{X}_{1}\right)$ is almost surely of constant argument, hence $t \tilde{X}_{1}$ almost surely takes values in $a+2 \pi \mathbb{Z}$ for some $a \in \mathbb{R}$. Thus $\tilde{X}_{1}$ takes values in $\frac{a}{t}+\frac{2 \pi}{t} \mathbb{Z}$. But $\frac{2 \pi}{t} \geqslant 2$, and by
definition $\mathbb{P}\left(\tilde{X}_{1}=\frac{1}{2}\right)=\mathbb{P}\left(\tilde{X}_{1}=-\frac{1}{2}\right)=\frac{1}{2}$ (remember that $\tilde{X}_{1}$ comes from the "artificial" distribution $x^{0}$ defined at the beginning of the proof). This is impossible. Hence we have $\left|\mathbb{E}\left[\exp \left(i t \tilde{X}_{1}\right)\right]\right|<1$ for any $\delta \leqslant t \leqslant \pi$, and by continuity and compacity there exists a constant $0<C_{3}<1$ such that $\left|\mathbb{E}\left[\exp \left(i t \tilde{X}_{1}\right)\right]\right|<C_{3}<1$ for any $\delta \leqslant t \leqslant \pi$.

Now we can write

$$
\begin{aligned}
& \left|1_{\delta \sqrt{n+1} \leqslant|x| \leqslant \pi \sqrt{n+1}} \mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} Z_{n+1}\right)\right]\right| \leqslant \\
& 1_{\delta \sqrt{n+1} \leqslant|x| \leqslant \pi \sqrt{n+1}} \mathbb{P}\left(\alpha^{n+1} \notin \Omega_{n+1}\right)+ \\
& 1_{\delta \sqrt{n+1} \leqslant|x| \leqslant \pi \sqrt{n+1}} \sum_{k \in \Omega_{n+1}} \mathbb{P}\left(\alpha^{n+1}=k\right) \prod_{i=1}^{N+1}\left|\mathbb{E}\left[\exp \left(i \frac{x}{\sqrt{n+1}} \sum_{r=1}^{k_{i}} \tilde{X}_{i}^{r}\right)\right]\right| \\
& \leqslant 1_{\delta \sqrt{n+1} \leqslant|x| \leqslant \pi \sqrt{n+1}} \frac{C_{2}}{n+1}+1_{\delta \sqrt{n+1} \leqslant|x| \leqslant \pi \sqrt{n+1}} \sum_{k \in \Omega_{n+1}} \mathbb{P}\left(\alpha^{n+1}=k\right) C_{3}^{k_{1}} \leqslant \\
& 1_{|x| \leqslant \pi \sqrt{n+1}} \frac{C_{2}}{n+1}+1_{|x| \leqslant \pi \sqrt{n+1}} C_{3}^{\frac{\alpha(N)}{2}(n+1)} \leqslant C_{2} \pi^{2} \min \left(\frac{1}{x^{2}}, 1\right)+\left(C_{3}^{\frac{\alpha(N)}{\pi^{2}}}\right)^{x^{2}} .
\end{aligned}
$$

This, together with Formula (6.2.14), allows us to conclude: we have shown that

$$
x_{m}^{n}=\frac{1}{\sigma \sqrt{2 \pi}} \frac{1}{\sqrt{n+1}} \exp \left(-\frac{\left(\frac{n-1}{2}-m\right)^{2}}{2(n+1) \sigma^{2}}\right)+o\left(n^{-\frac{1}{2}}\right)
$$

for some error term uniform in $m$. We can finally observe (by distinguishing the cases where $\left(\frac{n-1}{2}-m\right)^{2} \leqslant n^{\frac{3}{2}}$ from the cases where $\left.\left(\frac{n-1}{2}-m\right)^{2} \geqslant n^{\frac{3}{2}}\right)$ that

$$
\frac{1}{\sigma \sqrt{2 \pi}} \frac{1}{\sqrt{n+1}} \exp \left(-\frac{\left(\frac{n-1}{2}-m\right)^{2}}{2(n+1) \sigma^{2}}\right)=\frac{1}{\sigma \sqrt{2 \pi}} \frac{1}{\sqrt{n}} \exp \left(-\frac{\left(\frac{n-1}{2}-m\right)^{2}}{2 n \sigma^{2}}\right)+o\left(n^{-\frac{1}{2}}\right)
$$

with the error term once again uniform in $m$.

Lemma 6.2.17. Let $N \geqslant 1$. For any $i=1, \ldots, N$, recursively define the random variables $\alpha_{i}^{n}$ as follows: $\alpha_{i}^{k}:=0$ for any $k \in\{1, \ldots, N\} \backslash\{i\}$ and $\alpha_{i}^{i}:=1$. For any $n \geqslant N, \alpha_{i}^{n+1}:=$ $\tilde{\alpha}_{i}^{K}+\tilde{\alpha}_{i}^{n+1-K}$, where $K$ is a uniform random variable on the set $\{1, \ldots, n\}$ and $\left\{\tilde{\alpha}_{i}^{k}\right\}_{k=1, \ldots, n}$ is a family of independent variables such that $\tilde{\alpha}_{i}^{k}$ follows the same distribution as $\alpha_{i}^{k}$.

Then for any $n \geqslant N+1$, we have

$$
\mathbb{E}\left[\alpha_{i}^{n}\right]=\frac{2 n}{(N+1) N}
$$

and

$$
\operatorname{Var}\left(\alpha_{i}^{n}\right)=C(N) n,
$$

where $C(N)$ is some constant that only depends on $N$.
Proof. Let $i \in\{1, \ldots, N\}$ and observe that if $n \geqslant N$, then

$$
\mathbb{E}\left[\alpha_{i}^{n+1}\right]=\frac{1}{n}\left(\sum_{k=1}^{n} \mathbb{E}\left[\tilde{\alpha}_{i}^{k}\right]+\mathbb{E}\left[\tilde{\alpha}_{i}^{n+1-k}\right]\right)=\frac{2}{n} \sum_{k=1}^{n} \mathbb{E}\left[\alpha_{i}^{k}\right] .
$$

Hence

$$
\sum_{k=1}^{n+1} \mathbb{E}\left[\alpha_{i}^{k}\right]=\sum_{k=1}^{n} \mathbb{E}\left[\alpha_{i}^{k}\right]+\mathbb{E}\left[\alpha_{i}^{n+1}\right]=\frac{n+2}{n} \sum_{k=1}^{n} \mathbb{E}\left[\alpha_{i}^{k}\right]
$$

and necessarily

$$
\sum_{k=1}^{n+1} \mathbb{E}\left[\alpha_{i}^{k}\right]=\frac{n+2}{n} \frac{n+1}{n-1} \cdots \frac{N+3}{N+1} \frac{N+2}{N} \sum_{k=1}^{N} \mathbb{E}\left[\alpha_{i}^{k}\right]=\frac{(n+2)(n+1)}{(N+1) N} \sum_{k=1}^{N} \mathbb{E}\left[\alpha_{i}^{k}\right] .
$$

Moreover, we get from the definition of the random variables $\alpha_{i}^{n}$ that $\sum_{k=1}^{N} \mathbb{E}\left[\alpha_{i}^{k}\right]=1$ : thus $\sum_{k=1}^{n+1} \mathbb{E}\left[\alpha_{i}^{k}\right]=\frac{(n+2)(n+1)}{(N+1) N}$, and finally

$$
\mathbb{E}\left[\alpha_{i}^{n+1}\right]=\sum_{k=1}^{n+1} \mathbb{E}\left[\alpha_{i}^{k}\right]-\sum_{k=1}^{n} \mathbb{E}\left[\alpha_{i}^{k}\right]=\frac{(n+2)(n+1)}{(N+1) N}-\frac{(n+1) n}{(N+1) N}=\frac{2(n+1)}{(N+1) N}
$$

for any $n \geqslant N$.
Let us now compute the variance of $\alpha_{i}^{n+1}$. First observe that

$$
\begin{aligned}
& \mathbb{E}\left[\left(\alpha_{i}^{n+1}\right)^{2}\right]=\frac{1}{n}\left(\sum_{k=1}^{n} \mathbb{E}\left[\left(\tilde{\alpha}_{i}^{k}+\tilde{\alpha}_{i}^{n+1-k}\right)^{2}\right]\right)=\frac{2}{n}\left(\sum_{k=1}^{n} \mathbb{E}\left[\left(\tilde{\alpha}_{i}^{k}\right)^{2}\right]+\mathbb{E}\left[\tilde{\alpha}_{i}^{k}\right] \mathbb{E}\left[\tilde{\alpha}_{i}^{n+1-k}\right]\right)= \\
& \frac{2}{n}\left(\sum_{k=1}^{n} \mathbb{E}\left[\left(\alpha_{i}^{k}\right)^{2}\right]+\sum_{k=1}^{n} \frac{4 k(n+1-k)}{N^{2}(N+1)^{2}}\right)=\frac{2}{n}\left(\sum_{k=1}^{n} \mathbb{E}\left[\left(\alpha_{i}^{k}\right)^{2}\right]+\frac{2 n(n+1)(n+2)}{3 N^{2}(N+1)^{2}}\right)
\end{aligned}
$$

as the variables $\tilde{\alpha}_{i}^{k}$ are independent from each other.
Now define for any $n \geqslant 1$

$$
g(n+1):=\sum_{k=1}^{n+1} \mathbb{E}\left[\left(\alpha_{i}^{k}\right)^{2}\right]-\frac{2(n+1)(n+2)(2 n-3)}{3 N^{2}(N+1)^{2}},
$$

as is natural to do in such a situation.
Then

$$
\begin{aligned}
& g(n+1)=\sum_{k=1}^{n+1} \mathbb{E}\left[\left(\alpha_{i}^{k}\right)^{2}\right]-\frac{2(n+1)(n+2)(2 n-3)}{3 N^{2}(N+1)^{2}}= \\
& \sum_{k=1}^{n} \mathbb{E}\left[\left(\alpha_{i}^{k}\right)^{2}\right]+\frac{2}{n}\left(\sum_{k=1}^{n} \mathbb{E}\left[\left(\alpha_{i}^{k}\right)^{2}\right]+\frac{2 n(n+1)(n+2)}{3 N^{2}(N+1)^{2}}\right)-\frac{2(n+1)(n+2)(2 n-3)}{3 N^{2}(N+1)^{2}}=
\end{aligned}
$$

$$
\begin{aligned}
& \frac{n+2}{n} \sum_{k=1}^{n} \mathbb{E}\left[\left(\alpha_{i}^{k}\right)^{2}\right]+(2-(2 n-3)) \frac{2(n+1)(n+2)}{3 N^{2}(N+1)^{2}}= \\
& \frac{n+2}{n} \sum_{k=1}^{n} \mathbb{E}\left[\left(\alpha_{i}^{k}\right)^{2}\right]-\frac{2(n+1)(n+2)(2 n-5)}{3 N^{2}(N+1)^{2}}= \\
& \frac{n+2}{n}\left(\sum_{k=1}^{n} \mathbb{E}\left[\left(\alpha_{i}^{k}\right)^{2}\right]-\frac{2 n(n+1)(2 n-5)}{3 N^{2}(N+1)^{2}}\right)=\frac{n+2}{n} g(n)
\end{aligned}
$$

for any $n \geqslant N$, hence as before,

$$
g(n+1)=\frac{(n+2)(n+1)}{(N+1) N} g(N) .
$$

Thus

$$
\begin{aligned}
& \mathbb{E}\left[\left(\alpha_{i}^{k}\right)^{2}\right]=g(n+1)-g(n)+\frac{2(n+1)(n+2)(2 n-3)}{3 N^{2}(N+1)^{2}}-\frac{2 n(n+1)(2 n-5)}{3 N^{2}(N+1)^{2}}= \\
& \frac{2(n+1)}{(N+1) N} g(N)+\frac{2(n+1)}{3 N^{2}(N+1)^{2}}((n+2)(2 n-3)-n(2 n-5))= \\
& \frac{2(n+1)}{(N+1) N} g(N)+\frac{4(n+1)(n-1)}{N^{2}(N+1)^{2}} .
\end{aligned}
$$

From this, we see that for any $n \geqslant N$,
$\operatorname{Var}\left(\alpha_{i}^{n+1}\right)=\mathbb{E}\left[\left(\alpha_{i}^{n+1}\right)^{2}\right]-\left(\mathbb{E}\left[\alpha_{i}^{n+1}\right]\right)^{2}=\frac{2(n+1)}{N(N+1)} g(N)+\frac{4(n+1)(n-1)}{N^{2}(N+1)^{2}}-\frac{4(n+1)^{2}}{N^{2}(N+1)^{2}}=$ $\frac{2(n+1)}{N(N+1)} g(N)-\frac{8(n+1)}{N^{2}(N+1)^{2}}=(n+1) C(N)$
for some finite constant $C(N):=\frac{2 g(N)}{N(N+1)}-\frac{8}{N^{2}(N+1)^{2}}$ that only depends on $N$.

### 6.3 Some explicit computations

Given $n \geqslant 3$, we can try to apply the Cooking Theorem 5.1.1 to any combination of families of polynomials $\left\{P_{d}^{k}\right\}_{d \in \mathbb{N}}$ for $k=1, \ldots, n-1$; these various combinations result in families of polynomials $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ and associated hypersurfaces with a priori distinct asymptotic Betti numbers, which we can in turn use to define new polynomials and hypersurfaces in ambient dimension $n+1$. The total number of possibilities in dimension $n$ grows extremely fast as $n$ goes to infinity (as $C^{2^{n}}$ for some $C>1$ ), even with a low number of starting ingredients, i.e. families of polynomials that are already known. Given $n \geqslant 3$ and $i \in\{0, \ldots, n-1\}$, it is not yet clear how to pick the combination which will result in the largest asymptotic value for the $i$-th Betti numbers $b_{i}\left(V_{\mathbb{R}^{n}}\left(Q_{d}^{n}\right)\right)$.

The author used a poorly coded C++ program to test out each combination achievable

|  |  |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{n}:$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
|  |  |  |  |  |  |  |  |
| 3 | 0.2083 | 0.0833 | 0.2083 |  |  |  |  |
| 4 | 0.0520 | 0.0104 | 0.0104 | 0.0520 |  |  |  |
| 5 | 0.0104 | 0.0833 | 0.0375 | 0.0833 | 0.0104 |  |  |
| 6 | 0.0017 | 0.0677 | 0.0138 | 0.0138 | 0.0677 | 0.0017 |  |
| 7 | 0.0002 | 0.0364 | 0.0238 | 0.0310 | 0.0238 | 0.0364 | 0.0002 |

Figure 6.2:
in ambient dimension $n=4,5,6,7$ using both constructions from Theorem 6.2.6 by Brugallé and the family of constructions from Theorem 6.2 .5 by Itenberg and Viro as building blocks. Any $n$ greater than 7 exceeded the computational power of the author's arguably cheap computer.

Figure 6.2 shows, for $n=3, \ldots, 7$ and $i \in\{0, \ldots, n-1\}$, the largest $t_{i}^{n}$ (rounded down to the 4 -th decimal) such that we were able to cook, using the Cooking Theorem 5.1.1, a family $\left\{Q_{d}^{n}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in $n$ variables such that $\Delta\left(Q_{d}^{n}\right)=S_{d}^{n}$, that the associated family of real projective hypersurfaces is asymptotically maximal (this is not an additional constraint, as all our ingredients are asymptotically maximal) and that

$$
b_{i}\left(V_{\mathbb{R}^{n}}\left(Q_{d}^{n}\right)\right) \stackrel{n}{\geqslant}\left(a_{i}^{n}+t_{i}^{n}\right) \cdot d^{n} .
$$

In particular, it is enough to complete the proof of Theorem 6.1.1 for $n \leqslant 7$.
In Figure 6.3, we indicate, for $5 \leqslant n \leqslant 99$ odd and $i \in\{0, \ldots, n-1\}$, the values of $\frac{d_{\frac{n-1}{2}}^{n}-a_{\frac{n-1}{n}}^{2}}{a_{\frac{n-1}{2}}^{n}}$ (rounded down to the 5 -th decimal), where $d_{\frac{n-1}{2}}^{n}$ comes from Theorem 6.1.3. The ratio appears to converge relatively fast to $\lim _{n \rightarrow \infty} \frac{\frac{d_{n-1}^{n}-a_{n-1}^{n}}{2}}{a_{\frac{n-1}{2}}^{2}}=\frac{\sqrt{10}}{3}-1 \cong 0.05409$.

### 6.4 Chapter conclusion

Concerning possible generalizations, the same method could certainly be applied to more general toric varieties, though not without any modifications, as it relies heavily on the geometry of the standard simplex. Given an $n$-polytope with integer vertices $\Delta$, and should we want to define a family of polynomials $\left\{P_{d}^{n}\right\}_{d \in \mathbb{N}}$ such that $\Delta\left(P_{d}^{n}\right)=d \cdot \Delta$ and such that the induced family of hypersurfaces in the associated toric variety has interesting asymptotic Betti numbers, a solution could be to simply divide each $d \cdot \Delta$ into several "big" simplices (as well as some smaller polytopes to fill in the gaps), in which we apply the methods described here. Thinking in terms of cycles and axes, it should be relatively easy to find good asymptotic lower bounds on the Betti numbers.

| 5 | 0.06818 | 53 | 0.05552 |
| :---: | :---: | :---: | :---: |
| 7 | 0.06478 | 55 | 0.05547 |
| 9 | 0.06227 | 57 | 0.05542 |
| 11 | 0.06085 | 59 | 0.05538 |
| 13 | 0.05984 | 61 | 0.05533 |
| 15 | 0.05909 | 63 | 0.05529 |
| 17 | 0.05851 | 65 | 0.05526 |
| 19 | 0.05805 | 67 | 0.05522 |
| 21 | 0.05768 | 69 | 0.05519 |
| 23 | 0.05737 | 71 | 0.05516 |
| 25 | 0.05711 | 73 | 0.05513 |
| 27 | 0.05689 | 75 | 0.05510 |
| 29 | 0.05670 | 77 | 0.05508 |
| 31 | 0.05653 | 79 | 0.05505 |
| 33 | 0.05638 | 81 | 0.05503 |
| 35 | 0.05625 | 83 | 0.05501 |
| 37 | 0.05614 | 85 | 0.05498 |
| 39 | 0.05603 | 87 | 0.05496 |
| 41 | 0.05594 | 89 | 0.05494 |
| 43 | 0.05585 | 91 | 0.05493 |
| 45 | 0.05577 | 93 | 0.05491 |
| 47 | 0.05570 | 95 | 0.05489 |
| 49 | 0.05564 | 97 | 0.05487 |
| 51 | 0.05558 | 99 | 0.05486 |



Another interesting problem would be to find combinatorial analogs to Theorem 6.2.6, i.e. families $\left\{P_{d}^{3}\right\}_{d \in \mathbb{N}}$ of completely nondegenerate real Laurent polynomials in 3 variables obtained using the combinatorial Patchwork and such that the Newton polytope $\Delta\left(P_{d}^{3}\right)$ is $S_{d}^{3}$ and that for $i=0, \ldots, 2$, we have

$$
b_{i}\left(V_{\mathbb{R}^{\mathbb{P}}}\left(P_{d}^{3}\right)\right) \stackrel{n}{=} x_{i}^{3} \cdot d^{n}
$$

with $x_{0}^{3}=x_{2}^{3}=\frac{1}{6}+a$ and $x_{1}^{3}=\frac{4}{6}-2 a$ for non-zero $a$. In particular, those families have to be asymptotically maximal (non-asymptotically maximal examples are relatively easy to find).

As the Cooking Theorem respects the combinatorial nature of the ingredients it uses, this would automatically yield combinatorial versions of Theorems 6.1.1 and 6.1.2

## Chapter 7

## A tropical analog to Lefschetz's section theorem

### 7.1 Chapter introduction

This chapter is based on a joint work ARS19 with Arthur Renaudineau ${ }^{1}$ and Kristin Shaw ${ }^{2}$ In this article, we prove a tropical analog to Lefschetz's section theorem, or more precisely to one of its best-known corollaries, relating the tropical homology of a non-singular tropical hypersurface in a non-singular tropical toric variety to the tropical homology of the ambient variety, assuming some technical conditions. We also directly prove that the tropical homology of non-singular tropical toric varieties is torsion-free, and use this, in conjunction with the Lefschetz-like theorem, to show that the tropical homology of non-singular tropical hypersurfaces in non-singular tropical toric varieties is also torsion-free (assuming, again, some technical conditions). As a bonus of sorts, this allows us to obtain some results similar to those of [IKMZ16] relating tropical homology and Hodge-Deligne numbers through purely combinatorial means, though only in the case of hypersurfaces.

In the present chapter, we restrict ourselves to two types of ambient non-singular tropical toric varieties: non-singular compact toric varieties whose dual fan is the same as that of the full-dimensional Newton polytope of the considered hypersurface, and the tropical algebraic torus $\mathbb{R}^{n+1}$. Our hypersurfaces are also of two types: either non-singular, in which case our theorems hold with tropical (co)homology with coefficients in $\mathbb{Z}$ and $\mathbb{R}$, or singular, in which case we restrict ourselves to tropical (co)homology with real coefficients.

Again, the results can be found in their full generality in ARS19. Throughout the chapter, we mostly use definitions and notations from Chapter 3

As advertised above, the main result of this chapter is the following tropical analog to

[^5]Lefschetz's section theorem. Given a tropical toric variety or a tropical hypersurface $Z$, we denote as in Chapter 4 by $H_{q}\left(Z ; \mathcal{F}_{p}^{Z, Z}\right)$ the $(q, p)$-th tropical homology group of $Z$ with coefficients in $\mathbb{Z}$, and by $H_{q}^{B M}\left(Z ; \mathcal{F}_{p}^{Z, \mathbb{Z}}\right)$ the $(q, p)$-th tropical Borel-Moore homology group of $Z$ with coefficients in $\mathbb{Z}$, and similarly for cohomology. We often simply write $\mathcal{F}_{p}^{Z}$ and $\mathcal{F}_{Z}^{p}$ instead of $\mathcal{F}_{p}^{Z, \mathbb{Z}}$ and $\mathcal{F}_{Z, \mathbb{Z}}^{p}$. To avoid confusion, we sometimes refer to $H_{q}\left(Z ; \mathcal{F}_{p}^{Z}\right)$ as a standard tropical homology group.

As explained in Chapter 3, we call a full-dimensional polytope $\Delta \subset \mathbb{R}^{n+1}$ simple or non-singular if its normal fan is simplicial unimodular. Such a polytope naturally gives rise to a non-singular compact tropical toric variety $Y_{\Delta}$ via its normal fan $\Sigma$. Moreover, any tropical polynomial $P$ in $n+1$ variables defines a tropical hypersurface $X_{0}$ in $\mathbb{R}^{n+1}$ whose structure is dual to the subdivision of the Newton polytope $\Delta(P)$ of $P$ induced by $P$ itself (see the Duality Theorem 3.2 .4 . If the subdivision is primitive, the tropical hypersurface $X_{0}$ is non-singular. As in Chapter 3, we call the natural compactification in a non-singular tropical toric $Y_{\Delta}$ of a non-singular hypersurface $X_{0} \subset \mathbb{R}^{n+1}$ defined by a tropical polynomial whose full-dimensional Newton polytope is $\Delta$ a non-singular hypersurface in $Y_{\Delta}$.

Theorem 7.1.1. Let $X$ be an $n$-dimensional tropical hypersurface in $Y$ with Newton polytope $\Delta$, where $Y$ is either $\mathbb{R}^{n+1}$ or a tropical toric variety generated by the normal fan $\Sigma$ of $\Delta$, in which case we ask that $\Delta$ be full-dimensional and $\Sigma$ be simplicial unimodular.

Then the map induced by inclusion

$$
i_{*}: H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X, \mathbb{R}}\right) \rightarrow H_{q}^{B M}\left(Y ; \mathcal{F}_{p}^{Y, \mathbb{R}}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.
Moreover, if $\Delta$ is full-dimensional, then the map induced by inclusion

$$
i_{*}: H_{q}\left(X ; \mathcal{F}_{p}^{X, \mathbb{R}}\right) \rightarrow H_{q}\left(Y ; \mathcal{F}_{p}^{Y, \mathbb{R}}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.
Additionally, if $X$ is non-singular in $Y$, the same two statements hold with coefficients in $\mathbb{Z}$ instead of $\mathbb{R}$.

Though we restrict ourselves to slightly less general conditions than in the article ARS19, the theorem covers the most common and reasonable cases. In Section 7.2 .2 , we present a few counter-examples to its conclusions in cases where its hypotheses are not satisfied.

The case where $X$ is non-singular and its tropical homology groups with coefficients in $\mathbb{R}$ are considered can be recovered as a consequence of the main theorem from Itenberg, Katzarkov, Mikhalkin and Zharkov's [IKMZ16. However, the statements regarding the integer tropical homology of a non-singular tropical hypersurface $X$ and the tropical homology with coefficients in $\mathbb{R}$ of a singular tropical hypersurface $X$ are new.

Though our theorem is analogous to a well-known corollary of Lefschetz's section theorem, the proofs have little in common. Ours rely on a careful examination of the cellular homology complexes using a cell decomposition of the ambient space induced by the hypersurface itself; we show that the tropical homology of the pair $(Y, X)$ is in a certain sense "locally trivial" in degrees $p+q \leqslant n$. Notice that unlike the classical Lefschetz section theorem, ours does not require the ambient variety to be compact, making it closer to the generalizations that can be found in Eyr04.

Somewhat disappointingly, our proof does not appear to be easily adaptable to the case where $X \subset Y$ is a tropical variety of codimension strictly greater than 1 .

As immediate consequences of Theorem 7.1.1, we have the following corollaries.
Corollary 7.1.2. Let $Y$ be a $(n+1)$-dimensional non-singular compact tropical toric variety defined by a full-dimensional polytope $\Delta$. Let $X$ be a non-singular tropical hypersurface in $Y$, defined by a tropical polynomial whose Newton polytope is also $\Delta$. Then the map induced by inclusion

$$
i_{*}: H_{q}\left(X ; \mathcal{F}_{p}^{X}\right) \rightarrow H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.
Note that as $Y$ and $X$ are compact, the standard and Borel-Moore tropical homology groups coincide.

We have a similar statement when choosing the tropical torus $\mathbb{R}^{n+1}$ as an ambient variety, rather than a compact one.

Corollary 7.1.3. Let $X$ be a non-singular tropical hypersurface in $\mathbb{R}^{n+1}$, defined by a tropical polynomial $P$. Then the map induced by inclusion

$$
i_{*}: H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right) \rightarrow H_{q}^{B M}\left(\mathbb{R}^{n+1} ; \mathcal{F}_{p}^{\mathbb{R}^{n+1}}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.
If additionally the Newton polytope of $P$ is full-dimensional, then the map

$$
i_{*}: H_{q}\left(X ; \mathcal{F}_{p}^{X}\right) \rightarrow H_{q}\left(\mathbb{R}^{n+1} ; \mathcal{F}_{p}^{\mathbb{R}^{n+1}}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.
It is easy to show that $H_{q}^{B M}\left(\mathbb{R}^{n+1} ; \mathcal{F}_{p}^{\mathbb{R}^{n+1}}\right)$ is isomorphic to $\bigwedge^{p} \mathbb{Z}^{n+1}$ if $q=n+1$ and trivial otherwise, and that $H_{q}\left(\mathbb{R}^{n+1} ; \mathcal{F}_{p}^{\mathbb{R}^{n+1}}\right)$ is isomorphic to $\bigwedge^{p} \mathbb{Z}^{n+1}$ if $q=0$ and trivial otherwise.

In the case of real coefficients and singular $X$, we also have the two corollaries below.
Corollary 7.1.4. Let $P$ be a tropical polynomial whose Newton polytope $\Delta$ is full-dimensional and non-singular. Let $Y$ be the $(n+1)$-dimensional non-singular compact tropical toric
variety to which $\Delta$ gives rise, and let $X$ be the tropical hypersurface in $Y$ to which $P$ gives rise (note that we do not ask for $X$ to be non-singular).

Then the map induced by inclusion

$$
i_{*}: H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X, \mathbb{R}}\right) \rightarrow H_{q}^{B M}\left(Y ; \mathcal{F}_{p}^{Y, \mathbb{R}}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.
Corollary 7.1.5. Let $X$ be a tropical hypersurface in $\mathbb{R}^{n+1}$, defined by a tropical polynomial $P$ (note that we do not ask for $X$ to be non-singular). Then the map induced by inclusion

$$
i_{*}: H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X, \mathbb{R}}\right) \rightarrow H_{q}^{B M}\left(\mathbb{R}^{n+1} ; \mathcal{F}_{p}^{\mathbb{R}^{n+1}, \mathbb{R}}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.
If additionally the Newton polytope of $P$ is full-dimensional, then the map

$$
i_{*}: H_{q}\left(X ; \mathcal{F}_{p}^{X, \mathbb{R}}\right) \rightarrow H_{q}\left(\mathbb{R}^{n+1} ; \mathcal{F}_{p}^{\mathbb{R}^{n+1}, \mathbb{R}}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.

The equivalent statements for rational coefficients are a consequence of the universal coefficient theorem, or can be directly obtained using the exact same proof.

Observe that we do not even ask that the subdivision of the Newton polytope of $P$ induced by $P$ be a triangulation.

Adiprasito and Björner also established tropical variants of the Lefschetz hyperplane section theorem in AB14. Their theorems relate the tropical homology with real coefficients (but say nothing of integral tropical homology groups) of a non-singular tropical variety $X$ contained in a tropical toric variety to the tropical homology groups of the intersection of $X$ with a so-called "chamber complex", which is a codimension one polyhedral complex in a tropical toric variety whose complement consists of pointed polyhedra. Their proof relies on Morse theory, and does not seem to have much in common with ours.

We also give some description of the integral tropical homology of non-singular toric varieties, using tropical Poincaré duality (see JRS17]).

Proposition 7.1.6. Let $Y$ be a $(n+1)$-dimensional non-singular compact tropical toric variety. Then the integral tropical homology groups of $Y$ are torsion-free.

Moreover, we have

$$
\operatorname{rank} H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)=h^{p, q}(\mathbb{C} Y)
$$

where $\mathbb{C} Y$ is the corresponding non-singular compact complex toric variety(i.e. they are defined using the same simplicial unimodular complete fan). In particular, we have $H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)=$ 0 unless $p=q$.

Using this result and Theorem 7.1.1, we get the following statement.

Theorem 7.1.7. Let $X$ be a non-singular n-dimensional tropical hypersurface in $Y$ with Newton polytope $\Delta$, where $Y$ is either $\mathbb{R}^{n+1}$ or a toric variety generated by the normal fan $\Sigma$ of $\Delta$, in which case we ask that $\Delta$ be full-dimensional and that $\Sigma$ be simplicial unimodular.

Then both the Borel-Moore and standard integral tropical homology groups of $X$ are torsion-free.

Our main motivation for establishing torsion-freeness of the tropical homology groups of tropical hypersurfaces comes from the main result from RS18, which we have already discussed in Chapter 4 (see Formula 4.5.4) and which we quote again here: let $X$ be a smooth real algebraic hypersurface in a $(n+1)$-dimensional non-singular toric variety obtained via primitive combinatorial patchworking, and let $X^{\text {trop }}$ be an associated tropical hypersurface. Denote by $\mathbb{C} X$ (respectively, $\mathbb{R} X$ ) the complex (respectively, real) points of $X$. Then Renaudineau and Shaw proved that for any $i=0, \ldots, n$, we have

$$
b_{i}(\mathbb{R} X) \leqslant \sum_{p=1}^{n} \operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X^{\text {trop }} ; \mathcal{F}_{p}^{X^{\text {trop }}, \mathbb{Z}_{2}}\right)
$$

Theorem 7.1 .7 then allows us to see that if the ambient toric variety is either compact or the algebraic torus, then the integral tropical homology of $X^{\text {trop }}$ is torsion-free, which implies that $\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X^{\text {trop }} ; \mathcal{F}_{p}^{X^{\text {trop }}, \mathbb{Z}_{2}}\right)=\operatorname{rank} H_{q}\left(X^{\text {trop }} ; \mathcal{F}_{p}^{X^{\text {trop }}}\right)$. We can then conclude, either from [IKMZ16] or the results below, that rank $H_{q}\left(X^{\text {trop }} ; \mathcal{F}_{p}^{X^{\text {trop }}}\right)=h^{q, p}(\mathbb{C} X)$ (where $h^{q, p}(\mathbb{C} X)$ is the $(q, p)$-th Hodge number of $\left.\mathbb{C} X\right)$ and that we have for any $i=0, \ldots, n$

$$
b_{i}(\mathbb{R} X) \leqslant h^{i, n-i}(\mathbb{C} X)+1-\delta_{i, \frac{n}{2}}
$$

where $\delta_{i, \frac{n}{2}}$ is 1 if $i=\frac{n}{2}$ and 0 otherwise.
As another consequence of the Lefschetz-like Theorem 7.1.1, we are able to express under the same assumptions (once again using tropical Poincare duality) the rank of the integral tropical homology of non-singular tropical hypersurfaces in compact tropical toric varieties and in $\mathbb{R}^{n+1}$ in terms of the Hodge-Deligne numbers of a related real algebraic hypersurface.

If $\mathbb{C} Y$ is a complex toric variety, a hypersurface $\mathbb{C} X \subset \mathbb{C} Y$ is torically non-degenerate if the intersection of $\mathbb{C} X$ with any proper torus orbit of $\mathbb{C} Y$ is non-singular and $\mathbb{C} X$ intersects each torus orbit of $\mathbb{C} Y$ transversally. If $\mathbb{C} Y$ is the complex toric variety associated to the Newton polytope of $\mathbb{C} X$, then the second condition follows from the first one (see for example Kho77]).

Following V. Danilov and A. Khovanskii (see [DK86]), we denote Hodge-Deligne num-
bers of a complex variety $\mathbb{C} X$ by $h^{p, q}\left(H_{c}^{k}(\mathbb{C} X)\right)$ and define the numbers

$$
e_{c}^{p, q}(\mathbb{C} X):=\sum_{k}(-1)^{k} h^{p, q}\left(H_{c}^{k}(\mathbb{C} X)\right),
$$

where $H_{c}^{k}(\mathbb{C} X)$ is the $k$-th cohomology group with compact support of $\mathbb{C} X$. We then define the polynomial

$$
\chi_{y}(\mathbb{C} X):=\sum_{p, q} e_{c}^{p, q}(\mathbb{C} X) y^{p} .
$$

Parallelly, given a tropical hypersurface $X$, we consider the Euler characteristic $\chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right)$ of the tropical integral Borel-Moore cellular complex. Both $\chi_{y}(\mathbb{C} X)$ and $\chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right)$ have nice additivity properties, which allow us to get through purely combinatorial computations the following results.

Theorem 7.1.8. Let $X$ be a non-singular tropical hypersurface in a tropical toric variety $Y$, and let $\mathbb{C} X$ be a complex hypersurface torically non-degenerate in a complex toric variety $\mathbb{C} Y$ such that the tropical, respectively complex polynomials defining $X$ and $\mathbb{C} X$ have the same full-dimensional Newton polytope $\Delta$. Moreoever, let $Y$ and $\mathbb{C} Y$ be either $\mathbb{R}^{n+1}$ and $\left(\mathbb{C}^{*}\right)^{n+1}$, or a tropical, respectively complex $(n+1)$-dimensional non-singular toric varieties defined using the normal fan of $\Delta$ (in which case we ask that it be simplicial and unimodular).

Then we have

$$
\chi_{y}(\mathbb{C} X)=\sum_{p=0}^{n}(-1)^{p} \chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right) y^{p},
$$

and thus

$$
(-1)^{p} \chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right)=\sum_{q} e_{c}^{p, q}(\mathbb{C} X) .
$$

Combining this with our Lefschetz-like theorems and some classical results concerning Hodge-Deligne numbers, we find the two following corollaries.

Corollary 7.1.9. Let $Y$ and $\mathbb{C} Y$ be tropical, respectively complex $(n+1)$-dimensional non-singular compact toric varieties coming from the same non-singular full-dimensional integral polytope $\Delta$.

Let $X$ be a non-singular tropical hypersurface in $Y$ (in particular, defined by a tropical polynomial whose Newton polytope is also $\Delta$ ). Let $\mathbb{C} X$ be a torically non-degenerate complex hypersurface in $\mathbb{C} Y$, defined by a Laurent polynomial whose Newton polytope is $\Delta$ as well.

Then for all $p$ and $q$ we have

$$
h^{p, q}(\mathbb{C} X)=\operatorname{rank} H_{q}\left(X ; \mathcal{F}_{p}^{X}\right) .
$$

Corollary 7.1.10. Let $X$ be a non-singular tropical hypersurface in $\mathbb{R}^{n+1}$ defined by a tropical polynomial whose Newton polytope is full-dimensional. If $\mathbb{C} X$ is a non-singular complex hypersurface in $\left(\mathbb{C}^{*}\right)^{n+1}$ with the same Newton polytope as $X$, then

$$
\operatorname{rank} H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)= \begin{cases}\sum_{l=0}^{q} h^{p, l}\left(H_{c}^{n}(\mathbb{C} X)\right) & \text { if } p+q=n \\ h^{p, p}\left(H_{c}^{n+p}(\mathbb{C} X)\right) & \text { if } q=n \\ 0 & \text { otherwise }\end{cases}
$$

The Hodge-Deligne numbers appearing in the above corollary can be calculated using the algorithms in DK86. For example, we have under the hypotheses of Corollary 7.1.10 that $h^{p, p}\left(H_{c}^{n+p}(\mathbb{C} X)\right)=\binom{n+1}{p+1}$.

One can also get Corollary 7.1 .9 as a consequence of the main theorem of [KMZ16] (though a complete description of the integral tropical homology groups of $X$ would nonetheless require some analog to Theorem 7.1.7 to show the lack of torsion).

All results in this chapter can be easily generalized to cases where the Newton polytope of the hypersurface $X$ is not full-dimensional. For example, if the ambient variety $Y$ is $\mathbb{R}^{n+1}$, the hypersurface $X$ is of the form $\tilde{X} \times \mathbb{R}^{k}$ for some $k$ and some $(n-k)$-dimensional tropical hypersurface $\tilde{X}$ whose Newton polytope is full-dimensional in $\mathbb{R}^{n+1-k}$. One can then apply the various theorems stated in this section to $\tilde{X}$, and use Künneth's formula for tropical homology (see [GS19]) to obtain information regarding the tropical homology of $X$. Likewise if the pair $X \subset Y$ is of the form $\tilde{X} \times \mathbb{R}^{k} \subset \tilde{Y} \times \mathbb{R}^{k}$, with $\tilde{Y}$ being some nonsingular tropical toric variety dual to the full-dimensional Newton polytope of $\tilde{X}$. More delicate generalizations can be found in ARS19.

In Section 7.2, we explain some notations, prove a preliminary lemma, and show counterexamples to the conclusions of some of the main results when we drop certain hypotheses. In Section 7.3 , we prove many lemmas, as well as the Lefschetz-like Theorem 7.1.1. In Section 7.4, we study the tropical homology of non-singular tropical toric varieties and the torsion-freeness of tropical hypersurfaces, and prove Proposition 7.1.6 as well as Theorem 7.1.7. Finally, in Section 7.5, we use concepts from V. Danilov's and A. Khovanskii's [DK86] to prove Theorem 7.1.8 and Corollaries 7.1.9 and 7.1.10.

### 7.2 Preliminaries

We start with some definitions and basic observations in Subsection 7.2.1, then present some interesting pathological cases in Subsection 7.2.2,

### 7.2.1 Definitions and observations

Throughout the text and unless otherwise specified, when considering a tropical hypersurface $X$ contained in a tropical toric variety $Y$, we always use the polyhedral structure on


Figure 7.1: The tropical curve induced by the tropical polynomial " $x+y+x y$ " in $\mathbb{T} P^{2}$.
$X$ that comes from the subdivision of the associated Newton polytope (see Chapter 3) and the polyhedral structure on $Y$ induced by that of $X$.

Let $Y$ be a tropical toric variety and let $X \subset Y$ be a tropical hypersurface. We say that the pair $(Y, X)$ is a cellular pair if the cellular structure induced by $X$ on $Y$ makes it a cell complex according to the definition that we gave in Subsection 3.3.2 (which comes from Cur13] and differs slightly from the usual definition). Example 7.2 .3 below shows that it needs not necessarily be the case. Requiring $(Y, X)$ to be a cellular pair automatically implies that $X$ (equipped with its natural polyhedral structure) is also a cell complex.

Given a tropical toric variety $Y$, we say that a polyhedral complex $Z$ is proper in $Y$ if for each cell $\sigma$ of $Z$ of sedentarity 0 and each cone $\rho$ such that $\sigma \cap Y_{\rho} \neq \varnothing$, one has $\operatorname{dim}\left(\sigma \cap Y_{\rho}\right)=\operatorname{dim}(\sigma)-\operatorname{dim}(\rho)$.

If $Y$ is a non-singular tropical toric variety and $X$ a non-singular hypersurface in $Y$, then $X$ is proper in $Y$ (see the Duality Theorem 3.2.4). It need not be the case for tropical hypersurfaces in tropical toric varieties in general: consider for example a tropical curve induced by the tropical polynomial " $x+y+x y$ " in $\mathbb{T} P^{2}$, as illustrated in Figure 7.1.

Let $\gamma$ be a polyhedron of dimension $s$ and $\operatorname{sed}(\gamma)=0$ in a tropical toric variety $Y$. For each cone $\rho$ in the fan $\Sigma$ defining $Y$, set $\gamma_{\rho}:=\gamma \cap Y_{\rho}$ and define

$$
\gamma^{\circ}:=\bigsqcup_{\rho} \text { relint } \gamma_{\rho},
$$

where relint $\gamma_{\rho}$ is the relative interior of $\gamma_{\rho}$ (in $Y_{\rho}$ ). If we assume that $\gamma$ is proper in $Y$, a face $\sigma$ of $\gamma^{o}$ of dimension $q$ is necessarily of sedentarity order $\operatorname{sed}(\sigma)=\operatorname{dim} \gamma-q$.

A tropical hypersurface $X$ in an $n+1$ dimensional tropical toric variety $Y$ is combinatorially ample if for every face $\gamma$ of dimension $n+1$ of $Y$, considered with the polyhedral structure induced by $X$, the polyhedral complex $\gamma^{o}$ is homeomorphic as a stratified topological space to a product of copies of $\mathbb{T}$ and $\mathbb{R}$.

If $Y$ is a non-singular tropical toric variety and $X$ a non-singular hypersurface in $Y$, then $X$ is combinatorially ample in $Y$. It need not be the case for the closure in a nonsingular toric variety $Y$ of a non-singular hypersurface $X_{0}$ in $\mathbb{R}^{n+1}$, as is shown in Example 7.2.5

The following lemma about the structure of the cosheaves in the case of a non-singular tropical hypersurface proves useful later on.

Lemma 7.2.1. Let $X$ be a non-singular tropical hypersurface in $Y$, where $Y$ is either $\mathbb{R}^{n+1}$ or the non-singular compact tropical toric variety generated by the normal fan of the Newton polytope $\Delta$ of $X$ (in which case we ask that $\Delta$ be full-dimensional and that its normal fan be simplicial and unimodular).

If $\tau$ is a face of $X$ of dimension $q$ whose relative interior is contained in a stratum $Y_{\rho}$ of dimension $m$, then

$$
\mathcal{F}_{p}^{X}(\tau) \cong \bigoplus_{l=0}^{p} \mathcal{F}_{p-l}^{H_{m-q-1}}(v) \otimes \bigwedge^{l} T_{\mathbb{Z}}(\tau),
$$

where $H_{m-q-1}$ is the standard tropical hyperplane of dimension $m-q-1$ in $\mathbb{R}^{m-q}$ and $v$ denotes its vertex.

If $\tau$ is a codimension one face of $\sigma$ in $X$ and $\operatorname{relint}(\tau)$ and $\operatorname{relint}(\sigma)$ are contained in the distinct strata $Y_{\rho}$ and $Y_{\eta}$, respectively, then the cosheaf map $i_{\sigma, \tau}: \mathcal{F}_{p}^{X}(\sigma) \rightarrow \mathcal{F}_{p}^{X}(\tau)$ together with the above isomorphisms commute with the map

$$
\begin{equation*}
\bigoplus_{l=0}^{p} \mathcal{F}_{p-l}^{H_{m-q-1}}(v) \otimes \bigwedge^{l} T_{\mathbb{Z}}(\sigma) \rightarrow \bigoplus_{l=0}^{p} \mathcal{F}_{p-l}^{H_{m-q-1}}(v) \otimes \bigwedge^{l} T_{\mathbb{Z}}(\tau), \tag{7.2.1}
\end{equation*}
$$

which is induced by the map $\mathrm{id} \otimes \pi_{\eta, \rho}$ on each factor of the direct sum, where $\pi_{\eta, \rho}: \bigwedge^{l} T_{\mathbb{Z}}(\sigma) \rightarrow$ $\bigwedge^{l} T_{\mathbb{Z}}(\tau)$ is from Equation 3.3.1 in Chapter 3.

Proof. Recall that $T_{\mathbb{Z}}(\tau)$ denotes the integral points in the tangent space of the face $\tau$. Now let $L$ be a $m-q$ dimensional affine subspace of $\mathbb{R}^{m} \cong Y_{\rho}$ defined over $\mathbb{Z}$ such that $L$ intersects all faces of $X_{\rho}$ that contain relint $(\tau)$ transversally and that together $T_{\mathbb{Z}}(L)$ and $T_{\mathbb{Z}}(\tau)$ generate the lattice $T_{\mathbb{Z}}\left(Y_{\rho}\right)$. By the above transversality assumption, the intersection $L^{\prime}=L \cap X$ has a single vertex $v^{\prime}$ contained in $\tau$.

For every $l$ there is a map

$$
i_{l}: \mathcal{F}_{p-l}^{L^{\prime}}\left(v^{\prime}\right) \otimes \bigwedge^{l} T_{\mathbb{Z}}(\tau) \rightarrow \mathcal{F}_{p}^{X}(\tau)
$$

given by taking the wedge product of the vectors in $\mathcal{F}_{p-l}^{L^{\prime}}(v)$ and $\bigwedge^{l} T_{\mathbb{Z}}(\tau)$. Taking the
direct sum of the maps $i_{l}$ for all $0 \leqslant l \leqslant p$ gives a map

$$
\begin{equation*}
\bigoplus_{l=0}^{p} \mathcal{F}_{p-l}^{L^{\prime}}\left(v^{\prime}\right) \otimes \bigwedge^{l} T_{\mathbb{Z}}(\tau) \rightarrow \mathcal{F}_{p}^{X}(\tau) \tag{7.2.2}
\end{equation*}
$$

If $\sigma$ is a facet of $X \cap Y_{\rho}$ containing the face $\tau$, then by our assumptions on $L^{\prime}$, we have

$$
T_{\mathbb{Z}}(\sigma) \cong T_{\mathbb{Z}}(\tau) \oplus T_{\mathbb{Z}}\left(L^{\prime} \cap \sigma\right)
$$

Therefore,

$$
\mathcal{F}_{p}^{X}(\sigma) \cong \bigoplus_{l=0}^{p} \mathcal{F}_{p-l}^{L^{\prime} \cap \sigma}\left(v^{\prime}\right) \otimes \bigwedge^{l} T_{\mathbb{Z}}(\tau)
$$

Now since $\mathcal{F}_{p}^{X}(\tau)$ is generated by all $\mathcal{F}_{p}^{X}(\sigma)$ for $\sigma$ a facet containing $\tau$, the map in Equation 7.2 .2 is an isomorphism.

By the assumption that $X$ is non-singular in $Y$, every non-empty stratum $X_{\rho}=Y_{\rho} \cap X$ is a non-singular tropical hypersurface in $\mathbb{R}^{m}$, where $m=n+1-\operatorname{dim} \rho$. Therefore, the hypersurface $X_{\rho}$ is defined by a tropical polynomial $f_{\rho}$ and it is dual to a primitive regular subdivision of the Newton polytope of $f_{\rho}$ which is induced by $f_{\rho}$. A face $\sigma$ of $X$ whose relative interior is contained in $X_{\rho}$ is dual to a face of the dual subdivision of $\Delta\left(f_{\rho}\right)$, and since this dual subdivision is primitive, the face dual to $\sigma$ is a simplex. Therefore, near the vertex $v^{\prime}$ the polyhedral complex $L^{\prime}$ is up to an integral affine transformation the same as a neighborhood of the vertex $v$ of the tropical hyperplane $H_{m-q-1}$ and we have $\mathcal{F}_{p-l}^{L^{\prime}}\left(v^{\prime}\right) \cong \mathcal{F}_{p-l}^{H_{m-q-1}}(v)$. This proves the isomorphism stated in the lemma.

If $\tau$ is a face of $\sigma$, and $\tau$ and $\sigma$ are contained in $Y_{\eta}$ and $Y_{\rho}$ respectively, for $\eta \neq \rho$, then we can write $T_{\mathbb{Z}}\left(Y_{\rho}\right)=T_{\mathbb{Z}}\left(L_{\sigma}\right) \oplus T_{\mathbb{Z}}(\sigma)$ and $T_{\mathbb{Z}}\left(Y_{\eta}\right)=T_{\mathbb{Z}}\left(L_{\tau}\right) \oplus T_{\mathbb{Z}}(\tau)$, where $L_{\sigma}$ and $L_{\tau}$ are the linear spaces chosen in the argument above to intersect $\sigma$ and $\tau$, respectively. Since the polyhedral structure on $X$ is proper in $Y$, the map $\pi_{\rho \eta}: T_{\mathbb{Z}}\left(Y_{\rho}\right) \rightarrow T_{\mathbb{Z}}\left(Y_{\eta}\right)$ restricts to an isomorphism between $T_{\mathbb{Z}}\left(L_{\sigma}\right)$ and $T_{\mathbb{Z}}\left(L_{\tau}\right)$. Therefore, it also restricts to an isomorphism between $\mathcal{F}_{p}^{L_{\sigma} \cap X}\left(v_{\sigma}\right)$ and $\mathcal{F}_{p}^{L_{\tau} \cap X}\left(v_{\tau}\right)$ for all $p$.

The claim about the commutativity of the above isomorphisms with the maps in Formula 7.2.1 and $i_{\sigma, \tau}: \mathcal{F}_{p}^{X}(\sigma) \rightarrow \mathcal{F}_{p}^{X}(\tau)$ follows, since $i_{\sigma, \tau}$ is induced by projecting along a direction $\pi_{\rho, \eta}$.

### 7.2.2 Counterexamples

In this subsection, we show how everything can go terribly wrong: a series of examples in which some of our hypotheses are not satisfied and the main theorems fail.

Example 7.2.2. Consider the complete rational fan $\Sigma$ in $\mathbb{R}^{2}$ such that its only 1-dimensional cones are $\mathbb{R}_{\geqslant 0} \cdot(-2,1), \mathbb{R}_{\geqslant 0} \cdot(2,1)$ and $\mathbb{R}_{\geqslant 0} \cdot(0,-1)$, and the associated toric variety $Y$. Consider also the tropical hypersurface $X \subset Y$ whose Newton polytope is the triangle of


Figure 7.2: The pair $(Y, X)$ from Example 7.2.2


Figure 7.3: The tropical curve induced by the tropical polynomial " $0+x y^{2}+x^{2} y "$ in $\mathbb{T}^{2}$.
vertices $(0,0),(2,0)$ and $(1,2)$ (which we do not further triangulate). The pair $(Y, X)$ is represented in Figure 7.2.

Both $Y$ and $X$ are singular, and it is easy to see that $H_{0}\left(X ; \mathcal{F}_{1}^{X}\right) \cong \mathbb{Z}_{2}$ and that $H_{1}\left(Y ; \mathcal{F}_{1}^{Y}\right) \cong \mathbb{Z} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{2} ;$ compare with Theorem 7.1.7 and Proposition 7.1.6.

Example 7.2.3. There are examples of tropical hypersurfaces in tropical toric varieties which are not cellular pairs. For example, let $X \subset \mathbb{T}^{2}$ be the tropical curve in $\mathbb{T}^{2}$ with three rays in directions $(-2,1),(1,-2)$ and $(1,1)$ (see Figure 7.3) to which the tropical polynomial " $0+x y^{2}+x^{2} y$ " gives rise. In this case, the pair $\left(\mathbb{T}^{2}, X\right)$ is not a cellular pair, though $X$ may be combinatorially ample in $\mathbb{T}^{2}$.

Example 7.2.4. On a related note, consider the case when the Newton polytope of the polynomial that gives rise to $X$ is an interval of lattice length equal to 1 in $\mathbb{R}^{n+1}$ (for $n \geqslant 1$ ); in particular, and unlike what is required in the second part of Corollary 7.1.3, it is not full-dimensional.

Then the tropical hypersurface $X$ is a (classical) $\mathbb{Z}$-affine subspace of $Y=\mathbb{R}^{n+1}$ of dimension $n$, and the one point compactification of $\mathbb{R}^{n+1}$ (with the cell structure induced by $X$ ) is not a regular cell complex (as shown in Lemma 3.3.6). Upon further subdividing $X$ and $Y$ so that they form a cellular pair, or using singular tropical homology, we can compute the standard tropical homology groups to be:

$$
H_{q}\left(X ; \mathcal{F}_{p}^{X}\right)=\left\{\begin{array}{l}
\bigwedge^{p} \mathbb{Z}^{n} \text { if } q=0, \\
0 \text { if } q \neq 0
\end{array} \quad \text { and } \quad H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)=\left\{\begin{array}{l}
\bigwedge^{p} \mathbb{Z}^{n+1} \text { if } q=0 \\
0 \text { if } q \neq 0
\end{array}\right.\right.
$$

Whereas the Borel-Moore homology groups are

$$
H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)=\left\{\begin{array}{l}
\bigwedge^{p} \mathbb{Z}^{n} \text { if } q=n \\
0 \text { if } q \neq n
\end{array}\right.
$$

and

$$
H_{q}^{B M}\left(Y ; \mathcal{F}_{p}^{Y}\right)=\left\{\begin{array}{l}
\bigwedge^{p} \mathbb{Z}^{n+1} \text { if } q=n+1 \\
0 \text { if } q \neq n+1
\end{array}\right.
$$

We see that the conclusions of Corollary 7.1.3 do not hold for the standard tropical homology groups; the fact that $\left(\mathbb{R}^{n+1}, X\right)$ is not a cellular pair is what makes the proof fail. However, the conclusions regarding the Borel-Moore tropical homology groups do apply.

Example 7.2.5. Here is a counterexample to the conclusions of Corollary 7.1 .2 when we drop the condition that $Y$ is defined by the normal fan of the Newton polytope of the polynomial that gives rise to $X$. Consider the standard tropical hyperplane $X^{o} \subset \mathbb{R}^{n+1}$. The case $n=2$ is depicted in the left of Figure 7.4 . Let $\Sigma$ be the fan for the $(n+1)$ dimensional projective space blown up in a toric fixed point, and let $Y$ be the tropical toric variety defined by $\Sigma$. Let $X$ denote the compactification of $X^{o}$ in $Y$. Then it can be computed that $\operatorname{rank} H_{1}\left(X, \mathcal{F}_{1}^{X}\right)=1$ and $\operatorname{rank} H_{1}\left(Y, \mathcal{F}_{1}^{Y}\right)=2$, so the map $H_{1}\left(X, \mathcal{F}_{1}^{X}\right) \rightarrow$ $H_{1}\left(Y, \mathcal{F}_{1}^{Y}\right)$ is not surjective (unlike in the conclusion of Corollary 7.1.2 for $n \geqslant 2$ ).

The connected component of $Y \backslash X$ containing the stratum of $Y$ dual to the ray of $\Sigma$ corresponding to the exceptional divisor of the blow up does not satisfy the condition to be combinatorially ample, which is where the proof fails.

The complex geometric version of the same scenario also does not satisfy the conclusions of the Lefschetz hyperplane section theorem (as the hypersurface of the toric variety is not ample).


Figure 7.4: The standard tropical hyperplane in $\mathbb{R}^{3}$ on the left, its closure in the tropical toric variety described in Example 7.2 .5 on the right.

### 7.3 Tropical Lefschetz hyperplane section theorems

This section is mainly dedicated to proving Theorem 7.1.1, but we first need some intermediate lemmas.

### 7.3.1 Preliminary results

A tropical hypersurface $X$ in a tropical toric variety $Y$ induces a polyhedral structure on $Y$. As above, and unless it is explicitly mentioned, we use this polyhedral structure on $Y$ to compute its cellular tropical homology groups.

If $Z$ is a polyhedral complex, $Z^{\prime} \subset Z$ is a subpolyhedral complex and $\mathcal{G}$ is a cosheaf on $Z$, then the restriction cosheaf $\left.\mathcal{G}\right|_{Z^{\prime}}$ is a cosheaf on $Z^{\prime}$ which assigns the $\mathbb{Z}$-module $\mathcal{G}(\sigma)$ for $\sigma$ a face of $Z^{\prime}$. The cosheaf $\left.\mathcal{G}\right|_{Z^{\prime}}$ can also be considered as a cosheaf on $Z$. In this case, it assigns $\mathcal{G}(\sigma)$ if $\sigma$ is a face of $Z^{\prime}$ and 0 otherwise.

Since we consider the polyhedral structure on $Y$ induced by $X$, the tropical hypersurface $X$ is a subpolyhedral complex of $Y$ and we have the cosheaves $\left.\mathcal{F}_{p}^{Y}\right|_{X}$, which can be considered on $X$ or $Y$ as described above.

To prove our Lefschetz-like theorems, we consider two exact sequences of cosheaves. The first is the exact sequence of cosheaves on $Y$ given by

$$
\begin{equation*}
\left.0 \rightarrow \mathcal{F}_{p}^{Y, A}\right|_{X} \rightarrow \mathcal{F}_{p}^{Y, A} \rightarrow \mathcal{Q}_{p}^{A} \rightarrow 0 \tag{7.3.1}
\end{equation*}
$$

for $A=\mathbb{Z}, \mathbb{R}$. The second one consists of cosheaves on $X$ and is given by

$$
\begin{equation*}
\left.0 \rightarrow \mathcal{F}_{p}^{X, A} \rightarrow \mathcal{F}_{p}^{Y, A}\right|_{X} \rightarrow \mathcal{N}_{p}^{A} \rightarrow 0 \tag{7.3.2}
\end{equation*}
$$

for $A=\mathbb{Z}, \mathbb{R}$. We often simply write $\mathcal{Q}_{p}$ and $\mathcal{N}_{p}$ for $\mathcal{Q}_{p}^{\mathbb{Z}}$ and $\mathcal{N}_{p}^{\mathbb{Z}}$.
The injective maps on the left-hand side of both cosheaf sequences are both natural
inclusions on the stalks over faces. The cosheaves $\mathcal{Q}_{p}^{A}$ and $\mathcal{N}_{p}^{A}$ are defined as the cokernel cosheaves in both short exact sequences. The cosheaves $\left.\mathcal{F}_{p}^{Y, A}\right|_{X}, \mathcal{F}_{p}^{Y, A}$, and $\mathcal{F}_{p}^{X, A}$ are all free $A$-modules.

The main idea of the proofs is that the cosheaves $\mathcal{Q}_{p}^{A}$ and $\mathcal{N}_{p}^{A}$ vanish locally in the right degrees (and under the right hypotheses), in a sense that is made clear in the remainder of this section.

Example 7.3.1. Consider the tropical line $X$ in $\mathbb{T} P^{2}$ from Example 3.3 .2 and Figure 3.5 in Chapter 3. Then the cosheaf $\mathcal{Q}_{p}$ on $\mathbb{T} P^{2}$ assigns the trivial $\mathbb{Z}$-module to any face of $\mathbb{T} P^{2}$ which is also a face of $X$. For $\sigma$ a face of $\mathbb{T} P^{2}$ which is not a face of $X$, then $\mathcal{Q}_{p}(\sigma)=$ $\mathcal{F}_{p}^{\mathbb{T} P^{2}}(\sigma)$. The inclusion maps $\mathcal{Q}_{p}(\sigma) \rightarrow \mathcal{Q}_{p}(\tau)$ are either 0 or equal to $\iota_{\sigma, \tau}: \mathcal{F}_{p}^{\mathbb{T} P^{2}}(\sigma) \rightarrow$ $\mathcal{F}_{p}^{\mathbb{T} P^{2}}(\tau)$.

For $x$ the unique vertex of sedentarity 0 of $X$, the cosheaf $\mathcal{N}_{p}$ assigns $\mathcal{N}_{p}(x)=0$ for all $p<2$. When $p=2$, we have $\mathcal{N}_{p}(x)=\bigwedge^{2} \mathbb{Z}^{2}$.

For an edge $\sigma_{i}$ of $X$ the $\mathbb{Z}$-module $\mathcal{N}_{p}\left(\sigma_{i}\right)$ is a free module of rank 1 , and similarly for the three other vertices $\tau_{i}$ of $X$ that have non-zero sedentarity.

We recall the definition of $\gamma^{o}$ for a (closed) face $\gamma$ of $X$ of dimension $s$ and $\operatorname{sed}(\gamma)=0$. For each cone $\rho$ in the fan $\Sigma$ defining $Y$, set $\gamma_{\rho}:=\gamma \cap Y_{\rho}$ and define

$$
\gamma^{\circ}:=\bigsqcup_{\rho} \text { relint } \gamma_{\rho}
$$

The set $\gamma^{\circ}$ is not a polyhedral complex since the strata are not closed polyhedra, however $\overline{\gamma^{o}}$ is a subpolyhedral complex of $Y$. The set $\gamma^{o}$ is a stratified subset of $Y$ and it can be viewed as a poset with the order relations given by inclusions.

Lemma 7.3.2. Let $X$ be an n-dimensional tropical hypersurface in $Y$, where $Y$ is either $\mathbb{R}^{n+1}$ or a toric variety generated by the normal fan of the Newton polytope of $X$ (which we then suppose to be full-dimensional).

Then for every face $\gamma$ of $Y$, considered with the polyhedral structure induced by $X$, the stratified set $\gamma^{o}$ has a unique minimal face by inclusion.

Proof. If $Y=\mathbb{R}^{n+1}$, we have $\gamma^{o}=$ relint $\gamma$ and it is trivial.
Otherwise, this is a direct consequence of the second part of the Duality Theorem 3.2.4. The cell $\gamma$ is dual to a certain cell $\lambda$ of the subdivision of the Newton polytope $\Delta$ of $X$. By definition of $\gamma^{o}$, its minimal face corresponds to the cone $\rho$ of the fan defining $Y$, where $\rho$ is such that it is normal to the minimal face $F(\rho)$ of $\Delta$ that contains $\lambda$ (using the notations of the Duality Theorem 3.2.4).

If $\gamma$ is a face of a polyhedral complex $Z$ and $\mathcal{G}$ is a cellular cosheaf of $A$-modules (for some commutative ring $A$ ) on $Z$, we can consider the cosheaf $\mathcal{G}$ restricted to $\gamma^{o}$ even though $\gamma^{o}$ is not a polyhedral complex. Similarly to how we defined cellular cosheaves in


Figure 7.5: A depiction of the polyhedral complexes $\gamma^{o}$ for two faces $\gamma$ from Example 7.3.3.

Section 3.3, the restriction $\left.\mathcal{G}\right|_{\gamma^{o}}$ is a functor from $\gamma^{o}$ considered as a poset to the category of $A$-modules. The groups of Borel-Moore chains of $\mathcal{G}$ restricted to $\gamma^{o}$ are

$$
C_{q}^{B M}\left(\gamma^{o} ; \mathcal{G} \mid \gamma^{o}\right):=\bigoplus_{\operatorname{dim} \rho=q} \mathcal{G}\left(\gamma_{\rho}\right) .
$$

The chain groups form a complex with the boundary map

$$
\begin{equation*}
\partial: C_{q}^{B M}\left(\gamma^{o} ;\left.\mathcal{G}\right|_{\gamma^{o}}\right) \rightarrow C_{q-1}^{B M}\left(\gamma^{o} ;\left.\mathcal{G}\right|_{\gamma^{o}}\right) \tag{7.3.3}
\end{equation*}
$$

given by the cosheaf maps combined with the orientation map inherited from $Z$. The homology groups of this complex are denoted $H_{q}^{B M}\left(\gamma^{o} ;\left.\mathcal{G}\right|_{\gamma^{o}}\right)$. For simplicity, we denote by $\mathcal{F}_{p}^{\gamma^{\circ}}$ the cosheaves $\left.\mathcal{F}_{p}^{\overline{\gamma^{\circ}}}\right|_{\gamma^{\circ}}$.

Example 7.3.3. Let $X$ be a tropical hypersurface in a 3 -dimensional tropical toric variety $Y$. We describe the polyhedral complexes $\gamma^{o}$ for some faces $\gamma$ of $X$. If $\gamma$ is a face of $X$ which does not intersect any of the strata $Y_{\rho}$ for $\rho \neq 0$, then $\gamma^{\circ}$ consists of a single cell, which is simply relint $(\gamma)$. Therefore, $\gamma^{\circ}$ is combinatorially isomorphic to $\mathbb{R}^{q}$, where $q$ is the dimension of $\gamma$.

Suppose that $\gamma$ is a 2-dimensional face of $X$ and $\gamma \cap Y_{\rho} \neq \varnothing$ for a unique 1-dimensional stratum $Y_{\rho}$. There must be two 2-dimensional strata $Y_{\rho^{\prime}}$ and $Y_{\rho^{\prime \prime}}$ of $Y$ which contain $Y_{\rho}$, moreover $\gamma$ has non-empty intersection with both $Y_{\rho^{\prime}}$ and $Y_{\rho^{\prime \prime}}$. Therefore, $\gamma^{o}$ consists of four open cells and is combinatorially isomorphic to $\mathbb{T}^{2}$, see the left-hand side of Figure 7.5. If $\gamma$ is 2 -dimensional and intersects only a single 2-dimensional stratum $Y_{\rho}$, then $\gamma^{o}$ consists of two open cells and is combinatorially isomorphic to $\mathbb{R} \times \mathbb{T}$.

Suppose $\gamma$ is a 1-dimensional face of $X$ of sedentarity 0 such that $\gamma \cap Y_{\rho}$ is non-empty for a unique stratum $Y_{\rho}$ of codimension 1. Such a situation is depicted on the right-hand side of Figure 7.5. Then $\gamma^{o}$ consists of two open cells, the 1-dimensional cell $\gamma_{0}=\gamma \cap \mathbb{R}^{3}$ and the point $\gamma_{\rho}:=\gamma \cap Y_{\rho}$.

In the case of such a 1 -dimensional face $\gamma$, we have $\left.\mathcal{F}_{p}^{Y}\right|_{\gamma^{o}}(\gamma) \cong \bigwedge^{p} \mathbb{Z}^{3}$ and $\mathcal{F}_{p}^{\gamma^{o}}(\gamma) \cong$ $\bigwedge^{p} \mathbb{Z}$ for all $p$.

Lemma 7.3.4. Let $X$ be an n-dimensional tropical hypersurface in $Y$ with Newton polytope $\Delta$, where $Y$ is either $\mathbb{R}^{n+1}$ or a toric variety generated by the normal fan $\Sigma$ of $\Delta$, in which case we ask that $\Delta$ be full-dimensional and $\Sigma$ be simplicial unimodular.

Consider the polyhedral structure on $Y$ obtained by refinement by $X$. Let $\gamma$ be a face of $Y$ of sedentarity 0 . Then for any $p$ and all $r \neq \operatorname{dim} \gamma$,

$$
H_{r}^{B M}\left(\gamma^{o} ; \mathcal{F}_{p}^{\gamma^{o}, A}\right)=0
$$

for $A=\mathbb{Z}, \mathbb{R}$.
Remark 7.3.5. If $Y$ is the toric variety generated by $\Sigma$, the assumption that $\Sigma$ should be simplicial unimodular means that $Y$ is non-singular. However, $X$ is not required to be non-singular (even though its Newton polytope is simple).

Proof. Using the Duality Theorem 3.2 .4 as in the proof of Lemma 7.3 .2 , we consider the cell $\lambda$ dual to $\sigma$ in the subdivision of $\Delta$, and $F(\eta)$ the minimal face of $\Delta$ containing $\lambda$. The face $F(\eta)$ is dual to a cone $\eta$ of $\Sigma$.

As $\Sigma$ is required to be simplicial unimodular, we can assume, up to a change in coordinates (induced by some element of $S L(n, \mathbb{Z})$ ), that $\eta$ is the cone $\mathbb{R}_{+} e_{1}+\ldots+\mathbb{R}_{+} e_{\operatorname{dim} \eta}$.

If we let $q$ be the dimension of $\gamma$ and $k$ be the dimension of its minimal face $\gamma_{\eta}$, we then see (thanks to the Duality Theorem 3.2.4 that the stratification on $\gamma^{o}$ is isomorphic to the stratification of $\mathbb{R}^{k} \times \mathbb{T}^{q-k}$ (with strata corresponding to subcones of $\eta$ ).

Moreover, the Borel-Moore chain groups for $\gamma^{o}$ are

$$
C_{r}^{B M}\left(\gamma^{o} ; \mathcal{F}_{p}^{\gamma^{o}, A}\right)=\bigoplus_{\substack{\gamma_{\rho} \cap \gamma^{o} \neq \varnothing \\ \operatorname{dim} \gamma_{\rho}=r}} \bigwedge^{p} T_{A}\left(\gamma_{\rho}\right)
$$

From this description, it follows that there is an isomorphism of the chain complexes for the tropical homology of $\gamma^{o}$ and the chain complexes for the cellular Borel-Moore tropical homology groups of $\mathbb{R}^{k} \times \mathbb{T}^{q-k}$. Therefore, there are isomorphisms of the corresponding homology groups.

By [JRS17, the space $\mathbb{R}^{k} \times \mathbb{T}^{q-k}$ satisfies Poincaré duality for tropical homology and the Borel-Moore tropical homology groups of $\mathbb{R}^{q-k} \times \mathbb{T}^{k}$ are zero, except in degree $q$. The statement of the lemma follows.

We need the following lemma regarding the cosheaves $\mathcal{F}_{p}^{\mathbb{R}}$.
Lemma 7.3.6. Let $P$ be a tropical polynomial in $n+1$ variables, such that its Newton polytope $\Delta$ is $(n+1)$-dimensional and such that the subdivision it induces on $\Delta$ has a single
( $n+1$ )-dimensional cell (in other words, it coincides with the natural decomposition into faces of $\Delta$ as a polytope). Let $X \subset \mathbb{R}^{n+1}$ be the associated tropical hypersurface, and let $v$ be its central vertex.

Then

$$
\mathcal{F}_{p}^{X, \mathbb{R}}(v)=\bigwedge^{p} \mathbb{R}^{n+1}
$$

for $0 \leqslant p \leqslant n$, and $\mathcal{F}_{n+1}^{X, \mathbb{R}}(v)=0$.
Proof. The hypersurface $X$ is a translate of the normal fan of $\Delta$, minus its top-dimensional cones (that correspond to $\mathbb{R}^{n+1} \backslash X$ ).

We proceed by induction on $n$. The statement is trivial for $n=0$; suppose now that we have proved it for all $k<n$.

If $p<n$, choose any $(p+1)$-dimensional face $F$ of $\Delta$, and consider the associated $n-p$ cell $\sigma$. The star in $X$ of the relative interior of $\sigma$ (i.e. $\operatorname{star}_{X}(\sigma)=\{\operatorname{relint}(\tau) \mid \sigma \subset$ $\tau \subset X\} \subset \mathbb{R}^{n+1}$ ) is isomorphic to $\tilde{\sigma} \times \mathbb{R}^{n-p}$, where $\tilde{\sigma} \subset \mathbb{R}^{p+1}$ is the tropical hypersurface associated to the restriction of $P$ to the face $F$ (and $\mathbb{R}^{n-p}$ corresponds to the orthogonal complement in $\mathbb{R}^{n+1}$ of the vector space spanned by $F$ ). Let $\tilde{v}$ be the central vertex of $\tilde{\sigma}$.

Similarly to Lemma 7.2.1, we have

$$
\mathcal{F}_{p}^{X, \mathbb{R}}(\sigma) \cong \bigoplus_{l=0}^{p} \mathcal{F}_{l}^{\tilde{\sigma}, \mathbb{R}}(\tilde{v}) \otimes \bigwedge^{p-l} \mathbb{R}^{n-p}
$$

By induction, $\operatorname{dim} \mathcal{F}_{l}^{\tilde{\sigma}, \mathbb{R}}(\tilde{v})=\binom{p+1}{l}$ for any $l \leqslant p$, which shows that $\operatorname{dim} \mathcal{F}_{p}^{X, \mathbb{R}}(\sigma)=$ $\sum_{l=0}^{p}\binom{p+1}{l}\binom{n-p}{p-l}=\binom{n+1}{p}=\operatorname{dim} \bigwedge^{p} \mathbb{R}^{n+1}$. By definition, $\mathcal{F}_{p}^{X, \mathbb{R}}(\sigma) \subset \mathcal{F}_{p}^{X, \mathbb{R}}(v) \subset \bigwedge^{p} \mathbb{R}^{n+1}$, which allows us to conclude in the case $p<n$.

Now suppose that $p=n$. Consider a vertex $o$ of $\Delta$; let $v_{1}, \ldots, v_{N} \in \mathbb{R}^{n+1}$ be vectors spanning the rays of the 1 -dimensional faces of $\Delta$ to which $o$ belongs (one vector for each 1-dimensional face). The family $\left\{v_{1}, \ldots, v_{N}\right\}$ is not necessarily free, but as $\Delta$ is fulldimensional, it spans $\mathbb{R}^{n+1}$. Let $\sigma_{i}$ be the $n$-dimensional cell of $X$ dual to the face parallel to $v_{i}$ (and thus perpendicular to $v_{i}$ ).

By definition, we have $\sum_{i=1}^{N} \mathcal{F}_{n}^{\sigma_{i}, \mathbb{R}}\left(\sigma_{i}\right) \subset \mathcal{F}_{n}^{X, \mathbb{R}}(v)$ (as $v \in \sigma_{i}$ for $\left.i=1, \ldots, N\right)$. Moreover, $\mathcal{F}_{n}^{\sigma_{i}, \mathbb{R}}\left(\sigma_{i}\right) \cong \bigwedge^{n} \mathbb{L}\left(\sigma_{i}\right)$, where $\mathbb{L}\left(\sigma_{i}\right)$ is the vector space spanned by $\sigma_{i}$.

Suppose that $\sum_{i=1}^{N} \mathcal{F}_{n}^{\sigma_{i}, \mathbb{R}}\left(\sigma_{i}\right) \subsetneq \bigwedge^{n} \mathbb{R}^{n+1}$. Using the non-degenerate pairing $\bigwedge^{n} \mathbb{R}^{n+1} \times$ $\bigwedge^{1} \mathbb{R}^{n+1} \longrightarrow \bigwedge^{n+1} \mathbb{R}^{n+1}$ induced by the exterior product, we see that this implies that there exists a non-zero vector $v$ that belongs to each space $\mathbb{L}\left(\sigma_{i}\right)$; in particular, $v$ would be perpendicular to each $v_{i}$, which yields a contradiction and allows us to conclude the case $p=n$.

Finally, the case $p>n$ is trivial, as $\mathcal{F}_{p}^{X, \mathbb{R}}(v)$ is by definition the sum of the $p$-th exterior products of vector spaces spanned by cells of dimension less than or equal to $n$, which is then necessarily 0 .

Remark 7.3.7. Without additional non-singularity hypotheses, we would not necessarily have $\mathcal{F}_{p}^{X, \mathbb{Z}}(v)=\bigwedge^{p} \mathbb{Z}^{n+1}$ for $0 \leqslant p \leqslant n$.

Lemma 7.3.8. Let $X$ be an n-dimensional tropical hypersurface in $Y$ with Newton polytope $\Delta$, where $Y$ is either $\mathbb{R}^{n+1}$ or a toric variety generated by the normal fan $\Sigma$ of $\Delta$ (in which case we ask that $\Delta$ be full-dimensional).

For $\sigma$ a face of $X$ of dimension $q$ and sedentarity $\operatorname{sed}(\sigma)$, we have $\mathcal{N}_{p}^{\mathbb{R}}(\sigma)=0$ if $p \leqslant n-q-\operatorname{sed}(\sigma)$.

Moreover, if $Y$ is non-singular and $X$ is non-singular in $Y$, then for $\sigma$ a face of $X$ of dimension $q$ and sedentarity $\operatorname{sed}(\sigma)$, we have $\mathcal{N}_{p}^{\mathbb{Z}}(\sigma)=0$ if $p \leqslant n-q-\operatorname{sed}(\sigma)$.

Proof. Let $A=\mathbb{Z}, \mathbb{R}$. Given a face $\sigma$ of dimension $q$ of $X$, the $\mathbb{Z}$-module $\mathcal{F}_{p}^{X, A}(\sigma)$ is a submodule of $\mathcal{F}_{p}^{Y, A}(\sigma)$, and the map $\mathcal{F}_{p}^{X, A}(\sigma) \rightarrow \mathcal{F}_{p}^{Y, A}(\sigma)$ is simply the inclusion map.

Let $Y_{\rho}$ be the minimal stratum of $Y$ such that $\sigma$ is contained in $Y_{\rho}$. Let $m=n+$ $1-\operatorname{sed}(\sigma)$ be the dimension of $Y_{\rho}$ (as $Y$ is generated by the normal fan of the Newton polytope of $X$, we have $m \geqslant 1$ ). By definition of the cosheaves $\mathcal{F}_{p}^{X, A}$ and $\mathcal{F}_{p}^{Y, A}$, we can restrict ourselves to $Y_{\rho}$, which we can identify with $\mathbb{R}^{m}$.

Consider first the cosheaf $\mathcal{N}_{p}^{\mathbb{R}}(\sigma)=\mathcal{F}_{p}^{Y, \mathbb{R}}(\sigma) / \mathcal{F}_{p}^{X, \mathbb{R}}(\sigma)$. As we are using coefficients in $\mathbb{R}$, we simply have to show that $\mathcal{F}_{p}^{Y, \mathbb{R}}(\sigma)$ and $\mathcal{F}_{p}^{X, \mathbb{R}}(\sigma)$ have the same dimension if $p \leqslant n-q-\operatorname{sed}(\sigma)$.

By definition, we know that

$$
\operatorname{dim}_{\mathbb{R}} \mathcal{F}_{p}^{Y, \mathbb{R}}(\sigma)=\binom{m}{p}
$$

We also know, using the Duality Theorem 3.2.4, that $\sigma$ is dual to a certain cell $\lambda$ of dimension $m-q$ of the associated subdivision of $\Delta$. Via the identification $Y_{\rho} \cong \mathbb{R}^{m}$, and up to a change in coordinates (corresponding to an element of $S L(m, \mathbb{Z})$ ), the star of the relative interior of $\sigma$ in $X_{\rho}$ is then isomorphic to $\tilde{\sigma} \times \mathbb{R}^{q}$, for some polyhedral complex $\tilde{\sigma} \subset \mathbb{R}^{m-q}$ dual to some $(m-q)$-dimensional Newton polytope in $\mathbb{R}^{m-q}$ (corresponding to the closure of $\lambda$ ) with a single top-dimensional cell, as in Lemma 7.3.6.

Similarly to Lemma 7.2.1, we then have

$$
\mathcal{F}_{p}^{X, \mathbb{R}}(\sigma) \cong \bigoplus_{l=0}^{p} \mathcal{F}_{l}^{\tilde{\sigma}, \mathbb{R}}(v) \otimes \bigwedge^{p-l} \mathbb{R}^{q}
$$

where $v$ is the central vertex of $\tilde{\sigma}$, and we know from Lemma 7.3.6 that

$$
\operatorname{dim}_{\mathbb{R}} \mathcal{F}_{l}^{\tilde{\sigma}, \mathbb{R}}(v)=\binom{m-q}{l}
$$

if $l \leqslant m-q-1=(n+1-\operatorname{sed}(\sigma))-q-1=n-q-\operatorname{sed}(\sigma)$ (and 0 otherwise). This implies that if $p \leqslant n-q-\operatorname{sed}(\sigma)$, then $\operatorname{dim} \mathcal{F}_{p}^{X, \mathbb{R}}(\sigma)=\sum_{l=0}^{p}\binom{m-q}{l}\binom{q}{p-l}=\binom{m}{p}$, which allows us
to conclude.
Suppose now that $Y$ is non-singular and $X$ is non-singular in $Y$.
As $X$ is non-singular, $X_{\rho} \subset Y_{\rho} \cong \mathbb{R}^{m}$ is dual to a primitive triangulation $T$ of some polytope in $\mathbb{R}^{m}$ (see the Duality Theorem 3.2.4). In particular, the cell $\sigma$ is dual to some unimodular $(m-q)$-simplex $\gamma$ of $T$. Up to the action of some element of $S L(m, \mathbb{Z})$, corresponding to a change of variables, we can assume $\gamma$ to be the standard $(m-q)$ simplex in $\mathbb{R}^{m}$ whose $m-q+1$ vertices are $x_{0}:=(0, \ldots, 0), x_{1}:=(1,0, \ldots, 0), \ldots, x_{m-q}:=$ $(0, \ldots, 0,1,0, \ldots, 0)$.

By definition of the duality between the triangulation $T$ and the cellular subdivision of $X_{\rho}$, the star of the relative interior of $\sigma$ in $X_{\rho}$ is then isomorphic to $H_{m-q-1} \times \mathbb{R}^{q} \subset$ $\mathbb{R}^{m-q} \times \mathbb{R}^{q}=\mathbb{R}^{m}$, and we have

$$
\mathcal{F}_{p}^{X, \mathbb{Z}}(\sigma) \cong \bigoplus_{l=0}^{p} \mathcal{F}_{l}^{H_{m-q-1}, \mathbb{Z}}(v) \otimes \bigwedge^{p-l} \mathbb{Z}^{q} \subset \bigoplus_{l=0}^{p} \bigwedge^{l} \mathbb{Z}^{m-q} \otimes \bigwedge^{p-l} \mathbb{Z}^{q} \cong \bigwedge^{p} \mathbb{Z}^{m}=\mathcal{F}_{p}^{Y, \mathbb{Z}}(\sigma)
$$

as in the description from Lemma 7.2.1.
Using the canonical base $\left\{e_{1} \ldots, e_{m-q}, e_{m-q+1}, \ldots, e_{m}\right\}$ of $\mathbb{Z}^{m-q} \times \mathbb{Z}^{q} \cong Z^{m}$ and the associated base $\left\{e_{i_{1}} \wedge \ldots \wedge e_{i_{p}}\right\}_{0 \leqslant i_{1}<\ldots i_{p} \leqslant m}$ of $\bigwedge^{p} \mathbb{Z}^{m}$, we immediately see from that description and the definitions of the standard tropical hyperplane $H_{m-q-1}$ and the cosheaves $\mathcal{F}_{l}^{H_{m-q-1}, \mathbb{Z}}$ (see Example 3.3.3) that $\mathcal{F}_{p}^{X, \mathbb{Z}}(\sigma)$ is the free sub- $\mathbb{Z}$-module of $\mathcal{F}_{p}^{Y, \mathbb{Z}}(\sigma) \cong \bigwedge^{p} \mathbb{Z}^{m}$ spanned by all the elements $e_{i_{1}} \wedge \ldots \wedge e_{i_{l}} \wedge e_{i_{l+1}} \wedge \ldots \wedge e_{i_{p}}$ such that $i_{1}<\ldots<i_{p}$, that $i_{l} \leqslant m-q$ and that $l \leqslant m-q-1$ (for $l=0, \ldots, p$ ).

This implies that if $p \leqslant m-q-1=n-q-\operatorname{sed}(\sigma)$, then $\mathcal{F}_{p}^{X, \mathbb{Z}}(\sigma)=\mathcal{F}_{p}^{Y, \mathbb{Z}}(\sigma)$ and the quotient $\mathcal{F}_{p}^{Y, \mathbb{Z}}(\sigma) / \mathcal{F}_{p}^{X, \mathbb{Z}}(\sigma)=\mathcal{N}_{p}^{\mathbb{Z}}(\sigma)$ is trivial.

Lemma 7.3.9. Let $X$ be an n-dimensional tropical hypersurface in $Y$ with Newton polytope $\Delta$, where $Y$ is either $\mathbb{R}^{n+1}$ or a toric variety generated by the normal fan $\Sigma$ of $\Delta$, in which case we ask that $\Delta$ be full-dimensional and $\Sigma$ be simplicial unimodular.

Let $A \in\{\mathbb{Z}, \mathbb{R}\}$. For a face $\gamma$ of $X$ of sedentarity 0 , we have

$$
H_{q}^{B M}\left(\gamma^{\circ} ;\left.\mathcal{F}_{p}^{X, A}\right|_{\gamma^{\circ}}\right)=0
$$

for all $q \neq \operatorname{dim} \gamma$.
Proof. Denote by $\gamma_{m}$ the unique minimal face of $\gamma^{\circ}$ (see Lemma 7.3.2) and suppose it is contained in the stratum $Y_{\rho_{m}}$. Let $\Gamma$ denote the star of $\gamma_{m}$ in $X_{\rho_{m}}$.

Using the Duality Theorem 3.2.4, we know that there is a cell $\lambda$ of the subdivision of $\Delta$ dual to $X$ such that $\lambda$ is contained in the relative interior of the face $F\left(\rho_{m}\right)$ of $\Delta$, and such that $\gamma_{m}$ is dual to $\lambda$.

Then as a polyhedral complex, the star $\Gamma \subset \mathbb{R}^{n+1-\operatorname{sed}\left(\gamma_{m}\right)}$ is, up to $\mathrm{GL}_{n+1-\operatorname{sed}\left(\gamma_{m}\right)}(\mathbb{Z})$, equal to a basic open set of $\Gamma^{\prime} \times \mathbb{R}^{\operatorname{dim} \gamma_{m}}$, where $\Gamma^{\prime}$ is the tropical hypersurface in $\mathbb{R}^{n+1-\operatorname{sed}\left(\gamma_{m}\right)-\operatorname{dim} \gamma_{m}}$
dual to the closure of $\lambda$ (and its face structure). For the notion of basic open set, see JSS15, Definition 3.7].

Moreover, the star of any other face $\gamma_{\rho}$ in $\gamma^{o}$ is, up to $\mathrm{GL}_{n+1}(\mathbb{Z})$, equal to a basic open set of $\Gamma^{\prime} \times \mathbb{R}^{\operatorname{dim} \gamma_{\rho}}$.

Let $v$ be the vertex of $\Gamma^{\prime}$. Then as in Lemma 7.2.1, for any face $\gamma_{\rho}$ in $\gamma^{o}$, we have

$$
\mathcal{F}_{p}^{X, A}\left(\gamma_{\rho}\right) \cong \bigoplus_{l=0}^{p} \mathcal{F}_{p-l}^{\Gamma^{\prime}, A}(v) \otimes \bigwedge^{l} A^{\operatorname{dim} \gamma_{\rho}}
$$

For each $l$ from 0 to $p$, let $C_{\bullet}^{p, l}$ (the coefficients ring $A$ is implicit) denote the chain complex whose terms are

$$
C_{q}^{p, l}=\bigoplus_{\substack{\rho \mid \gamma_{\rho} \neq \varnothing \\ \operatorname{sed}\left(\gamma_{\rho}\right)=\operatorname{dim} \gamma-q}} \mathcal{F}_{p-l}^{\Gamma^{\prime}, A}(v) \otimes \bigwedge^{l} A^{\operatorname{dim} \gamma_{\rho}}
$$

We define the boundary maps of the complex on the direct summands. If $\gamma_{\rho^{\prime}}$ is a face of $\gamma_{\rho}$, then the map on the direct summand is

$$
\mathrm{id} \otimes \pi_{\rho, \rho^{\prime}}: \mathcal{F}_{p-l}^{\Gamma^{\prime}, A}(v) \otimes \bigwedge^{l} A^{\operatorname{dim} \gamma_{\rho}} \rightarrow \mathcal{F}_{p-l}^{\Gamma^{\prime}, A}(v) \otimes \bigwedge^{l} A^{\operatorname{dim} \gamma_{\rho^{\prime}}}
$$

where $\pi_{\rho, \rho^{\prime}}: \bigwedge^{l} A^{\operatorname{dim} \gamma_{\rho}} \rightarrow \bigwedge^{l} A^{\operatorname{dim} \gamma_{\rho^{\prime}}}$ is induced by the projection map

$$
\pi_{\rho, \rho^{\prime}}: T_{A}\left(Y_{\rho}\right) \rightarrow T_{A}\left(Y_{\rho^{\prime}}\right)
$$

from Formula 3.3.1. If $\gamma_{\rho^{\prime}}$ is not a face of $\gamma_{\rho}$, then the map is 0 .
As in Lemma 7.2.1, there are isomorphisms of chain complexes

$$
C_{\bullet}^{B M}\left(\gamma^{o} ;\left.\mathcal{F}_{p}^{X, A}\right|_{\gamma^{o}}\right) \cong \bigoplus_{l=0}^{p} C_{\bullet}^{p, l}
$$

By distributivity of tensor products (and because of the definition of $C_{\bullet}^{B M}\left(\gamma^{o} ; \mathcal{F}_{l}^{\gamma^{o}, A}\right)$, see the proof of Lemma 7.3.4 , we also have the isomorphisms

$$
C_{\bullet}^{p, l} \cong \mathcal{F}_{p-l}^{\Gamma^{\prime}, A}(v) \otimes C_{\bullet}^{B M}\left(\gamma^{o} ; \mathcal{F}_{l}^{\gamma^{o}, A}\right)
$$

Moreover, the homology of the chain complex $C_{\bullet}^{B M}\left(\gamma^{o} ; \mathcal{F}_{l}^{\gamma^{o}, A}\right)$ vanishes except in degree $q=\operatorname{dim} \gamma$ by Lemma 7.3.4. so we also have $H_{q}^{B M}\left(\gamma^{o}, \mathcal{F}_{l}^{\gamma^{o}, A}\right)=0$ for all $q \neq \operatorname{dim} \gamma$. Because the tensor product is right exact, we have $H_{q}\left(C_{\bullet}^{p, l}\right)=0$ for $q \neq \operatorname{dim} \gamma$ and all $l$ and $p$. It now follows that $H_{q}^{B M}\left(\gamma^{\circ} ;\left.\mathcal{F}_{p}^{X, A}\right|_{\gamma^{\circ}}\right)=0$ for $q \neq \operatorname{dim} \gamma$.

Lemma 7.3.10. Let $X$ be an n-dimensional tropical hypersurface in $Y$ with Newton poly-
tope $\Delta$, where $Y$ is either $\mathbb{R}^{n+1}$ or a toric variety generated by the normal fan $\Sigma$ of $\Delta$, in which case we ask that $\Delta$ be full-dimensional and $\Sigma$ be simplicial unimodular.

Let $A \in\{\mathbb{Z}, \mathbb{R}\}$. For a face $\gamma$ of $X$ of sedentarity 0 , we have

$$
H_{q}^{B M}\left(\gamma^{\circ} ;\left.\mathcal{N}_{p}^{A}\right|_{\gamma^{\circ}}\right)=0
$$

for all $q \neq \operatorname{dim} \gamma$.
Proof. The chain groups $C_{q}^{B M}\left(\gamma^{\circ} ;\left.\mathcal{N}_{p}^{A}\right|_{\gamma^{\circ}}\right)$ are all zero for $q>\operatorname{dim} \gamma$, therefore it suffices to prove the vanishing of the homology of the cosheaf $\left.\mathcal{N}_{p}^{A}\right|_{\gamma^{\circ}}$ in degrees strictly less than $\operatorname{dim} \gamma$. To do this we return to the short exact sequence from Formula (7.3.2), but restricted to $\gamma^{o}$, namely

$$
\left.\left.\left.0 \rightarrow \mathcal{F}_{p}^{X, A}\right|_{\gamma^{\circ}} \rightarrow \mathcal{F}_{p}^{Y, A}\right|_{\gamma^{\circ}} \rightarrow \mathcal{N}_{p}^{A}\right|_{\gamma^{\circ}} \rightarrow 0
$$

The idea is to show that the appropriate homology groups of the cosheaves $\left.\mathcal{F}_{p}^{X, A}\right|_{\gamma^{\circ}}$ and $\left.\mathcal{F}_{p}^{Y, A}\right|_{\gamma}{ }^{\circ}$ vanish in order to conclude using a long exact sequence argument.

By Lemma 7.3.9, we have $H_{q}^{B M}\left(\gamma^{\circ} ;\left.\mathcal{F}_{p}^{X, A}\right|_{\gamma^{\circ}}\right)=0$ for $q<\operatorname{dim} \gamma$.
Next we will show that $H_{q}^{B M}\left(\gamma^{\circ} ;\left.\mathcal{F}_{p}^{Y, A}\right|_{\gamma^{\circ}}\right)=0$ for $q<\operatorname{dim} \gamma$. By Lemma 7.3.2. there is a unique maximal cone $\rho_{m}$ in the fan of $Y$ such that $Y_{\rho_{m}} \cap \gamma^{o} \neq \varnothing$. Let $\tilde{Y}$ be the tropical toric variety of dimension $n+1$ defined by the fan consisting of the single cone $\rho_{m}$ (and its faces). There is a correspondence between the strata of $\gamma^{o}$ and the strata of $\tilde{Y}$, where a $q$ dimensional stratum $\sigma$ of $\gamma^{\circ}$ corresponds to a $(n+1-\operatorname{dim} \gamma+q)$-dimensional stratum $\tilde{\sigma}$ of $\tilde{Y}$. Moreover, under this correspondence we have $\left.\mathcal{F}_{p}^{Y, A}\right|_{\gamma^{o}}(\sigma)=\mathcal{F}_{p}^{\tilde{Y}, A}(\tilde{\sigma})$. The cellular chain complex $C_{\bullet}^{B M}\left(\gamma^{\circ} ;\left.\mathcal{F}_{p}^{Y, A}\right|_{\gamma^{\circ}}\right)$ is isomorphic to the chain complex $C_{\bullet+n+1-\operatorname{dim} \gamma}^{B M}\left(\tilde{Y} ; \mathcal{F}_{p}^{\tilde{Y}, A}\right)$.

By Lemma 7.3.4 we have $H_{q}^{B M}\left(\tilde{Y} ; \mathcal{F}_{p}^{\tilde{Y}, A}\right)=0$ for $q<n+1$ and therefore, it follows that $H_{q}^{B M}\left(\gamma^{\circ} ;\left.\mathcal{F}_{p}^{Y, A}\right|_{\gamma^{\circ}}\right)=0$ for $q<\operatorname{dim} \gamma$.

Considering the long exact sequence in homology to which the sequence $\sqrt{7.3 .2}$ restricted to $\gamma^{o}$ gives rise proves that $H_{q}^{B M}\left(\gamma^{o} ;\left.\mathcal{N}_{p}^{A}\right|_{\gamma^{o}}\right)=0$ for all $q \neq \operatorname{dim} \gamma$.

### 7.3.2 The main proof

The major part of the proof of the Lefschetz-like Theorem 7.1.1 is split into Propositions 7.3 .11 and 7.3 .13 below; the theorem itself then follows easily.

Proposition 7.3.11. Let $X$ be an n-dimensional tropical hypersurface in $Y$ with Newton polytope $\Delta$, where $Y$ is either $\mathbb{R}^{n+1}$ or a toric variety generated by the normal fan $\Sigma$ of $\Delta$, in which case we ask that $\Delta$ be full-dimensional and $\Sigma$ be simplicial unimodular.

Let $A \in\{\mathbb{Z}, \mathbb{R}\}$. Then $H_{q}^{B M}\left(Y ; \mathcal{Q}_{p}^{A}\right)=0$ for all $q<n+1$, and therefore the map

$$
H_{q}^{B M}\left(X ;\left.\mathcal{F}_{p}^{Y, A}\right|_{X}\right) \rightarrow H_{q}^{B M}\left(Y ; \mathcal{F}_{p}^{Y, A}\right)
$$

is an isomorphism when $q<n$ and a surjection when $q=n$.

If in addition $\Delta$ is full-dimensional, then $H_{q}\left(Y ; \mathcal{Q}_{p}^{A}\right)=0$ for all $q<n+1$, and therefore the map

$$
H_{q}\left(X ;\left.\mathcal{F}_{p}^{Y, A}\right|_{X}\right) \rightarrow H_{q}\left(Y ; \mathcal{F}_{p}^{Y, A}\right)
$$

is an isomorphism when $q<n$ and a surjection when $q=n$.

Remark 7.3.12. Of course, if $\Delta$ is full-dimensional and $Y$ comes from the normal fan of $\Delta$, then $Y$ and $X$ are compact, both types of homology groups coincide, and the second part of the statement is an immediate consequence of the first. This remark also applies to the next proposition.

Proof. We consider the polyhedral structure on $Y$ given by refinement by $X$. For any face $\sigma$ of $Y$ which is also a face of $X$, we have $\mathcal{Q}_{p}^{A}(\sigma)=0$. Therefore, we have the following isomorphisms of cellular chain complexes (see Section 3.3):

$$
C_{\bullet}^{B M}\left(Y ; \mathcal{Q}_{p}^{A}\right)=\bigoplus_{\sigma \in Y \backslash X} \mathcal{F}_{p}^{Y, A}(\sigma)
$$

and

$$
C \cdot\left(Y ; \mathcal{Q}_{p}^{A}\right)=\underset{\substack{\sigma \in Y \backslash X \\ \sigma \text { compact }}}{\mathcal{F}_{p}^{Y, A}(\sigma) . . . . . . .}
$$

The complement $Y \backslash X$ consists of connected components each of dimension $n+1$. Each such connected component is equal to $\gamma^{o}$, where $\gamma$ is a $n+1$ dimensional face of $Y$ with polyhedral structure induced by $X$. For $\gamma$ a face of $Y$ of dimension $n+1$, we have the equality of cosheaves $\left.\mathcal{F}_{p}^{\gamma^{\circ}, A} \cong \mathcal{F}_{p}^{Y, A}\right|_{\gamma^{o}}$. Each face $\sigma$ in $Y \backslash X$ is contained in $\gamma^{o}$ for a unique ( $n+1$ )-dimensional face $\gamma$ of $Y$. Moreover, the boundary of the face $\sigma$ contained in $\gamma^{o}$ is also contained in $\gamma^{o}$. Therefore, the cellular chain complexes for $\mathcal{Q}_{p}^{A}$ split and we have the following isomorphisms,

$$
C_{\bullet}^{B M}\left(Y ; \mathcal{Q}_{p}^{A}\right)=\bigoplus_{\operatorname{dim} \gamma=n+1} C_{\bullet}^{B M}\left(\gamma^{o} ; \mathcal{F}_{p}^{\gamma^{o}, A}\right)
$$

and

$$
C \bullet\left(Y ; \mathcal{Q}_{p}^{A}\right)=\underset{\substack{\operatorname{dim} \gamma=n+1 \\ \gamma \text { compact }}}{\bigoplus} C_{\bullet}^{B M}\left(\gamma^{o} ; \mathcal{F}_{p}^{\gamma^{o}, A}\right) .
$$

This produces the isomorphism

$$
H_{q}^{B M}\left(Y ; \mathcal{Q}_{p}^{A}\right)=\bigoplus_{\operatorname{dim} \gamma=n+1} H_{q}^{B M}\left(\gamma^{o} ; \mathcal{F}_{p}^{\gamma^{o}, A}\right) .
$$

Moreover, if $\Delta$ is full-dimensional and $Y=\mathbb{R}^{n+1}$, the pair $(Y, X)$ is a cellular pair, as proved in Lemma 3.3.6. Hence we know, as explained in Section 3.3, that we have the
following isomorphism as well:

$$
H_{q}\left(Y ; \mathcal{Q}_{p}^{A}\right)=\underset{\substack{\operatorname{dim} \gamma=n+1 \\ \gamma \text { compact }}}{\bigoplus} H_{q}^{B M}\left(\gamma^{o} ; \mathcal{F}_{p}^{\gamma^{o}, A}\right)
$$

If $\Delta$ is full-dimensional and $Y$ is generated by $\Sigma$, both complexes coincides and this is trivial, as noted in Remark 7.3.12

It follows from Lemma 7.3.4 that $H_{q}^{B M}\left(\gamma^{o} ; \mathcal{F}_{p}^{\gamma^{\circ}, A}\right)=0$ if $q \neq n+1$, and we obtain that $H_{q}^{B M}\left(Y ; \mathcal{Q}_{p}^{A}\right)=0$ for all $q<n+1\left(\right.$ and $H_{q}\left(Y ; \mathcal{Q}_{p}^{A}\right)=0$ for all $q<n+1$ if $\Delta$ is full-dimensional).

A direct comparison of the respective chain complexes gives isomorphisms $H_{q}^{B M}\left(Y ;\left.\mathcal{F}_{p}^{Y, A}\right|_{X}\right) \cong$ $H_{q}^{B M}\left(X ;\left.\mathcal{F}_{p}^{Y, A}\right|_{X}\right)$ (and $H_{q}\left(Y ;\left.\mathcal{F}_{p}^{Y, A}\right|_{X}\right) \cong H_{q}\left(X ;\left.\mathcal{F}_{p}^{Y, A}\right|_{X}\right)$ if $\Delta$ is full-dimensional). Lastly, combining this with the long exact sequence in homology associated to the short exact sequence 7.3.1 and the vanishing of $H_{q}^{B M}\left(Y ; \mathcal{Q}_{p}^{A}\right)$ (and $H_{q}\left(Y ; \mathcal{Q}_{p}^{A}\right)$ if $\Delta$ is full-dimensional) for all $q<n+1$ allows us to finish.

Proposition 7.3.13. Let $X$ be an n-dimensional tropical hypersurface in $Y$ with Newton polytope $\Delta$, where $Y$ is either $\mathbb{R}^{n+1}$ or a toric variety generated by the normal fan $\Sigma$ of $\Delta$, in which case we ask that $\Delta$ be full-dimensional and $\Sigma$ be simplicial unimodular.

Then

$$
H_{q}^{B M}\left(X ; \mathcal{N}_{p}^{\mathbb{R}}\right)=0
$$

for all $p+q \leqslant n$, and therefore the map

$$
H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X, \mathbb{R}}\right) \rightarrow H_{q}^{B M}\left(X ;\left.\mathcal{F}_{p}^{Y, \mathbb{R}}\right|_{X}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.
Moreover, if $\Delta$ is full-dimensional, then $H_{q}\left(X ; \mathcal{N}_{p}^{\mathbb{R}}\right)=0$ for all $p+q \leqslant n$, and therefore the map

$$
H_{q}\left(X ; \mathcal{F}_{p}^{X, \mathbb{R}}\right) \rightarrow H_{q}\left(X ;\left.\mathcal{F}_{p}^{Y, \mathbb{R}}\right|_{X}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.
Additionally, if $X$ is non-singular, the same two statements hold with coefficients in $\mathbb{Z}$ instead of $\mathbb{R}$.

Proof. By Lemma 7.3.8, for a face $\sigma$ of dimension $q$ and sedentarity $k$, we have $\mathcal{N}_{p}^{\mathbb{R}}(\sigma)=0$ if $k \leqslant n-q-p$, and $\mathcal{N}_{p}^{\mathbb{Z}}(\sigma)=0$ if $k \leqslant n-q-p$ and $X$ is non-singular. This is in fact the only point where the non-singularity of $X$ is directly used when considering coefficients in $\mathbb{Z}$. For the remainder of the proof, $A$ is implicitly meant to be either $\mathbb{R}$, or $\mathbb{Z}$ with the assumption that $X$ is non-singular.

Moreover, there are no faces of $X$ of dimension $q$ and which have order of sedentarity strictly greater than $n-q$ (as $Y$ is either $\mathbb{R}^{n+1}$ or generated by the normal fan of $\Delta$, in
which case the Duality Theorem 3.2 .4 applies). Therefore, the Borel-Moore cellular chain groups with coefficients in $\mathcal{N}_{p}^{A}$ can be written as

$$
C_{q}^{B M}\left(X ; \mathcal{N}_{p}^{A}\right):=\bigoplus_{k=\max \{0, n-q-p+1\}}^{n-q} \bigoplus_{\substack{\operatorname{dim} \sigma=q \\ \operatorname{sed}(\sigma)=k}} \mathcal{N}_{p}^{A}(\sigma)
$$

Perform the change of variables $k+q=m$ :

$$
\begin{equation*}
C_{q}^{B M}\left(X ; \mathcal{N}_{p}^{A}\right):=\bigoplus_{m=\max \{q, n-p+1\}}^{n} \bigoplus_{\substack{\operatorname{dim} \sigma=q \\ \operatorname{sed}(\sigma)=m-q}} \mathcal{N}_{p}^{A}(\sigma) \tag{7.3.4}
\end{equation*}
$$

As in the proof of Proposition 7.3.11, if in addition $\Delta$ is full-dimensional, then $(Y, X)$ is a cellular pair, the cellular chain complexes compute the standard homology of $X$ and we also have the isomorphism

$$
\begin{equation*}
C_{q}\left(X ; \mathcal{N}_{p}^{A}\right):=\bigoplus_{m=\max \{q, n-p+1\}}^{n} \bigoplus_{\substack{\operatorname{dim} \sigma=q \\ \text { sed }(\sigma)=m-q \\ \sigma \text { compact }}} \mathcal{N}_{p}^{A}(\sigma) \tag{7.3.5}
\end{equation*}
$$

We now filter the cellular chain complexes for $\mathcal{N}_{p}^{A}$ using the order of sedentarity of faces. Set

$$
C_{q, m}^{B M}\left(X ; \mathcal{N}_{p}^{A}\right):=\bigoplus_{\substack{\operatorname{dim} \sigma=q \\ \operatorname{sed}(\sigma) \leqslant m-q}} \mathcal{N}_{p}^{A}(\sigma) \quad \text { and } \quad C_{q, m}\left(X ; \mathcal{N}_{p}^{A}\right):=\bigoplus_{\substack{\operatorname{dim} \sigma=q \\ \operatorname{sed}(\sigma) \leqslant m-q \\ \sigma \operatorname{compact}}} \mathcal{N}_{p}^{A}(\sigma)
$$

Notice that $C_{q, m}^{\bullet}\left(X ; \mathcal{N}_{p}^{A}\right) \subset C_{q, m+1}^{\bullet}\left(X ; \mathcal{N}_{p}^{A}\right)$, where the $\mathbf{~}$ in the exponent denotes either Borel-Moore or standard homology (with it being implied that we only consider standard homology when $\Delta$ is full-dimensional).

As the Duality Theorem 3.2.4 applies, the boundary operator can only increase the order of sedentarity by at most 1 . Therefore,

$$
\partial C_{q, m}^{\bullet}\left(X ; \mathcal{N}_{p}^{A}\right) \subset C_{q-1, m}^{\bullet}\left(X ; \mathcal{N}_{p}^{A}\right)
$$

and there is a filtration of the chain complex $C_{\bullet}^{\bullet}\left(X ; \mathcal{N}_{p}^{A}\right)$ by successive chain complexes:

$$
C_{\bullet}^{\bullet}\left(X ; \mathcal{N}_{p}^{A}\right)=C_{\bullet, n}^{\bullet}\left(X ; \mathcal{N}_{p}^{A}\right) \supset C_{\bullet, n-1}^{\bullet}\left(X ; \mathcal{N}_{p}^{A}\right) \supset \cdots \supset C_{\bullet, \tilde{m}}^{\bullet}\left(X ; \mathcal{N}_{p}^{A}\right) \supset 0
$$

where $\tilde{m}=\max \{q, n-p+1\}$. The first and last terms of the filtration come from the bounds on the direct sum in Equations 7.3.4 and 7.3.5).

The spectral sequence associated to this filtration (see for example A. Fomenko and
D. Fuchs' textbook [FF16] for more details on such constructions) for the Borel-Moore complex has 0 -th page consisting of the terms

$$
\begin{equation*}
E_{q, m}^{0} \cong \underset{\substack{\operatorname{dim} \sigma=q \\ \operatorname{sed}(\sigma)=m-q}}{\bigoplus} \mathcal{N}_{p}^{A}(\sigma) . \tag{7.3.6}
\end{equation*}
$$

The differentials $\partial_{0}: E_{q, m}^{0} \rightarrow E_{q-1, m}^{0}$ are induced by the usual cellular differentials. The complex $E_{\bullet, m}^{0}$ is then

$$
0 \rightarrow E_{m, m}^{0} \rightarrow E_{m-1, m}^{0} \rightarrow \cdots \rightarrow E_{1, m}^{0} \rightarrow E_{0, m}^{0} \rightarrow 0
$$

Notice that the differential $\partial_{0}$ decreases the dimension of the cells by one and also increases the sedentarity of the cells by one. A $q$-dimensional face of sedentarity $m-q$ is in the boundary of a unique face $\gamma$ of $X$ of dimension $m$ and sedentarity 0 (see the Duality Theorem 3.2.4). Moreover, the differential $\partial_{0}$ is defined on the direct summands from Equation 7.3.6 and it restricts to a non-zero map $\mathcal{N}_{p}^{A}(\sigma) \rightarrow \mathcal{N}_{p}^{A}\left(\sigma^{\prime}\right)$ only if $\sigma$ and $\sigma^{\prime}$ are contained in the same $m$-dimensional sedentarity 0 face $\gamma$ of $X$. In this case, the map $\mathcal{N}_{p}^{A}(\sigma) \rightarrow \mathcal{N}_{p}^{A}\left(\sigma^{\prime}\right)$ is the same as the one defined in 7.3 .3 for the complex $C_{\bullet}^{B M}\left(\gamma^{\circ} ;\left.\mathcal{N}_{p}^{A}\right|_{\gamma^{o}}\right)$. Therefore, we have an isomorphism of complexes for every $m$ :

$$
E_{\bullet, m}^{0}=\underset{\substack{\operatorname{dim} \gamma=m \\ \operatorname{sed}(\gamma)=0}}{ } C_{\bullet}^{B M}\left(\gamma^{\circ} ;\left.\mathcal{N}_{p}^{A}\right|_{\gamma^{o}}\right)
$$

By Lemma 7.3.10, for a face $\gamma$ of dimension $m$ and sedentarity 0 , we have $H_{q}^{B M}\left(\gamma^{\circ} ; \mathcal{N}_{p}^{A} \mid \gamma^{\circ}\right)=$ 0 for $q \neq m$, and the first page of the spectral sequence associated to the filtration under consideration satisfies $E_{q, m}^{1}=0$ if $q \neq m$. Moreover, for $m \leqslant n-p$, the entire complex $E_{\bullet, m}^{0}$ is 0 by definition of the filtration, so $E_{q, m}^{1}=0$ for all $q$ when $m \leqslant n-p$.

Therefore, the spectral sequence $E_{\mathbf{\bullet}, \bullet}^{\bullet}$ satisfies $E_{q, m}^{r}=0$ for any $r \geqslant 1$ and $q \leqslant n-p$. Since $E_{\mathbf{\bullet}}$, converges, we conclude that $H_{q}^{B M}\left(X ; \mathcal{N}_{p}^{A}\right)=0$ for $p+q \leqslant n$.

The reasoning is the same for $H_{q}\left(X ; \mathcal{N}_{p}^{A}\right)$, under the assumption that $\Delta$ is full-dimensional: consider the spectral sequence associated to the filtration of the chain complex for the standard homology. The first page of this spectral sequence has terms like in Equation 7.3.6, except that the sum is taken over the faces $\sigma$ which are compact.

In order to proceed with a similar argument to that used for Borel-Moore homology, we use the fact that if $\sigma$ is compact (and thus appears in the sum), then the unique face $\gamma$ of $X$ of sedentarity 0 which contains $\sigma$ is also compact (and hence also appears in the sum). This is true, as $Y$ is either compact (in which case the statement is trivial), or equal to $\mathbb{R}^{n+1}$, in which case there are only cells of sendarity 0 and $\sigma$ is equal to $\gamma$ (and the statement is once again trivial). The rest of the argument is then the same as in the case of the Borel-Moore homology, except that we only consider compact faces of $X$.

To complete the proof of the proposition, consider the long exact sequence in homology associated to the short exact sequence in 7.3.2. Applying the vanishing statements for $H_{q}^{B M}\left(X ; \mathcal{N}_{p}^{A}\right)$ gives the isomorphisms $H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X, A}\right) \cong H_{q}^{B M}\left(Y ; \mathcal{F}_{p}^{Y, A}\right)$ for all $p+q<n$. This completes the proof.

We can now prove the following Theorem, which contains the statements of the Lefschetztype Corollaries 7.1.2, 7.1.3, 7.1.4 and 7.1.5 as sub-cases.

Theorem 7.1.1. Let $X$ be an n-dimensional tropical hypersurface in $Y$ with Newton polytope $\Delta$, where $Y$ is either $\mathbb{R}^{n+1}$ or a tropical toric variety generated by the normal fan $\Sigma$ of $\Delta$, in which case we ask that $\Delta$ be full-dimensional and $\Sigma$ be simplicial unimodular.

Then the map induced by inclusion

$$
i_{*}: H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X, \mathbb{R}}\right) \rightarrow H_{q}^{B M}\left(Y ; \mathcal{F}_{p}^{Y, \mathbb{R}}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.
Moreover, if $\Delta$ is full-dimensional, then the map induced by inclusion

$$
i_{*}: H_{q}\left(X ; \mathcal{F}_{p}^{X, \mathbb{R}}\right) \rightarrow H_{q}\left(Y ; \mathcal{F}_{p}^{Y, \mathbb{R}}\right)
$$

is an isomorphism when $p+q<n$ and a surjection when $p+q=n$.
Additionally, if $X$ is non-singular, the same two statements hold with coefficients in $\mathbb{Z}$ instead of $\mathbb{R}$.

Proof. This is a direct consequence of Propositions 7.3.11 and 7.3.13.

### 7.4 Torsion-freeness

We start this section with the proof of Proposition 7.1.6, which we state again below.
We only consider tropical (co)homology with coefficients in $\mathbb{Z}$ in this section; hence, we omit to specify the coefficients ring.

For a non-singular compact complex toric variety $\mathbb{C} Y$, we let $h^{p, q}(\mathbb{C} Y)$ denote its $(p, q)$ th Hodge number. Recall that $h^{p, q}(\mathbb{C} Y)=0$ if $p \neq q$ and the numbers $h^{p, p}(\mathbb{C} Y)$ form the toric $h$-vector of the full-dimensional simple polytope $\Delta$ whose normal fan is the fan defining $\mathbb{C} Y$ (see Ful93, Section 5.2]).

Proposition 7.1.6. Let $Y$ be a $(n+1)$-dimensional non-singular compact tropical toric variety. Then the integral tropical homology groups of $Y$ are torsion-free.

Moreover, we have

$$
\operatorname{rank} H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)=h^{p, q}(\mathbb{C} Y)
$$

where $\mathbb{C} Y$ is the corresponding non-singular compact complex toric variety(i.e. they are defined using the same simplicial unimodular complete fan). In particular, we have $H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)=$ 0 unless $p=q$.

Proof. As $Y$ is compact, standard and Borel-Moore homology groups coincide. For the duration of this proof, and unlike in the previous sections, we switch to computing the cellular homology groups of $Y$ using the polyhedral structure on $Y$ which is dual to the polyhedral structure on the defining fan $\Sigma$ (instead of the structure induced by some hypersurface $X$ ).

Let us first show that $H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)=0$ for all $p>q$. Notice that every stratum $\bar{Y}_{\sigma}$ is compact (those strata make up the cell structure on $Y$ ). With this cellular structure on $Y$, a face $\bar{Y}_{\sigma}$ of dimension $q$ has sedentarity order $n+1-q$. By definition, we have that $\mathcal{F}_{p}^{Y}\left(\bar{Y}_{\sigma}\right)=\bigwedge^{p} \mathcal{F}_{1}^{Y}\left(\bar{Y}_{\sigma}\right)$ where $\operatorname{dim} \mathcal{F}_{1}^{Y}\left(\bar{Y}_{\sigma}\right)=q$. Therefore, we have $\mathcal{F}_{p}^{Y}\left(\bar{Y}_{\sigma}\right)=0$ if $p>q$. Hence the chain groups $C_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)$ are equal to zero for any $q<p$, which implies that $H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)=0$ for $q<p$.

As noted in Subsection 3.3.2, the tropical cohomology groups are the cohomology of the complex dual to the tropical cellular cosheaf complex (i.e. $C^{q}\left(X, \mathcal{F}_{X}^{p}\right) \cong \operatorname{Hom}\left(C_{q}\left(X, \mathcal{F}_{p}^{X}\right), \mathbb{Z}\right)$ ). Therefore, we can apply the universal coefficient theorem for cohomology (see Hat02, Theorem 3.2]) to get the exact sequence

$$
\begin{equation*}
0 \rightarrow \operatorname{Ext}\left(H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right), \mathbb{Z}\right) \rightarrow H^{q+1}\left(Y ; \mathcal{F}_{Y}^{p}\right) \rightarrow \operatorname{Hom}\left(H_{q+1}\left(Y ; \mathcal{F}_{p}^{Y}\right), \mathbb{Z}\right) \rightarrow 0 \tag{7.4.1}
\end{equation*}
$$

When $q<p$, we have $H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)=0$, hence

$$
H^{q+1}\left(Y ; \mathcal{F}_{Y}^{p}\right) \cong \operatorname{Hom}\left(H_{q+1}\left(Y ; \mathcal{F}_{p}^{Y}\right), \mathbb{Z}\right)
$$

This means that $H^{\tilde{q}}\left(Y ; \mathcal{F}_{Y}^{p}\right)$ is torsion-free for all $\tilde{q} \leqslant p$, and equal to 0 for all $\tilde{q}<p$.
The tropical toric variety $Y$ is a tropical manifold, thus Poincare duality for tropical homology with integral coefficients (see Theorem 3.3.7) states that

$$
H^{\tilde{q}}\left(Y ; \mathcal{F}_{Y}^{p}\right) \cong H_{n+1-\tilde{q}}\left(Y ; \mathcal{F}_{n+1-p}^{Y}\right)
$$

for all $\tilde{q}$ and $p$. This shows that $H_{n+1-\tilde{q}}\left(Y ; \mathcal{F}_{n+1-p}^{Y}\right)$ is torsion free if $\tilde{q} \leqslant p$ (which is equivalent to $n+1-\tilde{q} \geqslant n+1-p$ ) and is trivial if $\tilde{q}<p$ (which is equivalent to $n+1-\tilde{q}>n+1-p)$.

We have shown that $H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)$ is torsion free for all $p, q$, and trivial if $p \neq q$.
We also have

$$
\chi\left(C \bullet\left(Y ; \mathcal{F}_{p}^{Y}\right)\right):=\sum_{q=0}^{n+1}(-1)^{q} \operatorname{rank} C_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)=(-1)^{p} \operatorname{rank} H_{p}\left(Y ; \mathcal{F}_{p}^{Y}\right)
$$

Let $f_{q}$ denote the number of strata of $Y$ of dimension $q ;\left(f_{0}, \ldots, f_{n+1}\right)$ is then the
$f$-vector of a polytope $\Delta$ whose normal fan $\Sigma$ is the fan defining $Y$. For every $p$ and $q$, we have $\operatorname{rank} C_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)=\binom{q}{p} f_{q}$. Therefore,

$$
\chi\left(C \cdot\left(Y ; \mathcal{F}_{p}^{Y}\right)\right):=\sum_{q=0}^{n+1}(-1)^{q}\binom{q}{p} f_{q}=(-1)^{p} h_{p}
$$

where $\left(h_{0}, \ldots, h_{n+1}\right)$ is the $h$-vector of the simple polytope $\Delta$. By [Ful93, Section 5.2], we have $h_{p}=\operatorname{dim} H^{2 p}(\mathbb{C} Y)=h^{p, p}(\mathbb{C} Y)$, which completes the proof.

Remark 7.4.1. We needed $Y$ to be compact so that it is automatically a cell complex (in the sense defined in Section 3.3), in order to compute its homology using its strata as cells. In fact, it should be possible to show that any non-singular tropical toric variety $Y$ whose generating fan is full-dimensional (without necessarily being complete) is a cell complex; the proof would then be the same, showing that the tropical homology of $Y$ is torsion-free.

We can now move on to the torsion-freeness of the tropical homology of hypersurfaces in toric varieties, and prove Theorem 7.1.7.

Proposition 7.1.7. Let $X$ be a non-singular n-dimensional tropical hypersurface in $Y$ with Newton polytope $\Delta$, where $Y$ is either $\mathbb{R}^{n+1}$ or a toric variety generated by the normal fan $\Sigma$ of $\Delta$, in which case we ask that $\Delta$ be full-dimensional and that $\Sigma$ be simplicial unimodular.

Then both the Borel-Moore and standard integral tropical homology groups of $X$ are torsion free.

Proof. Suppose first that the Newton polytope $\Delta$ of $X$ is full-dimensional. Then both the standard and Borel-Moore tropical homology of $Y$ is torsion-free, as $Y$ is either $\mathbb{R}^{n+1}$ or compact (as the dual fan of $\Delta$ gives rise to $Y$ ), in which case Proposition 7.1.6 applies.

Under that assumption, $X$ is a cell complex in the sense of Section 3.3, and we can use its cell structure to compute its standard tropical homology.

By applying the Lefschetz-like Theorem 7.1.1 and using the torsion-freeness of the tropical Borel-Moore homology of $Y$, we directly get that $H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)$ is torsion-free for $p+q<n$.

As noted in Subsection 3.3.2, the tropical cohomology groups are the cohomology of the complex dual to the tropical cellular cosheaf complexes. By the universal coefficients theorem for cohomology (see [Hat02, Theorem 3.2]), we then have for every $p$ and $q$ the following short exact sequence:

$$
0 \rightarrow \operatorname{Ext}\left(H_{n-q-1}\left(X ; \mathcal{F}_{n-p}^{X}\right), \mathbb{Z}\right) \rightarrow H^{n-q}\left(X ; \mathcal{F}_{X}^{n-p}\right) \rightarrow \operatorname{Hom}\left(H_{n-q}\left(X ; \mathcal{F}_{n-p}^{X}\right), \mathbb{Z}\right) \rightarrow 0
$$

If $p+q \geqslant n$, then $2 n-p-q-1<n$, and it follows from the Lefschetz-like Theorem 7.1.1 that

$$
H_{n-q-1}\left(X ; \mathcal{F}_{n-p}^{X}\right) \cong H_{n-q-1}\left(Y, \mathcal{F}_{n-p}^{Y}\right)
$$

Since we know $H_{n-q-1}\left(Y ; \mathcal{F}_{n-p}^{Y}\right)$ to be a free $\mathbb{Z}$-module, this means that $\operatorname{Ext}\left(H_{n-q-1}\left(X ; \mathcal{F}_{n-p}^{X}\right), \mathbb{Z}\right)$ is trivial. We also know that the $\mathbb{Z}$-module $\operatorname{Hom}\left(H_{n-q}\left(X ; \mathcal{F}_{n-p}^{X}\right), \mathbb{Z}\right)$ is free, as it consists of maps to a free module. Therefore, for all $p+q \geqslant n$ we have

$$
H^{n-q}\left(X ; \mathcal{F}_{X}^{n-p}\right) \cong \operatorname{Hom}\left(H_{n-q}\left(X ; \mathcal{F}_{n-p}^{X}\right), \mathbb{Z}\right)
$$

and $H^{n-q}\left(X ; \mathcal{F}_{X}^{n-p}\right)$ is torsion free. The tropical hypersurface $X$ is a non-singular tropical manifold, so by Poincaré duality for tropical homology with integral coefficients (see Theorem 3.2.4), we have

$$
H^{n-q}\left(X ; \mathcal{F}_{X}^{n-p}\right) \cong H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)
$$

for all $p, q$. This, combined with the torsion freeness of $H^{n-q}\left(X ; \mathcal{F}_{X}^{n-p}\right)$ established above, proves that $H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)$ is torsion free for all $p+q \geqslant n$, and thus for all $p, q$.

Using Poincaré duality again, we see then that the standard tropical cohomology groups of $X$ are all torsion-free. By considering once more the same short exact sequence from the universal coefficients theorem as above, we can conclude that the standard tropical homology groups of $X$ are all torsion-free, which is what had to be proved.

Suppose now that the Newton polytope $\Delta$ of $X$ is not full-dimensional, but rather of dimension $n+1-k$. By our hypotheses, $Y$ must then be equal to $\mathbb{R}^{n+1}$. Then $X$ is isomorphic to $\tilde{X} \times \mathbb{R}^{k}$, where $\tilde{X}$ is some non-singular $(n-k)$-dimensional tropical hypersurface $\tilde{X}$ in $\mathbb{R}^{n+1-k}$ whose Newton polytope is full-dimensional in $\mathbb{R}^{n+1-k}$ (this can be seen with the Duality Theorem 3.2.4. We know that the tropical homology of $\tilde{X}$ is torsion-free from what is above; using Künneth's formula for tropical homology (see [GS19]), we can conclude that so is the tropical homology of $X$.

### 7.5 Computations with the $\chi_{y}$ genus

In this section, we prove Theorem 7.1.8 and Corollaries 7.1.9 and 7.1.10.
The $k$-compactly supported cohomology group $H_{c}^{k}(\mathbb{C} X)$ of a complex hypersurface $\mathbb{C} X \subset\left(\mathbb{C}^{*}\right)^{n+1}$ carries a mixed Hodge structure (see DK86).

The numbers $e_{c}^{p, q}(\mathbb{C} X)$ are defined to be

$$
e_{c}^{p, q}(\mathbb{C} X):=\sum_{k}(-1)^{k} h^{p, q}\left(H_{c}^{k}(\mathbb{C} X)\right)
$$

where $h^{p, q}\left(H_{c}^{k}(\mathbb{C} X)\right)$ denotes the Hodge-Deligne numbers of $\mathbb{C} X$.

The numbers $e_{c}^{p, q}(\mathbb{C} X)$ are the coefficients of the $E$-polynomial of $\mathbb{C} X$,

$$
E(\mathbb{C} X ; u, v):=\sum_{p, q} e_{c}^{p, q}(\mathbb{C} X) u^{p} v^{q} .
$$

This polynomial has nice additive properties; see Danilov and Khovanskii's DK86 for more details and useful results. The $\chi_{y}$ genus of $\mathbb{C} X$ is defined to be

$$
\chi_{y}(\mathbb{C} X)=E(\mathbb{C} X ; y, 1):=\sum_{p, q} e_{c}^{p, q}(\mathbb{C} X) y^{p}
$$

We first prove the following lemma.
Lemma 7.5.1. Let $X$ be a non-singular tropical hypersurface in a tropical toric variety $Y$. Let $\sigma$ be a face of $X$ of dimension $q$ whose relative interior is contained in a stratum $Y_{\rho}$ of dimension $m$. Then the polynomial defined by

$$
\chi_{\sigma}(\lambda):=\sum_{p=0}^{n}(-1)^{p} \operatorname{rank} \mathcal{F}_{p}^{X}(\sigma) \lambda^{p} .
$$

is

$$
\chi_{\sigma}(\lambda)=(1-\lambda)^{m}-(1-\lambda)^{q}(-\lambda)^{m-q} .
$$

Proof. Using the isomorphism in Lemma 7.2.1, we know that

$$
\mathcal{F}_{p}^{X}(\sigma) \cong \bigoplus_{l=0}^{p} \mathcal{F}_{p-l}^{H_{m-q-1}}(v) \otimes \bigwedge^{l} T_{\mathbb{Z}}(\sigma),
$$

where $v$ is the central vertex of the standard $(m-q-1)$-dimensional tropical hyperplane $H_{m-q-1}$.

We know that $\operatorname{rank} \bigwedge^{l} T_{\mathbb{Z}}(\sigma)$ is equal to $\binom{q}{l}$, and that as noted in Example 3.3.3, the rank of $\mathcal{F}_{p-l}^{H_{m-q-1}}(v)$ is $\binom{m-q}{p-l}$ if $p-l<m-q$, and 0 otherwise.

This means that

$$
\sum_{k=0}^{n}(-1)^{k} \operatorname{rank} \mathcal{F}_{k}^{H_{m-q-1}}(v) \lambda^{k}=(1-\lambda)^{m-q}-(-\lambda)^{m-q}
$$

and similarly that

$$
\sum_{p=0}^{n}(-1)^{k} \operatorname{rank}\left(\bigwedge^{k} T_{\mathbb{Z}}(\sigma)\right) \lambda^{k}=(1-\lambda)^{q}
$$

Hence we obtain by tensorization that

$$
\chi_{\sigma}(\lambda)=\sum_{p=0}^{n}(-1)^{p} \operatorname{rank} \mathcal{F}_{p}^{X}(\sigma) \lambda^{p}=\sum_{p=0}^{n}(-1)^{p}\left[\sum_{k=0}^{p} \operatorname{rank}\left(\mathcal{F}_{p-k}^{H_{m-q-1}}(v)\right) \cdot \operatorname{rank}\left(\bigwedge^{k} T_{\mathbb{Z}}(\sigma)\right)\right] \lambda^{p}=
$$

$$
(1-\lambda)^{q}\left[(1-\lambda)^{m-q}-(-\lambda)^{m-q}\right]
$$

which allows us to conclude
We can now prove Theorem 7.1.8, which we first state again.
Theorem 7.1.8. Let $X$ be a non-singular tropical hypersurface in a tropical toric variety $Y$, and let $\mathbb{C} X$ be a complex hypersurface torically non-degenerate in a complex toric variety $\mathbb{C} Y$ such that the tropical, respectively complex polynomials defining $X$ and $\mathbb{C} X$ have the same full-dimensional Newton polytope $\Delta$. Moreoever, let $Y$ and $\mathbb{C} Y$ be either $\mathbb{R}^{n+1}$ and $\left(\mathbb{C}^{*}\right)^{n+1}$, or a tropical, respectively complex $(n+1)$-dimensional non-singular toric varieties defined using the normal fan of $\Delta$ (in which case we ask that it be simplicial and unimodular).

Then we have

$$
\chi_{y}(\mathbb{C} X)=\sum_{p=0}^{n}(-1)^{p} \chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right) y^{p}
$$

and thus

$$
(-1)^{p} \chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right)=\sum_{q} e_{c}^{p, q}(\mathbb{C} X)
$$

Proof. First, consider the case where $Y$, respectively $\mathbb{C} Y$, are not equal to $\mathbb{R}^{n+1}$, respectively $\left(\mathbb{C}^{*}\right)^{n+1}$.

The variety $\mathbb{C} X$ is stratified by its intersection with the open torus orbits of $\mathbb{C} Y$. Moreover, the numbers $e_{c}^{p, q}(\mathbb{C} X)$ are additive along strata by [DK86, Proposition 1.6]. So we have

$$
\sum_{q} e_{c}^{p, q}(\mathbb{C} X)=\sum_{\rho} \sum_{q} e_{c}^{p, q}\left(\mathbb{C} X_{\rho}\right)
$$

for $\mathbb{C} X=\sqcup_{\rho} \mathbb{C} X_{\rho}$, where $\mathbb{C} X_{\rho}:=\mathbb{C} X \cap \mathbb{C} Y_{\rho}$ and $\mathbb{C} Y_{\rho}$ is the open torus orbit corresponding to the cone $\rho$ of the fan $\Sigma$ defining $Y$ and $\mathbb{C} Y$.

The tropical hypersurface $X$ admits a stratification analogous to that of $\mathbb{C} X$, with $X_{\rho}=X \cap Y_{\rho}$ corresponding to $\mathbb{C} X_{\rho}$. The Euler characteristics of the chain complexes for cellular tropical Borel-Moore homology of $X$ satisfy the same additivity property. Namely,

$$
\chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right)=\sum_{\rho} \chi\left(C_{\bullet}^{B M}\left(X_{\rho} ; \mathcal{F}_{p}^{X_{\rho}}\right)\right)
$$

Moreover, for any face $\rho$ of the fan $\Sigma$ defining $Y$ and $\mathbb{C} Y$ (if they are not the tropical, respectively algebraic torus), the fact that $X$ and $\mathbb{C} X$ have the same Newton polytope implies that $\mathbb{C} X_{\rho}$ and $X_{\rho}$ do as well; their Newton polytope is the face of the initial Newton polytope $\Delta$ that is dual to $\rho$, and $\mathbb{C} X_{\rho}, X_{\rho}, \mathbb{C} Y_{\rho} \cong\left(\mathbb{C}^{*}\right)^{n+1-\operatorname{dim} \rho}$ and $Y_{\rho} \cong \mathbb{R}^{n+1-\operatorname{dim} \rho}$ also satisfy the hypotheses of the theorem.

Therefore, it suffices to prove the statement for $Y=\mathbb{R}^{n+1}$ and $\mathbb{C} Y=\left(\mathbb{C}^{*}\right)^{n+1}$, and the case where $Y$ and $\mathbb{C} Y$ are compact can then be recovered by summing over their strata.

We now assume that $X$ is in $\mathbb{R}^{n+1}$ and $\mathbb{C} X$ is in $\left(\mathbb{C}^{*}\right)^{n+1}$. In KS16, Section 5.2], Katz and Stapledon give a formula for the $\chi_{y}$ genus of a torically non-degenerate hypersurface in the torus. Their formula utilizes convex subdivisions of polytopes to refine the formula in terms of Newton polytopes of Danilov and Khovanskii [DK86]. Note that they use the term "schön" to describe what we call "torically non-degenerate". Let $\Delta$ be the Newton polytope for $\mathbb{C} X$, and $\tilde{\Delta}$ a convex subdivision (as defined in Chapter 22) of the lattice polytope $\Delta$ (this subdivision needs not, in general, be a primitive triangulation). Then the formula is

$$
\begin{equation*}
\chi_{y}(\mathbb{C} X)=\sum_{\substack{F \in \tilde{\Delta} \\ F \Varangle ¢ \partial \Delta}} \chi_{y}\left(\mathbb{C} X_{F}\right)(-1)^{n+1-\operatorname{dim} F} \tag{7.5.1}
\end{equation*}
$$

where $\mathbb{C} X_{F}$ is the hypersurface in the torus $\left(\mathbb{C}^{*}\right)^{n+1}$ defined by the polynomial obtained by restricting the polynomial defining $\mathbb{C} X$ to the monomials corresponding to the lattice points in the face $F$ of $\tilde{\Delta}$, and $\partial \Delta$ is the boundary of $\Delta$ in $\mathbb{R}^{n+1}$. Notice that our description of $\mathbb{C} X_{F}$ differs from the one in [KS16] up to the direct product with a torus (hence also the sign $\left.(-1)^{n+1-\operatorname{dim} F}\right)$.

In our case, $\tilde{\Delta}$ is the subdivision induced by the tropical polynomial which gives rise to $X$. In particular, it is a primitive triangulation of $\Delta$. Then for each face $F$ of $\tilde{\Delta}$, the variety $\mathbb{C} X_{F}$ is the complement of a hyperplane arrangement. By either Sha93 or DK86, we can see that its mixed Hodge structure is pure and that $\chi_{y}\left(\mathbb{C} X_{F}\right)=$ $\sum_{p}(-1)^{n+p} \operatorname{dim} H_{c}^{n+p}\left(\mathbb{C} X_{F}\right) y^{p}$.

In fact, this hyperplane arrangement complement is $\mathcal{C}_{n-q} \times\left(\mathbb{C}^{*}\right)^{q}$, where $\operatorname{dim} F=$ $n+1-q$ and $\mathcal{C}_{n-q}$ is the complement of $n+2-q$ generic hyperplanes in $\mathbb{C P}^{n-q}$. Using Zha13], we see that we have $\operatorname{dim} H_{c}^{n+p}\left(\mathbb{C} X_{F}\right)=\operatorname{dim} H_{n-p}\left(\mathbb{C} X_{F}\right)=\operatorname{rank} \mathcal{F}_{n-p}^{X}\left(\sigma_{F}\right)$, where $\sigma_{F}$ is the $q$-dimensional face of the tropical hypersurface $X$ dual to $F$.

Therefore, we get that

$$
\begin{aligned}
& \chi_{y}\left(\mathbb{C} X_{F}\right)=\sum_{p}(-1)^{n+p} \operatorname{dim} H_{c}^{n+p}\left(\mathbb{C} X_{F}\right) y^{p}=y^{n} \sum_{p}(-1)^{n-p} \operatorname{rank} \mathcal{F}_{n-p}^{X}\left(\sigma_{F}\right) y^{p-n}= \\
& y^{n} \sum_{p}(-1)^{p} \operatorname{rank} \mathcal{F}_{p}^{X}\left(\sigma_{F}\right)\left(y^{-1}\right)^{p}=y^{n}\left(1-y^{-1}\right)^{q}\left[\left(1-y^{-1}\right)^{n+1-q}-\left(-y^{-1}\right)^{n+1-q}\right]= \\
& y^{-1}(y-1)^{q}\left[(y-1)^{n+1-q}-(-1)^{n+1-q}\right]
\end{aligned}
$$

using Lemma 7.5.1. Hence $\chi_{y}\left(\mathbb{C} X_{F}\right)$ only depends on the dimension of $F$. We can express Equation (7.5.1) in terms of the $f$-vector of bounded faces of $X$. Namely,

$$
\begin{equation*}
\chi_{y}(\mathbb{C} X)=\sum_{q=0}^{n}(-1)^{q} y^{-1}(y-1)^{q}\left[(y-1)^{n+1-q}-(-1)^{n+1-q}\right] f_{q}^{b}, \tag{7.5.2}
\end{equation*}
$$

where $f_{q}^{b}$ denotes the number of bounded faces of $X$ of dimension $q$, as a face $F$ of the triangulation $\tilde{\Delta}$ is contained in the boundary $\partial \Delta$ if and only if the face $\sigma_{F}$ of $X$ dual to it
is unbounded (see the Duality Theorem 3.2.4).
On the other hand, we can compute the Euler characteristics of the Borel-Moore chain complexes

$$
\begin{equation*}
\chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right)=\sum_{\tau \in X}(-1)^{\operatorname{dim} \tau} \operatorname{rank} \mathcal{F}_{p}^{X}(\tau) \tag{7.5.3}
\end{equation*}
$$

The star of a face $\tau$ of $X$ is a basic open subset and satisfies Poincaré duality from [JRS17]. Therefore, we have

$$
\begin{array}{r}
\operatorname{rank} \mathcal{F}_{p}^{X}(\tau)=\operatorname{rank} H_{0}\left(\operatorname{star}(\tau) ; \mathcal{F}_{p}^{X}\right)=\operatorname{rank} H_{c}^{n}\left(\operatorname{star}(\tau) ; \mathcal{F}_{X}^{n-p}\right) \\
=\sum_{q=0}^{n} \sum_{\sigma \supset \tau, \operatorname{dim} \sigma=q}(-1)^{n-q} \operatorname{rank} \mathcal{F}_{n-p}^{X}(\sigma)
\end{array}
$$

since $\operatorname{rank} \mathcal{F}_{X}^{n-p}(\sigma)=\operatorname{rank} \mathcal{F}_{n-p}^{X}(\sigma)$ (the last equality comes from considering the Euler characteristics of the compactly supported cohomology of $\operatorname{star}(\tau)$, whose only non-trivial group is in degree $n$ ). Combining this with 7.5 .3 and swapping the order of the sum, we obtain
$\chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right)=\sum_{\tau \in X}(-1)^{\operatorname{dim} \tau} \operatorname{rank} \mathcal{F}_{p}^{X}(\tau)=\sum_{\sigma \in X}(-1)^{n-\operatorname{dim} \sigma} \operatorname{rank} \mathcal{F}_{n-p}^{X}(\sigma) \sum_{\tau \subset \sigma}(-1)^{\operatorname{dim} \tau}$. If $\sigma$ is a bounded face of $X$, then $\sum_{\tau \subset \sigma}(-1)^{\operatorname{dim} \tau}=1$, as we are computing the classical Euler characteristic of a contractible space. If $\sigma$ is an unbounded face of $X$, then $\sum_{\tau \subset \sigma}(-1)^{\operatorname{dim} \tau}=0$, since the one-point compactification of $\sigma$ is homemorphic to a closed ball ( $X$ is a cell complex because $\Delta$ is full-dimensional, as in Section 7.3), and $\sum_{\tau \subset \sigma}(-1)^{\operatorname{dim} \tau}$ is equal to the Euler characteristic of the one-point compactification minus 1.

Therefore, the sum in Equation 7.5.3 becomes

$$
\chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right)=\sum_{\substack{\tau \in X \\ \tau \text { bounded }}}(-1)^{n-\operatorname{dim} \tau} \operatorname{rank} \mathcal{F}_{n-p}^{X}(\tau)
$$

For a face $\tau$ of dimension $q$, we have as before

$$
\begin{aligned}
& \sum_{p}(-1)^{p} \operatorname{rank} \mathcal{F}_{n-p}^{X}(\tau) y^{p}=(-1)^{n} y^{n} \sum_{p}(-1)^{n-p} \operatorname{rank} \mathcal{F}_{n-p}^{X}(\tau) y^{n-p}= \\
& (-1)^{n} y^{n}\left(1-y^{-1}\right)^{q}\left[\left(1-y^{-1}\right)^{n+1-q}-\left(-y^{-1}\right)^{n+1-q}\right]=(-1)^{n} y^{-1}(y-1)^{q}\left[(y-1)^{n+1-q}-(-1)^{n+1-q}\right]
\end{aligned}
$$

using Lemma 7.5.1.
We can now compare this with Equation 7.5 .2 , and see that

$$
\sum_{p}(-1)^{p} \chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right) y^{p}=\sum_{p} \sum_{\substack{\tau \in X \\ \tau \text { bounded }}}(-1)^{n-\operatorname{dim} \tau}(-1)^{p} \operatorname{rank} \mathcal{F}_{n-p}^{X}(\tau) y^{p}=
$$

$$
\begin{aligned}
& \sum_{\substack{\tau \in X \\
\tau \text { bounded }}}(-1)^{n-\operatorname{dim} \tau}\left(\sum_{p}(-1)^{p} \operatorname{rank} \mathcal{F}_{n-p}^{X}(\tau) y^{p}\right)= \\
& \sum_{\substack{\tau \in X \\
\tau \text { bounded }}}(-1)^{n-\operatorname{dim} \tau}\left((-1)^{n} y^{-1}(y-1)^{\operatorname{dim} \tau}\left[(y-1)^{n+1-\operatorname{dim} \tau}-(-1)^{n+1-\operatorname{dim} \tau}\right]\right)= \\
& \sum_{q=0}^{n}(-1)^{q} y^{-1}(y-1)^{q}\left[(y-1)^{n+1-q}-(-1)^{n+1-q}\right] f_{q}^{b}=\chi_{y}(\mathbb{C} X),
\end{aligned}
$$

which concludes the proof.

Remark 7.5.2. It is easy to generalize the theorem to situations in which $Y$ is not necessarily generated by the normal fan of the Newton polytope of $X$ but where $X$ and $Y$ intersect "nicely" (and $\mathbb{C} X$ and $\mathbb{C} Y$ do as well), using the additivity of both the genus $\chi_{y}$ and the tropical Euler characteristics by summing over the strata of $Y$ and $\mathbb{C} Y$.

We can now prove Corollaries 7.1.9 and 7.1.10, which we also state again.
Corollary 7.1.9, Let $Y$ and $\mathbb{C} Y$ be tropical, respectively complex $(n+1)$-dimensional non-singular compact toric varieties coming from the same non-singular full-dimensional integral polytope $\Delta$.

Let $X$ be a non-singular tropical hypersurface in $Y$ (in particular, defined by a tropical polynomial whose Newton polytope is also $\Delta$ ). Let $\mathbb{C} X$ be a torically non-degenerate complex hypersurface in $\mathbb{C Y}$, defined by a Laurent polynomial whose Newton polytope is $\Delta$ as well.

Then for all $p$ and $q$ we have

$$
h^{p, q}(\mathbb{C} X)=\operatorname{rank} H_{q}\left(X ; \mathcal{F}_{p}^{X}\right) .
$$

Proof. We know (see [DK86] or [dCMM18]) that $h^{p, q}\left(H_{c}^{k}(\mathbb{C} Y)\right)=0$ if $k \neq p+q$; hence, $e_{c}^{p, q}(\mathbb{C} Y)=(-1)^{p+q} h^{p, q}(\mathbb{C} Y)$, where $h^{p, q}(\mathbb{C} Y)$ denotes the usual $(p, q)$-th Hodge number of $\mathbb{C} Y$. The same is true of $\mathbb{C} X$.

By combining Proposition 7.1.6 with the Lefschetz hyperplane section theorems for tropical homology and the homology of complex hypersurfaces of toric varieties (as well as classical results regarding Hodge structures), we have

$$
\operatorname{rank} H_{q}\left(X ; \mathcal{F}_{p}^{X}\right)=\operatorname{rank} H_{q}\left(Y ; \mathcal{F}_{p}^{Y}\right)=h^{p, q}(\mathbb{C} Y)=h^{p, q}(\mathbb{C} X)
$$

for $p+q<n$. The above equations combined with the classical and tropical Poincaré duality theorems (see Theorem 3.2.4) for $X, Y, \mathbb{C} X$ and $\mathbb{C} Y$ (all are compact) establish the same equalities when $p+q>n$.

Therefore, it only remains to prove the statement when $q+p=n$. It follows from the tropical and complex versions of Lefschetz theorems and from Proposition 7.1.6 that for $p<\frac{n}{2}$, we have

$$
\chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right)=(-1)^{p} \operatorname{rank} H_{p}\left(Y ; \mathcal{F}_{p}^{Y}\right)+(-1)^{n-p} \operatorname{rank} H_{n-p}\left(X ; \mathcal{F}_{p}^{X}\right),
$$

and

$$
\sum_{q} e_{c}^{p, q}(\mathbb{C} X)=\operatorname{dim} H^{p, p}(\mathbb{C} Y)+(-1)^{n} \operatorname{dim} H^{p, n-p}(\mathbb{C} X)
$$

For $p>\frac{n}{2}$, we have

$$
\chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)\right)=(-1)^{p} \operatorname{rank} H_{p+1}\left(Y ; \mathcal{F}_{p+1}^{Y}\right)+(-1)^{n-p} \operatorname{rank} H_{n-p}\left(X ; \mathcal{F}_{p}^{X}\right)
$$

and

$$
\sum_{q} e_{c}^{p, q}(\mathbb{C} X)=\operatorname{dim} H^{p+1, p+1}(\mathbb{C} Y)+(-1)^{n} \operatorname{dim} H^{p, n-p}(\mathbb{C} X) .
$$

For $p=\frac{n}{2}$, we get

$$
\chi\left(C_{\bullet}^{B M}\left(X ; \mathcal{F}_{\frac{n}{2}}^{X}\right)\right)=(-1)^{\frac{n}{2}} \operatorname{rank} H_{\frac{n}{2}}\left(X ; \mathcal{F}_{\frac{n}{2}}^{X}\right),
$$

and

$$
\sum_{q} e_{c}^{\frac{n}{2}, q}(\mathbb{C} X)=\operatorname{dim} H^{\frac{n}{2}, \frac{n}{2}}(\mathbb{C} X)
$$

Again, using Proposition 7.1.6 on tropical toric varieties, we have

$$
\operatorname{rank} H_{p}\left(Y ; \mathcal{F}_{p}^{Y}\right)=\operatorname{dim} H^{p, p}(\mathbb{C} Y)
$$

The statement of the corollary then follows from Theorem 7.1.8.

Corollary 7.1.10, Let $X$ be a non-singular tropical hypersurface in $\mathbb{R}^{n+1}$ defined by a tropical polynomial whose Newton polytope is full-dimensional. If $\mathbb{C} X$ is a non-singular complex hypersurface in $\left(\mathbb{C}^{*}\right)^{n+1}$ with the same Newton polytope as $X$, then

$$
\operatorname{rank} H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)= \begin{cases}\sum_{l=0}^{q} h^{p, l}\left(H_{c}^{n}(\mathbb{C} X)\right) & \text { if } p+q=n \\ h^{p, p}\left(H^{n+p}(\mathbb{C} X)\right) & \text { if } q=n \\ 0 & \text { otherwise }\end{cases}
$$

Proof. The proof follows the same lines as the proof of Corollary 7.1.10. We know from
[DK86] that

$$
h^{p, q}\left(H_{c}^{k}\left(\left(\mathbb{C}^{*}\right)^{n+1}\right)\right)=\left\{\begin{array}{l}
\binom{n+1}{p} \text { if } p=q \text { and } k=n+1+p \\
0 \text { otherwise }
\end{array}\right.
$$

The Borel-Moore tropical homology groups of $\mathbb{R}^{n+1}$ satisfy $H_{q}^{B M}\left(\mathbb{R}^{n+1} ; \mathcal{F}_{p}^{\mathbb{R}^{n+1}}\right)=0$ if $q \neq n+1$ and

$$
\operatorname{rank} H_{n+1}^{B M}\left(\mathbb{R}^{n+1} ; \mathcal{F}_{p}^{\mathbb{R}^{n+1}}\right)=\binom{n+1}{p}
$$

The standard tropical homology groups of $\mathbb{R}^{n+1}$ satisfy $H_{q}\left(\mathbb{R}^{n+1} ; \mathcal{F}_{p}^{\mathbb{R}^{n+1}}\right)=0$ if $q \neq 0$ and

$$
\operatorname{rank} H_{0}\left(\mathbb{R}^{n+1} ; \mathcal{F}_{p}^{\mathbb{R}^{n+1}}\right)=\binom{n+1}{p}
$$

Combining the tropical Lefschetz-like Theorem 7.1.1 and Poincaré duality for the tropical homology of $X$, we deduce from this that when $p+q \neq n$,

$$
\operatorname{rank} H_{q}^{B M}\left(X ; \mathcal{F}_{p}^{X}\right)= \begin{cases}\binom{n+1}{p+1} & \text { if } q=n \\ 0 & \text { if } q \neq n\end{cases}
$$

The hypersurface $\mathbb{C} X$ is a non-singular affine variety, so the Andreotti-Frankel theorem and Poincaré duality imply $H_{c}^{k}(\mathbb{C} X)=0$ if $k<n$. By the Lefschetz-type theorems for the Hodge-Deligne numbers on $H_{c}^{n}(\mathbb{C} X)$ (see [DK86, Section 3]), if $k>n$, one has

$$
h^{p, q}\left(H_{c}^{k}(\mathbb{C} X)\right)= \begin{cases}\binom{n+1}{p+1} & \text { if } p=q \text { and } k=n+p \\ 0 & \text { otherwise }\end{cases}
$$

Therefore

$$
e_{c}^{p, q}(\mathbb{C} X)= \begin{cases}(-1)^{n} h^{p, q}\left(H_{c}^{n}(\mathbb{C} X)\right) & \text { if } p+q \leqslant n \text { and } p \neq q \\ (-1)^{n} h^{p, q}\left(H_{c}^{n}(\mathbb{C} X)\right)+(-1)^{n+p}\binom{n+1}{p+1} & \text { if } p+q \leqslant n \text { and } p=q \\ (-1)^{n+p}\binom{n+1}{p+1} & \text { if } p+q>n \text { and } p=q \\ 0 & \text { otherwise. }\end{cases}
$$

We can then conclude by applying Theorem 7.1.8.

## Chapter 8

## Homology of simplicial real algebraic hypersurfaces

### 8.1 Chapter introduction

Let $P$ be a real Laurent polynomial in $n$ variables. As in Chapter 2 , if $P$ has exactly $n+1$ monomials with non-zero coefficients and if its Newton polytope $\Delta(P)$ is a non-degenerate $n$-dimensional simplex, we call $P$ a simplicial real polynomial. We also call the associated hypersurface $V_{\left(\mathbb{C}^{*}\right)^{n}}(P)$ a simplicial real algebraic hypersurface.

Such hypersurfaces are natural building blocks from which more complicated objects can be constructed. For example, the combinatorial case of the Patchwork method (see Chapter 2) consists in gluing such hypersurfaces together. Hence, a greater understanding of their properties might help us find new bounds on the topology of patchworked varieties (see Chapter 9 for more details), in the same spirit as Formula 4.5.4, in addition to improving our understanding of simplicial real algebraic hypersurfaces themselves, which are among the most natural and simple examples of real algebraic varieties.

In this chapter, we study the homology of a class of objects closely associated to simplicial real algebraic hypersurfaces, their coamoebas; more specifically, we describe the action of the complex conjugation on the coamoebas. Assuming that a certain conjecture, based on an article by G. Kerr and I. Zharkov [KZ16], holds (which seems very likely), this allows us to describe the action of the complex conjugation on the homology of the simplicial real algebraic hypersurfaces themselves, and in particular to identify the conditions under which they are Galois maximal (see Chapters 1 and 4 ).

Let $X$ be a simplicial real algebraic hypersurface. In this chapter, we denote the real (respectively, complex) points of $X$ in $\left(\mathbb{R}^{*}\right)^{n}$ (respectively, $\left.\left(\mathbb{C}^{*}\right)^{n}\right)$ by $\mathbb{R} X$ (respectively, $\mathbb{C} X$ ). Unless otherwise specified, all real algebraic varieties considered are hypersurfaces in the complex torus. The complex conjugation $c$ on the complex torus naturally acts on $\mathbb{C} X$. Our goal here is to better understand this action and the induced action $c_{*}$ on
the homology $H_{*}(\mathbb{C} X)$ of $\mathbb{C} X$ with coefficients in $\mathbb{Z}_{2}$ (in this chapter, we always consider homology with coefficients in $\mathbb{Z}_{2}$ ).

In their article KZ16 that was mentioned above, Kerr and Zharkov show in particular that the complex part $\mathbb{C} X$ of a simplicial real algebraic hypersurface is homeomorphic to the associated phase tropical variety $\mathcal{T} X$. Moreover, it is easy to see that the phase tropical variety $\mathcal{T} X$ retracts by deformation to the coamoeba $\mathcal{C}_{X}$ of $X$. Hence we get a homotopy equivalence $\mathbb{C} X \longrightarrow \mathcal{C}_{X}$. Private conversations with Zharkov have led us to believe that this homotopy equivalence satisfies the following condition:

Conjecture 8.1.1. Let $X$ be a simplicial real algebraic hypersurface. There is a homotopy equivalence $\phi: \mathbb{C} X \longrightarrow \mathcal{C}_{X}$ such that the following diagram commutes for all $i \geqslant 0$ :

where $c_{*}$ is induced by the complex conjugation on either $\mathbb{C} X$ or $\mathcal{C}_{X}$.
This would immediately imply

$$
\begin{array}{r}
\operatorname{dim}\left(\operatorname{Im}\left(1+c_{*}: H_{i}(\mathbb{C} X) \rightarrow H_{i}(\mathbb{C} X)\right)\right)= \\
\quad \operatorname{dim}\left(\operatorname{Im}\left(1+c_{*}: H_{i}\left(\mathcal{C}_{X}\right) \rightarrow H_{i}\left(\mathcal{C}_{X}\right)\right)\right)
\end{array}
$$

where 1 is the identity.
Our main goal here is to prove the following result, though the details of the proof might be of interest in themselves when considering other related questions. Consider a simplicial real algebraic hypersurface $X$, the Newton polytope $\Delta$ of the simplicial real Laurent polynomial $P$ that defines $X$, and pick a vertex $O$ of $\Delta$. The edges of $\Delta$ containing $O$ define $n$ integer vectors (choosing 0 as their initial point). Define $A \in M_{n \times n}\left(\mathbb{Z}_{2}\right)$ as the matrix whose rows are these $n$ vectors modulo 2 .

Theorem 8.1.2. If $\mathbb{R} X$ intersects non-trivially each quadrant of $\left(\mathbb{R}^{*}\right)^{n}$, then

$$
\operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{*}(\mathbb{R} X)\right)=\operatorname{dim}_{\mathbb{Z}_{2}}\left(\frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)
$$

where $1+c_{*}: H_{*}\left(\mathcal{C}_{X}\right) \longrightarrow H_{*}\left(\mathcal{C}_{X}\right)$.
Otherwise, we have

$$
\operatorname{dim}_{\mathbb{Z}_{2}}\left(\frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)-\operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{*}(\mathbb{R} X)\right)=2\left(2^{n-\operatorname{rank}_{\mathbb{Z}_{2}}(A)}-1-\left(n-\operatorname{rank}_{\mathbb{Z}_{2}}(A)\right)\right)
$$

The condition on the intersection of $\mathbb{R} X$ with the quadrants of $\left(\mathbb{R}^{*}\right)^{n}$ is equivalent to a condition on the matrix $A$ and the signs of the monomials of $P$, as proved in Lemma 8.5.1.

Remember that a real algebraic variety $X$ is Galois maximal if

$$
\operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{*}(\mathbb{R} X)\right)=\operatorname{dim}_{\mathbb{Z}_{2}}\left(\frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)
$$

where $1+c_{*}: H_{*}(\mathbb{C} X) \longrightarrow H_{*}(\mathbb{C} X)$, as defined in Chapter 1 .
If Conjecture 8.1.1 holds, then Theorem 8.1.2 immediately implies
Theorem 8.1.3. If $\mathbb{R} X$ intersects non-trivially each quadrant of $\left(\mathbb{R}^{*}\right)^{n}$, then $X$ is always Galois maximal.

Otherwise, we have

$$
\operatorname{dim}_{\mathbb{Z}_{2}}\left(\frac{K e r\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)-\operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{*}(\mathbb{R} X)\right)=2\left(2^{n-\operatorname{rank}_{\mathbb{Z}_{2}}(A)}-1-\left(n-\operatorname{rank}_{\mathbb{Z}_{2}}(A)\right)\right)
$$

where $1+c_{*}: H_{*}(\mathbb{C} X) \longrightarrow H_{*}(\mathbb{C} X)$, and $X$ is Galois maximal if and only if $n-$ $\operatorname{rank}_{\mathbb{Z}_{2}}(A) \in\{0,1\}$.

The rest of this chapter is organized as follows. In Section 8.2, we go over some definitions and notations. In Section 8.3, the coamoeba $\mathcal{C}_{X}$ associated to $X$ is introduced and described in a way suited to computations. In Section 8.4, the action of the conjugation on the homology of $\mathcal{C}_{X}$ is described. In particular, the rank of $1+c_{*}$ is computed. Finally, Theorem 8.1.2 is proved in Section 8.5.

### 8.2 Definitions and notations

We denote the $n$-dimensional torus $(\mathbb{R} / 2 \pi \mathbb{Z})^{n}$ (seen as the product of $n$ unit circles) by $T^{n}$, and use either additive or multiplicative notations, based on context, to describe its natural group law. In particular, we frequently apply matrices with integer coefficients to elements of $T^{n}$.

Given a vector of $\operatorname{signs}\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{1,-1\}^{n}$, we define $\delta(\varepsilon)=\left(\delta_{1}, \ldots, \delta_{n}\right) \in \mathbb{Z}_{2}^{n}$ by the relation $\varepsilon_{i}=(-1)^{\delta_{i}}$.

Given a finite set $S$, let $|S|$ denote the cardinality of $S$.
We define $\operatorname{Arg}:\left(\mathbb{C}^{*}\right)^{n} \longrightarrow T^{n}, \quad\left(z_{1}, \ldots, z_{n}\right) \longmapsto\left(\arg \left(z_{1}\right), \ldots, \arg \left(z_{n}\right)\right)$.
Throughout this chapter, we use the following conventions: for any $z=\left(z_{1}, \ldots, z_{n}\right) \in$ $\mathbb{C}^{n}$, any matrix $G \in M_{n \times n}(\mathbb{Z})$ and any vector $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{Z}^{n}$, we define $z^{v}:=$ $z_{1}^{v_{1}} z_{2}^{v_{2}} \ldots z_{n}^{v_{n}} \in \mathbb{C}$ and $z^{G}:=\left(z^{G^{1}}, \ldots, z^{G^{n}}\right) \in \mathbb{C}^{n}$, where $G^{i}$ is the $i$-th line of $G$. Choosing lines instead of columns has the advantage of allowing us to write $\operatorname{Arg}\left(z^{G}\right)=G \cdot \operatorname{Arg}(z)$, and the disadvantage that for another matrix $H \in M_{n \times n}(\mathbb{Z})$, we have $\left(z^{G}\right)^{H}=z^{H \cdot G}$.

Consider as above a simplicial polynomial $P(z)=\sum_{\alpha \in \Delta_{P}} c_{\alpha} z^{\alpha}$, for some coefficients $c_{\alpha} \in \mathbb{R}^{*}$, and the associated simplicial real algebraic hypersurface $X_{P}$. Up to multiplication by a non-trivial Laurent monomial (which doesn't change $X_{P}$ ), the polynomial $P$ can be
chosen so that $\Delta_{P}$ has $0 \in \mathbb{Z}^{n}$ as one of its vertices. We assume this to be the case from now on. Moreover, let us denote the non-null vertices of $\Delta_{P}$ by $\alpha_{P}^{1}, \ldots, \alpha_{P}^{n} \in \mathbb{Z}^{n}$, and define $A_{P} \in M_{n \times n}(\mathbb{Z})$ as the matrix whose $i$-th line is $\alpha_{P}^{i}$ for $i=1, \ldots, n$. If we also define $\alpha_{P}^{0}:=0 \in \mathbb{Z}^{n}$, we can write indifferently $P(z)=\sum_{\alpha \in \Delta_{P}} c_{\alpha} z^{\alpha}=\sum_{i=0, \ldots, n} c_{\alpha_{P}^{i}} z^{\alpha_{P}^{i}}=$ $\sum_{i=1, \ldots, n} c_{\alpha_{P}^{i}} z^{A_{P}^{i}}+c_{0}$.

For any $G \in M_{n \times n}(\mathbb{Z})$, we define the algebraic morphism

$$
\begin{aligned}
\Phi_{G}: \quad\left(\mathbb{C}^{*}\right)^{n} & \rightarrow\left(\mathbb{C}^{*}\right)^{n} \\
z & \mapsto z^{G}
\end{aligned}
$$

If $G$ is invertible, then $\Phi_{G}$ is an algebraic isomorphism that sends $X_{\tilde{P}}=\{\tilde{P}(z)=$ $\left.\sum_{i=1, \ldots, n} c_{\alpha_{P}^{i}} z^{\left(A_{P} \cdot G\right)^{i}}+c_{0}=0\right\}$ to $X_{P}=\left\{P(z)=\sum_{i=1, \ldots, n} c_{\alpha_{P}^{i}} z^{A_{P}^{i}}+c_{0}=0\right\}$ and respects the real structure. This means that up to such isomorphisms, we can consider the matrix $A_{P}$ defining the simplex $\Delta_{P}$ up to right-multiplication by invertible matrices with integer coefficients.

Remark 8.2.1. The complex part $\mathbb{C} X_{P} \subset\left(\mathbb{C}^{*}\right)^{n}$ of a simplicial real algebraic hypersurface $X_{P}$ is smooth.

Let $X_{P}$ be given as above by $P(z)=\sum_{i=1, \ldots, n} c_{i} z^{\alpha_{i}}+c_{0}$, for some coefficients $c_{i} \in \mathbb{R}^{*}$ and a simplex $\Delta_{P}$. Let $A$ be the $n \times n$ matrix whose lines correspond to the vertices $\alpha_{i}$ of $\Delta_{P}$ and the monomials of $P$ (for $i=1, \ldots, n$ ). We also introduce $B$, the cofactor matrix of $A$, and $P_{L}(z)=\sum_{i=1, \ldots, n} c_{i} z_{i}+c_{0}$ (the $L$ stands for "linear").

Then $P(z)=P_{L} \circ \Phi_{A}(z)$, thus $\Phi_{A}:\left(\mathbb{C}^{*}\right)^{n} \rightarrow\left(\mathbb{C}^{*}\right)^{n}$ maps $\mathbb{C} X_{P}$ to the hyperplane $\mathbb{C} X_{P_{L}}:=\left\{P_{L}(z)=0\right\}$. But $\Phi_{A} \circ \Phi_{B}=\Phi_{\operatorname{det}(A) \cdot I d}:\left(z_{1}, \ldots, z_{n}\right) \mapsto\left(z_{1}^{\operatorname{det}(A)}, \ldots, z_{n}^{\operatorname{det}(A)}\right)$ is a local diffeomorphism, which implies that so is $\Phi_{A}$ by a dimensional argument. Hence the smoothness of $\mathbb{C} X_{P}$ can be deduced from the smoothness of $\mathbb{C} X_{P_{L}}$.

### 8.3 Coamoebas

As above and for the remainder of this chapter, let $P(z)=\sum_{i=1, \ldots, n} \varepsilon_{i} c_{i} z^{\alpha^{i}}+c_{0}$, where $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{1,-1\}^{n}$ and $c_{i} \in \mathbb{R}_{>0}$ for all $i$, be a simplicial real polynomial (we can suppose without loss of generality that the constant term is positive). Let $X:=X_{P} \subset$ $\left(\mathbb{C}^{*}\right)^{n}$ be the associated simplicial real algebraic hypersurface, and let $\Delta_{P}$ be the Newton polytope of $P$, and $A$ be the $n \times n$ matrix whose lines correspond to the vertices of $\Delta_{P}$ and the monomials of $P$, i.e. $A^{i}=\alpha^{i}$.

### 8.3.1 Definition and description of $\mathcal{C}_{X}$

The coamoeba $\mathcal{C}_{X} \subset T^{n}$ of $X$ is the closure in $T^{n}$ of the image $\operatorname{Arg}(\mathbb{C} X)$. The conjugation $c$ acts as - id on $T^{n}$; if we fix a representation of $T^{n}$ as $[0,2 \pi]^{n}$ with its boundary quotiented


Figure 8.1: In black, the coamoeba $\mathcal{C}_{X_{P_{L}^{+}}}$. In white, the open zonotope $Z$
as needed, which we do from now on, $c$ is the central symmetry.
We will use the convenient description of $\mathcal{C}_{X}$ given by Kerr and Zharkov in KZ16 in the linear case, i.e. when the coamoeba is given by an affine hyperplane, as an intermediate step to get to the general case. Let us introduce the simplicial polynomials $P_{L}^{+}(z)=$ $\sum_{i=1, \ldots, n} c_{i} z_{i}+c_{0}$ and $P_{L}(z)=\sum_{i=1, \ldots, n} \varepsilon_{i} c_{i} z_{i}+c_{0}$, where the coefficients $c_{i}$ and $\varepsilon_{i}$ are the same as in $P$. Name $\mathcal{C}_{X_{P_{L}^{+}}}$and $\mathcal{C}_{X_{P_{L}}}$ the associated coamoebas.

Consider $T:=T^{1}=\mathbb{R} / 2 \pi \mathbb{Z}$ and identify it with the unit circle via the map $E:[\theta] \mapsto$ $\exp (i \theta)$. We say that $\left(\theta_{1}, \ldots, \theta_{n}\right) \in T^{n}$ are in an allowed configuration if there is no open half-circle in $T$ containing all the $\theta_{i}$ as well as the point $1=E[0]$ ( which corresponds to the constant term).

A zonotope is the Minkowski sum in $\mathbb{R}^{n}$ of a finite collection of segments. Now consider such a zonotope $\tilde{Z}$; if the quotient map $\mathbb{R}^{n} \longrightarrow T^{n}=(\mathbb{R} / 2 \pi \mathbb{Z})^{n}$ restricted to the interior of $\tilde{Z}$ is an embedding, we call in the rest of this chapter, by extension, the image $Z$ of the interior of $\tilde{Z}$ an (open) zonotope of $T^{n}$.

Lemma 8.3.1. The points of $\mathcal{C}_{X_{P_{L}^{+}}}$are exactly the $n$-tuples $\left(\theta_{1}, \ldots, \theta_{n}\right) \in T^{n}$ in allowed configurations. There is an n-dimensional zonotope $\tilde{Z}$ in $\mathbb{R}^{n}$, generated by $n+1$ segments, such that the quotient map $\mathbb{R}^{n} \longrightarrow T^{n}=(\mathbb{R} / 2 \pi \mathbb{Z})^{n}$ restricted to the interior of $\tilde{Z}$ is an embedding, and such that the open zonotope $Z$ of $T^{n}$ which is the image of the interior of $\tilde{Z}$ is the complement of the points in allowed configurations (see Figure 8.1).

The proof is almost trivial - see KZ16 for related details. Note that $Z$ is contractible in $T^{n}$, hence ( $T^{n}, \mathcal{C}_{X_{P_{L}^{+}}}$) is of the same homotopy type as ( $T^{n}, T^{n} \backslash\{\star\}$ ).

We now consider the slightly more general case of $\mathcal{C}_{X_{P_{L}}}$. Let $\delta=\left(\delta_{1}, \ldots, \delta_{n}\right):=$ $\delta\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in \mathbb{Z}_{2}^{n}$ be as in Section 8.2.

Lemma 8.3.2. The coamoeba $\mathcal{C}_{X_{P_{L}}}$ is a translate of $\mathcal{C}_{X_{P_{L}^{+}}}$by $\pi \cdot \delta \in T^{n}$, i.e. $\mathcal{C}_{X_{P_{L}}}=$ $\mathcal{C}_{X_{P_{L}^{+}}}+\pi \cdot \delta \subset T^{n}$.

The zonotope of forbidden configurations from Lemma 8.3.1 has simply been translated; the proof is once again almost trivial.

Let us now consider the general case of $\mathcal{C}_{X}$.

Lemma 8.3.3. Using the same notations as above, the coamoeba $\mathcal{C}_{X}$ is the preimage of the coamoeba $\mathcal{C}_{X_{P_{L}}}$ by the map $A \cdot: T^{n} \longrightarrow T^{n}$, i.e. $\mathcal{C}_{X}=A^{-1}\left(\mathcal{C}_{X_{P_{L}}}\right)$.

Proof. First, let us show that $\operatorname{Arg}(\mathbb{C} X)=A^{-1}\left(\operatorname{Arg}\left(\mathbb{C} X_{P_{L}}\right)\right)$.
Indeed, if $\theta=\left(\theta_{1}, \ldots, \theta_{n}\right) \in \operatorname{Arg}(\mathbb{C} X)$, by definition there exists $r=\left(r_{1}, \ldots, r_{n}\right) \in$ $\left(\mathbb{R}_{>0}\right)^{n}$ such that $z:=\left(r_{1} \theta_{1}, \ldots, r_{n} \theta_{n}\right)$ belongs to $\mathbb{C} X$, i.e. $P\left(r_{1} \theta_{1}, \ldots, r_{n} \theta_{n}\right)=\sum_{i=1, \ldots, n} \varepsilon_{i} c_{i} r^{A^{i}} \theta^{A^{i}}+$ $c_{0}=P_{L}\left(r^{A^{1}} \theta^{A^{1}}, \ldots, r^{A^{n}} \theta^{A^{n}}\right)=0$. Hence $\left(r^{A^{1}} \theta^{A^{1}}, \ldots, r^{A^{n}} \theta^{A^{n}}\right) \in \mathbb{C} X_{P_{L}}$ and $\theta^{A}=A \cdot \theta$ belongs to $\operatorname{Arg}\left(\mathbb{C} X_{P_{L}}\right)$.

Conversely, suppose that $A \cdot \theta \in \operatorname{Arg}\left(\mathbb{C} X_{P_{L}}\right)$. Then by definition there exists $s=$ $\left(s_{1}, \ldots, s_{n}\right) \in\left(\mathbb{R}_{>0}\right)^{n}$ such that $P_{L}\left(s_{1} \theta^{A_{1}}, \ldots, s_{n} \theta^{A_{n}}\right)=\sum_{i=1, \ldots, n} \varepsilon_{i} c_{i} s_{i} \theta^{A^{i}}+c_{0}=0$. If there exists $r=\left(r_{1}, \ldots, r_{n}\right) \in\left(\mathbb{R}_{>0}\right)^{n}$ such that $r^{A}=s$, then $z:=\left(r_{1} \theta_{1}, \ldots, r_{n} \theta_{n}\right)$ is such that $P(z)=0$ and we can conclude that $\theta \in \operatorname{Arg}(\mathbb{C} X)$. Now consider the cofactor matrix $B$ of $A$, and

$$
\begin{aligned}
\left(\mathbb{R}_{>0}\right)^{n} \xrightarrow{\Phi_{B}}\left(\mathbb{R}_{>0}\right)^{n} \xrightarrow{\Phi_{A}}\left(\mathbb{R}_{>0}\right)^{n} \\
r=\left(r_{1}, \ldots, r_{n}\right) \longmapsto r^{B} \longmapsto\left(r^{B}\right)^{A}=r^{\operatorname{det}(A)}=\left(r_{1}^{\operatorname{det}(A)}, \ldots, r_{n}^{\operatorname{det}(A)}\right) .
\end{aligned}
$$

This clearly shows that $\Phi_{A}$ is surjective from $\left(\mathbb{R}_{>0}\right)^{n}$ onto itself; thence we have shown that $\operatorname{Arg}(\mathbb{C} X)=A^{-1}\left(\operatorname{Arg}\left(\mathbb{C} X_{P_{L}}\right)\right)$.

As $A \cdot: T^{n} \longrightarrow T^{n}$ is continuous, we immediately have that $\mathcal{C}_{X}=\overline{\operatorname{Arg}(\mathbb{C X})} \subset$ $A^{-1}\left(\overline{\operatorname{Arg}\left(\mathbb{C} X_{P_{L}}\right)}\right)=A^{-1}\left(\mathcal{C}_{X_{P_{L}}}\right)$. Following the same reasoning as in Remark 8.2.1, the $\operatorname{map} A \cdot: T^{n} \longrightarrow T^{n}$ is a local diffeomorphism, because $(A B) \cdot=(\operatorname{det}(A) \cdot I d) \cdot: T^{n} \longrightarrow T^{n}$ is a local diffeomorphism, where $B$ is the comatrix of $A$. Consider $\theta \in A^{-1}\left(\overline{\operatorname{Arg}\left(\mathbb{C} X_{P_{L}}\right)}\right)$, an open neighborhood $U \subset T^{n}$ of $\theta$ such that $\left.(A \cdot)\right|_{U}$ is an embedding, and some open neighborhood $V \subset T^{n}$ of $\theta$. Then $A \cdot(U \cap V)$ is an open neighborhood of $A \cdot \theta \in \overline{\operatorname{Arg}\left(\mathbb{C} X_{P_{L}}\right)}$, hence there exists $\rho \in A \cdot(U \cap V) \cap \operatorname{Arg}\left(\mathbb{C} X_{P_{L}}\right)$. Then $\left(\left.(A \cdot)\right|_{U}\right)^{-1}(\rho) \in V \cap A^{-1}\left(\operatorname{Arg}\left(\mathbb{C} X_{P_{L}}\right)\right)=$ $V \cap \operatorname{Arg}(\mathbb{C} X)$, which shows that $\theta \in \overline{\operatorname{Arg}(\mathbb{C} X)}$.

### 8.3.2 A more explicit description of $\mathcal{C}_{X}$

It is well-known (for example, using the theorem of structure of finitely generated abelian groups) that there exists two (non-uniquely defined) invertible matrices $G, H \in M_{n \times n}(\mathbb{Z})$ such that

$$
G \cdot A \cdot H=D=\left[\begin{array}{lll}
d_{1} & & 0 \\
& \ddots & \\
0 & & d_{n}
\end{array}\right]
$$

where $d_{1}\left|d_{2}\right| \ldots \mid d_{n} \in \mathbb{Z}$ and $d_{1} d_{2} \ldots d_{k}$ is the greatest common divisor of the non-trivial $k$-minors of $A($ for $k=1, \ldots, n)$.

Consider $\delta^{G}=G \cdot \delta \in \mathbb{Z}_{2}^{n}$, where $\delta=\delta\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in \mathbb{Z}_{2}^{n}$ is as above.
We partition $\{1, \ldots, n\}$ in the following way:

$$
\begin{aligned}
& I^{0,0}:=\left\{i \in\{1, \ldots, n\} \quad \mid \quad \delta_{i}^{G} \equiv[0]_{2}, d_{i} \equiv[0]_{2}\right\}, \\
& I^{1,0}:=\left\{i \in\{1, \ldots, n\} \quad \mid \quad \delta_{i}^{G} \equiv[1]_{2}, d_{i} \equiv[0]_{2}\right\}, \\
& I^{0,1}:=\left\{i \in\{1, \ldots, n\} \quad \mid \quad \delta_{i}^{G} \equiv[0]_{2}, d_{i} \equiv[1]_{2}\right\}, \\
& I^{1,1}:=\left\{i \in\{1, \ldots, n\} \quad \mid \quad \delta_{i}^{G} \equiv[1]_{2}, d_{i} \equiv[1]_{2}\right\} .
\end{aligned}
$$

For the remainder of this chapter, we fix two such matrices $G$ and $H$. Moreover, as observed in Section 8.2, we can consider $A$ up to right-multiplication by invertible matrices with integer coefficients: hence we can, and do, assume that $H$ is the identity matrix. Hence from now on we have

$$
A=G^{-1} \cdot D
$$

Then $\mathcal{C}_{X}$ lends itself to the following description: define the set of indices $\Omega:=$ $\left\{0, \ldots, d_{1}-1\right\} \times \ldots \times\left\{0, \ldots, d_{n}-1\right\}$ and let $\widetilde{\delta^{G}} \in\{0,1\}^{n}$ be the unique lifting of $\delta^{G}$. Let also $\widetilde{G \cdot \mathcal{C}_{X_{P_{L}}}}$ be the preimage of $G \cdot \mathcal{C}_{X_{P_{L}}}$ by the quotient map $[0,2 \pi]^{n} \longrightarrow T^{n}$ (see the left part of Figure 8.2.

Cover $[0,2 \pi]^{n}$ with $d_{1} \ldots d_{n}$ hyperrectangular cells $C_{\alpha}:=\left[\alpha_{1} \frac{2 \pi}{d_{1}},\left(\alpha_{1}+1\right) \frac{2 \pi}{d_{1}}\right] \times \ldots \times$ $\left[\alpha_{n} \frac{2 \pi}{d_{n}},\left(\alpha_{n}+1\right) \frac{2 \pi}{d_{n}}\right]$ for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \Omega$. Define $\widetilde{\mathcal{C}_{X}} \subset[0,2 \pi]^{n}$ as the set such that the pair $\left(C_{\alpha}, C_{\alpha} \cap \widetilde{\mathcal{C}_{X}}\right)$ is mapped to the pair $\left([0,2 \pi]^{n}, \widetilde{G \cdot \mathcal{C}_{X_{P_{L}}}}\right)$ by $\left(z_{1}, \ldots, z_{n}\right) \mapsto\left(d_{1} z_{1}-\right.$ $\alpha_{1} 2 \pi, \ldots, d_{n} z_{n}-\alpha_{n} 2 \pi$ ) (see the right part of Figure 8.2 ). Then

Proposition 8.3.4. The pair $\left(T^{n}, \mathcal{C}_{X}\right)$ is the image of $\left([0,2 \pi]^{n}, \tilde{\mathcal{C}_{X}}\right)$ by the quotient map $[0,2 \pi]^{n} \longrightarrow T^{n}$.

The coamoeba $\mathcal{C}_{X}$ is the complement in $T^{n}$ of $d_{1} \ldots d_{n}$ open zonotopes indexed by the set of indices $\Omega$, such that the center of zonotope $Z_{\alpha}$, for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \Omega$ ), is in $\pi \cdot\left(\widetilde{\delta}_{1} / d_{1}, \ldots, \widetilde{\delta}_{n} / d_{n}\right)+2 \pi \cdot\left(\alpha_{1} / d_{1}, \ldots, \alpha_{n} / d_{n}\right) \in T^{n}$. Those zonotopes are translate of each other.

Proof. From Lemma 8.3.3, we know that $\mathcal{C}_{X}=A^{-1}\left(\mathcal{C}_{X_{P_{L}}}\right)=D^{-1}\left(G \cdot \mathcal{C}_{X_{P_{L}}}\right)$.
As explained in Lemmas 8.3.1 and 8.3.2, the coamoeba $\mathcal{C}_{X_{P_{L}^{+}}}$is the complement in $T^{n}$ of an open zonotope centered in 0 , and $\mathcal{C}_{X_{P_{L}}}$ is the complement in $T^{n}$ of the same zonotope translated and now centered in $\left(\delta_{1} \pi, \ldots, \delta_{n} \pi\right)=\pi \cdot \delta \in T^{n}$.

The linear isomorphism $G$ is then applied to it, so that $G \cdot \mathcal{C}_{X_{P_{L}}}$ is the complement in $T^{n}$ of an open zonotope (geometrically the starting zonotope deformed by $G$ ) centered in $\pi \cdot \delta^{G} \in T^{n}$. The last step is to take the preimage by the covering map $D \cdot: T^{n} \longrightarrow T^{n}$.



Figure 8.2: On the left, $\widetilde{G \cdot \mathcal{C}_{X_{P_{L}}}}$. On the right: the coamoeba $\mathcal{C}_{X}$ in black and the zonotopes in white.

### 8.4 Homological computations

Let us now study the action of the conjugation $c$ on $\mathcal{C}_{X}$, using the description from Proposition 8.3.4. As pointed out earlier, $c$ simply acts as the central symmetry on $T^{n}$ seen as an appropriate quotient of $[0,2 \pi]^{n}$. It maps $\mathcal{C}_{X}$ to itself, and zonotopes to one another. Let us describe that action more precisely.

### 8.4.1 Action of the conjugation on the zonotopes

Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \Omega=\left\{0, \ldots, d_{1}-1\right\} \times \ldots \times\left\{0, \ldots, d_{n}-1\right\}$. We define $c(\alpha) \in \Omega$ as the index such that $Z_{c(\alpha)}=c\left(Z_{\alpha}\right)$. Then:

If $i \in I^{0,0}$, then $c(\alpha)_{i}$ is the unique lifting to $\left\{0, \ldots, d_{i}-1\right\}$ of $\left[d_{i}-\alpha_{i}\right]_{d_{i}}$. In particular, notice that $c(\alpha)_{i}=\alpha_{i}$ if and only if $\alpha_{i} \in\left\{0, d_{i} / 2\right\}$.

If $i \in I^{0,1}$, then $c(\alpha)_{i}$ is the unique lifting to $\left\{0, \ldots, d_{i}-1\right\}$ of $\left[d_{i}-\alpha_{i}\right]_{d_{i}}$. In particular, notice that $c(\alpha)_{i}=\alpha_{i}$ if and only if $\alpha_{i}=0$.

If $i \in I^{1,0}$, then $c(\alpha)_{i}=\left(d_{i}-1\right)-\alpha_{i}$. In particular, notice that $c(\alpha)_{i}$ is never equal to $\alpha_{i}$.

If $i \in I^{1,1}$, then $c(\alpha)_{i}=\left(d_{i}-1\right)-\alpha_{i}$. In particular, notice that $c(\alpha)_{i}=\alpha_{i}$ if and only if $\alpha_{i}=\left(d_{i}-1\right) / 2$.

Denote by $F:=\{\alpha \in \Omega \mid c(\alpha)=\alpha\}$ the set of fixed points of $c$. If $\left|I^{1,0}\right| \neq 0$, then $F=\varnothing$. If $\left|I^{1,0}\right|=0$, there are $2^{\left|I^{0,0}\right|}$ fixed points: the indices $\beta \in \Omega$ such that $\beta_{i} \in\left\{0, d_{i} / 2\right\}$
if $i \in I^{0,0}, \beta_{i}=0$ if $i \in I^{0,1}$ and $\beta_{i}=\left(d_{i}-1\right) / 2$ if $i \in I^{1,1}$.

### 8.4.2 Homology of $\mathcal{C}_{X}$

Denote by $\Gamma_{1}, \ldots, \Gamma_{n} \in H_{n-1}\left(T^{n}\right)$ the $n$ homology classes induced by the ( $n-1$ )-dimensional tori $\left\{\left[\theta_{i}\right]=0\right\} \subset T^{n}$. They form a basis of $H_{n-1}\left(T^{n}\right)$.

Using a Mayer-Vietoris long exact sequence, it is easy to see that

$$
H_{k}\left(\mathcal{C}_{X}\right) \xrightarrow{i n_{*}} H_{k}\left(T^{n}\right),
$$

where $i n_{*}$ is induced by the inclusion, is an isomorphism for $k=0, \ldots, n-2$, and that $H_{k}\left(\mathcal{C}_{X}\right)=0$ for $k \geqslant n$. As the conjugation acts trivially on the homology of $T^{n}$ (with coefficients in $\mathbb{Z}_{2}$ ) and as it is compatible with the inclusion, this shows that

$$
1+c_{*}: H_{k}\left(\mathcal{C}_{X}\right) \longrightarrow H_{k}\left(\mathcal{C}_{X}\right)
$$

is trivial for $k=0, \ldots, n-2$.
We also get a short exact sequence

$$
0 \longrightarrow H_{n}\left(T^{n}\right) \longrightarrow H_{n-1}\left(\bigsqcup_{\alpha \in \Omega} \partial Z_{\alpha}\right) \longrightarrow H_{n-1}\left(\mathcal{C}_{X}\right) \longrightarrow H_{n-1}\left(T^{n}\right) \longrightarrow 0
$$

where $\partial Z_{\alpha}$ is the border of zonotope $Z_{\alpha}$, which is homeomorphic to a $(n-1)$-sphere. From it, we deduce the following lemma:

Lemma 8.4.1. Given $B_{1}, \ldots B_{n} \in H_{n-1}\left(\mathcal{C}_{X}\right)$ such that $i n_{*}\left(B_{i}\right)=\Gamma_{i}$ for all $i$, we have an isomorphism

$$
H_{n-1}\left(\mathcal{C}_{X}\right) \cong\left(\bigoplus_{i=1, \ldots, n} \mathbb{Z}_{2} \cdot B_{i}\right) \oplus\left(\frac{\bigoplus_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}\right]}{\mathbb{Z}_{2} \cdot \sum_{\alpha \in \Omega}\left[\partial Z_{\alpha}\right]}\right)
$$

We already know that $c_{*}\left(\left[\partial Z_{\alpha}\right]\right)=\left[\partial Z_{c(\alpha)}\right]$ (as we consider homology with coefficients in $\mathbb{Z}_{2}$, we need not concern ourselves with orientation), where $c(\alpha)$ is as above - we only need to find suitable classes $B_{i}$ and describe how $c_{*}$ acts on them.

Let us define $B_{i}$, for $i \in\{1, \ldots, n\}$. Consider the $(n-1)$-dimensional torus $\left\{\left[\theta_{i}\right]=\right.$ $0\} \subset T^{n}$, and the set $I_{i}$ of intersections between $\left\{\left[\theta_{i}\right]=0\right\}$ and the open zonotopes of the complement of $\mathcal{C}_{X}$ in $T^{n}$. Notice that a given zonotope $Z_{\alpha}$ can intersect several times $\left\{\left[\theta_{i}\right]=0\right\}$ - each of these intersections appears as a distinct element of $I_{i}$. Call $N_{i}(\alpha)$ the number of such intersections. We would like to define $B_{i}$ as the class of $\left\{\left[\theta_{i}\right]=0\right\}$, with a modification (since $\left\{\left[\theta_{i}\right]=0\right\}$ is in general not included in $\mathcal{C}_{X}$ ).

For each intersection $\gamma \in I_{i}$, let $\alpha(\gamma) \subset \Omega$ be the index of the zonotope corresponding to $\gamma$. The intersection $\gamma$ of $\left\{\left[\theta_{i}\right]=0\right\}$ and $\overline{Z_{\alpha(\gamma)}}$ cuts $\partial Z_{\alpha(\gamma)}$ in two (topological) half-spheres of dimension $n-1$. Call $S_{\gamma}^{+}$the half-sphere that lies in the direction $e_{i}$ of $\left\{\left[\theta_{i}\right]=0\right\}$, and $S_{\gamma}^{-}$the one lying in direction $-e_{i}$.


Figure 8.3: As a black broken line, the cycle $\widetilde{B_{1}}$. In that example, $I_{1}$ is of cardinal 4.

We start our construction with $\left\{\left[\theta_{i}\right]=0\right\}$. For each $\gamma \in I_{i}$, we remove the intersection $\left\{\left[\theta_{i}\right]=0\right\} \bigcap Z_{\alpha(\gamma)}$, and we add $S_{\gamma}^{+}$. Thus we obtain a $(n-1)$-cycle - name it $\widetilde{B_{i}}$ and name its class $B_{i}$. Observe that parts of the border of a given zonotope $Z_{\alpha}$ can appear several times in $\widetilde{B_{i}}$ : in other words, there can be several $S_{\gamma}^{+}$that are subsets of the same $\overline{Z_{\alpha}}$ (with non-trivial intersections). Notice also that $S_{\gamma}^{+}$can be homotopically contracted in $T^{n}$ to the intersection $\left\{\left[\theta_{i}\right]=0\right\} \bigcap \overline{Z_{\alpha(\gamma)}}$. Thus $B_{i}$ is a lift of $\Gamma_{i}$, as required. This construction is illustrated in Figure 8.3.

### 8.4.3 Image of $1+c_{*}$

We want to compute the image of $1+c_{*}: H_{n-1}\left(\mathcal{C}_{X}\right) \longrightarrow H_{n-1}\left(\mathcal{C}_{X}\right)$, and in particular its dimension. Using the description in Lemma 8.4.1, we see that

$$
\begin{equation*}
\operatorname{Im}\left(1+c_{*}\right)=\sum_{i=1, \ldots, n} \mathbb{Z}_{2} \cdot\left(\left(1+c_{*}\right)\left(B_{i}\right)\right)+\sum_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right] \tag{8.4.1}
\end{equation*}
$$

Let us make some observations about the image of $B_{i}$ under $c_{*}$. It is the class of the mirror image by central symmetry of $\widetilde{B_{i}}$. This means that it consists of $\left\{\left[\theta_{i}\right]=0\right\}$, without the intersections $\left\{\left[\theta_{i}\right]=0\right\} \bigcap Z_{\alpha(\gamma)}$ (for $\gamma \in I_{i}$ ), and with all the $S_{\gamma}^{-}$, i.e. the halfspheres lying in the direction $-e_{i}$. Thus $B_{i}+c_{*}\left(B_{i}\right)=\sum_{\gamma \in I_{i}}\left[\partial Z_{\alpha(\gamma)}\right]$ (since by definition $\left.S_{\gamma}^{+}+S_{\gamma}^{-}=\partial Z_{\alpha}\right)$ - each $\partial Z_{\alpha}$ appears $N_{i}(\alpha)$ times.

It would be possible to compute $N_{i}(\alpha)$ exactly. However, we only want to compute the image of $1+c_{*}$ - the following observations suffice for our purpose.

Since we are considering coefficients in $\mathbb{Z}_{2}$, we only have to pay attention to the parity of $N_{i}(\alpha)$. Let us define $J_{i}:=\left\{\alpha \in \Omega \quad \mid \quad N_{i}(\alpha) \equiv[1]_{2}\right\}$. The number of intersections $N_{i}(\alpha)$ depends only on the length of the zonotope $Z_{\alpha}$ in the direction $e_{i}$ (which is the same for all $\alpha$ ) and on the $i$-th coordinate of the center of $Z_{\alpha}$, i.e. on $\alpha_{i}$.

As we only have to consider the coordinate $\alpha_{i}$ and because of the symmetry of the situation, it is clear that if $\beta \in J_{i}$, then $c(\beta) \in J_{i}$. Consider the description 8.4.1) of $\operatorname{Im}\left(1+c_{*}\right)$; if $\beta \neq c(\beta)$, we have

$$
\partial Z_{\beta}+\partial Z_{c(\beta)} \in \sum_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]
$$

Thus for any $i \in\{1, \ldots, n\}$ we get

$$
\begin{gathered}
\mathbb{Z}_{2} \cdot\left(\left(1+c_{*}\right)\left(B_{i}\right)\right)+\sum_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]= \\
\mathbb{Z}_{2} \cdot \sum_{\beta \in J_{i}}\left[\partial Z_{\beta}\right]+\sum_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]= \\
\mathbb{Z}_{2} \cdot \sum_{\beta \in J_{i} \cap F}\left[\partial Z_{\beta}\right]+\sum_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]
\end{gathered}
$$

where as above $F$ is the set of fixed elements $\beta \in \Omega$.
We need to determine for all $i \in\{1, \ldots, n\}$ the set $J_{i} \cap F$. Doing so will allow us to prove the following lemma.

Lemma 8.4.2. If $\left|I^{1,0}\right| \neq 0$, the image of $1+c_{*}$ is $\sum_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]$.
If $\left|I^{1,0}\right|=0$,

$$
\operatorname{Im}\left(1+c_{*}\right)=\sum_{i \in I^{0,0}} \mathbb{Z}_{2} \cdot\left(\left(1+c_{*}\right)\left(B_{i}\right)\right)+\sum_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]
$$

Proof. Indeed, as noted in Subsection 8.4.1, there are no fixed points if $\left|I^{1,0}\right| \neq 0$.
Let us now consider the case $\left|I^{1,0}\right|=0$.
If $i \in I^{0,0}, \beta \in J_{i}$ for all $\beta$ such that $\beta_{i}=0$, and $\beta \notin J_{i}$ for all $\beta$ such that $\beta_{i}=\left(d_{i}-1\right) / 2$. In particular, $J_{i} \cap F$ is the set of cardinality $2^{\left|I^{0,0}\right|-1}$ of all $\beta \in \Omega$ such that $\beta_{i}=0$, $\beta_{j} \in\left\{0, d_{j} / 2\right\}$ if $j \in I^{0,0}-\{i\}, \beta_{j}=0$ if $j \in I^{0,1}$ and $\beta_{j}=\left(d_{j}-1\right) / 2$ if $j \in I^{1,1}$.

If $i \in I^{0,1}, \beta \in J_{i}$ for all $\beta$ such that $\beta_{i}=0$. In particular, $J_{i} \cap F=F$. Remember Lemma 8.4.1; we have $\sum_{\alpha \in \Omega}\left[\partial Z_{\alpha}\right]=0$ in $H_{n-1}\left(\mathcal{C}_{X}\right)$. Then,

$$
\sum_{\alpha \in F}\left[\partial Z_{\alpha}\right]=\sum_{\alpha \in F}\left[\partial Z_{\alpha}\right]+\sum_{\alpha \in \Omega}\left[\partial Z_{\alpha}\right] \subset \sum_{\alpha \in \Omega}\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]
$$

This implies that $\mathbb{Z}_{2} \cdot\left(\left(1+c_{*}\right)\left(B_{i}\right)\right) \subset \sum_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]$.
If $i \in I^{1,1}, \beta \notin J_{i}$ for all $\beta$ such that $\beta_{i}=\left(d_{i}-1\right) / 2$. In particular, $J_{i} \cap F=\varnothing$.

Using description 8.4.1, we can conclude.

### 8.4.4 Rank of $1+c_{*}$

Let us compute the rank of $1+c_{*}$. We get the following proposition.
Proposition 8.4.3. If $\left|I^{1,0}\right| \neq 0$,

$$
\operatorname{dim}\left(\operatorname{Im}\left(1+c_{*}\right)\right)=\frac{d_{1} \ldots d_{n}}{2}-1
$$

If $\left|I^{1,0}\right|=0$,

$$
\operatorname{dim}\left(\operatorname{Im}\left(1+c_{*}\right)\right)=\left|I^{0,0}\right|+\frac{d_{1} \ldots d_{n}-2^{\left|I^{0,0}\right|}}{2}
$$

Proof. We will first compute the dimension of

$$
\sum_{i=1, \ldots, n} \mathbb{Z}_{2} \cdot\left(\left(1+c_{*}\right)\left(B_{i}\right)\right)+\sum_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]
$$

in

$$
\left(\bigoplus_{i=1, \ldots, n} \mathbb{Z}_{2} \cdot B_{i}\right) \oplus\left(\bigoplus_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}\right]\right)
$$

then quotient by $Z_{2} \cdot \sum_{\alpha \in \Omega}\left[\partial Z_{\alpha}\right]$ to get the dimension in $H_{n-1}\left(\mathcal{C}_{X}\right)$ (see Lemma 8.4.1).
Denote by $\tilde{\Omega} \subset \Omega$ a set defined as such: for each pair of elements $\{\alpha, c(\alpha)\}$, where $\alpha \in \Omega \backslash F$, choose exactly one element to be included in $\tilde{\Omega}$. Thus $\sum_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]=$ $\sum_{\alpha \in \tilde{\Omega}} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]$. This sum is clearly a direct sum before quotienting.

If $\left|I^{1,0}\right| \neq 0$, then $\operatorname{Im}\left(1+c_{*}\right)=\sum_{\alpha \in \Omega} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]=\sum_{\alpha \in \tilde{\Omega}} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\right.$ $\left.\partial Z_{c(\alpha)}\right]$. When we quotient by $Z_{2} \cdot \sum_{\alpha \in \Omega}\left[\partial Z_{\alpha}\right]$, the dimension decreases by exactly one, as $\sum_{\alpha \in \Omega}\left[\partial Z_{\alpha}\right] \in \sum_{\alpha \in \tilde{\Omega}} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]$ (since there is no fixed point). Hence

$$
\operatorname{dim}\left(\operatorname{Im}\left(1+c_{*}\right)\right)=|\tilde{\Omega}|-1=\frac{d_{1} \ldots d_{n}}{2}-1
$$

If $\left|I^{1,0}\right|=0$, we can see that

$$
\sum_{i \in I^{0,0}} \mathbb{Z}_{2} \cdot\left(\left(1+c_{*}\right)\left(B_{i}\right)\right)+\sum_{\alpha \in \tilde{\Omega}} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]
$$

is actually a free sum before quotienting. Indeed, suppose that for each $\alpha \in \tilde{\Omega}$ (respectively, $i \in I^{0,0}$ ) there is $\lambda_{\alpha} \in \mathbb{Z}_{2}$ (respectively, $\lambda_{i} \in \mathbb{Z}_{2}$ ), not all 0 , such that

$$
\begin{equation*}
\sum_{i \in I^{0,0}} \lambda_{i}\left(1+c_{*}\left(B_{i}\right)\right)+\sum_{\alpha \in \tilde{\Omega}} \lambda_{\alpha}\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]=0 \tag{8.4.2}
\end{equation*}
$$

For $i \in I^{0,0}$, consider $\beta$ defined by $\beta_{i}=0, \beta_{j}=d_{j} / 2$ if $j \in I^{0,0}-\{i\}, \beta_{j}=0$ if $j \in I^{0,1}$ and $\beta_{j}=\left(d_{j}-1\right) / 2$ if $j \in I^{1,1}$. As explained in the description of $J_{i} \cap F$ in the proof
of Lemma 8.4.2, the class $\left[\partial Z_{\beta}\right]$ only appears in $\left(\left(1+c_{*}\right)\left(B_{i}\right)\right)$ among all the terms of equation 8.4.2. Thus $\lambda_{i}$ is necessarily 0 . We can then conclude from the independence of the family $\left\{\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]\right\}_{\alpha \in \tilde{\Omega}}$ before the quotient that all $\lambda_{\alpha}$ are 0 , which proves our point.

Consider $\beta \in \Omega$ defined by $\beta_{j}=d_{j} / 2$ if $j \in I^{0,0}, \beta_{j}=0$ if $j \in I^{0,1}$ and $\beta_{j}=\left(d_{j}-1\right) / 2$ if $j \in I^{1,1}$. Since $\left[\partial Z_{\beta}\right]$ appears in $\sum_{\alpha \in \Omega}\left[\partial Z_{\alpha}\right]$ but not in $\sum_{i \in I^{0,0}} \mathbb{Z}_{2} \cdot\left(\left(1+c_{*}\right)\left(B_{i}\right)\right)+$ $\sum_{\alpha \in \tilde{\Omega}} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]$ (once again going back to the proof of Lemma 8.4.2), we see that $\sum_{\alpha \in \Omega}\left[\partial Z_{\alpha}\right] \notin \sum_{i \in I^{0,0}} \mathbb{Z}_{2} \cdot\left(\left(1+c_{*}\right)\left(B_{i}\right)\right)+\sum_{\alpha \in \tilde{\Omega}} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]$. This means that the dimension of $\sum_{i \in I^{0,0}} \mathbb{Z}_{2} \cdot\left(\left(1+c_{*}\right)\left(B_{i}\right)\right)+\sum_{\alpha \in \tilde{\Omega}} \mathbb{Z}_{2} \cdot\left[\partial Z_{\alpha}+\partial Z_{c(\alpha)}\right]$ does not decrease when we quotient. Thus

$$
\operatorname{dim}\left(\operatorname{Im}\left(1+c_{*}\right)\right)=\left|I^{0,0}\right|+|\tilde{\Omega}|=\left|I^{0,0}\right|+\frac{|\Omega|-|F|}{2}=\left|I^{0,0}\right|+\frac{d_{1} \ldots d_{n}-2^{\left|I^{0,0}\right|}}{2}
$$

as stated.

### 8.5 Galois maximality

We are still using the notations of the previous sections.
To prove Theorem 8.1.2 we need to compare $\operatorname{dim}_{\mathbb{Z}_{2}}\left(\frac{\operatorname{Ker}\left(1+c_{*}\right)}{I m\left(1+c_{*}\right)}\right)$ and $\operatorname{dim}_{\mathbb{Z}_{2}}\left(H_{*}(\mathbb{R} X)\right)$. We consider $H_{*}(\mathbb{R} X)$ first, with the following lemma.

Lemma 8.5.1. The real part $\mathbb{R} X \subset\left(\mathbb{R}^{*}\right)^{n}$ consists of $2^{n}$ contractible connected components if $\delta=\delta(\varepsilon) \in \mathbb{Z}_{2}{ }^{n}$ is not in the image of $A \cdot: \mathbb{Z}_{2}{ }^{n} \longrightarrow \mathbb{Z}_{2}{ }^{n}$, and of $2^{n}-2^{n-\operatorname{rank}(A)}$ contractible connected components if it is. Thus $H_{*}(\mathbb{R} X)$ is of $\mathbb{Z}_{2}$-dimension $2^{n}$ if $\delta \notin \operatorname{Im}(A)$ and of $\mathbb{Z}_{2}$-dimension $2^{n}-2^{n-\operatorname{rank}(A)}$ if $\delta \in \operatorname{Im}(A)$.

Proof. Consider the $2^{n}$ quadrants of $\left(\mathbb{R}^{*}\right)^{n}$, and let $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right) \in\{1,-1\}^{n}$ index the quadrant $Q_{\gamma}:=\left\{\left(x_{1}, \ldots, x_{n}\right) \in\left(\mathbb{R}^{*}\right)^{n} \mid x_{1} \gamma_{1}>0, \ldots, x_{n} \gamma_{n}>0\right\}$. Consider as in Section 8.3 the real polynomial $P_{L}(z)=\sum_{i=1, \ldots, n} \varepsilon_{i} c_{i} z_{i}+c_{0}$ associated to $P(z)=\sum_{i=1, \ldots, n} \varepsilon_{i} c_{i} z^{A_{i}}+c_{0}$. Then the map

$$
\begin{aligned}
\Phi_{A^{-1}}: \quad Q_{(1, \ldots, 1)} & \rightarrow Q_{(1, \ldots, 1)} \\
z & \mapsto z^{A^{-1}},
\end{aligned}
$$

where we extend the notation to include rational exponents, is a well defined homeomorphism that maps $\mathbb{R} X_{P_{L}} \cap Q_{(1, \ldots, 1)}$ to $\mathbb{R} X \cap Q_{(1, \ldots, 1)}$. In particular, $\mathbb{R} X \cap Q_{(1, \ldots, 1)}$ is empty if $\varepsilon_{i}=1$ for all $i \in\{1, \ldots, n\}$, and is non-empty and contractible otherwise. Now observe that $\mathbb{R} X \cap Q_{\gamma}$ is isomorphic to $\mathbb{R} X_{P_{\gamma}} \cap Q_{(1, \ldots, 1)}$, where $P_{\gamma}(z):=\sum_{i=1, \ldots, n} \varepsilon_{i} \gamma^{A_{i}} c_{i} z^{A_{i}}+c_{0}$. Since $\delta\left(\varepsilon_{1} \gamma^{A_{1}}, \ldots, \varepsilon_{n} \gamma^{A_{n}}\right)=\delta(\varepsilon)+A \cdot \delta(\gamma)$, we see that $\mathbb{R} X \cap Q_{\gamma}$ is empty if $\delta(\varepsilon)=A \cdot \delta(\gamma)$, and non-empty and contractible otherwise.

The following lemma links the conditions of Theorem 8.1.2, Lemma 8.4.2 and Proposition 8.4.3.

Lemma 8.5.2. The real part $\mathbb{R} X$ intersects non-trivially each quadrant of $\left(\mathbb{R}^{*}\right)^{n}$ if and only if $\delta \notin \operatorname{Im}(A)$ if and only if $\left|I^{1,0}\right| \neq 0$.

Proof. The first equivalence comes from Lemma 8.5.1. Then

$$
\begin{array}{r}
\delta \in \operatorname{Im}(A) \Longleftrightarrow \exists x \in \mathbb{Z}_{2}{ }^{n} \text { s.t. } A \cdot x=G^{-1} \cdot D \cdot x=\delta \\
\exists x \in \mathbb{Z}_{2}{ }^{n} \text { s.t. } D \cdot x=G \cdot \delta=\delta^{G} \Longleftrightarrow \delta^{G} \in \operatorname{Im}(D) \\
\left(\delta^{G}\right)_{i}=0 \forall i \text { s.t. } d_{i}=[0]_{2} \Longleftrightarrow\left|I^{1,0}\right|=0 .
\end{array}
$$

We are now ready to prove the main result.
Proof of Theorem 8.1.2. As mentioned at the beginning of Subsection 8.4.2, $1+c_{*}$ : $H_{k}\left(\mathcal{C}_{X}\right) \longrightarrow H_{k}\left(\mathcal{C}_{X}\right)$ is trivial for $k \neq n-1$. Moreover, we know that $H_{k}\left(\mathcal{C}_{X}\right)$ is isomorphic to $H_{k}\left(T^{n}\right)$ for $k \neq n-1$, and that $\operatorname{dim}\left(H_{n-1}\left(\mathcal{C}_{X}\right)\right)=n+d_{1} \ldots d_{n}-1$ (as is shown by Lemma 8.4.1.

Therefore, from Proposition 8.4 .3 and Lemmas 8.5 .1 and 8.5.2, we see that if $\mathbb{R} X$ intersects non-trivially each quadrant of $\left(\mathbb{R}^{*}\right)^{n}$,

$$
\begin{array}{r}
\operatorname{dim}\left(\frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)=\operatorname{dim}\left(H_{*}\left(\mathcal{C}_{X}\right)\right)-2 \operatorname{dim}\left(\operatorname{Im}\left(1+c_{*}\right)\right)= \\
2^{n}-1+\left(d_{1} \ldots d_{n}-1\right)-2\left(\frac{d_{1} \ldots d_{n}}{2}-1\right)=2^{n}=\operatorname{dim}\left(H_{*}(\mathbb{R} X)\right) .
\end{array}
$$

Otherwise, we have by definition of the sets $I^{ \pm 1, \pm 1}$ in Section 8.3 that $\operatorname{rank}_{\mathbb{Z}_{2}}\left(\Delta_{P}\right)=$ $\operatorname{rank}_{\mathbb{Z}_{2}}(A)=\left|I^{0,1}\right|+\left|I^{1,1}\right|=n-\left|I^{0,0}\right|$ (since $\left|I^{1,0}\right|=0$ ) and

$$
\begin{array}{r}
\operatorname{dim}\left(\frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)=\operatorname{dim}\left(H_{*}\left(\mathcal{C}_{X}\right)\right)-2 \operatorname{dim}\left(\operatorname{Im}\left(1+c_{*}\right)\right)= \\
2^{n}-1+\left(d_{1} \ldots d_{n}-1\right)-2\left(\left|I^{0,0}\right|+\frac{d_{1} \ldots d_{n}-2^{\left|I^{0,0}\right|}}{2}\right)= \\
2^{n}-2-2\left(n-\operatorname{rank}_{\mathbb{Z}_{2}}(A)\right)+2^{n-\operatorname{rank}_{\mathbb{Z}_{2}}(A)},
\end{array}
$$

hence

$$
\begin{aligned}
& \operatorname{dim}\left(\frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)-\operatorname{dim}\left(H_{*}(\mathbb{R} X)\right)= \\
& 2^{n}-2-2\left(n-\operatorname{rank}_{\mathbb{Z}_{2}}(A)\right)+2^{n-\operatorname{rank}_{\mathbb{Z}_{2}}(A)}-\left(2^{n}-2^{n-\operatorname{rank}(A)}\right)= \\
& 2\left(2^{n-\operatorname{rank}_{\mathbb{Z}_{2}}(A)}-1-\left(n-\operatorname{rank}_{\mathbb{Z}_{2}}(A)\right)\right) .
\end{aligned}
$$
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This ends the proof.

## Chapter 9

## Additional constraints on the topology of hypersurfaces obtained by combinatorial patchworking

### 9.1 Chapter introduction

This last chapter is a continuation of Chapter 4, and we retain the same assumptions and notations. Rather than completed results, we explain here what we think might be potential ways to make use of the constructions detailed in Chapter 4. in particular the bound from Formula (4.5.2), which we restate:

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(\mathbb{R} X_{t} ; A\right) \leqslant \sum_{p} \operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X ; E_{p}^{\infty, K a}\right) . \tag{9.1.1}
\end{equation*}
$$

As explained in the Introduction, there is a principle of sorts that suggests that the $q$-th Betti number of the real part of an $n$-dimensional real algebraic variety $X$ should be expected to be bounded by the $(q, n-q)$-th Hodge number of $\mathbb{C} X$ (possibly with some small correction). Viro's conjecture, which was mentioned in Chapter 4. exemplifies this principle.

Of course, this principle, in general, is wrong, and by a large margin, as shown in Chapter 6. However, it does hold under certain constraints, such as when $X$ is a non-singular hypersurface in a suitable toric variety obtained by primitive combinatorial patchworking, in which case Formula 4.5 .4 does state that $b_{q}(\mathbb{R} X) \leqslant h^{q, n-1-q}(\mathbb{C} X)+1-\delta_{i, \frac{n-1}{2}}$. It is natural, then, to try to relax slightly that condition.

We call a convex triangulation of an integer polytope $\Delta$ maximal if the only integer points contained in any simplex of the triangulation are its vertices. Note that this is not related to the definition of a maximal real algebraic variety.

In ambient dimension 3, Itenberg showed in Ite97 that if $X_{t}$ is a real projective
algebraic surface obtained via patchworking using a maximal triangulation, then

$$
b_{1}\left(\mathbb{R} X_{t}\right) \leqslant h^{1,1}\left(\mathbb{C} X_{t}\right)
$$

Moreover, the principle still holds for $b_{0}\left(\mathbb{R} X_{t}\right)$, up to a correction, as we have

$$
b_{0}\left(\mathbb{R} X_{t}\right) \leqslant 1+h^{0,2}\left(\mathbb{C} X_{t}\right)+N_{8}
$$

with $N_{8}$ being the number of 3 -dimensional simplices $\Gamma$ in the triangulation such that $V_{\left(\mathbb{R}^{*}\right)^{3}}\left(Q_{\Gamma}\right)$ has 8 connected components (where $Q_{\Gamma}$ is one of the polynomials being patchworked and $\Gamma$ is its Newton polytope).

A correction is indeed necessary, as the following example shows that the bound $b_{0}\left(\mathbb{R} X_{t}\right) \leqslant 1+h^{0, n-1}\left(\mathbb{C} X_{t}\right)$ fails in all dimensions $n \geqslant 3$ for maximal triangulations.

Example 9.1.1. Consider the standard simplex $\Delta \subset \mathbb{R}^{n}$ of side length $n$ in dimension $n$ (for $n \geqslant 3$ ), and the point $P:=(1, \ldots, 1,0) \in \Delta$. For each $\epsilon=\left(\epsilon_{1}, \ldots, \epsilon_{n-1}\right) \in\{1,-1\}^{n-1}$, consider the $(n-1)$-dimensional simplex

$$
\Delta_{\epsilon}:=\operatorname{Conv}\left(P, P+e_{1} \epsilon_{1}, \ldots, P+e_{n-1} \epsilon_{n-1}\right)
$$

where $e_{i}$ is the $i$-th vector of the canonical basis of $\mathbb{R}^{n}$. Let $T$ be a maximal triangulation of $\Delta$ containing the $n$-dimensional simplices $\tilde{\Delta}_{\epsilon}:=\operatorname{Conv}\left((0, \ldots, 0,2), \Delta_{\epsilon}\right)$ (for each $\epsilon \in$ $\left.\{1,-1\}^{n-1}\right)$, and choose a sign distribution on $\Delta \cap \mathbb{Z}^{n}$ such that each vertex of each simplex $\tilde{\Delta}_{\epsilon}$ has sign + , except $P$, whose sign is - . This is illustrated in Figure 9.1. Let also $(0,0,3)$ have sign - . By applying combinatorial patchworking to this construction, we get a hypersurface $Y$ in $\mathbb{P}^{n}$ such that $\mathbb{R} Y$ has at least two connected components: one is a sphere "around $P^{\prime \prime}$, and one passes "in between $(0,0,2)$ and $(0,0,3)$ " (see Section 2.3); hence $b_{0}(\mathbb{R} Y) \geqslant 2$. On the other hand, one can see (with Formula 6.2.1) that $h^{0, n-1}(\mathbb{C} Y)=0$. Thus, $b_{0}(\mathbb{R} Y)>1+h^{0, n-1}(\mathbb{C} Y)$.

Example 9.1 .1 shows that the bounds from the primitive case might not hold under looser conditions. Let us look once more at Diagram 4.5.3, which we display again:

$$
\begin{align*}
& \begin{array}{c}
C_{q}\left(X ; \mathcal{C U}_{p}^{\mathbb{Z}_{2}}\right) \xrightarrow{L S} H_{q}\left(X ; \mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}\right) \underset{\sum_{p+q=l}}{\stackrel{L S}{\longrightarrow}} H_{l}\left(\mathbb{C} X_{t} ; Z_{2}\right) \\
\quad{ }^{K a}
\end{array} \\
& C_{q}\left(X ; \frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)  \tag{9.1.2}\\
& \downarrow_{K a} \\
& C_{q}\left(X ; E_{p}^{\infty, K a}\right) \xrightarrow{H A} H_{q}\left(X ; E_{p}^{\infty, K a}\right) \xrightarrow[\Sigma_{p}]{H A} H_{q}\left(\mathbb{R} X_{t} ; \mathbb{Z}_{2}\right)
\end{align*}
$$

We see that the two main obstacles to connecting the homology of $\mathbb{R} X_{t}$ to that of $\mathbb{C} X_{t}$ are understanding the passage from $H_{q}\left(X ; \mathbb{C u}_{p}^{\mathbb{Z}_{2}}\right)$ to $H_{*}\left(\mathbb{C} X_{t} ; Z_{2}\right)$, i.e. the Leray-Serre


Figure 9.1: Construction from Example 9.1.1 in dimension $n=3$.
spectral sequence of $\mathbb{C} X_{t}$, and relating $H_{q}\left(X ; \mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}\right)$ and $H_{q}\left(X ; E_{p}^{\infty, K a}\right)$.
One could directly try to adapt classical degeneration results to our special type of Leray-Serre spectral sequence, or compare $H_{q}\left(X ; \mathbb{C}_{p}^{\mathbb{Z}_{2}}\right)$ and $H_{q}\left(X ; E_{p}^{\infty, K a}\right)$, for example using generalized spectral sequences (see [Mat13]).

The primitive case also suggests the use of three types of tools: the first type would be Lefschetz-like theorems regarding the homology of various cosheaves (in particular $\mathbb{C U}_{p}^{\mathbb{Z}_{2}}$ and $E_{p}^{\infty, K a}$ ) on $X$, in the same spirit as Section 7.3 , though a similar proof might not work (as it is not clear which cosheaf to choose on the ambient space in order to make a comparison). Poincaré duality theorems for those cosheaves would also prove useful. The only statements that we have for now require the triangulation to be primitive, but it might be possible to adapt them. Finally, one can compare various Euler characteristics, such as that of the complex $C \cdot\left(X ; \mathbb{C u}_{p}^{\mathbb{Z}_{2}}\right)$, as in Section 7.5 .

We look at surfaces in ambient dimension 3 in Section 9.2 for inspiration, and discuss what could be done in higher dimension in Section 9.3.

### 9.2 The case of surfaces

We consider, as Itenberg did in [Ite97, the case of a maximal triangulation $T$ of the standard 3 -dimensional simplex $\Delta$ of side length $d$.

Given a simplex $\Gamma$ with integer vertices (not necessarily in ambient dimension 3), let $O$ be any of its vertices, and consider the vectors corresponding to the edges of $\Gamma$ containing $O$ (and having $O$ as their origin). Let $A$ be the matrix with coefficients in $\mathbb{Z}_{2}$ whose lines
are those vectors modulo 2 , and define the rank of the simplex as the rank of $A$.
Maximal triangulations have the special property, in ambient dimension 3, that each of their simplex $\Gamma$ of dimension strictly less than 3 has rank equal to its dimension. This also means that simplices of dimension 3 are of rank at least 2. In particular, if Conjecture 8.1.1 does hold, then Theorem 8.1.3 immediately implies that each space $O_{\sigma}$ is Galois maximal (in fact, this can also be proved directly).

We get that $E_{p}^{\infty, K a}$ is isomorphic as a cosheaf to $\sigma \mapsto \frac{K e r\left(1+c_{*}: H_{p}\left(\mathbb{C O}_{\sigma} ; \mathbb{Z}_{2}\right) \longrightarrow H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)\right)}{\operatorname{Im}\left(1+c_{*}: H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right) \longrightarrow H_{p}\left(\mathbb{C O} ; \mathbb{Z}_{2}\right)\right)}$ for any $p$, and that it is isomorphic as a cosheaf to $\mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}$ for $p=0,1$. Moreover, $E_{2}^{\infty, K a}(\sigma)=\frac{\operatorname{Ker}\left(1+c_{*}: H_{2}\left(\mathbb{C O}_{\sigma} ; \mathbb{Z}_{2}\right) \longrightarrow H_{2}\left(\mathbb{C O}_{\sigma} ; \mathbb{Z}_{2}\right)\right)}{\operatorname{Im}\left(1+c_{*}: H_{2}\left(\mathbb{C O} \sigma \mathbb{Z}_{2}\right) \longrightarrow H_{2}\left(\mathbb{C O} ; \mathbb{Z}_{2}\right)\right)}$ is isomorphic as a group to $\mathbb{C U}_{2}^{\mathbb{Z}_{2}}(\sigma)$ for $\sigma$ in $X$ of dimension 1 or 2 .

Hence the trios of complexes

$$
\begin{aligned}
& 0 \longrightarrow C_{2}\left(X ; E_{2}^{\infty, K a}\right) \longrightarrow C_{1}\left(X ; E_{2}^{\infty, K a}\right) \longrightarrow C_{0}\left(X ; E_{2}^{\infty, K a}\right) \longrightarrow C_{2}\left(X ; E_{1}^{\infty, K a}\right) \longrightarrow C_{1}\left(X ; E_{1}^{\infty, K a}\right) \longrightarrow C_{0}\left(X ; E_{1}^{\infty, K a}\right) \longrightarrow 0 \\
& 0 \longrightarrow C_{2}\left(X ; E_{0}^{\infty, K a}\right) \longrightarrow C_{1}\left(X ; E_{0}^{\infty, K a}\right) \longrightarrow C_{0}\left(X ; E_{0}^{\infty, K a}\right) \longrightarrow 0 \\
& 0 \longrightarrow C^{\longrightarrow} \longrightarrow
\end{aligned}
$$

and

$$
\begin{aligned}
& 0 \longrightarrow C_{2}\left(X ; \mathbb{C U}_{2}^{\mathbb{Z}_{2}}\right) \longrightarrow C_{1}\left(X ; \mathbb{C U}_{2}^{\mathbb{Z}_{2}}\right) \longrightarrow C_{0}\left(X ; \mathbb{C U}_{2}^{\mathbb{Z}_{2}}\right) \longrightarrow C_{2}\left(X ; \mathbb{C} \mathcal{U}_{1}^{\mathbb{Z}_{2}}\right) \longrightarrow C_{1}\left(X ; \mathbb{C} \mathcal{U}_{1}^{\mathbb{Z}_{2}}\right) \longrightarrow C_{0}\left(X ; \mathbb{C} \mathcal{U}_{1}^{\mathbb{Z}_{2}}\right) \longrightarrow C_{2}\left(X ; \mathbb{C} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right) \longrightarrow C_{1}\left(X ; \mathbb{C} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right) \longrightarrow C_{0}\left(X ; \mathbb{C} \mathcal{U}_{0}^{\mathbb{Z}_{2}}\right) \longrightarrow 0 \\
& 0 \longrightarrow C^{\longrightarrow} \longrightarrow
\end{aligned}
$$

are the same, except for the upper right entry, where $C_{0}\left(X ; E_{2}^{\infty, K a}\right) \cong C_{0}\left(X ; \frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)$.
It can be directly shown that $H_{0}\left(X ; \mathbb{C}_{1}^{\mathbb{Z}_{2}}\right)=0$. Considering the direction of the morphisms of the Leray-Serre spectral sequence, and computing the Euler characteristic of the complex $C_{\bullet}\left(X ; \mathbb{C U}_{2}^{\mathbb{Z}_{2}}\right)$, we find that the dimensions of the groups $H_{q}\left(X ; \mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}\right)$ (i.e. the homology of the second trio of complexes, displayed in the same order) are

$$
\begin{array}{ccc}
1 & 0 & h^{0,2}\left(\mathbb{C} X_{t}\right)+\left(d^{3}-N_{S}\right) \\
a & h^{1,1}\left(\mathbb{C} X_{t}\right)-\left(d^{3}-N_{S}\right)+a & 0  \tag{0}\\
h^{2,0}\left(\mathbb{C} X_{t}\right) & 0 & 1
\end{array}
$$

where $N_{S}$ is the total number of 3 -dimensional simplices in the triangulation $T$ and $a:=$ $\operatorname{dim}_{\mathbb{Z}_{2}} H_{2}\left(X ; \mathbb{C}_{1}^{\mathbb{Z}_{2}}\right)$. Note that as $h^{1,1}\left(\mathbb{C} X_{t}\right)$ is a polynomial in $d$ whose dominant monomial is $\frac{2}{3} d^{3}$, and as $h^{1,1}\left(\mathbb{C} X_{t}\right)-\left(d^{3}-N_{S}\right)+a \geqslant 0$, this means that if we can find a triangulation such that $N_{S}$ is significantly smaller than $\frac{1}{3} d^{3}$ and $d$ large enough (which does not seem particularly hard), the associated number $a$ is nonzero and we have found an example of nondegeneracy of the Leray-Serre spectral sequence on the second page.

Similarly, the dimensions of the groups $H_{q}\left(X ; E_{p}^{\infty, K a}\right)$ (i.e. the homology of the first trio of complexes, displayed in the same order) are

$$
\begin{array}{ccc}
1 & b & h^{0,2}\left(\mathbb{C} X_{t}\right)+\left(d^{3}-N_{S}\right)+b-2 c \\
a & h^{1,1}\left(\mathbb{C} X_{t}\right)-\left(d^{3}-N_{S}\right)+a & 0 \\
h^{2,0}\left(\mathbb{C} X_{t}\right) & 0 & 1
\end{array}
$$

where $b:=\operatorname{dim}_{\mathbb{Z}_{2}} H_{1}\left(X ; E_{2}^{\infty, K a}\right)$ and $c=\sum_{\operatorname{dim} \sigma=0} \operatorname{dim}_{\mathbb{Z}_{2}}\left(\operatorname{Im}\left(1+c_{*}: H_{2}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right) \longrightarrow\right.\right.$ $\left.H_{2}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)\right)$ ) this comes from the fact that we have replaced $C_{0}\left(X ; \mathbb{C}_{2}^{\mathbb{Z}_{2}}\right)$ by its subquotient $C_{0}\left(X ; E_{2}^{\infty, K a}\right)=C_{0}\left(X ; \frac{\operatorname{Ker}\left(1+c_{*}\right)}{\operatorname{Im}\left(1+c_{*}\right)}\right)$. In particular, we have

$$
b=\operatorname{dim}_{\mathbb{Z}_{2}}\left(\operatorname{Im}\left(C_{1}\left(X ; \mathbb{C}_{2}^{\mathbb{Z}_{2}}\right) \rightarrow C_{0}\left(X ; \mathbb{C U}_{2}^{\mathbb{Z}_{2}}\right)\right) \cap C_{0}\left(X ; \operatorname{Im}\left(1+c_{*}\right)\right)\right)
$$

We can see (using the Galois maximality of the spaces $O_{\sigma}$ ) that $c=\frac{1}{2}\left(d^{3}-2 N_{S}+N_{7}+\right.$ $2 N_{6}$ ), with $N_{7}$ (respectively, $N_{6}$ ) being the number of 3 -dimensional simplices $\Gamma$ in the triangulation such that $V_{\left(\mathbb{R}^{*}\right)^{3}}\left(Q_{\Gamma}\right)$ has 7 (respectively, 6) connected components (where $Q_{\Gamma}$ is one of the polynomials being patchworked and $\Gamma$ is its Newton polytope). Hence $d^{3}-N_{S}-2 c=N_{S}-N_{7}-2 N_{6}=N_{8}-N_{6}\left(\right.$ as $\left.N_{S}=N_{6}+N_{7}+N_{8}\right)$.

Furthermore, we can use for each $\sigma$ of dimension 0 arguments similar to those from Chapter 8 to show that $b \leqslant N_{6}$.

Hence, using Formula 9.1.1, we find that

$$
\begin{aligned}
& b_{0}\left(\mathbb{R} X_{t}\right) \leqslant \sum_{p} \operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X ; E_{p}^{\infty, K a}\right)=1+h^{0,2}\left(\mathbb{C} X_{t}\right)+\left(d^{3}-N_{S}\right)+b-2 c \\
& \leqslant 1+h^{0,2}\left(\mathbb{C} X_{t}\right)+N_{8} .
\end{aligned}
$$

We have recovered the bound from [te97.
It also seems possible to show that under the same assumptions, $b \leqslant H_{1}\left(X ; \mathcal{F}_{2}^{\mathbb{Z}_{2}}\right)$ and $a=H_{2}\left(X ; \mathcal{F}_{1}^{\mathbb{Z}_{2}}\right)$, where $\mathcal{F}_{p}^{\mathbb{Z}_{2}}$ is the usual $p$-th pointy tropical homology cosheaf, which
would then yield

$$
b_{1}\left(\mathbb{R} X_{t}\right) \leqslant h^{1,1}\left(\mathbb{C} X_{t}\right)-\left(d^{3}-N_{S}\right)+H_{1}\left(X ; \mathcal{F}_{2}^{\mathbb{Z}_{2}}\right)+H_{2}\left(X ; \mathcal{F}_{1}^{\mathbb{Z}_{2}}\right) .
$$

Whether that bound is better or worse than the one from [ite97] is not entirely clear.

### 9.3 Higher dimensions

It is not immediately clear how to generalize the case of a maximal triangulation in ambient dimension 3 to higher dimensions. Asking that the triangulation be maximal does not seem to give us any directly useful property.

Looking at what we actually made use of in dimension 3, we might want to consider quasi-primitive triangulations, i.e. triangulations such that every simplex, except possibly the top-dimensional ones, is of rank equal to its dimension.

As in dimension $n=3$, we would have that $E_{p}^{\infty, K a}$ is isomorphic as a cosheaf to $\sigma \mapsto \frac{K e r\left(1+c_{*}: H_{p}\left(\mathbb{C O}_{\sigma} ; \mathbb{Z}_{2}\right) \rightarrow H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)\right)}{\operatorname{Im}\left(1+c_{*}: H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right) \rightarrow H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)\right)}$ for any $p$, and that it is isomorphic as a cosheaf to $\mathbb{C U}_{p}^{\mathbb{Z}_{2}}$ for $p<n-1$. Moreover, $E_{n-1}^{\infty, K a}(\sigma)=\frac{K e r\left(1+c_{*}: H_{n-1}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right) \rightarrow H_{n-1}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)\right)}{\operatorname{Im}\left(1+c_{*}: H_{n-1}\left(\mathrm{CO}_{\sigma} ; \mathbb{Z}_{2}\right) \rightarrow H_{n-1}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)\right)}$ is isomorphic as a group to $\mathbb{C}_{n-1}^{\mathbb{Z}_{2}}(\sigma)$ for $\sigma$ in $X$ of dimension strictly greater than 0 .

Using Formula 9.1.1, we would then get

$$
b_{q}\left(\mathbb{R} X_{t}\right) \leqslant \sum_{p} \operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X ; \mathbb{C}_{p}^{\mathbb{Z}_{2}}\right)
$$

for all $q<n-2$, and

$$
b_{q}\left(\mathbb{R} X_{t}\right) \leqslant \sum_{p} \operatorname{dim}_{\mathbb{Z}_{2}} H_{q}\left(X ; \mathbb{C U}_{p}^{\mathbb{Z}_{2}}\right)+b
$$

for $q \in\{n-2, n-1\}$ and some correction $b$ (which can be bounded as in dimension 3). However, there is no immediately evident way to relate the terms $H_{q}\left(X ; \mathbb{C}_{p}^{\mathbb{Z}_{2}}\right)$ on the second page of the Leray-Serre spectral sequence to the homology of $\mathbb{C} X_{t}$.

A more natural and less restrictive condition on the triangulation might be to ask that each space $O_{\sigma}$ be Galois maximal; if Conjecture 8.1.1 holds, Theorem 8.1.3 gives us an exact criterion for Galois maximality - it was, in fact, the main motivation behind that result.

This makes the situation slightly more complicated, as we now have that $E_{p}^{\infty, K a}$ is isomorphic as a cosheaf to $\sigma \mapsto \frac{K e r\left(1+c_{*}: H_{p}\left(\mathbb{C O}_{\sigma} ; \mathbb{Z}_{2}\right) \rightarrow H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)\right)}{\operatorname{Im}\left(1+c_{*}: H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right) \rightarrow H_{p}\left(\mathbb{C O} \sigma ; \mathbb{Z}_{2}\right)\right)}$. Moreover, $E_{q}^{\infty, K a}(\sigma)=$ $\frac{K e r\left(1+c_{*}: H_{q}\left(\mathbb{C O}_{\sigma} ; \mathbb{Z}_{2}\right) \rightarrow H_{q}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)\right)}{\operatorname{Im}\left(1+c_{*}: H_{q}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right) \rightarrow H_{q}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)\right)}$ is isomorphic as a group to $\mathbb{C U}_{q}^{\mathbb{Z}_{2}}(\sigma)$ for any $\sigma$ in $X$ and $q$ such that $q<n-1-\operatorname{dim}(\sigma)$ (and in fact, for any $\sigma$ in $X$ and $q$ such that $\operatorname{dim}(\sigma)=n$ as well). Hence, not only do we need to understand the homology of the cosheaves $\mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}$, but also that of the cosheaves $\sigma \mapsto \frac{K e r\left(1+c_{*}: H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right) \rightarrow H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)\right)}{\operatorname{Im}\left(1+c_{*}: H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right) \longrightarrow H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)\right)}$ in order to make use of Formula 9.1.1.

Besides computing Euler characteristics and trying to prove Lefschetz- or Poincaré duality-inspired theorems regarding those cosheaves, as suggested in Section 9.1, one could also try comparing the round and pointy tropical cosheaves $\mathbb{C U}_{p}^{\mathbb{Z}_{2}}$ and $\mathcal{F}_{p}^{\mathbb{Z}_{2}}$. They cannot be expected to be isomorphic when the triangulation is not primitive, but given a cell $\sigma$, they both seem to be related to the homology of the ambient space $\left(\mathbb{C}^{*}\right)^{n}$ of $\mathbb{C} O_{\sigma}$ $\mathbb{C} \mathcal{U}_{p}^{\mathbb{Z}_{2}}(\sigma)=H_{p}\left(\mathbb{C} O_{\sigma} ; \mathbb{Z}_{2}\right)$ via the classical Lefschetz section theorem, and $\mathcal{F}_{p}^{\mathbb{Z}_{2}}$ by definition (via some identification $\left.H_{p}\left(\left(\mathbb{C}^{*}\right)^{n} ; \mathbb{Z}\right) \cong \bigwedge^{p} \mathbb{Z}^{n}\right)$.
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