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General Introduction

The technological proliferation of nanostructured devices has left an undeniable impact

on the modern world. With the omnipresence of computers and light-emitting devices in

daily life the role of applied semiconductor physics and nano-optics has become apparent.

For the quality control and the development of these devices delicate characterization

techniques like Transmission Electron Microscopy, Atom Force Microscopy and Secondary

Ion Emission Spectroscopy are required.

The Laser-assisted Atom Probe (La-APT) allows for the chemical characterisation of

nanostructured semiconductor specimen with near atomic resolution. While this tech-

nique allows for a unique way to obtain three dimensional chemical information, it does

not have the instrumental abillity to extract optical information from the specimen. This

represents an obvious drawback when compared with competing characterization tech-

nologies like Transmission Electron Microscopy, which can utilize the well established

Cathodoluminescence technique to obtain information on the optical transition of the

studied system.

This thesis focuses on the nanometric investigation of light emitting heterostructures,

based on non-Silicon material systems using the Photonic Atom Probe (PAP) technique,

which couples the microscopic information obtained from La-APT Tomography with

Photoluminescence (PL) spectroscopy. This coupling allows to extract the specimen's

Photoluminescence response by utilizing the laser pulse which is inherent to the La-APT

to excite photocarriers. While the PAP has already been shown to give access to the

correlated APT reconstruction data and PL response of a variety of di�erent specimen

systems, this technology itself is still not fully characterized. The present work serves

to further our understanding of the PL signal detected within the PAP set up and to

present its ability for the characterization of semiconductor device structures.

This thesis is divided in four chapters. Chapter 1 establishes the fundamental basis of

the concepts discussed in this thesis. It introduces the physical basis of the heterostruc-

tures which are to be investigated in this manuscript and presents the usual techniques
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of their current investigation. A special focus is laid on the APT technique here. In

order to better understand its capabilities and limitation its physical background and

its historical development are outlined. Finally the state of the art of the correlation

between APT and Photoluminescence experiments is presented including some examples

of the studies already performed using the PAP.

Chapter 2 presents the material systems which are studied in this thesis, namely a

system consisting of ZnO quantum wells (QWs) embedded in (Mg,Zn)O barrier material

and an (In,Ga)N Laser Diode which is grown on a GaN-based heterostructure which also

contains a Tunnel Junction. Also the PAP is presented on an instrumental level here.

The main focus of this chapter is however the description of the Finite-Di�erence-Time-

Domain (FDTD) method and how FDTD calculations can be used to understand the

development of the PL signal detected by the PAP set-up.

In Chapter 3 the ZnO/(Mg,Zn)O QW system is investigated. By comparing the

experimentally observed PL behavior of the specimen to the FDTD calculation results

information on both the specimen and the PAP instrument are gained. By performing a

polarization resolved investigation of a specimen in the PAP instrument and comparing

the experimental results to FDTD calculations the orientation of the dipole emitters

whose emit the detected PL is determined. An In-operando experiment is performed on

a specimen during the performance of a PAP experiment. Comparing this experiment's

results to FDTD calculation shows that the optical properties of an APT specimen

are modi�ed by the high electric �eld conditions which the specimen is under. These

conditions are also present during the performance of an APT experiment outside of the

PAP.

Chapter 4 presents a PAP investigation of an entire (In,Ga)N LD diode device embed-

ded within a complex (Al,In,Ga)N heterostructure which contains a variety of di�erent

doping elements (Ge, Mg, Si) and a tunnel junction. This specimen represents a complex

heterostructure consisting of a variety of di�erently composed layers. In this analysis a

PAP experiment which was able to resolve the entire heterostructure was performed.

With a total depth of analysis of 1.9 µm a grand total of 107 million atoms were de-

tected during the corresponding APT analysis. From the APT data obtained from the

experiment the chemical composition of the di�erent layers is investigated granting ac-

cess to the doping levels of Ge and Mg and the Ga-site fraction of Al and In. From

these compositional analyses the layer structure of the specimen is obtained via APT

reconstruction. By correlating the obtained APT information with the PL spectra which

were recorded during the entire performance of the experiment, regions of origins and

mechanisms leading to the di�erent PL signals were determined.
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1. State of the Art

In this chapter the basic background of the thesis is presented. The semiconductor

heterostructures which are investigated in the context of this work, namely Quantum

Wells (Section 1.1.1) and Tunnel Junctions (Section 1.1.2), as well as some experimental

methods for their chemical, optical and microscopic characterization (Section 1.1.3) are

introduced to the reader in Section 1.1.

A special focus is laid on the Atom Probe Tomography technique whose physical basis

(Section 1.2.1) and historical development (Section 1.2.2) is presented in Section 1.2.

Finally the current state of the art of the experimental possibilities for a correlative

combination of Atom Probe Tomography and Photoluminescence spectroscopy is pre-

sented in Section 1.3. Here the recently obtained insights gained from ex-situ methods

(Section 1.3.1), as well as the Photonic Atom Probe (Section 1.3.2) which allows an

in-situ combination of APT and PL are presented.

1.1 Heterostructure Systems

1.1.1 Quantum Wells

Functionally a Quantum Well (QW) represents a small-scale two-dimensional potential

well for charge carriers. This is achieved by embedding a thin layer of a semiconductor

material between two thick layers, which consist of a barrier material with a larger band-

gap. Like this, a potential sink for the charge carriers (V (x ∈ [− l
2 ,+

l
2 ]) = 0), which is

surrounded by an energy barrier (V (x /∈ [− l
2 ,+

l
2 ]) = VQW) is generated.

Since the potential which is present in our problem is time-independent, every elec-

tronic state ψ needs to satisfy the stationary Schrödinger-Equation:

Ĥψ(x) = Eψ =

[
− ℏ2

2m

d2ψ(x)

dx2
+ V (x)

]
ψ ⇔ d2ψ(x)

dx2
+

2m

ℏ2
[E − V (x)]ψ = 0 (1.1)

The electron potential is lowered at the position of the QW layer. Let's consider the
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1 State of the Art

bound electronic states for which the electron energy is smaller than the potential bar-

rier's energy (E < VQW). By also considering a localized state boundary condition

(|ψ|2 → 0 for x→ ±∞) it can be easily shown that the wave functions:

ψo(x) =


ψo,1(x) = −A · e+xk1 for x < − l

2

ψo,2(x) = B · sin(x|k2|) for x ∈
[
− l

2 ,+
l
2

]
ψo,3(x) = +A · e−xk1 for x > + l

2

(1.2)

and

ψe(x) =


ψe,1(x) = +A · e+xk1 for x < − l

2

ψe,2(x) = C · cos(x|k2|) for x ∈
[
− l

2 ,+
l
2

]
ψe,3(x) = +A · e−xk1 for x > + l

2

(1.3)

are the solutions of Eq. (1.1) for odd and even parity states respectively. The resulting

Eigen-energies of these states can be calculated by inserting the wave functions Eq. (1.2)

and Eq. (1.3) into the Schrödinger equation for x ∈ [− l
2 ,+

l
2 ] and x /∈ [− l

2 ,+
l
2 ]:

E =
ℏ2|k2|2

2m
= VQW − ℏ2k21

2m
(1.4)

Since the wave functions have to be continuous and continuously derivable at every x

(including x = ± l
2), k1 and |k2| have to ful�ll the conditions:

k1 = +|k2| · tan
(
l|k2|
2

)
for even parity states

k1 = −|k2| · cot
(
l|k2|
2

)
for odd parity states

(1.5)

By de�ning q = lk1
2 and p = l|k2|

2 Eq. (1.5) can be reduced to be dependent on only one

variable:

p2 + q2 =
k21l

2

4
+

|k2|2l2

4
=

2m

ℏ2
VQW · l2

4
= R2 (1.6)

Since R2 is independent of k1 and |k2|, the q-dependence can be eliminated from

Eq. (1.5):

+p · tan(p) =
√
R2 − p2 for even parity states

−p · cot(p) =
√
R2 − p2 for odd parity states

(1.7)
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1.1 Heterostructure Systems

Figure 1.1: Graphical plot which allows
to �nd the p = l·|k2|

2 -values of the di�erent
states, which are bound to the QW. From
these the allowed wave vectors |k2| can be
calculated.

Figure 1.2: Wave functions of the all the
electon states, which are bound to a QW
with �nite energy VQW. These wave func-
tions are characterized by their wave vec-
tors, which are determined in Fig. 1.1

.

The solutions of the transcendental Eq. (1.7) give all allowed wave vectors |k2|, which
describe the bound states of the QW and can obtained graphically by plotting +p ·tan(p)
and −p · cot(p) against

√
R2 − p2 as a function of p (Fig. 1.1). The intersections of these

graphs give the allowed wave values for p and thus the wave vectors k1 and |k2| for every
state. With the possible values of k1 and |k2| known, the wave function ψ(x) can be

visualized for all possible wave vectors (Fig. 1.2).

Quantum well behavior is characterized by electronic states, which are well separated

in energy levels, due to being in a potential well. Such a discretisation of energy states

represents a qualitative di�erence from the energy continuum, which is present for bulk

material. A possible measure of this discretisation is the average di�erence between the

QW's energy levels. Since there is only one state for every p-intervall of a length of π/2,

and there are no p-values higher than R, which result in electronic states bound to the

QW the total number of states bound to the QW (N) can be estimated as:

N ≈ 2R

π
=

l

π

√
2m

ℏ2
VQW (1.8)

By dividing QW's the barrier potential VQW by the number of states N , a measure of
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1 State of the Art

the average energy spacing between the QW states can be obtained.

⟨∆E⟩ ≈
VQW

N
≈
π
√
VQW

l

√
ℏ2
2m

(1.9)

In order to achieve a high energetic spacing between the electron states bound to the QW

and thus to obtain QW-behavior of the electrons inside of the potential sink, the barrier

potential VQW needs to be high or the length of the potential sink l has to be small.

While the barrier potential is given by the material which is chosen for the barrier and

QW, the length of the potential sink can be tuned by modifying the growth parameters

of the specimen.

The potential landscape which is characteristic for QWs (Fig. 1.2) can be produced

within semiconductor materials by the growth of heterostructures. By creating a thin

low band gap layer which is sandwiched between two thick layers of high band gap

material this potential landscape can be achieved. While the low band gap layer serves

as a potential sink for both electrons and holes, the high band gap layers represent the

potential barrier con�ning the charge carriers. The electronic transitions between these

con�ned electron and hole states give rise to the QW's characteristic optical response.

Considering the barrier potential (which is of the same order of magnitude as the

di�erence between the band-gap of the QW-material and the barrier material) to be

VQW=100 meV and the average spacing between the states bound to the QW to be

⟨∆E⟩ =20 meV (resulting in roughly �ve QW states), the length of the QW would have

to be of the order of l =10 nm. In order to create such a thin structure, sophisticated

growth techniques are necessary. Only after the development of modern deposition tech-

niques like molecular beam epitaxy (MBE, Davey and Pankey (1968)) and metal-organic

chemical vapor deposition (MOCVD, Manasevit (1968)) the production of solid state

specimen which show the optical transition properties predicted in this section has be-

come possible (Dingle et al. (1974)). Quantum wells have found applications in LED

(Ozden et al. (2001)) as well as for general photoemitters, optical modulators and detec-

tors (Chaisakul et al. (2019)).

1.1.2 Tunnel Junction

When applying a voltage to a body usually the current which passes through a given

body rises with a rising applied voltage (dVdI > 0). This situation can be described as

�positive di�erential resistance� and is a very common phenomenon. The increase of a

an electrical current due to an increase in applied voltage, which is to be expected for a
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1.1 Heterostructure Systems

biased conductor (Ohm (1828)), is described by this notion.

It is however possible to design devices for which an increase in voltage hinders the

transport of charge carriers in a speci�c voltage interval. One example of such a �negative

di�erential resistance� device is the gas discharge tube (Frith and Rodgers (1896)). In

a solid state device such a voltage-current characteristic can be achieved by a Tunnel

Junction (also knows as Esaki (1958) Diode).

This device can be realized by producing a p-n junction where both sides have doping

levels that are high enough to be able to consider them to be degenerate. This means

that the Fermi energy lies within the valence band for the p-type portion and inside of

the conduction band for the n-type part of the p-n junction (Fig. 1.3a). The extremely

high doping levels (≈ 1020 cm−3) of both zones lead to very small depletion lengths

(≈ 15 nm), meaning that the region where the Fermi energy di�ers signi�cantly from the

bulk material is small enough to allow quantum tunneling between the n-type and p-type

region to take place. The width of the depletion zone is the length over which the charge

carriers have to tunnel through. This fact leads to the unusal behavior that a reversely

Figure 1.3: Band diagram of a Tunnel Junction under di�erent bias conditions.
a) unbiased TD, b) reverse bias, c) small forward bias, d) high forward bias.
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1 State of the Art

Figure 1.4: Current-voltage characteristics of the TJ studied in Esaki (1958).

biased (Fig. 1.3b) Tunnel Junction (TJ) allows for a signi�cant �ow of electrical currents

(Fig. 1.4).

At a small forward bias (Fig. 1.3c), the TD allows for charge carrier transport much

like a regular p-n junction. If however the applied voltage exceeds a critical value, the

tunneling of charge carriers becomes hindered (Fig. 1.3d). At a su�ciently high forward

bias, the conduction band lies above the valence band for every x-coordinate. Since an

electron can only tunnel into a state which has the same energy as its original state

and no such state exists inside of the valence band, tunneling is hindered under such

conditions. This situation disables the possibility of any interband tunneling of electrons

and holes likewise. Fig. 1.4 shows the voltage current characteristic of the TJ investigated

in Esaki (1958). It can be seen that an increase in the applied voltage results in a reduced

electrical current around V = 0.1 V (Fig. 1.4). This represents an instance of �negative

di�erential resistance�. At even higher applied voltages (V > 0.2 V) di�usive charge

carrier transport becomes dominant again resulting �positive di�erential resistance� at

high applied voltages.

A biased TJ's direct e�ect on the charge carriers is that it induces valence band elec-
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1.1 Heterostructure Systems

trons from the p-type doped region into the conduction band of the n-type region and

holes of the n-type material's conduction band into the p-type material's valence band.

This induction of charge carriers can be used as a way to introduce free charge carriers

into the optically active regions of light-emitting devices (LED) in order to increase the

intensity of the emitted Luminescence. This is especially useful if either there are issues

with the production of high quality p-type or the n-type layers of a speci�c material

system. Production of high quality p-type doped GaN poses such a challenge (Akasaki

(2007)). By using a TJ to introduce additional free electrons or holes into poorly con-

ductive layers their charge transport properties can be augmented for the utilization in

devices (Takeuchi et al. (2001),Krishnamoorthy et al. (2014)).

1.1.3 Semiconductors Heterostructure Characterization

Both Quantum Wells (Section 1.1.1) and Tunnel Junctions (Section 1.1.2) represent

semiconductor heterostructures with nanometric dimensions. Regular photon microscopy

does not allow to resolve such small sub-wavelength structures. Instead other probes have

to be used in order to study the properties of nanometric structures.

High resolution transmission electron microscopy (HR-TEM) provides a method to

resolve quantum wells (Smeeton et al. (2003)). This method utilizes the di�erence in the

e�ective cross section between an electron beam and di�erent atoms in order to create

a chemical contrast between the di�erent phases of the specimen (Fig. 1.5). Quantum

wells usually have a large deviation from the composition (≈ 10 %) of the surrounding

barrier material. The dopant concentrations of the degenerate layers of the TJ, while very

high for semiconductor standards (1020 cm−3, Turski et al. (2019)), still only correspond

Figure 1.5: HR-TEM Image of an In-
GaN QW embedded in GaN (Turski et al.
(2019)).

Figure 1.6: (b) HR-TEM image of Mg-
doped GaN with varying doping levels. (c)
2 · 1020 cm−3 (d) 7 · 1019 cm−3. The con-
trast in (c) and (d) comes from structural
defects. (Amichi et al. (2020))
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1 State of the Art

to ≈ 0.1 % of the atoms which constitute the TJ. This low density of dopant atoms

means, that TEM-measured contrast in di�erently doped regions (Fig. 1.6b) is likely to

be caused by the presence of defects and not by the solute dopants themselves (Amichi

et al. (2020)).

Thus a di�erence in doping may result in a TEM contrast coming from di�erent

defect densities (Fig. 1.6c and d). The electron beam excitation of the specimen also re-

sults in the emission of Cathodoluminescence (Edwards and Martin (2011)). Due to the

electron beam energy being orders of magnitude higher than the band gap of a studied

semiconductor the amount of generated photocarriers is much larger than the dosage of

the electron beam. This high energy excitation of the specimen also does not allow for

the study of a speci�c electronic transition, but instead provides the optical response of

every possible electronic transition of the specimen. Performing Cathodoluminescence

spectroscopy during a TEM experiment provides the optical response of a point defect

embedded within the specimen with a spatial resolution of around 80 nm (Tizei and Ko-

ciak (2012)). The study of localized Luminescence emitters (Quantum Disks) embedded

within a nanowire specimen has shown to increase the spatial CL resolution up to 5 nm

(Zagonel et al. (2011)). In cubic GaN this correlative technique can be used to study the

e�ect of stacking fault defects on the specimen's optical response (Kemper et al. (2015)).

The usual way to perform chemical analysis in the context of a TEM experiment is

energy-dispersive X-ray spectroscopy (EDX). However this method has a spatial reso-

lution which is not su�cient to measure the thickness of very thin (≈ 5 nm) QWs and

has di�culties obtaining quantitative information on chemical compositions (Li et al.

(2018)).

In order to measure the doping concentration of layered systems secondary ion mass

spectroscopy (SIMS) is a prefered method (Takeuchi et al. (2001)). While this method

provides a depth resolution on the nanometer scale (Russo et al. (2020)), its much poorer

lateral resolution does not allow for the investigation of clustering phenomena, which

serve as a major source for the deactivation of dopants.

Since QWs are a usual component for the optically active region of LEDs, their Lu-

minescence properties are of particular interest. For bulk samples the optical emission

properties of QWs embedded inside of LEDs are frequently studied using electrolumines-

cence measurements (Turski et al. (2019)). This macroscopic analysis method allows for

the investigation of the general light-emission behavior of LEDs under the application of

an external voltage, which mimics the operating conditions of the device.

While this method allows for the study of the light-emission of a QW embedded in-

side of a device, a method which gives spatially resolved Luminescence information on
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1.1 Heterostructure Systems

nanometric heterostructures allows for the optical characterization of the light-emitting

structures and defects present in such nanostructures. A method which provides Pho-

toluminescence (PL) information with a spatial resolution below the wavelength of the

utilized exciting laser is Near-Field Scanning Optical Microscopy (NSOM).

A common defect which appears during the growth of (In,Ga)N/GaN QWs is the

V-shaped structural defect (Hangleiter et al. (2005)). These defects have the shape of

pyramids with a hexagonal basis. NSOM has shown that these defects modify the band-

gap of QWs embedded inside of them (Hitzel et al. (2004)). The NSOM method also

o�ers opportunities to correlate its results with those obtaineded from Atomic Force

Microscopy (AFM), which allows the study of a specimen's surface morphology on the

nanometer scale (Li et al. (2019)).

Atom Probe Tomography (Section 1.2) represents a unique method for obtaining

chemical information with a nanometric resolution. The previously described methods

use externally introduced probes to gain insight into the specimens properties. HR-TEM,

CL and EDXS utilize electrons as a probe, NSOM uses photons and AFM uses a sharp

nano-tip which interacts with the specimen surface in an elastic regime. While Atom

Probe Tomography (APT) uses the atoms which constitute the specimen as a probe (like

SIMS), the APT specimen's geometry allows for not only for the sub-nanometric depth

resolution of the SIMS method, but also for a lateral resolution on the atomic scale.

The Atom Probe Tomography technique allows to obtain the three-dimensional po-

sitional coordinates of all detected atoms (usually around half the total specimen atoms,

due to a detection e�ciency around 50%) which constitute a specimen. While being a

destructive method and requiring a very speci�c technique for the preparation of speci-

mens (Gault et al. (2012)), it allows to perform three-dimensional chemical microscopy

on the nanometric scale.

However APT itself does not provide optical information like NSOM or CL does. The

lack of this dimension of investigation represents a drawback of the isolated APT-method

when compared to coupled AFM/NSOM (Li et al. (2019)) and TEM/CL techniques

(Edwards and Martin (2011)). An upgrade of the general APT set-up which allows to

harvest PL information during the performance of an APT experiment is presented in

Section 1.3.

The practical challenge for such a method is to correlate the APT specimen's PL

response with the development of the geometry which the specimen undergoes during its

APT investigation. The PL signal emitted from a laser-excited APT specimen depends

mostly on compositional and structural factors, as well as on the environmental pa-

rameters which are characteristic for the APT experiment itself (electric �eld, specimen
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geometry, mechanical stress, temperature).

1.2 Atom Probe Tomography

APT is a destructive analysis method, which gives access to the 3D positions of the

atoms which used to constitute the specimen. By successively removing atoms from the

specimen's surface using a high electric �eld, the original position of every �eld evaporated

atom can be reconstructed and the chemical nature of every atom can be characterized.

A very sharp tip-shaped specimen is positively biased with a voltage which is su�ciently

high to remove cations from the tip surface. These cations are then detected using a

position sensitive ion detector, which gives information on the location on the surface

from where the ion is emitted. By applying a pulsed excitation, the time-of-�ight of

every ion is calculated, from which the chemical nature of the detected ion is obtained.

In Section 1.2.1 the physical basis of the technique as well as instrumental basis of

the method are discussed. Section 1.2.2 shows a summary of historical development of

the APT technique.

1.2.1 Physical and Instrumental Basis

1.2.1.1 Field Evaporation

The operational principle of the APT method is the �eld enhancement which takes place

when applying a high voltage onto a very sharp tip-shaped specimen (APT-tip). This

�sharpness� expresses itself as a low radius of curvature at the tip apex (r0). The electric

�eld which is present at the surface of a tip apex when a bias voltage V is applied to the

specimen can be calculated from this radius of curvature:

E =
V

kf · r0
(1.10)

The �eld reduction factor kf takes into account the tip geometry. While kf = 1 ap-

plies to a spherical capacitor biased with the voltage V , actual APT-tip shapes represent

a deviation from this situation which can be described with kf > 1. For actual APT-tips

kf usually takes values around 5 (Sakurai and Müller (1973)).

For an APT-tip with a radius of curvature around 100 nm, the application of a high

voltage (1 kV) leads to high electric �elds (2 · 109 V/m) close to the apex. Depending

on the bias di�erent physical phenomena can occur. At negative bias, such high electric

�elds lead to the emission of electrons from the specimen (Fowler and Nordheim (1928)).
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At su�ciently high positive bias (E ≈ 1010 V/m) cations are emitted from the proximity

of the apex (Müller et al. (1968)).

This process of �eld evaporation is usually explained by the image-force model (Müller

(1956)), which assumes that the �eld evaporation of a surface ion with the charge ie is

thermally driven and has the activation energy:

Qi(E) = Λ− iW + f(E) +
i∑

j=1

Ij (1.11)

where Λ is the heat of sublimation,W is the electron work function for metallic specimens

and the electron a�nity for semiconductor materials and Ij is the evaporated ion's j−th
ionization energy. f(E) is a function, which describes the reduction of the activation

energy of the specimen's surface atoms with a rising electric �eld and can be considered

to decrease linearly with a rising electric �eld (Tsong (1978)). While the work function

is independent of the �eld evaporated species, the ionization energy and the heat of

sublimation depend on the physical properties of the �eld evaporated ion.

With the activation energy known, the evaporation rate can be calculated:

ϕi(T,E) = ϕ0 · exp
(
−Qi(E)

kBT

)
(1.12)

where ϕ0 is the product of the vibrational frequency of the surface atoms and the number

of atomic sites which qualify for thermal �eld evaporation. The ions which are �eld

evaporated according to Eq. (1.12) can be detected by a position sensitive detector whose

impact-position data gives information on the original position of the evaporated ion on

the tip surface.

While other evaporation mechanisms are suggested for the �eld evaporation of APT

specimens, the thermal process described here still is considered to be dominant (Kelly

et al. (2014a)). In the special case of semiconductor materials evaporating during their

APT analysis this simple picture is complicated by a variety of physical e�ects such

as the inhomogenous absorption of laser energy, electric �eld induced charge carrier

accumulation and modi�cations of the band structure.

1.2.1.2 Mass Spectroscopy

While a specimen which is �eld evaporated under a static DC-voltage is able to pro-

vide data about the positions of the evaporated atoms, their chemical nature remains

ambiguous. In order to characterize the detected ions chemically a pulsed excitation,
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which triggers the �eld evaporation of the surface atoms is used. During the application

of a base voltage, which is insu�cient for its �eld evaporation, additional laser (Kellogg

and Tsong (1980)) or voltage (Müller et al. (1968)) pulses can be applied to the tip in

order to cause a surface atom's evaporation to be temporally correlated to this excita-

tion. The pulsed excitation of the specimen gives a reference for the point in time of

the occurence of an evaporation event. This allows access to the time of �ight of the

respective evaporation event.

These �eld-emitted cations are used as the probe during the Atom Probe Tomography

study of a specimen. Since the electric �eld falls o� in close proximity to the tip surface

(≈ 1 µm) a cation with the charge +q can be considered to reach its maximum kinetic

energy (qV ) right at the tip surface, when compared to the usual distance between the

specimen and the position sensitive ion detector (l ≈ 10 cm). Using this estimation the

velocity of the cation can be considered to be constant during the entire time-of-�ight

(t):

qV =
m · v2

2
=
m · l2

2 · t2
⇒M =

e ·m
q

= eV · 2 · t
2

l2
(1.13)

Where e is the elementary charge. With the voltage V , the time-of-�ight t and the �ight-

length l known, the mass-to-charge ratioM [amu] can be calculated. The mass-to-charge

ratio allows for the chemical identi�cation of the evaporated atom.

However, the frequency of the pulses which are used to excite the specimen cannot

be chosen to be arbitrarily high. In the practice of time of �ight spectroscopy every

detection event is assigned to the excitation pulse which has direcly preceeded it in order

to calculate its time of �ight. Thus the time between two exciting pulses has to be

longer than the time of �ight of the slowest emitted ion in order to properly assign its

evaporation to the properly corresponding excitation pulse. At a �xed pulse frequency

f the maximum possible time of �ight which still ensures the proper attribution of the

evaporation event to the pulse is 1
f . The biggest mass to charge ratio which can be

detected from an APT experiment (Mcrit) can be expressed as:

Mcrit =

(
em

q

)
crit

=
2 · eV
f2 · l2

(1.14)

Eq. (1.14) shows that an APT experiment performed at a high voltage is able to properly

identify ions with a higher mass to charge ratio. The voltage at which the experiment

is performed is however given by the radius of curvature r0 (Eq. (1.10)) of the specimen

and is set to a value that gives the desired evaporation rate of the specimen (Eq. (1.12)).
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Figure 1.7: Example of a mass spectrum recorded from a ZnO/(Mg,Zn)O specimen
(Houard et al. (2020)).

An instrumental parameter which de�nes the maximum mass to charge ratio of a

properly identi�ed ion is the �ight length l. Since the �ight length is proportional to the

time of �ight, short �ight lengths allow for the identi�cation of higher mass to charge

ratio ions. In order to avoid overlap between di�erent evaporated species' mass to charge

ratio peaks (Fig. 1.7), l cannot be chosen to be arbitrarily small. Another instrumental

parameter (which is much more easily modi�able) is the pulse frequency f . This param-

eter cannot be chosen to be arbitrarily small since f is proportional to the speed with

which an APT analysis is performed. A smaller pulse frequency means that it takes more

time to perform an APT analysis with a given amount of detected ions.

An example of a mass spectrum is shown in Fig. 1.7. Since the detected ions are

either of atomic (e.g. Mg+, Zn2+) or molecular (e.g. ZnO+2, Zn2O2+) nature and show

di�erent charge states, di�erent species can be measured at the same mass to charge ratio

during the same experiment (e.g. O+
2 and Zn2+). In such a case, while the contribution of

both species to the joint mass peak can be estimated by taking the natural abundance of

both species into account, the chemical nature of the detection event remains ambiguous.

1.2.1.3 3D Reconstruction

With the position sensitive detector providing two-dimensional information on the spec-

imen surface's properties, obtaining the correct depth positions of the detected ions

requires a treatment of the detected data with a tomographic algorithm (Deconihout

et al. (1994)) the outline of which is described in Vurpillot (2016) and brie�y condensed

here in order to familiarize the reader with it.
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Figure 1.8: Schematic of an APT specimen and the parameters which are important for
the three-dimensional reconstruction of the atomic positions (Rigutti (2020)).

The atoms detected by the atom-probe set up are characterized by their impact po-

sitions (XD, YD) on the two dimensional detector (Fig. 1.8). By taking the rotational

symetry of the specimen and a constant radius of curvature r0 into account, these coor-

dinates can be transformed into cylindrical coordinates, which give the atom's position

on the tip apex (xp, yp, zp):

θ = (m+ 1) · arctan


√
X2

D + Y 2
D

l


ϕ = arctan

(
YD
XD

) (1.15)

where m represents a deviation of the ion's trajectory from that which is expected from a

spherical capacitor which originates from the specimen geometry. From these cylindrical

angles and the apex's radius of curvature the ion's original position the apex can be

calculated:

xp = r0 · sinθ · sinϕ

yp = r0 · sinθ · cosϕ

zp = r0 · cosθ

(1.16)

While Eq. (1.16) gives the original position of an ion which is evaporated from a
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static tip apex, the tomographic aspect of the evaluation is introduced by considering

that every evaporated atom can be considered to contribute to an increase in depth (dz).

This means, that the next evaporated atom has to be considered to have a lowered depth

value z − dz, where the gain in depth (dz) depends on the volume of the atom which

has caused it (Deconihout et al. (1994)). By successively evaluating the gain in depth

for every evaporated atom the correct depth can also be calculated for atoms which are

evaporated once the initial tip surface has already been fully evaporated. The dataset

provided from the APT experiment consists of the original atomic position of every �eld

evaporated atom as well as of every evaporated atom's mass to charge ratio.

1.2.2 Historical Development

1.2.2.1 Field Electron Emission Microscope

The discovery of the electron by Wiechert (1897) and Thomson (1897) has shown the

quantization of the electric charge. It has also opened questions about the possibility to

remove these negatively charged particles from a body. Using the theory developed by

Fowler and Nordheim (1928) it has been shown, that electron emission can be expected

to occur at dc-electric �eld strengths around 109 V/m under negative bias.

The prospect to create electron emission from a specimen's excitation by a high

electric �eld was especially interesting for those scientists interested in electron sources.

Such high electric �elds can be generated by applying a high voltage to a specimen with

a small radius of curvature. While the electron emission resulting from high electric

�elds present at low radius of curvature specimen has been well established as a way

to generate electron beams (Crewe et al. (1968)), the electron emission from such tip-

shaped specimen can also be used to obtain information on the physical properties of the

material which constitutes the specimen.

The Field Electron Emission Microscope (FEEM) (Fig. 1.9) allows the analysis of the

�eld-emitter. By applying a high negative bias (≈4 kV) to a specimen with a small radius

of curvature (≈1 µm), electrons are emitted from the specimen (Müller (1937)). The high

voltage accelerates electrons from the negatively biased tip towards a phosphorescent

screen, which serves as their detector. Since any gas atoms present in the chamber

can be ionized by the emitted electrons and then accelerated towards the specimen, the

presence of many gas molecules inside of the measurement chamber causes a roughening

of the specimen surface. A pump is used in order to reduce the pressure inside of the

FEEM chamber down to 10−5 Pa.

Fig. 1.10 shows a result of these early FEEM experiments. Since the work function
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Figure 1.9: The Field Electron Emission
Microscope developed by Müller (1937).
The electrons emitted from the anode
are detected by the phosphorescent screen
(�Leuchtschirm�).

Figure 1.10: FEEM image of a [110]-
oriented Tungsten specimen (Müller
(1937)).

depends on the crystal orientation of the tip surface, the varying brightness in this

photograph represents a stereographic projection, of the crystal's zone axes. Like this

crystallographic information of the specimen is obtained using the FEEM technique.

1.2.2.2 Field Ion Microscope

With the FEEM technique becoming more established, the inversion of the applied bias

became a topic of research. First experiments utilizing a positive bias applied to the

specimen resulted in specimen fracture at an electric �eld around 7 · 109 V/m (Müller

(1943)).

At a higher positive bias (≈ 1010 V/m) however the emission of positively charged

ions from the specimen is expected. These high electric �elds are usually achieved by

reducing the specimen's radius of curvature from ≈ 1 µm (FEEM) to ≈ 0.1 µm. The idea

of a Field Ion Microscope (FIM) was �rst realized by Müller (1951). In order to achieve

an ion current which is su�ciently high to create an image on the phosphorescent screen,

Hydrogen gas (p = 0.1 Pa) is introduced into the chamber for Müller's original design.

Due to their lower activation energy these Hydrogen molecules are �rst adsorbed to the

specimen and then �eld desorbed instead of the atoms which constitute the specimen
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Figure 1.11: Comparison between a FEEM a) and a FIM b) image recorded from the
same Tungsten specimen Müller (1951).

(Tungsten).

Compared to the FEEM, the FIM allows an improved resolution of surface features.

Since an ion's mass is much larger than the electron mass, the thermal tangential velocity

of a �eld emitted ion is much lower than for an emitted electron. Due to the tangential

velocity being the main source of error in lateral resolution, the FIM technique allows

for an improved resolution of spatial features of the specimen surface. Fig. 1.11 shows

a direct comparison of a FEEM and a FIM image of the same Tungsten specimen. The

improvement of the surface's features' resolution is obvious. While the FEEM detector

(Fig. 1.11 a)) only shows the general location of the specimen's zone axes, the FIM

experiment gives access (Fig. 1.11 b)) to the terrace-like nature of the specimen surface.

The bright rings around the zone axes represent the surface terrraces, which are easily

�eld evaporated due to the low binding energy, which they experience on their exposed

positions. The clear point-like imaging on the Phosphorescent detector comes from the

ionization of imaging gas atoms close the tip surface and is widely considered to be the

�rst veri�ed detection of isolated atoms.

1.2.2.3 Early Atom Probes

While the FIM method gives crystallographic information on the specimen by providing

the zone axies of its surface, it does not give any information on the chemical constitution
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of the sample. By applying a su�ciently high DC voltage onto a specimen which is

located inside of the high vacuum that does not contain any imaging gas atoms, instead of

these imaging atoms the specimen's constituent atoms can be ionized and be accelerated

towards the detector. While this method does not allow for a the clear imaging of the

specimen's zone axes of the FIM method, the analysis of the �eld evaporated surface

atoms can be used to obtain chemical information of the specimen.

Time-of-�ight spectroscopy of the �eld evaporated ions allows to identify the chemical

nature of the evaporated atoms. By applying voltage pulses, the time-of-�ight of the ions

which constitute the FIM signal is measured Müller et al. (1968). In the context of this

work a Tungsten specimen is analysed utilizing 7 · 10−3 Pa Helium partial pressure in

order to obtain FIM images of the specimen. Afterwards, the He-gas supply is cut o�

reducing the total chamber pressure to 10−4 Pa. Under these low pressure conditions the

Tungsten atoms which constitute the specimen's surface are �eld evaporated. From their

time-of-�ight, the mass-to-charge ratios of the �eld evaporated species are calculated and

the chemical nature of the �eld evaporated species (e.g. W3+ and WO3+) is determined.

These early atom probes usually had very long �ight length (82 cm for Müller et al.

(1968)). While this is bene�cial for the achievement of a good time-of-�ight resolution

(and a good thus mass-to-charge ratio resolution), the part of the specimen surface from

where the atom's trajectories are leading towards the detector is only a small fraction

of the total surface. This means, that most of the �eld evaporated surface ions are

inaccessible to the detection system.

The next evolutionary step in the development of the imaging Atom Probe was the

introduction of instruments with much smaller �ight lengths (Panitz (1973)). By the

reduction of the �ight-length down to 10 cm, it became similar to the diameter of the

photomultiplier detector (7.5 cm) in value. This modi�cation allows the study of a much

larger fraction of the tip's surface atoms, resulting in a higher �eld of view of the short-

�ight-length atom probe.

Another modi�cation of the previously used atom probe set-up introduced in Panitz

(1973) is that the voltage pulse is not applied to the specimen, but to an electrode that

lies between the specimen and the detector. This modi�cation allows for the application

of the voltage pulse to the tip apex without the need for it to propagate through the

specimen. This set-up also allows operation with introduced imaging gas as well as under

ultra-high vacuum (UHV) conditions. Utilizing high gain on the phosphorescent screens

allows for the detection of �eld desorption images under UHV conditions. By time-gating,

this instrument allows to record the �eld desorption images of only a speci�c species.

While this time gating allows to separately record �eld desorption images of the
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di�erent species that constitute the specimen, this approach only allows to identify the

chemical nature of a select mass-to-charge ratio window at any given time, while the

entire rest of the �eld evaporation signal is lost.

1.2.2.4 Position Sensitive Atom Probes

In order to allow the atom-probe technique to assign chemical information to every single

detection event the position sensitive atom probe was developed (Cerezo et al. (1988)).

By using a time-resolved position sensitive position sensitive detector the time of �ight

of every single evaporated atom as well as its impact position is recorded. The electrons

generated from the MCP are then collected using an elaborate multi-anode set-up, which

grants access to the impact positions of the ion.

The technique was further improved by the construction of an alternative multi-anode

set-up, where a 10×10 anode grid is placed behind a multi-channel plate (MCP) (Bostel

et al. (1989), Blavette et al. (1993), Deconihout et al. (1993)). Over a total detector area

of 10×10 cm, a total of one hundred anodes with a size of 1×1 cm each are deposited on

a glass support. These anodes are separated by gaps (0.1 mm), in order to ensure that no

charge can be transfered between them. The basic working principle is that the amount

of collected charge is measured at every anode. By evaluating the charge distribution

on the detector, the impact position is calculated. The distance between these anodes

and the MCP, as well as the bias voltage between these objects can be varied in order to

properly calibrate the instrument.

In both previously presented detectors the collection of the generated charges repre-

sents a challenge for the accurate measurement of the timing information. The develop-

ment of the delay-line detector (Da Costa et al. (2004)) has improved the performance

for multi-hit detection detection of the APT's position sensitive detector set-up. This

detector operates by placing two metallic wires behind the MCP plate. Two insulating

rods are mounted on the edges of the detection area. One wire is mounted to the both

insulating rods in a way that it spans the entire detection area. After winding the wire

around one of the rods it is guided back to the other rod. Repeating this step results

in the coverage of the entire detection area much like for a weft in weaving. The other

wire in mounted in the same way, but with its insulating rods perpendicular to those of

the �rst one. The MCP generated electrons are caught by these biased wires and propa-

gate along them. By measuring the di�erence between the arrival times of both electron

clouds the impact position is calculated. This technique allows for a great improvement

of the spatial resolution of the APT-system.
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1.2.2.5 Laser-assisted Atom Probe Tomography

While voltage pulses allow for a great control of the �eld evaporation of metals, systems

with much lower electric conductivity pose a di�erent challenge. By utilizing laser pulses

insted of ns-voltage pulses in order to trigger the �eld evaporation of the specimen atoms,

the problems coming with an electrical pulse propagating through a high-resistance spec-

imen can be avoided.

The interaction between positively biased nanotip specimens and a light source was

�rst studied in the context of optically excited FIM experiments (Niu et al. (1977)).

In the scope of this work a Mercury lamp (P = 200 W) is used to excite a Tungsten

specimen. In order to study the in�uence of the Mercury lamp illumination on the

evaporation rate during a FIM experiment (imaging gas: Anthracene 10−4 Pa), a 13 Hz

beam chopper is used. By averaging over many chopper cycles, the e�ect of the Mercury

lamp illumination could be estimated, showing that the illumination of the specimen is

especially impactful for the ion count rate at low applied voltages. This behavior was

explained by taking into consideration the e�ect of the light excitation on the tunneling

probability and its interplay with the �eld strength close to the apex. This idea of a

photoexcitation directly in aiding the tunneling process was �rst introduced in Tsong

et al. (1976) and would later become known as the concept of �Photo-ionization�.

With a proof of optical excitations being able to increase the ion emission probability,

optical excitations were shown to be viable for the pulse triggering for atom probes

experiments. Using laser pulse triggering mass spectra of specimen that contain gas

molecules adsorbed to surface were recorded. By evaluating the chemical nature of the

emitted ions from the time-of-�ight information surface reactions of ethylene on a silver

tip under laser pulse excitation were studied as a function of various parameters (applied

voltage, specimen temperature, gas pressure, laser power, repetition rate and wavelength)

in Nishigaki et al. (1979).

Laser pulsing has shown to give a good resolution for the mass spectrum of adsorbed

gas molecules. Drachsel et al. (1980) have shown, that the width of the recorded time-of-

�ight peaks (adsorbed Xe) is similar to the time-length of the ns-laser pulse. A similarly

good quality of the results for the time-of-�ight resolution have been obtained for the

�eld evaporation of bulk materials (Kellogg and Tsong (1980)).

The development of the laser-triggered �eld evaporation technique has opened the

material domain of non-coductive materials to atom probe analysis (Cerezo et al. (1986)).

The utilization of short fs-laser pulses has shown to be bene�cial for the mass-resolving

power of the APT experiment (Gault et al. (2006)).
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Laser-assisted APT (La-APT) is based on the thermal excitation caused by the in-

traband relaxation of laser-generated photo-carriers . This thermal relaxation leads to a

heating up the specimen during the application of the laser pulse. Afterwards the heat

takes some time to dissipate within the specimen, leading to an elevated temperature of

the specimen for some time after the laser pulse has already ceased to excite the APT

tip. This leads the tip's apex region emitting ions for some time after the laser pulse has

already passed. This delayed �eld evaporation of surface atoms leads to the appearance

of thermal tails within the mass spectrum when performing La-APT experiments (Vella

(2013)).

1.3 Correlative APT & PL Analysis

With the establishment of the (laser-assisted APT) La-APT technique semiconductor

materials have been enabled for a facilitated investigation. A characteristic of semi-

conductor material is that they have interesting optical emission properties. With this

material class being laser-excited during the an La-APT experiment, the semiconductor

specimen's optical response has become a subject of study as well.

The specimen's APT-information can be correlated with its optical response in dif-

ferent ways:

� Investigation of an APT specimen by another measurement technique before its

�eld evaporation (ex-situ)

� Measuring the specimen's optical response inside of the APT instrument without

its �eld evaporation (in-situ)

� Collection of the specimen's optical information during the �eld evaporation of an

APT specimen in the context of an APT experiment (in-operando)

For a joint measurement of the optical and structural properties of the specimen

the in-operando approach is used. Compared to the previously discussed methods (Sec-

tion 1.1.3) which allow for a correlative analysis of a specimen (AFM/NSOM and TEM/CL)

this method o�ers a new dimension to localize the original region of PL. The APT compo-

nent of the analysis allows for the removal of whole regions of the investigated specimen.

While AFM and TEM based techniques study a static specimen, La-APT coupled with

PL allows to better localize the region from where the speci�c PL signals are emitted.

In this section an overview about recently performed experiments investigating the

correlative analysis of semiconductor specimen by APT and Photoluminescence (PL)
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spectroscopy is presented.

1.3.1 Preliminary Work

The idea to perform a measurement that correlates APT and PL measurement results

was �rst brought forward in Rigutti et al. (2013). In this work the behavior of a ZnO

microwire mounted on a Tungsten tip is studied using a µ-PL set up.

Since the investigated ZnO microwire length of about 100 µm is very large compared

to the estimated spot size of 2 µm, distinct portions of the long chunk are able to be

illuminated separately. By moving the laser spot along the chunk's main axis, PL spectra

were recorded as a function of the position of the excited region. After the performance

of this �rst µ−PL experiment, the chunk was reintroduced into the FIB chamber and

underwent annular milling, turning it into an APT tip. This annularly milled tip's PL

was also investigated for di�erent laser spot positions along its main axis. Comparing

the PL response of the chunk and the milled tip shows that the process of annular

milling deteriorates the intensity of the specimen's PL response. After the milled tip's

PL-investigation it was succesfully �eld evaporated and analysed using an APT-set up.

Another correlative study was performed on GaN quantum dots embedded inside

of AlGaN (Mancini et al. (2017)). In this study, the quantum dot's (QD) nanometric

geometry was obtained from La-APT and Electron Tomography information. These

results were then used to perform simulations of the QD's emission emission energies. By

showing that the simulated PL energy, which best describes the experimentally observed

result is obtained by taking interface �uctuations at the bottom of the QD into account

for the simulation, additional indications for the existance of such interface �uctuations

in the specimen were given.

Since for these two works, the PL measurement set-up and the APT chamber are

separated, the PL investigation and the APT investigation had to be performed sep-

arately. Thus any PL spectrum can only be recorded for a single specimen geometry.

Both these experiments thus allow for a ex-situ information of the specimen's optical and

APT-obtained information.

1.3.2 The Photonic Atom Probe

By enabling the simultaneous measurement of the specimen's PL and APT signal, the

Photonic Atom Probe (Houard et al. (2020)) allows for the performance of in-situ and

in-operando experiments. Being able to perform an La-APT measurment simultaneously

with a PL-spectroscopy experiment, while having the specimen at a �xed position, the
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Photonic Atom Probe (PAP) allows the recording of the specimen's PL response during

the entire duration of an La-APT measurement. A description of the PAP set-up and

its working principles is presented in Section 2.2.

The PAP has already shown a multitude of possible applications for the study of

correlative APT-PL analyses, as well as studies exploiting the extreme electric �eld and

mechanical stress conditions, which are caused by the presence of the high electric �eld

close to the tip's apex.

The in�uence of the extreme mechanical stress on the optical properties of a material

was �rst studied by Rigutti et al. (2017). This method of investigation can be considered

to be a form of contactless piezo-spectroscopy, where the high voltage induced by the

application of the dc-voltage, which is required to perform APT experiments, leads to

an application of a mechanical stress, while the PAP allows the study of the stressed

material by spectroscopy. In this work, the PAP was used in order to study the PL

signal emitted from localized nitrogen-vacancy (NV0) complexes in diamond. The NV0-

complexes introduces two degenerate localized states into the system's energy band gap,

to which any photo-electrons can relax. The application of uniaxial stress to the localized

NV0-complex causes its states' degeneration to be lifted, resulting in a splitting of the

transition energies, which manifests itself as a splitting of the PL signal. By controlling

the voltage, which is applied to the specimen, the splitting can also be in�uenced. Uti-

lizing this piezo-spectroscopic method, mechanical stresses of up to 7 GPa were veri�ed

to be present inside of an APT specimen, which is under high voltage.

Another example of localized photoemitters embedded inside of an APT specimen

being used as a probe of the stress states present in the specimen is shown in Dalapati

et al. (2021). For this work a ZnO/(Mg, Zn)O quantum well (QW) is used as a localized

PL source. This QW is aligned roughly perpendicular to the tip main axis. This results in

the tip apex approaching the QW, while the APT �eld evaporation successively removes

atoms close to the tip's apex. The dependence of the PL-energy emitted from the QW

was studied while varying the voltage applied to the tip's apex. The resulting red-shift

of the localized emitter's PL signal is explained by the modi�ed stress states. This

explanation was made by utilizing strain-dependent band theory (Langer et al. (1970)),

which was used to estimate the stresses present close to the QW from the energy shifts of

the PL signal. Additionally to the previously mentioned voltage induced strain e�ects,

lattice mismatch (between the ZnO QW and the (Mg,Zn)O barrier material) induced

strain e�ects were also taken into account. From these considerations, the stress, which

is present close to the tip's apex is estimated to be 1.25 GPa.

Dimkou et al. (2020) is a PAP study of an InGaN/GaN multi QD system. In this
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work, the QDs present in the APT specimen were successively �eld evaporated, while the

PL signal was being recorded continuously. In the initial states in which the system is

found (with all QDs present), the optical signal of all QDs forms broad peak, in which the

contributions of the di�erent QDs cannot be distinguished. In the later states, when most

of the QDs have already been �eld evaporated, the spectral components of the di�erent

QDs become more and more pronounced, until �nally single QD's PL signals can be

distinguished by their energies. In the scope of this study, the laser-power dependence

of the PL-intensity of the GaN barrier material and the InGaN QD was studied. It is

shown, that the barrier material shows a linear dependence of the PL-intensity on the

laser-power, while the InGaN QD's PL-intensity saturates at higher laser-power.

In Di Russo et al. (2020) the optical response of a specimen consisting of a series

of (Mg,Zn)O QWs with varying thicknesses is studied. By calculating the di�erence of

the subsequently recorded PL spectra it is shown that the PL response of the QWs,

which have a varying thickness, can be distinguished. By considering the change of

the specimen's total PL response, shortly before a speci�c QW starts to evaporate, this

method of di�erential spectroscopy is shown to allow the measurement of the PL energy

of said QW. Applying this method to every single QW of the system yields the PL

energy of the four thinnest of the �ve QWs embedded inside of the specimen (0.5 nm,

0.9 nm, 1.8 nm, 3.2 nm). The thickest QW (4.0 nm) has a signi�cant overlap with the

PL signal originating from the ZnO substrate, resulting in its energy not being available

for measurement.

While the PAP-technique has been shown its abillity to provide valuable data on the

studied materials as well as on the physical conditions under which APT experiments

are generally performed, there still remain some conceptual advances that can be made

using this method. Firstly while Dalapati et al. (2021) gave insights into the behavior

of the PL-energies that are obtained during the performance of a PAP experiment, the

physical meaning of the detected PL intensity was not an object of investigation in that

work and remains to be properly interpreted. Secondly the PAP investigation still o�ers

open venues for the investigation of more complex semiconductor-heterostructure devices

and the correlation of alloy-composition and doping related optical signals from such a

specimen with the APT information which is obtained in-operando.
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In this chapter the practical fundamentals of the thesis are outlined. In the �rst section,

we introduce the two studied material systems which are investigated in the context

of this thesis. First we introduce the non-polar ZnO quantum wells (QWs) separated

by (Mg,Zn)O barrier material (Section 2.1.1) and then (In,Ga)N Tunnel Diodes (TD)

embedded in a GaN-based heterostructure (Section 2.1.2).

Then the physical (Section 2.2.1) and instrumental (Section 2.2.2) fundamentals of

the Photonic Atom Probe (PAP) are elaborated on.

In the third section we introduce Finite-Di�erence-Time-Domain (FDTD) calcula-

tions (Section 2.3.1), in order to explain the behavior of the detected Photoluminescence

(PL) intensity emitted from a ZnO/(Mg,Zn)O specimen. We present the evaluation

methods for the numerical simulations' results which are used to study the e�ect of an

evolving idealized tip geometry (Section 2.3.2) on the propagation of the exciting laser

pulse and the emitted PL. By simulating the in�uence of the specimen's �eld evaporation

on the laser absorption (Section 2.3.4) and its PL-emission distribution (Section 2.3.5)

properties, a measure of the detected PL intensity is obtained. Finally modulations of the

specimen's optical properties which are inherent to the APT experiment are introduced

into these FDTD simulations (Section 2.3.3).

Taking into account the limited �eld-of-view of the PAP's PL detection set-up (Sec-

tion 2.3.7) allows to relate these results to the instrumental conditions of the PAP. Finally

a method to gain insight on the polarization information which is contained in the de-

tected PL signal from the FDTD simulation is presented (Section 2.3.8).

2.1 Material Systems

In the context of the present work, two distinct material systems are studied. Firstly

(Section 2.1.1) ZnO QWs embedded in (Mg,Zn)O barrier material were studied in order

to characterize the general behavior of PL intenstiy which is detected by the PAP set
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up. The studied system consists of two ZnO QW, of which only one shows a PL signal

that is detectable by the PL detection set up of the PAP (Dalapati et al. (2021)). This

lack of PL emission from the other QW is attributed to damaging due to focussed-ion-

beam (FIB) preparation. By utilizing this specimen as a model system of a localized

PL emitter in the context of the PAP, the in�uence of the specimen's �eld evaporation

on the development of the emitted PL intensity is studied in order to characterize the

general behavior of a localized PL emitter embedded in the PAP specimen.

The second studied system is a complex semiconductor heterostructure, which is

used in order to show, how the PAP allows for a distinction of PL signals, coming from

a multitude of emitting regions, each of which are characterized by their characteristic

PL energies (Section 2.1.2).

2.1.1 ZnO Quantum Wells embedded in (Mg,Zn)O

ZnO is a wide band-gap (3.4 eV) II-VI semiconductor with a large exciton binding energy

(60 meV, Ozgur et al. (2005)). It is possible to produce ZnO thin �lms by sputter

deposition, which represents an inexpensive and relatively simple way for deposition on

glass and Si (with a thermally grown SiO2 surface 1 µm)-substrates (Sundaram and Khan

(1997)). These properties make ZnO a promising material system for the production of

optoelectronic devices.

A common material system which is used for the production of ZnO-based het-

erostructures is (Mg,Zn)O. MgO is a large band-gap material (Roessler and Walker

(1967)). By adding Mg to ZnO (Mg,Zn)O is created, where Mg and Zn atoms share

the same crystallographic sites. The resulting compound has a band-gap energy which

lies (depending on the Mg content of the alloy) between the characteristic values of ZnO

(3.4 eV) and MgO (7.7 eV). By tuning the Mg content of (Mg,Zn)O, the band-gap of the

resulting alloy can be tuned over the possible concentration range Wang et al. (2015).

In the context of this present thesis Finite-Di�erence-Time-Domain (FDTD) simula-

tions of an ZnO/(Mg,Zn)O-specimen are performed. The dielectric function of ZnO has

been measured by spectrometric ellipsometry in Yoshikawa and Adachi (1997). In the

context of the FDTD simulations, the dielectric function as described in that publication

is used to describe the optical properties of the ZnO phases of the ZnO/(Mg,Zn)O-

specimen. The values of the dielectric function of ZnO as a function of the photo-energy

(for an electric polarization of the used photons along the ZnO's polar c-axis ([0 0 0 1]))

is shown in Fig. 2.1. The (Mg,Zn)O phases are simulated by performing an energy shift

on the ellipsometry results. Since the PL energy of the (Mg,Zn)O phase is obtained
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Figure 2.1: Real (ϵ1) and imaginary (ϵ2) part of the dielectric function obtained from
ellipsometry experiment by Yoshikawa and Adachi (1997) (solid lines).

from the PAP experiment, the dielectric functions obtained from Yoshikawa and Adachi

(1997) are energy shifted by the PAP obtained energy di�erence between the PL energy

emitted from the specimen's ZnO phase and its (Mg,Zn)O phase.

While ZnO is a polymorphous material, which is shown to crystalize in the cubic Zinc-

blende and Rocksalt structure types, as well in the hexagonal Wurzite structure (Fig. 2.2),

the thermodynamically stable con�guration under ambient conditions is Wurzite. The

Wurzite hexagonal crystal structure (P63mc) is not centro-symetric. This symetry prop-

erty of the material manifests itself in the piezoelectric (Lu et al. (2006)) and optically

birefringent (Park and Schneider (1968)) properties of the ZnO material system, which

are caused by the presence of a polar axis ([0 0 0 1]) of the crystal lattice.

This polar axis also represents the prefered growth direction for the production of ZnO

Figure 2.2: The crystallographic morphologies of ZnO (Ozgur et al. (2005)).
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thin �lm systems. However, the polarity of the [0 0 0 1] growth direction has shown to

cause the presence of high electric �elds (9 ·107 V/m) at the interfaces between bordering

phases (e.g. ZnO/(Mg,ZnO)) grown by heteroepitaxy (Morhain et al. (2005)). Such high

internal �elds cause the separation of free electrons and holes in grown nanostructures

like quantum wells (QWs). Since QWs are frequently used as a basis for light emitting

devices, this separation of charge carriers represents an obstacle for their e�cient photo-

emission.

By the growth of ZnO-based heterostructures along the non-polar [1 1 2 0]-direction,

this problem can be overcome. With the [1 1 2 0]-direction being non-polar there are no

internal �elds separating exciton within the QW. In Chauveau et al. (2008) it is shown

that ZnO-heterostructure growth along the [1 1 2 0] a-axis is possible by plasma-assisted

Molecular epitaxy (PAMBE). Using an r−oriented sapphire substrate and a (Zn,Co)O

bu�er layer, a double quantum well heterostructure system was grown along the a-axis

(Fig. 2.3a).

Utilizing the Photonic Atom Probe (PAP) technique a PAMBE grown ZnO/(Mg,Zn)O

heterostructure akin to the structure presented in Chauveau et al. (2008) has been stud-

ied (Dalapati et al. (2021)). This structure was grown along the [1 1 0 0] (m)-direction

which is (like [1 1 2 0]) a non-polar axis. This results in an absence of high electric �eld at

the interfaces between the heterostructure's di�erent layers. This specimen (Fig. 2.3b)

consists of two ZnO QWs with di�ering thickness (tQW1 = 2 nm, tQW2 = 4 nm), which

are separated by (Mg,Zn)O (Mg0.27Zn0.73O) barrier material of 60 nm thickness.

The tip used for the PAP analysis was produced by the standard procedure of focussed

ion-beam (FIB) lift-out (Blum et al. (2016)) using a ZEISS Nvision40. This process is

exempli�ed in Fig. 2.4. First the section where the APT tip is to be extracted from is

covered with platinum in order to protect the region from unwanted ion-beam irradiation

(Fig. 2.4a). This platinum deposition can be performed within the FIB instrument by the

insertion of Pt-containing gas into the chamber. By irradiating this gas with the ion beam

a Pt layer is deposited. After this two long trenches are cut into the specimen (Fig. 2.4b).

A micromanipulator is welded to the region between the two trenches (Fig. 2.4c). Then

the lamella is cut o� from the sample from which the APT specimen is produced. With

the lamella disconnected from the specimen, it can be lifted out (Fig. 2.4d). Then the

lamella is guided towards a Tungsten tip, which is used as a structural basis of the APT

specimen, using the micromanipulator (Fig. 2.4e). After contact between the Tungsten

tip and the lamella has been made, these two objects are welded together using the

platinum gas insertion system. The micromanipulator is then separated from the lamella

by cutting with the FIB (Fig. 2.4f). By illuminating the specimen with the FIB from
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above, the specimen is brought into the desired shape (Fig. 2.4g). Afterwards the milled

tip is cleaned using a FIB with a lower acceleration voltage in order to reduce the part of

the specimen which is damaged by Ga-implantation (Fig. 2.4h). Finally the tip has to be

con�rmed to have the geometrical properties which are desired for the APT experiment

(Fig. 2.4i).

30 kV Ga ions were used for the cutting processes, followed by a cleaning step using

an acceleration voltage of 2 kV. This preparation method was developed in order to allow

for PL-emission from QW#1 as well as from the (Mg,Zn)O barrier material. Due to Ga-

induced damages no PL emission from the top QW#2 is detectable for any FIB-prepared

APT specimens.

Since FIB-irradiation causes a modi�cation of an atom-probe tip's material properties

(Rigutti et al. (2013), Vella et al. (2018), Bogdanowicz et al. (2018)), the lowered cleaning

voltage (and resulting lowered penetration depth) serves to preserve the optical properties

of the specimen.

In Dalapati et al. (2021) it is shown that the PAP recorded PL signal of the QW#1

contains valuable information about the voltage-induced mechanical stresses present in

the PAP specimen. Since the electric �eld has been shown to decline in the very close

a) b)

Figure 2.3: a) The layer-order of the ZnO/(Mg,Zn)O double QW heterostructure studied
in Chauveau et al. (2008). b) A transmission electron micrograph generated from a
specimen lifted out from the same substrate as the specimen described in Dalapati et al.
(2021).
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proximity of the tip apex (Silaeva et al. (2014)), electric �eld e�ects on the PL emission

energy are not taken into consideration. QW#2 has not shown any PL emission in this

experiment. Varying the voltage applied to the tip is shown to modify the emission

energy of both the QW#1 and the (Mg,Zn)O barrier material (Fig. 2.5). Both PL

energies experience a red shift with a rising applied voltage. This voltage dependent

experiment was performed for applied voltages, that are su�ciently low not to cause any

�eld evaporation of the specimen.

Also the energy of the QW#1's PL signal was recorded during the performance of

an actual PAP experiment, in the context of which the specimen itself is being �eld

evaporated (Fig. 2.6). During the specimen's �eld evaporation (Apex position→0) the

energy of the photons emitted from QW#1 also experiences a red shift.

The reason for both of these red shifts (with rising voltage and with progressing

Figure 2.4: Example of the standard lift-out APT specimen preparation (Al/Ni-system).
(a) Platinum deposition, (b) cutting, (c) �ne cutting, (d) lift-out, (e) welding, (f) sepa-
ration, (g) annular milling, (h) cleaning, (i) con�rmation (Qiao et al. (2022)).
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Figure 2.5: PL emission of the (Mg,Zn)O
specimen studied in Dalapati et al. (2021).
a) the PL spectra and b) the develop-
ment of the emission energy with rising
bias voltage of the PAP-tip.

Figure 2.6: QW#1's PL and its descrip-
tion by a k ·p calculation under the consid-
eration of a �xed Maxwell stress (a,b) and
a �xed transition length (c,d). (Dalapati
et al. (2021))

specimen evaporation) of the PL energy is found in the modi�cation of the mechanical

stress inside of the specimen. The mechanical stress at the position of the QW#1 rises

with an increasing applied voltage, as well as, with the QW#1 coming closer to the

specimen apex during the specimen's �eld evaporation.

Utilizing a quasicubic k · p e�ective mass Hamiltonian theory (Langer et al. (1970))

the modi�cation of a material's band structure by mechanical strains was calculated.

The application of this method takes into account both the mechanical strains induced

by the applied voltage and the lattice-mismatch induced strains. The Maxwell stress at

the specimen's apex surface (σF ), which is induced by the accumulation of holes in the

proximity of the tip apex and the transition length (L), which describes the length over

which the stress decays at an increasing distance from the apex are essential parameters

for the calculation of the strain dependent band-gap energy. Both these parameters

cannot be easily obtained from APT data. Instead the PL data obtained from the PAP

experiment is utilized to estimate their values.
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Fig. 2.6 shows the transition energies obtained from this calculation compared to

the measured PL energies. Since the values of both σF and L are unknown and both

parameters in�uence the calculated photon energies, there is a set of di�erent values for

both of these which is able to explain the experimental data. In order to solve this, the

value of either L (Fig. 2.6 a,b) or σF (Fig. 2.6 c,d) is considered to be �xed. Like this

the development of the photon energy can be plotted as a function of the dc-voltage

and the apex position for di�erent values of the variable parameter and compared to the

experimentally obtained PL energies. σF = 1.25 GPa and L = 150 nm represents a set

of parameters, which gives a good description of the experimental data.

In Dalapati et al. (2021) the dependence of the QW#1's and the (Mg,Zn)O barrier

material's PL energy on the specimen's surface electric �eld induced mechanical strains

is presented. Like this the evolution of the PL energy during the specimen's �eld evap-

oration is explained as well. In the context of this present thesis the dependence of the

emitted PL intensity on the progressing �eld evaporation is studied. This analysis is

performed by comparing the experimental dataset, which was obtained in the context

of Dalapati et al. (2021), to a series of Finite-Di�erence-Time-Domain (FDTD) simu-

lations of the tip which were performed in the context of this thesis. By investigating

the PL emission originating from the QW#1 insights on the behavior of the detected

PL intensity which is emitted from a localized emitter during the performance of a PAP

experiment are gained.

2.1.2 (In)GaN Tunnel Junction Laser Diode

III-Nitrides (AlN, GaN and InN) have been shown to be a material class of very interest-

ing electro-optical properties. Especially the possibility of creating intermediary alloys

between these pure compounds ((Al,Ga)N, (In,Ga)N and (Al,In)N) has been shown to

open a rich space for band-gap and lattice engineering. With the hexagonal Wurzite

crystal structure (Fig. 2.7) being the stable con�guration of AlN, GaN and InN at room

temperature (Trampert et al. (1997)), these intermediary alloys originating from this

material class allow for a large band-gap and lattice parameter space being available for

this system (Fig. 2.8). The available wavelengths for interband emission from III-Nitrides

range from short-wavelength-infrared (1770 nm) for pure InN to UV-C (200 nm) for pure

AlN.

The production of high quality InN specimen has been an issue for a long time.

Poor quality InN specimen show an absorption edge at 1.89 eV, while not showing a

PL response at this energy. This unusual behavior of the optical properties of InGaN is
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Figure 2.7: The Wurzite crystal structure.
Each group III element (yellow) is sur-
rounded by a tetrahedron consisting of N
atoms (grey) and vice versa. (Wikimedia
(2008))

Figure 2.8: The energy band gaps and the
lattice parameter of the (Al,Ga,In)N sys-
tem. The band gap of InGaN is depen-
dent on the quality of the deposited �lms.
Low quality InN shows an absorption edge
at roughly 2 eV (old), while an improved
quality of the deposited material reduces
the absorption edge to the value of the
band gap down to 0.7 eV (new). Wang
and Yoshikawa (2004)

explained by the Burstein-Moss shift (Wu and Walukiewicz (2003)), which is caused by

the degeneration of semiconductor material by degeneration by a high free charge carrier

concentration (Burstein (1954), Moss (1954)). In order to produce high quality InN

specimens, have their absorption edge at the actual optical transition energy (0.7 eV), it

is either possible to perform post-growth annealing (5h 490◦C) in vacuum (Davydov et al.

(2002)) or to grow the specimen using the plasma-assisted MBE (PAMBE) technique (Wu

et al. (2002)).

Usually metal-organic chemical vapor epitaxy (MOVPE) is used for the growth epi-

taxial of GaN-structures (Wang and Yoshikawa (2004)). After growing a thin AlN bu�er

layer on a sapphire (α-Al2O3), which serves to reduce the stresses between substrate

and layer, GaN epitaxially grown on top of it (Yoshida et al. (1983)). This bu�er layer

reduces the inherent stresses of the interface by introducing regularly arranged mismatch

dislocations into its interface with the sapphire substrate (Sun et al. (1994)).

On the basis of such heteroepitaxially grown structures, additional layers which con-

tain other group III elements can be deposited. Such double heterostructures have already

been well established for use as light emitting devices (LED) and are able to cover a large

range of wavelengths (Nakamura et al. (1993), Chen et al. (2021)).
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Most crystal growth methods result in the incorporation of light element impurities

(C, O), whose defects give way to n-type conductivity of epitaxially grown III-nitrides

(Watson (2013)). For obtaining the free charge carrier concentrations required for the

creation of devices such as LEDs, intentional doping is used. For n-type doping Si serves

as a substitutional dopant on the Ga site, resulting in a shallow donor state with an

energy of 12 to 17 meV below the conduction band (Ambacher (1998)). This low binding

energy allows to consider that the doping induced free electron concentration in the

conduction band is given by the doping concentration of Si. GaN based LED structures

typically contain Si concentrations of 5 · 1018 cm−3 (Watson (2013)).

Alternatively Ge can be utilized as an n-type dopant. This choice has been shown to

provide good doping properties up to a charge carrier concentration of 2.4 ·1020 cm−3 for

MOVPE grown specimens (Kirste et al. (2013)) and 6.7 ·1020 cm−3 for samples produced

by PAMBE (Ajay et al. (2016)). In Kirste et al. (2013) it has been shown, that MOVPE

grown GaN shows a proportionallity between the �ux of the Ge-precursor (GaH4) during

the layer growth and the resulting free charge carrier concentration for charge carrier

concentrations of up to 2.4 · 1020 cm−3. Ge-doped GaN specimen produced utilizing the

PAMBE technique allows for even higher free charge carrier concentrations (6.7 · 1020

cm−3, Ajay et al. (2016)). A direct comparison of the state of the art GaN growth

techniques also shows that Ge-doping allows to reach high doping levels (above 1020

cm−3), which are inaccessible by Si doping (Konczewicz et al. (2022)). Substitutional Ge

doping of GaN also introduces less strain into the lattice when compared to Si doping

(Bogusªawski and Bernholc (1997)).

As shown in the comprehensive historical review on the development of blue nitride-

based LEDs presented in Akasaki (2007), p-type doping of GaN (Amano et al. (1990)) was

only achieved after the AlN bu�er layer, which is required for the growth of high quality

expitaxial GaN, has already been well established. The usual p-type dopant of GaN

is Mg. By treatment of MOVPE grown Mg-doped GaN via low-energy electron beam

irradiation (LEEBI), lowered resistivity and increased blue luminescence was achived

(Amano et al. (1989)).

Since a LEEBI treatment of p-type GaN embedded in MOVPE grown structures is

limited by the low penetration depth of its low-energy electron beam, the possibilities

for the growth of heterostructures is limited. An alternative route for the growth of

high-quality p-type GaN layers, which are sandwiched between other layers is MBE. It

has been shown, that high growth temperature (≈ 1000◦C) MBE using a high ammonia

partial pressure for providing nitrogen into the �lms is viable for the production of GaN

layers (Grandjean et al. (2001)).
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By utilizing plasma-assisted MBE (PAMBE) high quality GaN/AlGaN heterostuc-

tures can be grown at lower temperatures (≈ 700◦C). The high charge carrier mobilities

and good optical quality of structures grown utlizing this method made it a viable choice

for the production of electronic devices' (Skierbiszewski et al. (2014)) based on GaN het-

erostructures. Also InGaN can be produced without introducing a large amount of free

charge carriers utilizing PAMBE allowing to achieve a non-degenerate semiconductor,

that also shows an absorption edge close to the actual band gap (Davydov et al. (2002)).

Recently the hydrogen-free PAMBE technique has been shown to allow for the pro-

duction of p-type GaN layers embedded inside of GaN based heterostructures, which do

not require any further treatment in order to activate the specimen's Mg-doping (Turski

et al. (2019)). In this previously mentioned study three di�erent tunnel junction (TJ)

based heterostructures were investigated. While all these structures are grown along

the polar axis of the hexagonal axis of wurzite GaN-heterostructures, the polarity of

the growth direction is relevant for the microscopic electric �eld conditions present in

the specimen. At the heterostructure interfaces large charge carrier concentrations ac-

cumulate. The accumulated charge carriers form a two-dimensional electron gas on the

interface. The electric polarity of the �eld induced by these carriers is dependent on

the system's growth direction (Fichtenbaum et al. (2007)). All semiconductor specimen

discussed in the context of this thesis are grown along the [0 0 0 1]-direction (Ga-polar).

In Turski et al. (2019) two GaN-based light-emitting diodes (LED) produced by

PAMBE are investigated (Fig. 2.9a and b). In both heterostructures the TJ serves to

inject charge carriers into the (In,Ga)N quantum well, which is the optically active region,

where the charge carriers are supposed to be generated in order to obtain a well de�ned

luminescence signal, which is given by the optical properties of the QW. The primary

di�erence between these two heterostructures is that the doping order is inverted for

these two structures. This inversion of the structure's doping order allows a structure

grown along the [0 0 0 1] to mimic the electronic structure of a diode grown along the

[0 0 0 1]-direction. Due to this inversion of the system's electronic structure they show

qualitatively di�erent electroluminescence spectra despite the similar doping levels of

these two structures' equivalent layers.

While the top-TJ LED (Fig. 2.9a) shows a strong contribution of the low In-content

(7% In) cladding region which surrounds the QW (high energy emission in Fig. 2.10a), the

bottom-TJ LED (Fig. 2.9b) only shows the electroluminescence signal originating from

the QW itself (QW related emssion in Fig. 2.10a and b). This behavior is explained by

the polarity of the bottom-TJ LED, which leads to a joint accumulation of electrons and

holes which is limited to the QW itself, while the top-TJ LED con�guration allows free
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Figure 2.9: The GaN-based diode heterostructures studied in Turski et al. (2019). a)
top-TJ LED (Ga-polar), b) bottom-TJ LED (N-polar), c) bottom-TJ LD (N-polar).

Figure 2.10: Electroluminescence spectra of the GaN-based LED shown in Fig. 2.9a and
b presented as a function of the current density present in the LED device (Turski et al.
(2019)). While the top-TJ LED shows an electroluminescence signal coming from the
QW and its cladding layer (a), the bottom-TJ LED only shows the QW related emission
(b).
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carrier recombination in the low In-content cladding region. This statement is veri�ed

by numerical simulations of both structure's band gap diagrams, which con�rm that

electrons and holes coexist in the cladding region as well as in the QW for the top-TJ

LED sturucture, while the bottom-TJ LED structure only shows the QW itself to contain

a signi�cant concentration of both electrons and holes. Since the spatial overlap of free

electrons and holes is required for the emission of electroluminescence from a given region

of the specimen, it is evident, that electroluminescence emission can be expected from

both the cladding layers and the QW for the top-TJ LED structure, while the bottom-TJ

LED only shows a signal originating from the QW exclusively.

Fig. 2.9c) shows the structural scheme of a bottom-TJ laser diode (LD), which was

grown by PAMBE. In order to decrease the high operating voltage (≈ 8 V) of the bottom-

TJ LED structure, the doping levels of the grown TJ is increased from a dopant density

of 5 · 1019 cm−3 ((In,Ga)N:X+) to 1020 cm−3 ((In,Ga)N:X++) (X=Mg,Si) for the LD

structure.

Figure 2.11: The bottom-TJ LD's layer structure, which is being studied using the
photonic atom probe. The Ga site fraction of the alloying elements (Al, In) is shown in
% and the doping (Mg, Si, Ge) levels are shown in cm−3.
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Using the PAP, a specimen akin to the bottom-TJ laser diode was studied in the

scope of this thesis. As shown in Fig. 2.11, the general structure of the bottom-TJ

LD (Fig. 2.9c)) is also present in this specimen. The entire structure is grown on a

commercially available Ga-polar GaN substrate (with [0 0 0 1] as growth direction), on

which the bottom layer GaN:Si (3 ·1019 cm−3) is deposited. This n-type conductive layer

serves as a basis on which the Tunnel Junction is deposited. The TJ itself consists of the

highly doped and highly In alloyed central region and the cladding layers. The chemical

information about the layers shown in Fig. 2.11 are obtained via XRD measurements for

the alloying content (In, Al) and are estimated from the growth conditions of the dopant

elements (Mg, Si, Ge). The bottom-most layer of the TJ is the low concentration and

moderately doped InGaN (1.5 % In):Si (3 · 1019 cm−3)-cladding layer. Together with

the p-doped top cladding layer (InGaN (1 % In):Mg (5 · 1019 cm−3), this layer embeds

the TJ. Due to the smaller band gap of InN (compared to GaN), the In content of both

layers results in a lowered band gap in the TJ's surroundings. This causes a con�nement

of charge carriers in this region.

The TJ itself consists of two highly doped, high In-content InGaN layers. The n-type

doped region (InGaN (21 % In):Ge (5·1020 cm−3)) of the TJ uses (opposed to all other n-

doped regions of the specimen) Ge as dopant instead of Si. This choice of Ge as a dopant

was made in order to ensure the presence of a high concentration of free electrons, which

is necessary to create the electronic structure characteristic for the TJ (Konczewicz et al.

(2022)). The highly p-doped layer of the TJ has the composition InGaN (21 % In):Mg

(3 · 1020 cm−3).

On top of the TJ GaN:Mg of varying Mg-doping levels is grown. This doping was

introduced in order to ensure a good �ow of electrical current into the optically active

LD layer. Since the Mg-dopants also represent an unwanted channel for charge carrier

recombination, a compromise between the conductivity of the p-doped layers and the

Mg-induced optical losses has to be made. Three di�erently doped Mg-doped layers are

involved in the region between TJ and LD. Two thick doping layers contain GaN:Mg (1019

cm−3) and GaN:Mg (3·1018 cm−3) are covered with a thin Mg-doped layer (GaN:Mg (1019

cm−3)). The LD region is separated from this p-type region by a thin unintentionally

doped GaN layer.

The laser diode itself is surrounded by two cladding layers (InGaN (6% In) and

InGaN (7% In)), which serve to concentrate the voltage induced free electrons and holes

in the central layer of the LD (InGaN (22% In)). This central layer serves as the optical

medium of the LD into which the charge carriers are pumped electrically. The reversed

arrangement when compared with the classical top-TJ diode set-up (Fig. 2.9a), allows for
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a more concentrated combined presence at the central layer, that reduces the intensity

of the photo-emission generated from the TJ's cladding layers (Turski et al. (2019)).

Above the active LD layers, the doping is again n-type. The doping agent used here

is Si. This region of the specimen also contains an Al alloyed layer (AlGaN (3% Al):Si

(5 ·1018 cm−3)). This low refractive index material serves to push the optical modes into

the lower layers of the specimen.

The PAP technique opens a new avenue for the study of GaN LD heterostructures.

Firstly the chemical composition of the specimen shown in Fig. 2.11 can be analysed by

the evaluation of the PAP obtained APT data. Since the specimen contains a multitude

of di�erent alloying (Ga, Al, In) and doping (Mg, Si, Ge) elements, an APT experiment

o�ers a possibility for the quanti�cation of the content of each component in every layer

of the heterostructure.

Secondly the PL data obtained during the PAP experiment promises to provide in-

sight into the specimen's optical properties in ways which are inaccessible for electrolu-

minescence experiments. While electroluminescence only provides an optical signal from

the optically active regions of the LD device, the PL signal collected in the context of

the PAP experiment allows the collection of the optical response of a much larger region

of the specimen.

Finally the combined analysis of compositional and optical properties obtained by

the PAP experiment allows to identify the optical response of the di�erent layers present

in the heterostructure. By the subsequent �eld evaporation of the layers constituting the

LD the evaporated layers can be excluded to contribute to the measured PL signal. By

considering that a layer cannot contribute to a measured PL spectrum after it has been

�eld evaporated, its characteristic PL response can be identi�ed by exclusion.

2.2 The Photonic Atom Probe

2.2.1 Physical Background

The Laser-assisted Atom Probe Tomography (La-APT) technique uses an ultrashort

(usually fs) laser pulse to trigger the �eld evaporation of surface atoms and to trigger

the clock which is used to measure the time-of-�ight of the �eld evaporated ion (thus

giving information on the ion's mass-to-charge ratio). In semiconductor materials, this

laser pulse can interact with the specimen in two di�erent ways.

If the fs-pulse has a photon energy smaller than the band-gap, the specimen is not

expected to have a strongly absorbing response to the excitation. This comes from
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the quantum mechanically forbidden zone of the band-gap, which does not allow the

existance of any states, which electrons are able to transition into with the supplied

photo-energy. In such a scenario, no photocarriers can be considered to be generated due

to single photo absorption in bulk material. However during the �eld evaporation of a

specimen excitation is still possible when using sub band-gap energy laser pulses (Kelly

et al. (2014b)). The specimen's excitation by below band-gap energy photons can be

explained by multiple di�erent approaches, which take into account the modi�cation of

the system's properties due to the high electric �eld present at the specimen's apex, or

due to the high laser intensity which is present in the context of the La-APT experiment:

� Charge carrier accumulation and band gap shrinkage modify the opto-electronic

properties close to the tip apex, resulting in an accumulation of large amounts of

charge carriers close to the apex and a shrinkage of the material's band-gap (Silaeva

et al. (2014))

� Higher harmonics generation due to local optical �eld enhancement leads to the

generation of higher energy photons within the specimen (Bouhelier et al. (2003))

� The broken translational symetry at the tip surface leads to a recti�cation of the

laser induced optical �eld, resulting in an electric �eld, which has an oscillation

period that is much longer than the period of the exciting laser pulse. While

the laser pulse oscillates too quickly to cause surface ions to be excited by it, the

recti�ed electric �eld oscillates at a much lower frequency. It can be understood to

serve as a DC electric electrical �eld which asists the evaporation of the specimen's

surface ions during the excitation of the specimen via the laser pulse (Vella et al.

(2006).

On the other hand a specimen with a band-gap which is lower than the laser-pulse's

photon energy is generally able to directly generate photocarriers. The process of the

excitation of bulk-like charge carriers via the laser pulse is shown in Fig. 2.12. First

the absorption of a laser-photon creates a free hole and a free electron (1), then both

free charge carriers thermalize (2), on the conduction and valence band respectively until

they are fully thermalized. On the top of the valence band (for holes) and on the bottom

of the conduction band (for electrons) they �nally recombine (3) leading to the emission

of PL photons.

During the thermalization of the specimen's charge carriers (2), electronic energy

is transformed into vibrational energy carried by the specimen's lattice. This can be

understood as the formation of phonons from the photocarriers' excess energy. This
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Figure 2.12: The generation of a Photoluminescence signal. (1) an exciting photon is
absorbed by the specimen, generating an electron-hole pair. (2) intraband relaxation of
both the free electron (conduction band) and the free hole (valence band). (3) recombi-
nation of the electron and hole at the extrema of their respective bands. The di�erence
between the exciting energy hνE and the PL energy hνPL is the thermal photo-energy
supplied to the specimen.

thermal excitation of the specimen's lattice increases the probabillity of the surface atoms'

�eld evaporation (Vurpillot et al. (2006)).

While this thermal excitation of the lattice (2) is necessary for the La-APT method,

the Photoluminescence (PL) emission which originates from the recombination of the

photocarriers (3) can be considered as a necessary by-product of any La-APT measure-

ment performed on a semiconductor material (if a laser with higher photon energy than

the band gap is used). The PL signal contains optical information about the speci-

men (e.g. an approximation of the band-gap energy). This optical information can be

harvested from an APT specimen by using the PAP technique.

2.2.2 Technical Realisation

The instrumental basis of the PAP as presented in Houard et al. (2020) is introduced

in this section. Fig. 2.13a shows a schematic of the PAP set up. The laser pulse,

which excites both the PL and the specimen's �eld evaporation is generated by a Ti:Sa

oscillator (Coherent Chameleon Ultra II marked as 1.in the �gure). This oscillator has

an adjustable wavelangth in the range from 600 to 1100 nm at a base repetition rate of

80 MHz and a pulse length of 150 fs. Set to a wavelength of 780 nm, it shows a peak
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Figure 2.13: The Photonic Atom Probe. a) Schematic of the Elements constituting it.
b) Photograph of the actual set-up. (Houard et al. (2020))

power of 4 W (50 nJ/pulse or 310 GeV/pulse).

Since the laser repetition rate is too high for an APT analysis, a pulse picker (2.)

is used in order to reduce the pulse repetition rate. For atom probe experiments, the

�ight length of 18.5 cm limits the repetition rate. In order to be able to observe heavy

ions, laser repetition rates below 500 kHz are recommended. At an acceleration voltage

of 4 kV, f = 500 kHz corresponds to a critical mass to charge ratio (Eq. (1.14)) of(
em
q

)
crit

= 90 amu, which represents the �eld evaporated ions with the highest mass-to-

charge ratio which can still be properly assigned to the laser pulse which triggered its �eld

evaporation. In order to perform a pure PL experiment and during the laser alignment

process repetition rates up to 4 MHz are bene�cial in order to ensure an increased PL

intensity emitted from the specimen.
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The laser pulses generated from the Ti:Sa oscillator serves as an inital beam from

which higher harmonics are generated in order to excite the specimen using photon

energies which are higher than what the oscillator can provide. An APE HarmoniXX

third harmonics generator (THG) (3.) is used in order to generate the initial beam's

second and third harmonics, allowing access to the wavelength ranges from 300 to 550

nm (second haromonic) and 200 to 367 nm (third harmonic) as well. Opposed to the

set-up shown in Fig. 2.13a, in the layout of the set-up of the PAP during the performance

of the PAP experiments, the clock which is used for the APT time-of-�ight measurement

is triggered by the THG pulse (270 nm) and not by the oscillator-generated fundamental

beam (780 nm).

By using a λ/2 plate and a polarizer (4.), a �ne-tuned power regulation as well as

a laser polarization selection are performed. The laser intensity of the undesired lower

harmonics (fundamental excitation and second harmonics) are �ltered out utilizing a

band pass �lter. Usually the third harmonics (THG) pulse is used in order to excite the

specimen (λ = 270 nm). The polarizer itself is arranged in such a way, that the passing

pulse has an electric �eld, which is π-polarized. This means, that the electric �eld of the

exciting laser pulse oscillates along the main axis of the APT tip.

The THG pulse is then guided into the PAP's optical axis. The optical axis serves

a two-fold purpose for the PAP. Firstly it guides the π-polarized THG beam onto the

studied specimen. Secondly it is also used to guide the specimen's optical response

towards the PL spectrometer.

The dichroic mirrors (5.) guide the laser pulse towards the spherical mirror (6.),

which serves to focus it onto the specimen. The spherical mirror also serves to collect

the PL emitted from the specimen and guides it through the dichroic mirrors (5.) and

towards the polarizer (7.). The dichroic mirrors re�ect the laser pulse, while allowing

the specimen's PL response to pass. This can be achieved by utilizing a high-pass en-

ergy �lter, whose cut-o� lies between the expected PL response's and the pulsed laser's

energies.

The dichroic mirrors have to be selected in a way, that they mostly re�ect the laser

pulse, while being transparent to the specimen's PL response. The polarizer (7.) can

easily be removed or inserted into the set-up in order to be have the choice between either

the performance of polarization resolved PL analysis or to harvest the entire PL signal

for low exposure time experiments.

By focussing the specimen's PL signal using an achromatic lens (8.), the PL is guided

into the PL spectrometer. The used spectrometer is a Horiba iHR 320, which has three

di�erent gratings with line densities of 150 1/mm, 600 1/mm and 1200 1/mm, allowing
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for energy resolutions of up to 0.5 meV. Alternatively the streak camera set up can be

used in order to perform time-resolved PL measurements with a time resolution of 25 ps.

The APT detection set up utilizes a 77 mm diameter Multi-Channel Plate Delay

Line Detector (Da Costa et al. (2004)), which is mounted at a 18.5 cm distance from the

specimen apex position.

Since the Photonic Atom Probe is an analysis method, which combines Atom Probe

Tomography and Photoluminescence Spectroscopy, it is important to call into mind,

that some instrumental parameters play a conceptual role in both methods. This is

important in order to clarify, what is meant when adressing said parameter. One of these

instrumental parameters, which has a di�erent meaning to the APT and µPL portions of

the PAP is the �eld of view (Fig. 2.14). For the APT method the �eld of view describes

the portion of the specimen, from where atoms can be detected by the MCP detector.

For the µ−PL set-up on the other hand, the �eld of view describes the solid angle around

the specimen, from where PL signal is guided into the PL spectrometer. An estimation

Figure 2.14: The �eld of views of the PAP. Since the instrument collects photonic (yellow)
and atom probe (magenta) data, it is important to distinguish between both methods'
distinct �elds of view. Only those particles (ions and photons respectively) that are
emitted into the respective �eld of view are detected by the set up.
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of the PL spectrometer's �eld of view is delivered in Section 2.3.6.

2.3 Finite Di�erence Time Domain Calculations

The PAP measurement not only delivers information about the energy of the PL signals

emitted from the di�erent emission sources of the specimen, it also allows the user to

extract physical information from the total amount of PL intensity, which is being emitted

from the sample. However the PAP's PL set-up is only able to detect the strength of

the PL response which is being emitted into its �eld of view. Since the vast majority of

the emitted light is not directed into the system's �eld of view, the total strength of the

emitted PL signals remains unknown. In order to properly interpret the physical meaning

of the PL-intensity which is being detected by the PAP set-up, a series of simulations was

performed. The purpose of these simulations is to measure the dependence of the detected

PL signal on the development of the APT-tip's geometry during its �eld evaporation.

FDTD simulations were used to theoretically describe the PL emission from a ZnO QW

embedded inside of (Mg,Zn)O material (Section 2.1.1).

By simulating the propagation of the laser excitation as well as of the QW's emit-

ted PL response, the strength of the detected PL signal is being estimated. The light

propagation was simulated using the FDTD (Section 2.3.1) solver of the Lumerical soft-

ware package. Two sets of simulations were performed in order to study the tips laser-

absorption and PL-emission behavior.

The tip geometry can be expected to have a relevant impact on the strength of

both the excitation caused by the laser and the distribution of the emitted PL intensity.

Both the absorption and emission simulations were performed for a set of specimen

geometries, which represent the di�erent geometries the tip takes during its laser-assisted

�eld evaporation (Section 2.3.2, Fig. 2.15a). The optical properties of the material which

�lls this geometry are described in Section 2.3.3. Since the specimen preparation and

the extreme �eld conditions of the APT specimen can also be expected to modulate

the optical properties of the specimen, they are the focus of the considerations of the

aforementioned section.

The simulations of the laser-absorption behavior (Section 2.3.4, Fig. 2.15b) serve as

a way to estimate the total amount of photo-carriers which are being generated inside

of the QW. Without taking into account any carrier-transport-e�ects, these simulations

provide us with a measure of the total PL-emission strength emitted by the QW.

The evolution of the tip geometry during its �eld evaporation not only changes the

amount of light absorbed by the QW, but also how much of the emitted PL intensity
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Figure 2.15: Schematic of the FDTD simulation's work �ow. a) The FDTD simulations
are performed on di�erent evaporation stages of the specimen as a function of the depth
of analysis d relative to the QW (red line). b) For each idealized tip geometry the amount
of laser-light absorbed at the QW is simulated. The intensity of the emitted PL from the
QW is considered to be proportional to laser-absorption in the QW-plane (see inlet). c)
Also the far �eld emission of the QW generated PL is simulated. From this information,
the fraction of light, which is being caught inside of the PL-spectrometer's �eld of view
(yield) is obtained. By combining b) and c), the development of the measured PL signal
is being simulated.
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propagates into the PL-spectrometer's �eld of view. Since only a small fraction of the

space surrounding the specimen is covered by the �eld of view of the PL detection set up,

most of the emitted PL is unavailable for the detection system. Since the geometry of

the specimen undergoes modi�cations during the PAP experiment, the fraction of the PL

which is caught by the detection set-up changes during the tip evaporation. PL-emission

simulations (Section 2.3.5, Fig. 2.15c) are performed in order to calculate the fraction

of emitted PL intenstiy which is directed into the PL-detection system's �eld of view

(Section 2.3.6). By combining the information on the fraction of light, which is being

caught inside of the PL-detection system's �eld of view, with the total amount of light

emitted from the QW, the PL detection e�ciency (or yield) is calculated as a function

of the progress of the specimen's �eld evaporation.

By combining the results of both sets of simulations, the development of the measured

PL-signal can be simulated and can be compared to the experimentally measured PL

signal (Section 2.3.7).

Finally a methodology for FDTD simulations of polarization resolved PAP experi-

ments is presented in Section 2.3.8. The evaluation of the FDTD simulation data pre-

sented here allows to simulate PAP experiments in the context of which the Polarizer

(described in Section 2.2.2) is inserted into the set-up.

2.3.1 The Finite-Di�erence Time-Domain (FDTD) Method

The Finite-Di�erence-Time Domaine (FDTD) method developed by Yee (1966), is a

Computational Electro-Magnetics (CEM) method. As such it simulates the interaction

of electromagnetic �elds with matter, by solving Maxwell's equations numerically.

The FDTD method uses Maxwell's curl (
#»∇×) equations as its foundation. Utilizing

these it simulates the propagation of light through a medium with the permittivity ϵ and

the permeability µ:

d
#»

B

dt
+

#»∇× #»

E =
#»
0

d
#»

D

dt
− #»∇× #»

H =
#»
j

#»

B = µ
#»

H
#»

D = ϵ
#»

E

(2.1)

In the following the general mechanism of the FDTD method is presented using a

minimal example which is not related to the previously presented geometric problem.
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In order to exemplify how this method works, let's consider the

one-dimensional propagation of linearly polarized plane wave

(Ey = Ez = Hx = Hz = 0,
dHy

dx = dEx
dy = 0,

#»

k = k0 · #»ez) in vacuum (
#»
j =

#»
0 , µ =

µ0, ϵ = ϵ0). Under these conditions Eq. (2.1) can be reformulated to:

dHy

dt
= − 1

µ0

dEx

dx

dEx

dt
= − 1

ϵ0

dHx

dx

(2.2)

In order to obtain a numerical solution of Eq. (2.2), a grid in space and time

(z = i′ · ∆z, t = n′ · ∆t) is de�ned, where i′ and n′ take the values of half-integer

values
(
i′, n′ = 0, 12 , 1,

3
2 , 2,

5
2

)
. Utilizing the de�ned grid, the values which any time and

space-dependent property can be expressed as a function of i′ and n′ instead (F (i′, n′)).

Estimating both the time and spatial derivative by the central di�erence approximation

yields:

Ex(i, n+ 1
2)− Ex(i, n− 1

2)

∆t
= − 1

ϵ0
·
Hy(i+

1
2 , n)−Hy(i− 1

2 , n)

∆z

Hy(i+
1
2 , n+ 1)−Hy(i+

1
2 , n)

∆t
= − 1

µ0
·
Ex(i+ 1, n+ 1

2)− Ex(i, n+ 1
2)

∆z

(2.3)

Eq. (2.3) shows some major attributes of the FDTD method. By considering the values

of i and n to be integer values (i, n = 0, 1, 2, 4, ...) the electric Ex and magnetic Hy �elds

can be calculated in alternating spatial and temporal points of the grid. We see that

only integer values of i′ and half-integer values of the temporal index n′ are required

to calculate every expression of the electric �eld Ex which is required in order to solve

Eq. (2.3). The values of the magnetic �eld Hy on the other hand are only required for

half-numbered values of i′ and integer values of n′.

This implies that the electric �eld Ex only needs to be calculated for every second

space and time grid point, while the magnetic �eldHy has to be calculated for every other

grid point in space and time. This can be considered as an interleaving of the electric

and magnetic �eld in both space and time. By alternately calculating the electric and

magnetic �eld after every half time step Eq. (2.3) can be treated. This calculation only

has to be performed for alternating grid point positions for either �eld (Fig. 2.16).

The electric �eld at the position i at the time step n+ 1
2 (Ex(i, n+

1
2)) can be calculated

by utilizing the electric �eld, which was calculated for the previous electric �eld time

step (n − 1
2) Ex(i, n − 1

2) and by calculating dHy

dz from the two calculated surrounding
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Figure 2.16: Interleaving of the electric and magnetic �eld in space and time. For the
FDTD simulation the electric and magnetic �eld are calculated alternately for each half
time step (∆t). From the spatial perspective, the positions of the electric and magnetic
�eld grid can be considered to be interleaved spatially (Sullivan (2000)).

magnetic �eld values which were calculated at the previous time step (n) Hy(i − 1
2 , n)

and Hy(i+
1
2 , n). The magnetic �eld for the next time step (n+1) (Hy = (i+ 1

2 , n+1))

can be calculated utilizing the same procedure.

The method explained here can be transfered from one into three spatial dimensions,

resulting in a multitude of di�erent space points from which the electric and magnetic

�eld components are being obtained for each spatial simulation cell (Fig. 2.17). In three

dimensions the usage of interleaving spatial and temporal grid points allows to satisfy

perfectly conductive boundary conditions (Yee (1966)), at the edges of the simulated

space. These boundary conditions describe edges of the simulation space which act like

perfectly absorbing material nullify any incident power. This allows to study power �ows,

which can be understood to leave the simulated space.

A bene�t of this method is that its calculations are performed in time domain. This

means that electromagnetic pulses of �nite pulse duration and their interaction with mat-

ter can be easily simulated. This is possible since the FDTD method requires the usage

of broad-band sources, which also allows to study the interaction of di�erent selected

wavelengths with the specimen from only a single simulation run.

The solutions of the Maxwell equations Eq. (2.1) obtained by FDTD give the electric

(
#»

E( #»x , t)) and magnetic (
#»

H( #»x , t)) �eld at every other point of the spatial grid #»x and for
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Figure 2.17: Example of a simulation cell of the three-dimensional FDTD simulation
space. The di�erent components of both the electric and magnetic �eld are all calculated
at di�erent positions inside of the unit cell itself (Yee (1966)).

every other simulated time t. Since the sources used in the simulation have a broad-band

nature in frequency domain, a specimen's response to a speci�cally chosen frequency ω

requires a Fourier Transform of the simulation results. By only investigating the Fourier

component of
#»

E( #»x , t) and
#»

H( #»x , t), which has the frequency ω the specimen's response

to a monochromatic excitation with frequency ω can be investigated.

2.3.2 Geometric Evolution and depth of analysis

The geometry on which the FDTD simulations are performed is based on an idealized

geometry of the specimen which is investigated in the context of the PAP experiment

(Fig. 2.18). The focus of these simulations is the behavior of a single PL emitting quantum

well (QW), which represents the PL emitting QW#1 (Section 2.1.1). The absorption

behavior of this nanostructure is studied by calculating the electric �eld induced by

the laser pulse (which is induced by a plane wave source in the simulation) present in

the QW. The distribution of the PL emission is calculated in a separate simulation in

which a dipole-antenna emission source is placed inside of the center of the QW. These

simulations are performed for a single geometry �rst, but since the specimen develops its

shape during the APT experiment, they are performed for a set of di�erent geometries.

In this section the idealized shapes of the specimen, on which the FDTD simulations are

performed are explained.
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The successive removal of surface atoms during a specimen's �eld evaporation corre-

sponds to continuous evolution of the tip geometry during the performance of an APT

experiment. Since the specimen is of a size, which is similar to both the exciting laser

pulse's wavelength and the PL response's wavelength, a small modulation of the spec-

imen's geometry (on the nanometric scale) can cause a large change of the absorption

and emission behavior.

In order to take the e�ect of the developing tip geometry into account for the FDTD

simulations a series of tip geometries is de�ned. These were used in order to perform

both absorption and emission simulations. This set of tip geometries represents the ge-

ometric evolution of an atom probe specimen evaporating during an APT experiment.

By performing FDTD simulations at di�erent stages of the specimen's geometric devel-

opment, the measured PL-signal intensity can be simulated for di�erent tip geometries

between the onset of the specimen's �eld evaporation and its end. The progression of

the evaporation front is described by the depth-of-analysis d (see Fig. 2.15a). For the

(Mg,Zn)O system (Section 2.1.1) d describes the distance between the current tip's apex

and the QW, which can be found embedded inside the specimen.

A high value of d corresponds to an early evaporation state, while a value of d → 0

indicates that the evaporation front closes in on the QW. d = 0 �nally indicates, that

the QW has been completely evaporated. d < 0 indicates, that the evaporation front has

already penetrated beyond the QW in depth. For the (In,Ga)N system (Section 2.1.2)

d = 0 describes the �nal evaporation state, before the end of the experiment, while higher

values of d describe earlier evaporation stages of the specimen.

For the FDTD simulations an idealized geometry of an APT specimen was de�ned.

The main purpose of this idealized geometry is that it should be easily modi�able, so that

the di�erent evaporation stages, which the APT specimen undergoes during its geomet-

rical development can be easily represented in the simulation space. Also it is convenient

to keep the number of parameters, which describe the idealized specimen minimal, in

order to avoid a redunantly complex description of the specimen. The specimen geome-

try is introduced into the simulation space as solid of revolution. This is possible since

the tip shaped has a rotational symetry around the tip main (x) axis. The specimen

itself is described as the solid of revolution which originates from revolving the silhouette

function (s̃(r)) around the x−axis.
Fig. 2.18 shows a shematic of the generalized tip geometry. The parameters describing

the specimen geometry are the top radius of curvature (r0), the top radius (rt), the taper

angle (τ), the depth of analysis (d) and the top sphere segment height (δt).

Since the specimen is rotationally symetrical around the x-axis, it can be completely
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Figure 2.18: Schematic geometry of the idealized tip shape.

described by its silhouette s̃(r) along the r-axis (r =
√
y2 + z2). The main quantity

used to describe the specimens �eld evaporation is the apex radius of curvature r0. This

radius of curvature (r0) and the cone-top-radius (rt) are considered to be proportional

to each other (with β = 1.4):

r0 = β · rt (2.4)

This relationship describes a discontinuity of the silhouette's slope, where the top sphere

segment touches the linear backbone of the specimen.

The third quantity, which characterizes the tip's geometry is the taper angle (τ). Since

the depth of analysis (d) is the means by which the evaporation progress is measured, a

relation between the radius of curvature and the depth of analysis needs to be formulated.

The height of the top sphere segment (δt) can be estimated using simple trigonometry:

r20 = r2t + (r0 − δt)2 ⇒ δt = r0 ·
(
1−

√
1− 1/β2

)
(2.5)

For r ≥ rt, the silhouette (s̃(r)) can be de�ned by its slope (given by the taper angle τ):
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ds̃(r)
dr

= −cot(τ) ⇒ s̃(r) = −cot(τ) · r +K1, for: r ≥ rt (2.6)

The silhouette is also de�ned, so that the position of the QW corresponds to x = 0. The

cone-top-radius can thus be associated with the depth of analysis, giving us the unknown

constant K1:

s̃(r = rt) = d− δt = −cot(τ) · rt +K1 ⇒ K1 = d− δt+ rt · cot(τ) (2.7)

For r ≤ rt, the silhouette is de�ned as a circle's segment. This circle is centered around

x0 = d− r0 and has the radius r0. Thus the silhouette can be de�ned for all values of r:

s̃(r) =


− cot(τ) · (r − rt) + d− δt for: r ≥ rt

r0 ·

√
1− r2

r20
+ d− r0 for: r ≤ rt

(2.8)

The tip geometry described in Eq. (2.8) is de�ned inside of the Lumerical software's

FDTD solver. In this geometry, there is a direct connection between the radius of cur-

vature r0 and the depth of analysis (d) as well.

The progressing �eld evaporation leads to a reduction of the simulated geometry's

depth of analysis d as well as an increase of its radius of curvature r0. Consider two

geometric states of the specimen at the same radial coordinate, which itself corresponds

to a x-coordinate at a large distance from the evaporation front (r > rt). Since the

interesting radial coordinate is far away from the evaporation front for both evaporation

states, its corresponding x-coordinate will also be the same:

s̃(r, d = d1, r0 = r1) = s̃(r, d = d2, r0 = r2)

− cot(τ) · (r − r1/β) + d1 − δt(r1) = −cot(τ) · (r − r2/β) + d2 − δt(r2)

d2 − d1 = (r2 − r1)

(
1−

√
1− 1/β2 − cot(τ)

β

) (2.9)

By considering the di�erence between r1 and r2 (and thus also d1 and d2) to be incre-

mental the di�erential relation between r0 and d can be expressed as:

∆d

∆r0
= 1−

√
1− 1/β2 − cot(τ)

β
(2.10)

With the tip original radius of curvature r′0 and the original depth of analysis d0 known,
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the radius of curvature of a later stage of �eld evaporation r0 can be expressed as a

function of the depth of analysis:

r0 =
∆r0
∆d

· (d− d0) + r′0 =

(
1−

√
1− 1/β2 − cot(τ)

β

)−1

· (d− d0) + r′0 (2.11)

Using Eq. (2.11) r0 and rt can be eliminated from Eq. (2.8), allowing to characterize the

tip's geometry only by the depth of analysis d.

In the context of the FDTD simulations of the ZnO/(Mg,Zn)O, the parameters de�n-

ing the geometry of the specimen change with the tip's progressing �eld evaporation. The

depth of analysis starts at a value of d = 120 nm and goes against d = 0 nm once the QW

is getting close to be fully �eld evaporated. The radii of curvature start at r0 = 40 nm

for early evaporation states and reach r0 = 140 nm for the later evaporation states of the

specimen. Both the taper angle τ = 25◦ and the ratio between the radius of curvature

and the top radius β = 1.4 are considered to be static values and do not change during

the simulation of the progressing �eld evaporation of the specimen.

The tip de�ned in this section serves as a subject for the following FDTD investiga-

tions. In order to simulate the dependence of the detected PL-signal on the tip's geomet-

ric evolution during its �eld evaporation, the development of the generated amount of

charge carriers as well as the development of the detection e�ciency need to be studied.

In the following sections, the tip laser-Absorption behavior (Section 2.3.4), as well as the

distribution of its PL emission (Section 2.3.5) is being studied for di�erent tip geometries.

These geometries serve to describe the evolution of the �eld evaporating APT-tip.

2.3.3 Dielectric Function and Optical modulations

With the silhouette of the specimen well de�ned, the dielectric function of the material

�lling it needs to be de�ned. The fashion of how the dielectric properties of the analysed

specimen is characterized is presented in depth in Weikum et al. (2023). The text and

the illustrations of this section is the same as the text presented in the section �2.C.4.

Modulation of the Optical Properties� of this previously published work.

A specimen, which is mounted in an APT set-up can be expected to show modi�ed op-

tical properties, when compared with bulk material. These modulated optical properties

are caused by the preparation route via focused-ion-beam (FIB) milling or by the high

electric �eld, which is being applied to the specimen in APT. While the FIB milling can

be expected to cause the specimen's initial surface to be amorphized (Vella et al. (2018)

Bogdanowicz et al. (2018)), the high electric �elds, which penetrate the APT-specimen
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can be expected to drastically change the electronic properties of the material, which is

close to the tip apex Silaeva et al. (2014). The results of the optically modulated tip's

properties are being compared to the case of unmodulated properties (Non-Degenerate

Surface Section 2.3.3.1).

When the APT analysis starts, the sample has an amorphous surface of about ten

nanometers due to the FIB milling. After the �eld-evaporation of the amorphous surface

layer, the analysed surface is crystalline and the static electric �eld, which is surrounding

the sample, penetrates inside the sample on a few tens of nanometers. This huge electric

�eld creates a high density of free carriers (holes) at the surface and induces a drastic

reduction of the band-gap of the material. These two e�ects are combined and happen

at the same time but they will be described separately in the following.

The Non-Degenerate Surface simulation assumes the tip's surface and apex to have

the same optical properties as bulk material, which represents the disregard of any surface

amorphization or �eld-related optical modulation e�ects. The simulations of the opti-

cally modi�ed specimen (Amorphized Tip's Surface, Free Hole Apex, Perfectly Re�ective

Apex) also consider the specimen to have the same optical properties as introduced into

the Non-Degenerate Surface simulation, with the exception of the regions, which are

considered to be optically modulated (Fig. 2.19). The real (η) and imaginary (κ) part

of the refractive index, which is used to simulate the optical properties of the respective

regions is shown in Table 2.1.

Table 2.1: The di�erent simulated materials' complex refractive index (n = η + iκ) and
absorption coe�cient (α). The excitation wavelength (270 nm) describes the absorption,
while the response (365 nm) describes the specimen's emission properties.

λ 270 nm 365 nm

n = η + iκ η κ α[µm−1] η κ α[µm−1]

ZnO 1.89 0.52 24.2 2.41 0.56 19.3
(Mg,Zn)O 1.97 0.53 24.7 2.12 0.07 2.4

Amorphized Tip's Surface 2.00 0.28 13.0 2.00 0.02 0.7

Free Hole Apex 1.85 0.62 28.9 1.91 0.20 6.9
Perfectly Re�ective Apex 1.00 105 5 · 10 6 1.00 105 3 · 10 6
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2.3.3.1 Non-Degenerate Surface

In order to obtain the dielectric function of (Mg,Zn)O the optical constants of ZnO

(Fig. 2.1,Yoshikawa and Adachi (1997)) were shifted by the di�erence between the PL

energy of (Mg,Zn)O and ZnO (0.55 eV) (Fig. 2.5, Dalapati et al. (2021)). For the purpose

of the treatment of the light's propagation by the FDTD solver, both QW#1 and QW#2

are considered to have the same dielectric function as bulk ZnO. The most signi�cant

di�erence in the optical behavior of ZnO and (Mg,Zn)O, is that the (Mg,Zn)O phase

shows a much lower imaginary part of the refractive index for the wavelength of the PL

emission (365 nm). This implies, that the PL emitted from the QW can pass through

the surrounding (Mg,Zn)O-phase without any major absorption losses.

2.3.3.2 Amorphized Tip's Surface

In order to simulate the e�ect of the amorphized surface (Fig. 2.19-(a)) on the tip spec-

imen, the absorption coe�cient of amorphous ZnO was estimated �rst. By utilizing

transmission spectroscopy data of amorphous thin �lm ZnO samples Zawadzka et al.

(2014), the absorption coe�cient can be estimated. The interference fringes below the

absorption edge suggest the real part of the refractive index η to take values of roughly

2 (Zawadzka et al. (2014)). By assuming that the above band gap loss in transmittance

mostly stems from light absorption (the re�ectivity is assumed not to signi�cantly change

when compared to below band gap re�ectivity), the absorption coe�cient of ZnO can

easily be estimated for di�erent wavelengths. By blue-shifting the values obtained for

the refractive index of ZnO by 0.55 eV, the refractive index of amorphous (Mg,Zn)O is

estimated. This rough approximation allows to obtain the values for κ and thus for the

absorption coe�cient (α).

The amorphization is FIB-preparation induced and the progressing �eld evaporation

of the tip creates an amorphous surface. By removing portions of the FIB-amorphized

surface for a progressing evaporation front within the FDTD-calculations, its develop-

ment during the specimen's �eld evaporation is taken into account (Fig. 2.19-(b)).

Here and for the following models, we chose modi�ed layers with thickness of 12 nm.

The choice is motivated by the fact that the adaptive mesh of our emission simulations

takes values of roughly 6 nm close to the QW1. However, this value is also close the

typical amorphization depth due to Ga ions and to the over which free charges build up

Silaeva et al. (2014).
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Figure 2.19: The amorphized surface (shown in green) of the simulated geometry before
any evaporation takes place (d = 120 nm) and b) after some of the specimen has been
evaporated. The amorphized surface is being evaporated during the tip's evaporation as
well. It is assumed, that the FIB-beam amorphizes the specimen surface up to a depth
of 12 nm. c) The electrostatically modi�ed apex (shown in magenta) of the simulated
geometry in an early evaporation and d) a later evaporation stage. The electric �eld
is assumed to penetrate up to a depth of 12 nm. The electrostatically modi�ed zone is
considered move along together with the progressing evaporation front.

2.3.3.3 Free Hole Apex

To describe the modulation of the specimen's optical properties by electric �eld e�ects,

the optical properties of the tip apex are being modi�ed for the performed FDTD simula-

tions (Fig. 2.19-(c)). Since the electric �eld penetrates the tip apex for every evaporation

stage, the region of the modulated optical properties does not shrink during the tip's �eld

evaporation, but instead moves together with the increasing depth of analysis (Fig. 2.19-

(d)).

Considering that the free holes induced by the electric �eld accumulate close to the

specimen apex, their e�ect on the specimen optical properties can be described as a

modulation of the (Mg,Zn)O barrier material's dielectric function:

ϵApex(ω) = ϵMgZnO(ω)−
1

ω2 + iω/τ
· e2p

ϵ0ϵrm
(2.12)

where τ is the electron motion's damping time, p is the hole concentration, ϵr = 8.5 is

the electric permittivity of the material and m is the holes' e�ective mass. By de�ning

the optical properties of a region close to the specimen apex (Fig. 2.19-(c,d)) with the

free carrier model (Eq. (2.12)) in Lumerical's FDTD solver, we were able to study the

e�ect of such modi�ed surface properties on the absorption and emission behavior. In
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simulation space, the modi�ed region has a thickness of up to 12 nm at the tip's center

and becomes thinner close to the edges of the spherical portion of the tip. By considering

this region to be present for every simulated tip geometry, the carrier accumulation close

to the apex is taken into consideration for the FDTD-simulations. For the e�ective mass

of holes in (Mg,Zn)O, the value for ZnO was taken (m = 0.59 m0) Reynolds et al. (1996),

the carrier damping time τ = µ·m
e = 3.4 · 10−16 s was estimated from a hole mobility of

µ =1 cm2

V·s Ozgur et al. (2005). For the hole concentration p a value of 5 · 1022 cm−3 was

chosen, which is one order of magnitude higher than reported in Silaeva et al. (2014).

Eq. (2.12) shows that the modulation of the dielectric function is proportional to the

density of the free charge carriers. If the over-estimation of the charge carrier density

doesn't cause any major changes in the absorption-weighted yield behavior, the e�ect of

a more realistic (and thus lower) concentration of accumulated free charge carriers close

to the tip apex on the specimen PL emission properties is not signi�cant either.

2.3.3.4 Perfectly Re�ective Apex

Since the holes, which accumulate close to the specimen apex, exist inside of a potential

sink, additional resonances of the surface holes can be expected to arise. Also the high

electric �eld close to the apex has been shown to lead to a drastic reduction of the band

gap (Silaeva et al. (2014)). The Free Hole Model does not consider these additional

resonances.

In order to account for the e�ects introducing stronger resonances at the apex sur-

face, a hypothetical modulation of the optical properties of the tip apex was taken into

consideration. By choosing a high value for the imaginary part of the refractive index

n = η + iκ, a perfectly re�ective top apex is introduced. The same geometry as for the

Free Hole Apex has also been used for the simulation of this Perfectly Re�ective Apex

model (Fig. 2.19-(c) and Fig. 2.19-(d)). At the interface between vacuum (nv = 1) and

the Perfectly Re�ective Apex (nP = 1 + 105i) the fraction of light, which is not being

re�ected (1−R) amounts to 4 · 10−10 at normal incidence:

R =

∣∣∣∣nP − nv
nP + nv

∣∣∣∣2 = 1− 4 · 10−10 ≈ 1 (2.13)

Thus almost the entirety of the light hitting the Perfectly Re�ective Apex is being re-

�ected right at this interface. The optical properties of the Perfectly Re�ective Apex

serve to simulate a top layer, which is characterized by extremely strong resonances with

both the exciting laser pulse and the emitted PL signal.
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2.3.4 fs-Laser-Absorption and PL-Emission Intensity

In the context of the PAP, the fs-laser pulse both serves as a trigger for the �eld evapo-

ration of surface ions and as a photoexcitation of the system's charge carriers. Since the

absorption of the laser's radiation (270 nm), by the specimen represents an interband

excitation for all phases present in the (Mg,Zn)O system, the relaxation of these excited

charge carriers into the valence band causes the PL-emission. In the linear optical regime,

the intensity of the PL, which is emitted from the specimen is proportional to the amount

of the laser-generated photocarriers. Thus the laser intensity, which is being absorbed

by the specimen can be considered to be proportional to the intensity of its PL response.

This paragraph describes the simulation basis and the procedure for the evaluation

of the QW's fs-laser pulse absorption as a function of the specimen's �eld evaporation

progress. By performing FDTD simulations, the QW's absorption strength is estimated.

This is done by evaluating the value of the laser-induced electric and magnetic �eld inside

of the QW for a set of tip geometries, which mimic the specimen's geometric development

due to its �eld evaporation (Section 2.3.2).

A screenshot of how the simulation space is set-up inside of the Lumerical's FDTD

solver is shown in Fig. 2.20. This set of simulations was performed in a simulation

volume measuring 4.0µm × 4.0µm × 1.8µm. The short side of this volume (1.8µm) is

the z-axis, along which a light source injects its energy into the system. The light

source itself has a center wavelength of 350 nm and a spectral width of 350 nm. While

this simulated laser pulse does not describe the actual laser pulse's behavior in time

domain, this con�guration still gives a high intensity at the wavelength of the exciting

laser pulse, which has a wavelength of 270 nm (4.6 eV). After a Fourier transformation

of the simulated results (in time domain), the system's optical response to the desired

wavelength is extracted. The bene�t of simulating a source element, which has a larger

spectral width than the actual source is, that its pulse length is reduced in time domaine,

which reduces the required simulation time. The light source representing the laser, which

was introduced into the simulated space is a plane wave propagating along the z-direction

and is π-polarized, with respect to the tip's main axis (
#»

E||x).
Inside of the simulation volume, a mesh volume of the size 1.5µm × 1.5µm × 1.5µm

is de�ned. Both the simulation volume and the mesh volume are centered around the

middle of the PL-emitting QW. Inside of this mesh volume, the detector space was set-up.

In Lumerical's FDTD solver, the monitor element serves as a way to de�ne at which

points of the spatial grid the simulated data are saved in order to be made available for

post processing and data analysis. Two monitor of the same size were added into the
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Figure 2.20: Screenshot of the simulation
space of the FTDT simulation. The grey
object which lays over the other objects is
an etching mask.

Figure 2.21: Edited screenshot of the sim-
ulation space. The etching mask is re-
placed by introducing its e�ect (the re-
move of all material overlapping with it)
into the image.

mesh volume. An index monitor and a �eld monitor cover the same volume (950nm ×
300nm× 300nm), which is set-up in the proximity of the QW. Their output contains the

refractive index and the electric �eld strength, at any mesh points inside of the monitor

volume, as well as the position of the individual mesh points in their shared volume.

Additionally a movie monitor was added into the simulation space. This monitor

visualizes the value of the electric �eld as it is generated by the simulated pulse. The ex-

ported video �le shows the development of the electric �eld as a function of the simulated

pulse's propagation time.

Adaptive meshing was used in order to perform these simulations and the spacing of

the meshpoints is of the order of 3 nm for every simulation and for the entirety of the

monitor space.

The simulation takes into account the specimen's geometry and its dielectric proper-
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ties as described in Section 2.3.2. A screenshot of the geometry, as it is implemented in

Lumerical is shown in Fig. 2.20. While the screenshot does not give a clear description

of the actually simulated geometry, it helps understanding how the geometry is imple-

mented in the software. The grey haze, which lies above the specimen represents a hollow

cylinder and covers parts of the cone-like specimen shape (see: Section 2.3.2). This hol-

low cylinder represents an etching mask in the context of Lumerical's FDTD solver. As

such, it overrides the dielectric function of all the other material, which is covered by

it with the dielectric function of vacuum. The hollow cylinder has an inner radius of

100 nm and straightforwardly, the material outside of its inner diameter is considered

to be �etched� by the program giving it the frequency independent optical properties of

vacuum (n = 1, k = 0). The result is a cone-like specimen, which is cut-o� at a radius of

100 nm Fig. 2.21.

The monitor data obtained from the FDTD simulations allow access to the electric

�eld vector
#»

E( #»r j) as well as the dielectric function ϵ ( #»rj) at any grid point's position

( #»r j) in the simulated space. From the spatially resolved electric �eld, the amount of

absorbed power can be calculated at every Yee cell position ( #»r j):

P ( #»rj) =
1

2
ω
∣∣∣ #»

E ( #»rj)
∣∣∣2 · Im (ϵ ( #»rj)) (2.14)

This amount of absorbed power can be integrated over the area (dA) of the QW's cross

section in order to obtain a measure of the total amount of light, which is absorbed by

the QW. Since the simulation space is discretized in the context of the FDTD simulation,

this integral can be transformed into a sum. Due to the discretisation of space, there are

no grid points at the center of the QW's plane. In order to gain access to the electric

�eld vector
#»

E at the center of the QW, its values are being interpolated at regular grid

positions (
#»
r̃j). These positions have a regular spacing of ã = 1.4 nm. By inserting the

interpolated electric �eld values into Eq. (2.14), the absorbed power at these interpolated

positions can be calculated. By summing over all these interpolated grid positions, the

total amount of energy absorbed by the QW can be obtained:

Ã =

∫
QW

P ( #»r ) dA ≈
∑

j∈QW

ã2

2
ω
∣∣∣ #»

E(
#»
r̃j)
∣∣∣ · Im(ϵ( #»

r̃j)
)

(2.15)

By performing the above mentioned absorption simulation on the de�ned set of tip ge-

ometries, the development of the PL intensity emitted from the QW, as a function of the

developing tip geometry is calculated. The absorbed power Ã is calculated for every tip

geometry i.
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The maximum value of these absorbed laser-powers max
(
Ã(i)

)
is calculated. Divid-

ing every geometry's absorbed power by the power absorbed by the geometry, which has

shown the strongest absorption gives the relative absorbed power A(i) = Ã(i)

max(Ã(i))
, which

is calculated for every simulated geometry (i). By doing this, the relative development

of the emitted PL power is calculated in order to estimate the development of the QW's

PL emission strenght during the �eld evaporation of the specimen.

2.3.5 PL-Emission Distribution

The relaxation of the excited photocarriers causes the system's PL response. While the

total strength of the PL emission is calculated according to Section 2.3.4, the development

of the tip geometry is also expected to change the distribution of the emitted PL signal.

This is important in the context of our analysis, because the PL detection system used

in the PAP has a small �eld of view. With a small �eld of view, a minor change in the

spatial distribution of the emitted energy can already su�ce to signi�cantly change the

detected intensity.

The APT specimen analysed by the PAP has spatial dimensions in the order of the

wavelength of the PL response (365 nm), and undergoes a removal of volume on similar

lengthscales due to its �eld evaporation. Such a removal of matter close to the apex can

be expected to also modify the distribution of the emitted PL-power, by modifying the

propagation properties of the PL, which passes through the specimen and towards the

detector.

Because the geometric evolution of the specimen in�uences the spatial distribution of

the QW's far-�eld PL emission, the fraction of the emitted PL which is being caught by

the PL-spectrometer's �eld of view is also dependent on the tip's evaporation progress.

This fraction of the QW-emitted PL signal, which is being caught by the PL-detection

system's �eld of view is refered to as the QW PL yield (f).

In order to obtain information on the development of the QW PL yield during the

APT tip's �eld evaporation, a series of FDTD simulations was performed on the same

set of tip geometries, on which the laser-absorption simulations were already performed

in Section 2.3.4.

A screenshot of the simulation space within the FDTD solver of the Lumerical soft-

ware package is shown in Fig. 2.23. The emission simulations are performed on a sim-

ulation volume of (5.2 µm×5.2 µm×5.2 µm), which is centered at the QW. In order

to investigate the propagation behavior of the PL signal emitted by the specimen, an

electric dipole antenna source is placed in the center of the QW. This dipole source emits
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light in a wavelength range from 0.2 µm to 1 µm and gives a strong signal at the PL

emission's experimentally obtained wavelength of 365 nm (3.4 eV).

The orientation of the dipole emission source is not as straightforward as was the

polarization of the plane-wave, which was used to describe the laser pulse discussed in

the previous section Section 2.3.4. While the exciting laser's has a polarisation which is

well de�ned by the polarizer utilized for the power regulation (4. in Fig. 2.13 a)), the

emitted PL is simulated utilizing a di�erent source of the Lumerical software package,

which is a dipole emitter instead of plane wave. Since the polarization of the emitted

PL is generally unknown, multiple dipole emission sources with di�erent orientations are

used for the FDTD simulations.

In order to take this lack of information into consideration the FDTD simulations

were performed on selected dipole orientations. A comparison of the simulation results

obtained considering the di�erently oriented dipole orientations with the experimentally

observed behavior allows an evaluation about what orientation best describes the exper-

imentally observed behavior (Weikum et al. (2023)). Additional polarisation resolved

PL-experiments in the context of the PAP instrumentation allow to gain additional in-

sights concerning the specimen's PL emission behavior (Dalapati et al. (2022)) and is

described in Section 2.3.8.

The simulated APT tip which is used for studying the far-�eld distribution of the

PL signal, which is emitted from the QW is being investigated for emission along three

di�erent perpendicular axes. For each of these three di�erent emission dipole orientations,

a separate series of simulations is performed on the whole set of de�ned geometries. This

allows to study the e�ect of the tip's �eld evaporation on the PL emission behavior of

di�erently oriented dipoles. The three dipoles which were selected for the simulation of

the specimens far-�eld PL distribution are oriented along three di�erent perpendicular

axes (Fig. 2.22):

� the tip's main axis (x)

� the optical axis (z)

� the y axis perpendicular to both of these ( #»ey = #»ex × #»ez)

Fig. 2.23 shows a x-oriented dipole source placed in the system's simulation space.

Inside of the previously mentioned FDTD volume (5.2 µm×5.2 µm×5.2 µm), a mesh

stretching over a volume of (5.0 µm×5.0 µm×5.0 µm) was introduced. The mesh volume

is (like the FDTD volume) centered at the QW.
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Figure 2.22: The PAP set up and the corresponding axes orientations. The tip's main
axis (x) also describes the average trajectory of the emitted ions. The optical axis (z) is
used to guide the exciting laser pulse to the sample and to collect the PL emission. The
y-axis is perpendicular to both previously mentioned axes. (Weikum et al. (2023))

On the edges of this de�ned mesh, two-dimensional �eld monitors are placed. These

record both the electric and magnetic �eld in order to quantify the energy �ow through

them. In order to calculate the out�ux of PL intensity into every direction a total of six

�eld monitors form a box around the PL-emitting QW. These detector elements fully

encase the simulated specimen and thus allow obtaining electric and magnetic �eld at

every mesh point on the edges of the mesh. By only recording the �elds close to the

edges of the simulation space (instead of the whole simulation space) the RAM required

to perform the simulation is drastically reduced.

The simulation mesh (
#»

x̃i = (xi, yi, zi)), which was used for this set of simulations is an

adaptive mesh (e.g. it is procedurally generated for every simulated geometry) and not a

regular mesh. It gives a high spatial resolution to more geometrically delicate portions of

the simulated specimen. Since the adaptive mesh is separately calculated for every tip's

geometry, the grid points where the �elds are being recorded are slightly di�erent and

thus the output from the electric and magnetic �eld monitors is not directly comparable

for di�erent simulated tip geometries.

In order to study the development of the specimen's far �eld PL emission during its

�eld evaporation, a comparison of the PL signal emitted from the di�erent geometries
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Figure 2.23: Edited screenshot of the de�ned space for the FDTD emission simulations.
Like in Fig. 2.21, the etching mask was removed from the picture in order to obtain a
better idea of the tip geometry.

representing the evaporation process is necessary. The dipole emission source which

describes the QW originates at the origin of the cartesian coordinate system (0,0,0). All

six �eld monitor planes have the same distance from this point. To allow a comparison

of the PL signal emitted from the di�erent tip geometries, an interpolation routine was

used. For the study of the far �eld PL emission distribution, the grid generated for

interpolation
#»

r̃i = (ri, ϕi, θi) is de�ned in spherical coordinates:

θi =arcos

(
xi

|
#»

x̃i|

)

ϕi =sign(yi) · arcos

 zi√
y2i + z2i


ri =|

#»

x̃i|

(2.16)

Utilizing Eq. (2.16), the cartesian coordinates (
#»

x̃i) of the detectors' grid points are

transformed into the spherical coordinate system (
#»

r̃i). Since every single simulation was

performed on a separate simulation grid, the detectors' coordinates
#»

x̃i (and thus also
#»

r̃i)

di�er slightly between the di�erent performed calculations.

An interpolation of the electric and magnetic �eld values at the original grid positions

transformed to spherical coordinates characterized by i (
#»

E(
#»

r̃i) and
#»

H(
#»

r̃i)) is performed
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onto the regular grid in spherical coordinates characterized by j (providing
#»

E(
#»

r̃j) and
#»

H(
#»

r̃j)). Since the transformed grid points
#»

r̃j are the same for every simulated tip ge-

ometry, the knowledge of
#»

E(
#»

r̃j) and
#»

H(
#»

r̃j) allows to compare the power of the emitted

PL into the direction
#»

r̃j for di�erent evaporation stages of the tip. This means that it is

possible to directly compare the far �eld distribution of the emitted PL intensity.

These new grid's points ( #»rj) are regular in ϕ and θ (with a spacing of 1◦) and the

plane which contains them has the same distance from the PL emitting QW as the

original grid's (
#»

r̃i) detector planes. On the new grid #»rj the electric and magnetic �eld

values (
#»

E(
#»

r̃j) and
#»

H(
#»

r̃j)) are interpolated from the �eld values at the positions of the

spherically transformed monitor point positions (
#»

r̃i).

From the electric and magnetic �eld vector, which are recorded by these monitor

elements, the out�ux of power is measured by calculating the Poynting vector at the grid

points ( #»rj):

#»

P̃ ( #»rj) =
#»

E( #»rj)×
#»

H∗( #»rj) (2.17)

The norm of the Poynting vector's real part |Re(
#»

P̃ )| describes the amount of power

passing through a grid point, while its normalized vector Re(
#»

P̃ )

|Re(
#»

P̃ )|
describes the direction

of the �ow.

Consider a point source, which emits light into every direction. The energy, which

�ows to every sphere with radius r around the point source is the same. Thus density

of the energy �ux I(r) through all these spheres is given by the total amount of emitted

energy Ĩo and the surface area of the sphere 4πr2:

I(r) =
Ĩo

4πr2
(2.18)

Since the detector elements in the FDTD solver are located at a high distance (2.5 µm

distance from the emission source), compared to the emission's wavelength of 365 nm, the

emitted signal is considered to show only far-�eld e�ects at the position of the detector

elements. For the calculation of the spatial distribution of the emitted power, it has to

be taken into consideration that di�erent points of the planar detector elements have

di�erent distances from the source of the PL emission (the QW). This is performed by

utilizing the relation Eq. (2.18) in order to transform the calculated Poynting vector
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#»

P̃ ( #»rj) (Eq. (2.17)) into the normalized Poynting vector
#»

P (θ, ϕ):

#»

P (θ, ϕ) =

#»

P̃ ( #»rj)

4π #»rj2
=

#»

E( #»rj)×
#»

H∗( #»rj)

4π #»rj2
(2.19)

This equation takes into account, that di�erent regular grid points #»rj have di�erent

distances from the simulated PL source. This has to be taken into consideration in order

to represent the emitted power in a spherical coordiate system instead of the Cartesian

coordinate system. After this transformation Eq. (2.19), the power of the simulated

PL emission can be represented as a function of just the two angles (ϕ and θ) of the

spherical coordinate system. This representation gives the spatial distribution of the far

�eld emission power of the specimen's PL signal.

Each grid element ( #»rj) in spherical coordinates represents a solid angle (Ω) increment.

The corresponding Poynting vector gives the transmitted power (P̃ ) per solid angle in-

crement of the grid P̃
dΩ . In the regular grid with spherical coordinates, the di�erent grid

points represent di�erent solid angles, where each of these grid points with a given θ and

ϕ represents a solid angle increment:

dΩ = sin θ · dθ · dϕ (2.20)

where dθ and dϕ represent the grid spacing (1◦ in our case).

By evaluating Eq. (2.17), the �ow of power P̃ from the PL-emitting QW through the

detector the solid angle increment characterized by θ and ϕ is quanti�ed:

P̃ (θ, ϕ) =
1

2
Re
(

#»

P (θ, ϕ)
)
·

#»rj
| #»rj |

· dΩ

=
1

2
Re
(

#»

P (θ, ϕ)
)
·

#»rj
| #»rj |

· sin θ · dθdϕ
(2.21)

Eq. (2.21) allows to represent the emitted power as a function of the two spherical

angles θ and ϕ. This representation allows to visualize the QW's far �eld PL emission in

the form of a heat map where the emitted power P̃ is colorcoded against the two angles

θ and ϕ. An example of such an emission map is shown in Fig. 2.24. The emission maps

give direct information about the amount of energy, which is being emitted into di�erent

directions.

The most instrumentally relevant portion of emitted PL-radiation is the fraction of

PL, which is being directed towards the hemispherical mirror. Since it is the only portion

of the emitted PL radiation, which falls into the �eld of view of the PL-detection set-
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Figure 2.24: An example of an emission map. The emitted power is shown as a function
of the direction of the emission (see Fig. 2.22). The black circle in the center of the
emission map represents the PL detection system's �eld of view.

up, it is also the only radiation, that can be detected by the PL-spectrometer. In the

emission maps, this portion of space is marked by a black circle in the center of the graph

(see: Fig. 2.24). By integrating over the power P̃ , which falls into the PL-spectrometer's

�eld of view, the amount of detectable power (from a purely geometric standpoint) is

estimated. The fraction of the total PL power, which is geometrically detectable is refered

to as the emission yield. In the following section, a geometric estimation of the PAP's

PL-detection set-up's �eld of view is presented.

2.3.6 The PL-spectrometer's Field of View

The PAP allows the user to analyse the PL which is emitted from a �eld emitter tip

utilizing a spectrometer. Only a small portion of the emitted PL falls into the �eld of

view of the detection set-up. A spherical mirror with a focal length l =2.5 cm (Fig. 2.25)

is utilized in order to focalize the laser excitation on the specimen. The same spherical

mirror is used to collect the specimen's PL emission and to guide it into the PL spec-

trometer, which lies on the optical axis (z-axis). Assuming that all optical beams are

perfectly collimated after being re�ected by the spherical mirror, the �eld of view of the
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optical
axis

l

α
b

ApertureMirror

Figure 2.25: Geometry of the optical path. The periscope, which constitutes the smallest
aperture of the set up is in fact much further away from the mirror than the atom probe
tip is. Only those beams which have a lower emission angle α, than the critical angle αc

are able to pass through the aperture.

PL set up is given by the smallest aperture in the optical path between the spherical

mirror and the lens which feeds the beam into the monochromator.

This smallest aperture in the optical beam path is given by a periscope and has a

value of b =1.8 cm. Thus the critical angle of emission αc can be easily calculated using

trigonometry (see Fig. 2.25):

tan(αc) =
b/2

l
⇒ αc = tan−1

(
b/2

l

)
= 20◦ (2.22)

The critical angle of emission, is the angle of the beam emitted from the sample, which

is the most o� the optical axis and still being caught by the PL set up. From this critical

angle an angular aperture of 40◦ and a numerical aperture of 0.34 can be calculated.

A �rst estimate of what fraction of the emitted PL can be expected to be caught by

the detection system can be made utilizing the detection system's solid angle (Ω), which

can be calculated using the critical emission angle αc:

Ω =

∫ 2π

0

∫ +αc

0
sin θ dθdϕ = 2π ·

∫ +αc

0
sin θ dθ = 2π · (1− cosαc) ≈ 0.38 (2.23)

The fraction of the space surrounding the QW which is covered by the PL-detection
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system's �eld of view gives a �rst estimate of the expected PL emission's yield f . By

dividing the �eld of view's solid angle by the total solid angle (4π) this fraction can be

calculated:

f ≈ Ω

4π
≈ 3% (2.24)

Eq. (2.24) gives an estimation of the PL detection system's yield when considering an

isotropically emitting point source, which is located inside of a completely homogeneous

non-absorbing medium.

In reality, the dipoles, which give rise to the PL emission (electron-hole pairs) oscillate

along a certain direction, perpendicular to which the majority of the power is being

emitted. Thus, di�erent dipole orientations will lead to di�erent distributions of the

emitted radiation. Also the specimen's geometry will have a signi�cant in�uence on the

way the emitted PL propagates. The rough estimate shown in Eq. (2.24) only serves to

give a general idea about the fraction of emitted PL intensity, which is expected to be

detected.

In order to obtain the total fraction of emitted light, which is being caught inside of the

PL detection system's �eld of view, the scalar product of the normalized Poynting vector's

real part Re(
#»

P )(θ, ϕ) and the corresponding unit vector
#»r0(θ, ϕ) = (cos(θ), sin(θ) · sin(ϕ), sin(θ) · cos(ϕ)) is calculated. With these values known

the fraction of light falling into the PL detection system's �eld of view can be calculated:

f =

2π

∫ +αc

0
Re(

#»

P )(θ, ϕ) · #»r0(θ, ϕ) sin θ dθ

2π

∫ +π

0
Re(

#»

P )(θ, ϕ) · #»r0(θ, ϕ) sin θ dθ

(2.25)

The Poynting vectors are available on a regular θ, ϕ-grid (see Eq. (2.19)). Using the

�ow of power passing through every dϕdθ-increment (P̃ (θ, ϕ)) (Eq. (2.21)) the integrals

in Eq. (2.26) can be reformulated to sums. Dividing the power �ow which falls into the

PL spectrometer's �eld of view (FoV) by the total out�ow of power delivers the fraction

of detected PL:
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f ≈

∑
∀(ϕ,θ)∈FoV

P̃ (θ, ϕ)

∑
∀(ϕ,θ)

P̃ (θ, ϕ)
(2.26)

Using Eq. (2.26) the geometric yield f is calculated from the monitor data extracted

from the FDTD simulations.

2.3.7 The Absorption-Weighted Yield

Combining the laser-absorption behavior and the PL-emission distribution allows to de-

scribe the behavior of the detected PL intensity as a function of the tip's geometric

evolution during its �eld evaporation. This is performed by introducing the absorption

weighted yield Fl for a speci�c tip geometry l.

The relative absorption Al (Section 2.3.4), which describes the absorption of the ex-

citing laser pulse at the QW's position is calculated. This quantity allows to estimate

the development of the concentration of generated photocarriers for the di�erent evapo-

ration states of the tip,which can be considered to be proportional to the resulting PL

signal. By comparing the Al values for di�erent evaporation progresses their relative PL

intensity can be estimated.

The geometric yield fl (Section 2.3.5) on the other hand describes the fraction of

PL, which falls into the detection system's �eld of view. This quantity also depends

on the simulated tip geometry l. By comparing the fl-values of di�erent simulated tip

geometries, the development of the detection system's detection e�ciency can be analysed

as a function of the specimen's evaporation progress.

Combining these two quantities (Al and fl) allows to represent the development of the

detected PL intensity theoretically. The detected PL signal is proportional to both the

emitted PL intensity and to the geometric yield. Thus a quantity, which is supposed to

explain the behavior of the experimentally observed PL-intensity during the specimen's

�eld evaporation also has to be proportional to both Al and fl. The absorption weighted

yield Fl is de�ned as the product of the Al and fl:

Fl = Al · fl (2.27)

Fl can thus be considered to be the yield of a speci�c dipole emission, weighted by the

amount of laser-intensity which is being absorbed at the QW's position. The development
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of the PL emission during the specimen's �eld evaporation can be numerically explained

by calculating Fl for every simulated tip geometry l.

The absorption weighted yield gives a good description of the detected PL intensity

under some speci�c conditions:

Low Carrier Mobility:

� The estimation of the total emitted PL power in Section 2.3.4 only takes the laser

power absorbed at the QW into consideration. Charge carriers are able to move

into the QW and are able to drift or di�use out of the QW. Such migrations, while

not taken into consideration, can modify the amount of charge carriers inside of

the QW, resulting in modi�cations of the emitted PL intensity.

� This modi�cation is caused by drift and di�usion. The di�usion's e�ect can be

minimized by performing the experiment at a low specimen temperature. The

voltage applied to the specimen generates a high electric �eld inside of the specimen.

This externally applied �eld penetrates into the specimen for a few nanometers from

the specimen's apex (Silaeva et al. (2014)). Thus only for those evaporation states,

where the QW is very close to evaporating, the charge carriers will experience any

drift e�ects.

Well Collimated Beam after re�ection by the mirror:

� The treatment of the PL emission presented in Section 2.3.4 considers a perfectly

collimated beam after the PL's re�ection by the utilized spherical mirror. Since the

utilized spherical mirror is not a parabolic mirror, there is no possible orientation

and position of the mirror, which is able to fully collimate the PL emitted from the

specimen. The estimated geometric yields fk have to be considered upper bounds

for fraction of light which is actually being caught by the PL detection set up.

� A parabolic mirror allows a better collimation of the light collected from the spec-

imen. Still the impossibility to change the orientation and position of a parabolic

mirror during a measurement would make it hard to obtain perfect alignment of

the utilized specimen.

Unless stated otherwise, completely immobile charge carriers and a perfectly collima-

tion of the emitted PL intensity are assumed for the discussion of the absorption weighted

yield Fk.
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2.3.8 Polarization

This section deals with the general interpretation of the polarization �ltered PAP mea-

surements. A major problem for the interpretation comes from the fact that the used

spherical mirror does not only change the wave-vector of the incident light (coming from

the sample), but also its polarisation. In this section some geometrical considerations

about the e�ect of the mirror and the polarizer on the electric and magnetic �eld are

presented.

Before tackling the electric and magnetic �eld, it's helpful to �rst introduce a formal-

ism for the e�ect of the spherical mirror on the wave vector. In the already introduced

coordinate system, the beam line follows the z-axis. For the actual measurement per-

formed by the PAP, the radiation emitted from the quantum well is caught by a parabolic

mirror, which guides the wave-vector of the light emitted by the quantum well (
#»

k0) onto

the beam path along the z-axis (
#»

k1 = | #»

k0| · #»ez), where #»ez is the unit vector of the z-axis.

This can be understood as a linear transformation:

#»

k0 →
#»

k1 = M(
#»

k0)
#»

k0 = | #»

k0| · #»ez = | #»

k0| ·

0

0

1

 (2.28)

whereM is a mirror matrix, which is unique for every incident wave vector (
#»

k0) and guides

each incident wave vector into a beam path targeting the µPL set up (
#»

k1 = | #»

k0| · #»ez).

In the following a method for generating the mirror matricesM(
#»

k0) for every incident
#»

k0, in order to apply M(
#»

k0) to the electric (
#»

E(
#»

k0)) and magnetic (
#»

H(
#»

k0)) �eld vector in

order to obtain their values after re�ection is introduced.

A mirror matrix in 3D has three Eigenvalues. The single Eigenvalue λ =-1, has

an Eigenvector ( #  »m1) which is the normal vector of the mirror plane and the double

Eigenvalue λ =+1, which has an Eigenspace ( #  »m2,
#  »m3) that forms the mirror plane. All

these Eigenvectors can be constructed from the incident wave vector
#»

k0 and the �xed

re�ected wave vector
#»

k1 = | #»

k0| · #»ez (see: Fig. 2.26).

The mirror plane's normal vector is proportional to the di�erence between the incident

and the re�ected beam, while the �rst Eigenvector is proportional to their sum. The �nal
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#»

k0
#»

k1

#»

k1 −
#»

k0

#»

k1 +
#»

k0
Mirror Plane

Figure 2.26: Construction of the Eigenvectors of M (
#»

k0 +
#»

k1 and
#»

k0 − #»

k1) by linear
combinations of the incident (

#»

k0) and the resulting (
#»

k1) wave vectors.

Eigenvector #  »m3 can be constructed from the vector product of these two vectors:

#  »m1(
#»

k0,
#»

k1) =

#»

k0 −
#»

k1

| #»

k0 −
#»

k1|
, λ1 = −1,

#  »m2(
#»

k0,
#»

k1) =

#»

k0 +
#»

k1

| #»

k0 +
#»

k1|
, λ2 = +1,

#  »m3(
#»

k0,
#»

k1) =
#  »m1 × #  »m2, λ3 = +1

(2.29)

With all Eigenvalues and Eigenvectors known the mirror matrix is constructed for every

incident (
#»

k0) and re�ected (
#»

k1) wave vector:

M = ( #  »m1,
#  »m2,

#  »m3)(λ1
#»ex, λ2

#»ey, λ3
#»ez)(

#  »m1,
#  »m2,

#  »m3)
T (2.30)

Since the detection system's �eld of view is only able to catch the radiation, which is

re�ected towards it,
#»
k1
| #»
k1|

= (0, 0, 1)T is �xed. M(
#»

k0) can be calculated computationally

for every incident wave-vector
#»

k0 of the parabolic mirror.

The e�ect of the parabolic mirror is described as the linear transformationMT . Know-

ing the mirror matrix for an incident wave vector allows to access the change in electric

and magnetic �eld components after re�ection, using the same linear transformation as

for the wave vector (see Eq. (2.28)):

MT :
#  »

E0(
#»

k0) →MT (
#  »

E0) =
#  »

E1(
#»

k0) = M(
#»

k0)
#  »

E0(
#»

k0) (2.31)

MT :
#  »

H0(
#»

k0) →MT (
#  »

H0) =
#  »

H1(
#»

k0) = M(
#»

k0)
#  »

H0(
#»

k0) (2.32)
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Figure 2.27: Emission map of the z-
oriented dipole, with the electric �eld's y-
component removed after re�ection.

Figure 2.28: Emission map of the z-
oriented dipole, with the electric �eld's z-
component removed after re�ection.

Using the electric and magnetic �eld after light's re�ection by the mirror (
#  »

E1(
#»

k0) and
#  »

H1(
#»

k0)), the e�ect of the Polarizer after the re�ection by the parabolic mirror is described

by the linear transformations ET and HT . The polarization �lter removes the electric

�eld component of its orientation (κ). The Polarizer is described by two �ltering vectors
# »pE = (0, cos(κ), sin(κ)) (for

#»

E) and #  »pH = (0, sin(κ), cos(κ)) (for
#»

H).

ET :
#  »

E1(
#»

k0) → ET (
#  »

E1(
#»

k0)) =
#  »

E2(
#»

k0) = ( # »pE · #  »

E1) · # »pE (2.33)

HT :
#  »

H1(
#»

k0) → HT (
#  »

H1(
#»

k0)) =
#  »

H2(
#»

k0) = ( #  »pH · #  »

H1) · #  »pH (2.34)

By applying both linear transformations to the amplitudes of the electric �eld (
#  »

E0) and

magnetic �eld (
#  »

H0) are obtained from the simulation results. The e�ects of both the

mirror and the polarizer are introduced as
#  »

E2 = ET (MT (
#  »

E0))) and (
#  »

H2 = HT (MT (
#  »

H0).

From these values the Poynting vector e�ected by the mirror and polarizer, can be

calculated for every
#»

k0 (wave-vector before re�ection) and κ (polarizer orientation):

# »

P2 =
#  »

E2 ×
#  »

H2
∗ (2.35)

By inserting this calculated Poynting vector into Eq. (2.21), the distribution of the

emitted PL power is calculated. Using Eq. (2.26), the emitted power, which is able to

pass through polarizer is then calculated.

Two orientations of the polarizer were taken into consideration for the evaluation

of the performed polarization simulations. The y-component (κ = π/2) and the z-

component (κ = 0) of the electric �eld (
#  »

E1) were �ltered out after re�ection.

The emission maps generated using this method to simulate the Polarizer show the
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emitted power as a function of the orientation of the original wave-vector before re�ection

through the mirror (
#»

k0). Fig. 2.27 and Fig. 2.28 show the emission maps of a z-oriented

dipole with the y and z-component �ltered respectively. The circle in the middle repre-

sents the solid angle which is detected by the µ-PL. The generation polarization resolved

emission maps was performed from the same FDTD dataset, which results in the emission

map Fig. 2.24 when considering any polarization �ltering. After the FDTD simulation,

the algebraic operations presented in this section were applied on the output data. It

has been con�rmed that the emission power distribution shown in Fig. 2.24 indeed is the

same as the sum of the two polarizer �ltered emission maps Fig. 2.27 and Fig. 2.28.
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3. Light-matter interaction within a ZnO Quan-

tum Well

In this chapter the two publications to which the work performed in the context of

PhD-thesis have contributed are presented. The material system investigated in both

these works is a (Mg,Zn)O/ZnO double quantum well system (Fig. 3.1, Chauveau et al.

(2008)). From this planar MBE grown specimen (Section 2.1.1) the APT specimen

(Fig. 3.1) which are investigated in this chapter are lifted-out. The PAP experiments on

which this chapter is based were performed by Pradip Dalapati.

In Section 3.1 a polarization resolved PAP study of the material system is performed.

By comparing these results with PL emission simulation (FDTD), information on the

orientation of the PL emitting dipoles can be extracted. Polarization-resolved photolu-

minescence (PL) and micro-photoluminescence (µPL) yields important information for

QW#2 (4 nm)

QW#1 (2 nm)

60 nm MgZnO

60 nm

ZnO

d

[1
10
0]

(m
)

x

Figure 3.1: The geometry of the sample. The growth direction of the Wurtzite het-
erostructure is the [1 1 0 0]-direction. The depth of analysis d serves to describe the
evaporation progress for the di�erent simulated geometries.
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3 Light-matter interaction within a ZnO Quantum Well

the study of the optical properties of solids. The light emitted by radiative dipoles em-

bedded in solids can be characterized by speci�c polarization properties that depend

on the selection rules of the dipole itself (these, in turn, depend on factors such as the

symmetry of the system or the overlap of electronic wavefunctions involved in the transi-

tion) but may also depend on the speci�c shape of the emitting system via the contrast

between the refractive indexes of the emitting and of the surrounding medium. This

interplay between intrinsic selection rules and system morphology has been previously

highlighted in studies on the polarization properties of nanowires: as an example, very

thin nanowires tend to emit light polarized along their main axis (x-polarization) unless

a selection rule, which may be typical of crystal structures, defects or quantum emitters,

forces a polarization perpendicular to the axis (y-polarization) (Ruda and Shik (2005),

Rigutti et al. (2010)).

The interest for the study of polarization-resolved PL from nanoscale systems is not

limited to nanowires: it has become recently possible to isolate a few or even single

quantum-con�ned light emitters within nanoscale objects realized with a top-down ap-

proach, as in the case of lamellas or �eld-emission tips obtained by focused ion beam

(FIB). These structures have a particular interest in correlative microscopy, as they open

up the possibility to study the same system by optical spectroscopy (PL (Rigutti et al.

(2014), Mancini et al. (2016), Di Russo et al. (2017)) or cathodoluminescence (Schmidt

et al. (2015)), spatial modulated spectroscopy (Vella et al. (2018)), etc.) and by mi-

croscopy technique with atomic or nearly-atomic spatial resolution, such as transmission

electron microscopy (TEM) or atom probe tomography (APT). The correlative analy-

sis may be conducted ex-situ, through a sequential approach (Dalapati et al. (2021)),

or even in-situ, as in the case of a CL-equipped TEM or in the recently demonstrated

Photonic Atom Probe (PAP) (Houard et al. (2020), Di Russo et al. (2020)). This work

is related to this last technique, as it exploits the PAP environment in order to study

polarization-resolved µPL from nanoscale tips containing a ZnO-(Mg,Zn)O heterostuc-

ture. This last structure has been previously studied by a PAP approach, revealing the

optical signatures of the strain induced by the electric �eld applied to the tip apex in

order to promote ion evaporation (Dalapati et al. (2021)).

However, these previous studies did not consider the information carried by the po-

larization of the emitted light. This issue is addressed in Section 3.1 by focusing on the

main spectral components of the PL spectra, i.e. the emission from the ZnO substrate,

from the (Mg,Zn)O alloy and, in particular, from the ZnO quantum well.

In Section 3.2 the physical meaning of the PL intensity emitted by the system is the

subject of investigation. By simulating both the specimen's laser absorption and PL emis-
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sion behavior, the experimentally obtained detected intensities can be reproduced when

taking into account the modulation of the tip's optical properties due to the high electric

�eld. Quantum Structures embedded in nanoscale objects show promising properties for

their utilization in devices like phosphorescent media (Lee et al. (2000), LEDs Anikeeva

et al. (2007)) or for Photovoltaics (Nozik (2002)). Furthermore, they are studied because

the coupling of their optical properties with the environment through mechanical (Yeo

et al. (2014), Munsch et al. (2017)), thermal (Haro-González et al. (2012)), electrical

(Cadeddu et al. (2017)) or magnetic (Jeannin et al. (2017)) e�ects opens interesting per-

spectives in the framework of advanced spectroscopy and quantum sensing. In particular,

cone-shaped light collectors (Schmitt et al. (2015)) with embedded nanostructures (Tu-

manov et al. (2018), Kettler et al. (2021), Yeo et al. (2014)) have a geometry adapted

to microscopic analysis by transmission electron microscopy or laser-assisted atom probe

tomography (La-APT) (Rigutti et al. (2014)).

Furthermore, the PL issued from an evaporating tip exhibits energy and intensity

variations. The observed shifts in the energy of quantum well's PL-response have been

shown to be related to �eld-induced mechanical stress and allow thus for its optical

measurement (Rigutti et al. (2017), Dalapati et al. (2021)). On the other hand, the

mechanisms determining the detected PL signal's intensity as a function of the evapora-

tion progress are still poorly understood.

This speci�c problem is the object of this section, in which we analysed the elementary

case of the PL emission from a single ZnO/(Mg,Zn)O quantum well as a function of the

evaporation progress. Our approach consists in the calculation of absorption maps and

emission patterns of a dipole localized in the quantum well contained in an APT specimen

with evolving shape due to evaporation. Beyond that, we also consider di�erent possible

e�ects which modify the surface's optical properties.

The modi�cation of the surface optical properties of the needle-shaped specimen

can be caused by the specimen preparation by focused-ion-beam (FIB), but also by

the high electric �eld (≈ 1010 V/m), which is applied during the APT measurement

(Section 2.3.3). The calculation is then compared to the experimental evolution of the

PL intensity as a function of the progress of the evaporation, which also provides a means

to evaluate the speci�c contribution of each of these e�ects.

The concepts developed in this chapter provide a better instrumental understanding of

the PAP, leading to improved capabilities to interpret its correlated APT/PL information

and to open the PAP methodology to the systematic interpretation of the signal generated

from more complex semiconductor heterostructures or other materials systems analyzable

by APT.
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3 Light-matter interaction within a ZnO Quantum Well

3.1 Polarization Behavior of a non-evaporating PAP speci-

men

The results shown in this section are published in �Polarization-resolved photolumines-

cence study of an atom probe tip containing a ZnO-(Mg,Zn)O heterostructure� (Dalapati

et al. (2022)).

The PAP experiment which provides the PL information that is the experimental

basis for this work was performed at zero voltage making this an in-situ-experiment.

The polarization analysis of the specimen's PL response was performed by inserting the

polarizer into the PAP set-up (Fig. 2.13). Despite decreasing the PL intensity detected

by the PAP's PL spectrometer, this allows to pick the polarization of the light which is

guided towards the PAP's PL detection set-up.

Additionally the in�uence of the specimen orientation on the polarization resolved PL

emission is studied. By rotating the specimen in its sample holder around its main axis

before its insertion into the measurement chamber the crystallographic direction which

is aligned along the optical axis can be chosen to be any direction which lies inside of

the QW-plane (see Fig. 2.22). Since the QWs studied in this work are grown along the

apolar [1 1 0 0]-axis, the QW plane is constituted by the apolar [1 1 2 0]-axis as well as the

polar [0 0 0 1]-axis.

While the laser pulse which is used to excite the specimen always has an electric �eld

that is oriented along the tip's main axis, resulting in the excitation of dipoles oriented

along the crystallographic [1 1 0 0]-axis independent of the tip's rotational orientation,

the emitted PL intensity can be expected to depend on the tip's orientation.

In this section we present the FDTD simulations (Section 2.3) which serve to explain

the polarization-resolved PAP-obtained PL signal emitted from an APT tip consisting

of a ZnO/(Mg,Zn)O QW heterostructure. The QWs are oriented perpendicular to the

tip's main axis.

Here it is shown that the polarization of the PL emission is di�erent for the (Mg,Zn)O

barrier material and the ZnO QW which is embedded in it. The results of the polarization

resolved FDTD simulations (Section 2.3.8) are able to conclude the orientation of the

dipole emitters which constitute the specimen's optical response when taken into the

context of the experimentally observed polarization behavior.
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3.1 Polarization Behavior of a non-evaporating PAP specimen

3.1.1 Microscopic characterization

The fashion of how the PAP specimen is lifted out from the planar sample is detailed in

Blum et al. (2016). A specimen which is lifted out from the sample (Mg,Zn)O-sample

(Section 2.1.1) is reported in the scanning electron micrograph in Fig. 3.2c. Consistent

results were obtained from four di�erent tip specimens.

The thickness of the di�erent layers and the alloy composition of the (Mg,Zn)O

barriers were designed in order to avoid plastic relaxation. The structure is visualized in

two di�erent orientations in the electron tomography (ET) images reported in Fig. 3.2a.

The ET experiments were performed by Z. Saghi (Univ. Grenoble Alpes, CEA, Leti,

Grenoble F-38000, France). The two QW have been numbered here in the order of their

growth. Their thicknesses are t1 = (2.0 ± 0.1) nm and t2 = (3.9 ± 0.1), respectively.

Notice that, as TEM performed at 200 keV may damage the sample introducing non-

radiative recombination centers, the tip specimen reported in Fig. 3.2a is not one of

those analysed by PAP and by polarization-resolved µPL. The substrate-alloy interface

and the QW interfaces are clearly marked by a serrated pro�le, a morphological feature

Figure 3.2: The system under study. (a) Electron tomography image of a tip apex
containing the ZnO/(Mg,Zn)O heterostructure. (b) Mg site fraction map issued from
atom probe tomography analysis of the tip. The fraction map refers to a 2 nm thick slice
containing the QW#1. (c) Scanning electron micrograph of the tip studied in this work,
as prepared by focused ion beam (Dalapati et al. (2022)).
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3 Light-matter interaction within a ZnO Quantum Well

propagating throughout the epitaxial growth of the structure (Di Russo et al. (2017)).

This pro�le has been found to be related to compositional inhomogeneities within the

barriers, with the formation of Zn- and Mg- enriched regions corresponding to the edges

pointing towards the substrate and towards the upper surface, respectively. This feature,

along with the QW interface pro�le, is visible in both the top ET image, oriented along

the [0 0 0 1]-crystal axis, and on the composition map extracted from APT analysis and

reported in Fig. 3.2b. The mechanism leading to such features and its e�ect on the

electronic properties of the system have been discussed in previous works (Di Russo

et al. (2017), Dalapati et al. (2021)). According to APT results, the average Mg site

fraction, is < xMg >= 0.27.

3.1.2 Polarization-resolved PL

Unpolarized and polarization-resolved spectra have been collected for two tip orienta-

tions, i.e. with the [1 1 2 0]-axis and with the [0 0 0 1]-axis of the crystal parallel to the

optical z-axis. Polarized spectra were collected by varying the polarizer angle by steps of

10◦. Within the polarizer reference frame, 0◦ corresponds to the electric �eld polarized

along the tip axis (x), while 90◦ corresponds to y-polarization (see: Fig. 2.22). Fig. 3.3

reports the results of the optical spectroscopy study. Selected PL spectra from the tip

with the [1 1 2 0]-axis oriented along the optical axis (in the following, we will refer to this

con�guration as to the �[1 1 2 0]-oriented tip�, while the alternative con�guration will be

referred to as the �[0 0 0 1]-oriented tip�) are displayed in Fig. 3.3a. For the same integra-

tion time (60 s) the unpolarized spectrum is, as expected, around one order of magnitude

more intense than the �ltered spectra. The decrease of PL intensity upon polarization

�ltering is the main reason why an analysis of the entire tip's evaporation process as

shown in Dalapati et al. (2021) was not performed in a polarization �ltered manner. The

required illumination time would increase the time required for the PAP measurement by

an order of magnitude. Three main spectral contributions can be recognized, the assign-

ments having been discussed in previous works (Di Russo et al. (2020), Dalapati et al.

(2021)): the (Mg,Zn)O barrier exhibits a broad emission peaked at the energy E =3.9

eV, the QW#1 has a narrower peak at E =3.47 eV, while the ZnO substrate is peaked

at E =3.38 eV and displays a sub-bandgap structure which is partly related to phonon

replicas. The polar diagrams of the [1 1 2 0]-oriented tip, reporting the dependence of the

intensity of each spectral component (normalized to its maximum) on the polarizer angle,

are shown in Fig. 3.3b, and clearly point out that the ZnO substrate and the (Mg,Zn)O

barrier emit moderately x-polarized light, while the QW is moderately y-polarized. The
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3.1 Polarization Behavior of a non-evaporating PAP specimen

polarization ratios, de�ned for each spectral component as P = (Iy − Ix)/(Iy + Ix), are

reported in Table 3.1. The intensities Iy and Ix are determined on the basis of the cosine

square �t of each polar diagram.

The results of the measurements performed on the [0 0 0 1]-oriented tip are displayed

in Fig. 3.3c,d. The polarization behavior of the three spectral components is similar to

that recorded for the [1 1 2 0]-orientation, with the main di�erence that the QW signal

becomes here strongly y-polarized (PQW=0.76).

Figure 3.3: Polarization-resolved PL from the atom probe tip: (a) Unpolarized and se-
lected polarized PL spectra from the tip and (b) polarization diagram from the three
main spectral components ((MgZn)O barrier, QW#1 and ZnO substrate) when the opti-
cal axis corresponds to the [1 1 2 0] direction. (c) Unpolarized and selected polarized PL
spectra from the tip and (d) polarization diagram from the three main spectral compo-
nents when the optical axis corresponds to the [0 0 0 1] direction. (Dalapati et al. (2022))
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3 Light-matter interaction within a ZnO Quantum Well

Table 3.1: Polarization ratios (P = (Iy − Ix)/(Iy + Ix)) for the di�erent spectral compo-
nents and tip orientations.

Tip Orientation ZnO (3.38 eV) QW#1 (3.47 eV) (Mg,Zn)O (3.9 eV)
[1 1 2 0] -0.27 0.45 -0.44
[0 0 0 1] -0.58 0.76 -0.36

3.1.3 Calculation of Polarization-resolved far �eld patterns

The studied system di�ers signi�cantly from a dipole emitting in an isotropic medium.

In order to correctly interpret the measured polarization patterns and ratios, we have

performed �nite di�erence time domain (FDTD) calculations of the emission patterns of

three main dipole orientations, as illustrated in the �rst column of Fig. 3.4, corresponding

to a dipole oriented along the x-axis (tip axis, always [1 1 0 0]-direction), along the y-axis

and along the z-axis (optical axis).

The results of the calculations for the x-oriented dipole emission from QW#1 are

displayed in Fig. 3.4a. As expected, the emission pattern is invariant with respect to the

rotation around the tip axis. The yield of the detection system, reported in Table 3.2, is

around 3.96 % for the x-polarized light, and negligible for the y-polarized light, resulting

in a polarization ratio of around -1. A di�erent picture results from the y-oriented

dipole, as in Fig. 3.4b. The yield for this dipole is 3.46 % and the detected light is almost

exclusively y-polarized, with a polarization ratio close to 1. An intermediate situation

concerns the dipole oriented along the optical axis, presented in Fig. 3.4c. As a result

of system anisotropy, there is signi�cant light coupling into the spectrometer, with a

total yield (y + x polarizations) of 1.4 %, comparable to that of the dipoles oriented

perpendicularly to the optical axis. Although the light coupled into the spectrometer is

mostly x-polarized, a weaker but signi�cant portion of y-polarized light is also detected,

yielding a polarization ratio of -0.87. These facts should be considered when analyzing

experimental polarization patterns, as they indicate that the polarization of the light

may be signi�cantly in�uenced by a radiating dipole oriented along the optical axis.

3.1.4 Discussion of the Polarization of the emitted PL

The experimental results and the FDTD calculations allow us to draw several conclusions

on the optical properties of the studied sample. The main experimental results point out

that the polarization of the ZnO and (Mg,Zn)O emission is moderately oriented along

the tip axis, while the QW emission is more strongly polarized perpendicularly to the tip

axis, i.e. in the QW plane.
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3.1 Polarization Behavior of a non-evaporating PAP specimen

Figure 3.4: Finite-di�erence time domain (FDTD) calculations showing the three main
dipole orientations (�rst column) and the emitted radiation patterns: total emission
(second column), emission detected as x-polarized (third column) and emission detected
as y-polarized (fourth column). Line (a) refers to a dipole oriented along the x-axis
(alyways crystal [1 1 0 0]-axis||tip axis), line (b) to a dipole oriented along the y-axis,
while line (c) to a dipole oriented along the optical axis. The black circle superimposed
to the emission patterns corresponds to the �eld of view of the spectrometer, as presented
in Section 2.3.6. (Dalapati et al. (2022))

3.1.4.1 ZnO substrate

According to past studies (Jacopin et al. (2011)), the ZnO-substrate's signal should

appear as strongly polarized perpendicularly to the [0 0 0 1]-axis. This would imply a

high degree of x-polarization with the tip in the [1 1 2 0]-orientation and a signi�cantly

lower degree of x-polarization with the tip in the [0 0 0 1]-orientation. The experimental

results, on the contrary, display a moderate y-polarization in both orientations. This

is most likely due to the morphology of the tip (we remind that the simulation of the
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3 Light-matter interaction within a ZnO Quantum Well

Table 3.2: Calculated yields in % and polarization ratios for the three main dipole
orientations.

ZnO substrate does not fall within the scope of our calculations) and to its waveguide

e�ect, which could signi�cantly mix di�erent polarization components from an extended

distribution of emitting dipoles.

3.1.4.2 (Mg,Zn)O barrier

A similar situation is found in the case of the (Mg,Zn)O-barrier emission. It is interesting

to notice that a previous study of the polarization dependence the absorption edges of m-

plane (Mg,Zn)O layers indicates that the lower-energy absorption edge is perpendicular

to the [0 0 0 1]-axis for xMg < 0.24, then the polarization is inverted and for higher Mg

content the lower-energy absorption edge is parallel to the [0 0 0 1]-axis (Neumann et al.

(2016)). The data from this work indicate a polarization behavior similar to the ZnO.

Care should be taken when comparing the two emissions because they are not localized

within the same portion of the tip. However, the (Mg,Zn)O emission is more strongly

x-polarized when the tip is [1 1 2 0]-oriented, which suggests a weaker emission from

[0 0 0 1]-oriented dipoles. This is in agreement with past works, as we can notice that the

average content of the (Mg,Zn)O alloy is xMg = 0.27, but it is highly inhomogeneous, and

it is reasonable to expect that most optical transitions will be due to carriers localized

within regions with xMg < 0.27.

3.1.4.3 ZnO/(Mg,Zn)O quantum well

Most interestingly, the QW#1 emission is polarized perpendicularly to the tip axis, and

this y-polarization is stronger when the tip is [0 0 0 1]-oriented. Previous works on the

polarization of the PL emitted from thin �lms containing [1 1 0 0]-plane ZnO/(Mg,Zn)O

quantum wells reported that the PL is strongly polarized perpendicular to the [0 0 0 1]-

axis (Matsui and Tabata (2009)). The results of our experimental work di�er from those

of Matsui and Tabata (2009). On one hand, the polarization along [1 1 0 0] appears to be

suppressed for the QW PL. On the other hand, when the tip is [1 1 2 0]-oriented (crystal
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3.1 Polarization Behavior of a non-evaporating PAP specimen

[1 1 2 0]-direction along the optical axis) the light is y-polarized, i.e. polarized along

[0 0 0 1], which contradicts the results of Matsui and Tabata (2009). If a certain amount

of light from an [1 1 2 0]-oriented dipole could still couple into the detector, as suggested

by the FDTD calculations, it should nevertheless inject in it mostly x-polarized light.

This leads us to conclude that the QW#1 PL is mostly polarized within the [1 1 0 0]-

plane. The reason why this occurs is not completely clari�ed, but some hypotheses

can be discussed. It is unlikely that the unusual polarization behavior of QW#1 is

driven by the strain relaxation of the barrier. The (Mg,Zn)O alloy is indeed grown

as a thin �lm epitaxially strained on the ZnO substrate. Under these conditions, the

QW#1 is unstrained. When a tip is fabricated by FIB, the strain in the heterostructure

can partly relax at lateral surfaces, producing in inhomogeneous strain state within the

barrier and the QW. The maximum strain state within the QW has been evaluated in

a previous work (Dalapati et al. (2021)) as ϵaa ≈ 0.3 % and ϵcc ≈ −0.4 %. Under

these conditions, the ZnO valence band states retain about 93 % of the character of the

unstrained ZnO. Further admixture among valence band states could be originated by

quantum con�nement and by the mixing with (Mg,Zn)O states. However, this would

not explain why the polarization behavior of this system di�ers from that of Matsui

and Tabata (2009). A further possibility is related to the speci�c morphology of the

quantum well, which is known to produce strong carrier localization e�ects and could

thus lead to further mechanisms of band mixing. It is interesting to notice that this

speci�c morphology is at the origin of the intersubband absorption of infrared light with

the electric �eld parallel to the [1 1 0 0]-plane (Hierro et al. (2019)). The intersubband

absorption mechanism is obviously di�erent from the interband emission treated here,

but underlines the importance of QW morphology for optical transitions.

3.1.5 Summary of polarization-resolved PL

In summary, we have conducted a study of the polarization properties of the PL emitted

by a ZnO/(Mg,Zn)O-quantum well heterostructure embedded in nanoscale tip fabricated

by FIB and analyzable by atom probe tomography. As a peculiar feature of this system,

it is straightforward to control the orientation of the tip along its axis, and it becomes

thus possible to select speci�c crystal directions to be parallel or perpendicular to the

optical axis. As the analysed system has not a standard morphology such as that of a

thin �lm or of a thin nanowire, FDTD calculations were carried out in order to predict

the amount of detected light and its polarization for three main orientations of a dipole

emitting at the center of the QW.

109



3 Light-matter interaction within a ZnO Quantum Well

3.1.5.1 Polarization behavior of the PL from the ZnO/(Mg,Zn)O heterostructure

The measurements conducted on several tips and here reported for one of them indicate

that the ZnO and (Mg,Zn)O PL spectral contributions are moderately polarized along

the tip axis, which is in reasonable agreement with previous studies on thin �lms or on

nanowires. On the other hand, the QW PL exhibits a y-like polarization that points out

to the presence of radiative dipoles both in the [1 1 2 0]- and in the [0 0 0 1]-direction of

the crystal. This result disagrees with previous studies. A tentative explanation of this

situation should consider the speci�c QW morphology and the mechanisms of carrier

localization that it induces.

3.1.5.2 Polarization-resolved PAP

The study of the polarization-resolved PL within a PAP is an original experimental

method which the development of this instrument has recently made possible. Among

the bene�ts of this method is the possibility to change the tip orientation within the

measurement chamber in order to gain insights into the orientation of the dipoles which

cause the PL emission of the tip and to relate this the specimen's crystallographic axes.

However, we have also shown that the interpretation of such information is not straight-

forward, as the radiation patterns and the polarization of the detected light are strongly

in�uenced by the tip morphology and composition. Another interesting point is the pos-

sibility to orient the tip preliminarily to APT analysis, in order to obtain the highest PL

signal or the highest polarization ratio for a given spectral component. The acquisition

of polarization-resolved PL in-situ and operando during the APT analysis, within the

PAP framework, is possible, provided the attenuation of the PL signal by the polarizing

�lter does not hinder the acquisition of PL spectra with a correct signal-to-noise ratio.
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3.2 Development of the detected PL intensity during PAP

analysis

The previous study on the �Polarization-resolved photoluminescence study of an atom

probe tip containing a ZnO-(Mg,Zn)O heterostructure� (Section 3.1, Dalapati et al.

(2022)) was an in-situ investigation of a specimen which only utilized the PL aspect

of the PAP technique. The previously presented work served to clarify that the y-dipole

emitter orientation is dominant. However the PAP technique also o�ers the possibility

to record the specimen's PL emission during the performance of an APT experiment

(in-operando). In this section the specimen is considered to be aranged so that the

specimen's [0 0 0 1]-axis is oriented along the optical axis of the laboratory frame.

This section presents our recent works on the �In�uence of dynamic morphological

modi�cations of atom probe specimens on the intensity of their photoluminescence spec-

tra� (Weikum et al. (2023)). By simulating the propagation behavior of light inside of

a �eld evaporating APT-tip specimen, which is investigated by the PAP technique, the

clari�cation of the meaning of the intensity obtained during a PAP experiment is the

focus of this chapter. We utilize the PL intensity emitted from the QW#1 as a model to

study the PL-detection behavior of the PAP which is emitted from a localized PL emitter.

By clarifying the PL detection behavior via simulating both the exciting laser pulse's as

well as the tip's optical response's with FDTD calculations of a localized emitter we are

aiming to gain insights into the general PL detection behavior of more complex systems.

This promises to allow us to better understand the PAP-obtained PL-intensity data that

we obtain from more complex heterostructure systems.

A PAP specimen under �eld-evaporation voltage can be expected to show drastically

di�erent electro-optical properties than bulk material. In Section 2.3.3 these electric �eld

induced modulations of the specimen's dielectric function, as well as the impact of the

FIB-preparation process are discussed. By taking these optical modulations of the APT

specimen into consideration a good agreement between the measured and the simulated

PL intensity is obtained.

3.2.1 Experimental Conditions of the in-operando PAP experiment

The PAP experiment of the specimen described in Section 2.1.1 (Section 2.2) was per-

formed using a laser pulse (266 nm) with a repetition rate of 400 kHz. The specimen

apex is illuminated by a laser spot with size close to 2 µm and an average power of 10

µW. Thus the pulsed laser illuminates the entire apex region of the tip (of the order of
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3 Light-matter interaction within a ZnO Quantum Well

200 nm size). PL spectra were acquired using the 600 lines/mm grating. The CCD array

integration time for each acquisition was set to 90 s. During the PAP analysis in which

the tip was �eld-evaporated, the base voltage rose from 6 to 10.3 kV.

3.2.2 Results of the Investigation of a �eld evaporating PL emitter

3.2.2.1 Photonic Atom Probe Analysis

The results of the PAP analysis are displayed in Fig. 3.5

PL emission has been observed from the ZnO substrate (3.34 eV), the (Mg,Zn)O

barrier material (3.89 eV) and from QW#1 (3.46 eV). Each source of the PL emission

can be distinguished by its characteristic energy. This work's attention is focused on the

PL emission of the QW, which can only be considered as a localized emitter. Selected

PL spectra which were recorded during the �eld evaporation progress are shown in their

totality in Fig. 3.5-(a) and in the QW spectral neighborhood of Fig. 3.5-(c). The position

of the evaporation front during the shown PL acquisitions is shown in Fig. 3.5-(b). In this

3D reconstruction, only the Mg atoms are shown, thus the two quantum wells correspond

to the regions depleted in Mg-atoms. Some of the Mg atoms are shown in color: these

Mg atoms shown in color were evaporated while collecting the PL spectrum displayed

with the same color in Fig. 3.5-(a,c).

The depth of analysis d is the distance between the evaporation front and the QW#1

and decreases with the progressing �eld evaporation of the specimen. The evaporation

front being at the position of QW#1 corresponds to d = 0, while d > 0 indicates, that

the progressing evaporation has yet to fully destroy QW#1. During the �eld evaporation

of the tip both the QW PL energy and intensity change as a function of the evaporation

progress (Fig. 3.5-(c)). The spectral shift has been shown to be caused by an evolution of

stress state within QW#1 Dalapati et al. (2021). QW#2 does not emit any PL signal for

any specimen. The lack of emission from QW#2 might be caused by focused ion beam

induced damages during sample preparation (Dalapati et al. (2021)). Since QW#1 lies

below QW#2 and the focussed ion beam is introduced along the tip main axis it is less

exposed to FIB damaging.

The intensity of the signal of the ZnO substrate remains mostly constant during

the specimen �eld evaporation. This is reasonable, since the substrate constitutes the

majority of the tip volume and does not loose many atoms due to �eld evaporation. Since

it also represents the tip's portion, which is evaporated last, an almost constant behavior

of the signal is to be expected.

The PL signal of the (Mg,Zn)O barrier, on the other hand, monotonously decreases
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3.2 Development of the detected PL intensity during PAP analysis

Figure 3.5: a) PL spectra for di�erent evaporation steps Dalapati et al. (2021). The
evaporation progress is characterized by the depth of analysis d (see Fig. 3.1). The
reconstruction on the right side (b) represents the Mg atoms of the reconstructed volume.
Both QWs are visible by the absence of Mg atoms. c) shows the PL response of QW#1.
The energy shifts are interpreted in Dalapati et al. (2021). d) the QW's integral PL
intensity as a function of the evaporation progress. e) the polarization resolved PL signal
of QW#1 for an early evaporation stage. As it is usual in the APT related research, the
x-polarization is parallel to the APT tip's main axis and the y-polarization is oriented
perpendicular to both the optical path and the tip's main axis. A strong y polarisation
can be observed from the experimental data. (Dalapati et al. (2022))
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3 Light-matter interaction within a ZnO Quantum Well

until it vanishes, once the last atoms of the barrier material have been removed from the

remaining substrate. Since the characterization of localized PL emission is the focus of

this work, the PL emission originating from the barrier and substrate are not the subjects

of investigation in this chapter.

The total PL intensity of the QW is calculated by the integration of its spectral

signal and can be expressed as a function of the evaporation progress. Fig. 3.5-(d)

shows that the QW's PL signal rises during �eld evaporation in the early evaporation

states (d > 60 nm). The intensity of the PL emitted by the QW reaches its maximum

at d ≈ 60 nm. This maximum value of the QW's PL intensity represents a more than

twofold increase of the initial value. After the maximum of the PL signal is reached, it

decreases until the QW#1 has been completely evaporated (d = 0).

3.2.2.2 Results of the FDTD calculations

The FDTD (Fig. 3.6) simulations of the specimen's absorption and emission behav-

ior were performed for four di�erent sets of simulation conditions, namely the Non-

a)

b)

Figure 3.6: Geometric shapes and emission maps for the three dipole orientations of the
�rst (a) and last (b) evaporation state. The �eld of view of the PL detector is indicated
by the black circle the center of the emission maps. For the relation between the axes
x, y, z and the polar angle θ as well as the azimuth ϕ, see Fig. 2.22). (Weikum et al.
(2023))
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3.2 Development of the detected PL intensity during PAP analysis

Figure 3.7: The results of the FDTD simulations, which were separately performed on the
tip's absorption (a) and the emission (b, c ,d) behavior. The simulations are performed
for Non-Degenerate Surface (NDS), Amorphized Tip Surface (ATS), the Free Hole Apex
(FHA) and Perfectly Re�ective Apex (PRA) conditions (Section 2.3.3). The normalized
absorption (a) describes the development of the amount of absorbed laser power and
the yield (b ,c, d) show the fraction of emitted light which is being caught by the PL
detector's �eld for view f [%], as a function of the propagating evaporation front for dipole
emitters oriented along the x, y, z axis respectively. (Weikum et al. (2023))

Degenerate Surface (NDS) conditions, the Amorphized Tip Surface (ATS) conditions,

the Free Hole Apex (FHA) and the Perfectly Re�ective Apex (PRA) conditions (Sec-

tion 2.3.3).

The FDTD simulations on the Non-Degenerate Surface conditions were performed

for 47 specimen geometries characterized by di�erent depths of analysis (d), while the

Amorphized Tip's Surfaces, Free Hole Apex and Perfectly Re�ective Apex conditions
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3 Light-matter interaction within a ZnO Quantum Well

were simulated using a set of six di�erent tip geometries. The results of the development

of the relative absorption (Eq. (2.15)) as a function of the specimen evaporation progress

(expressed by the depth of analysis d) is shown in Fig. 3.7a. Since the specimen PL

emission behavior is a function of the emitting dipole orientation, the simulations were

performed considering emission by dipoles oriented along the three cardinal axes x, y

and z (see Fig. 2.22). Depending on the orientation of the emitting dipole, the emission

pattern and thus also the yield, which is given by the detector's �eld of view, changes.

Fig. 3.7-(b, c, d) shows the yield (Eq. (2.26)) of the di�erently oriented dipole emissions

as a function of the depth of analysis. By multiplying the values of the respective (x, y, z)

relative absorption with the yield, the absorption weighted yields are calculated for each

dipole orientation. Since each dipole emits most of its power in the plane perpendicular

to its orientation, the dipole which is oriented along the set-up's optical axis (z) shows

the lowest yields.

Fig. 3.8 shows the simulated absorption weighted yields (Fi, Eq. (2.27)) being com-

pared to the measured QW's PL intensity, which was measured by the experimental

Photonic Atom Probe set-up (Dalapati et al. (2021)).

Due to uncertainties about the actual development of the specimen geometry dur-

ing its evaporation in APT, the FDTD simulation of the APT specimen's PL behavior

was performed for an idealized tip's geometry (Section 2.3.2). This approach allows an

easier interpretation of the calculation results, while also ensuring, that complicated as-

sumptions about the specimen shape are being avoided. The main goal of the FDTD

calculations is to understand the development of the experimentally observed PL behav-

ior as a function of the depth of analysis d, by comparing the absorption weighted yields

obtained for di�erent modulations of optical properties (Section 2.3.3) to the experimen-

tally obtained PL intensity. The aim is to �nd the best match between calculation and

experiment and not to �nd an optimized �t.

3.2.2.3 Comparison between experiment and calculation

Here we discuss to which extent the simulation model accounts for the main features of

the behavior of the recorded intensity of the QW PL emission from the evaporating �eld

emission tip. One of the main features of the experimental data, is that the QW inten-

sity already starts diminishing before the PL-emitting QW#1 itself starts evaporating.

Secondly the PL emitted by QW#1 shows a rise the evaporation stages d > 60 nm. The

following discussion focuses on the question, to which extent the simulation, along with

the di�erent assumptions on the sample surface, can reproduce these main experimental
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3.2 Development of the detected PL intensity during PAP analysis

features.

For the Non-Degenerate Surface simulations, the premature decline before the �eld

evaporation of QW#1 cannot be observed in the data for the absorption weighted yields

(Fig. 3.8-(a)). While the normalized absorption stays mostly constant until the QW#1

itself starts evaporating for this set of simulations (Fig. 3.7-(a)), the x and z-dipoles'

yield doesn't show the experimentally observed early rise in the PL emitted by the QW

(Fig. 3.7-(b, d)). The y-oriented dipole on the other hand shows an early rise (+30%) in

its yield (Fig. 3.7-(c)), thus giving the best (qualitative) description of all three dipole

orientation for the Non-Degenerate Surface simulations.

Figure 3.8: Comparison between the measured QW's PL signal and the absorption
weighted yields (F [%]), which were simulated for three di�erent dipole orientations. The
absorption weighted yields are being compared for simulations of the di�erent properties
of the tip. a) Non-Degenerate Surface, b) FIB-amorphized surface, c) Free Hole Apex,
d) Perfectly Re�ective Apex. (Weikum et al. (2023))
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The fact that this simulated dipole orientation best describes the experimental results

is supported by the results of Section 3.1, which shows that y-oriented dipole emitters

are the dominant source of the QW's PL signal (Fig. 3.5-(d)). While the early increase of

the PL has a qualitative representation by the y-oriented dipole in the Non-Degenerate

Surface simulations, the premature decline of the PL signal emitted from QW#1 cannot

be explained by these simulations.

The simulations performed under the assumption of an Amorphous Tip Surface show

a behavior which is very similar to the Non-Degenerate Surface case. Neither in the

absorption behavior, nor in the yield behavior of any of the three dipole orientations (Fig.

3.7) there is any signi�cant change when the amorphized tip surface in being introduced.

Thus the resulting absorption weighted yields (Fig. 3.8) are virtually the same as well.

The introduction of a thin amorphous layer at the specimen surface, which describes its

amorphization due to the FIB preparation has been shown to be insigni�cant to its PL

intensity emission behavior. Thus such a surface layer doesn't have to be considered

when trying to describe the experimental PL behavior of a localized QW.

The simulations based on the Free Hole Apex only show minor modi�cations of the

absorption and yield behavior (Fig. 3.7). Only for the yield of the x-oriented dipole

there is a slight deviation from the Non-Degenerate surface case (≈ 3% increase). It can

be stated, that the perspective that the optical modulations of free holes accumulating

close to the tip apex (and the geometric evolution of this region during the tip's �eld

evaporation) give an explanation of the experimentally observed PL behavior is false,

since the e�ect of such a free carrier accumulation neither signi�cantly changes the spec-

imen's absorption nor its yield behavior. For this simulation, the charge carrier density

p has been underestimated by about an order of magnitude, when compared to theoret-

ical estimates presented in Silaeva et al. (2014). Since the modulation of the dielectric

function, due to free carriers is proportional to the free carrier's density (see: Eq. 2.12),

the actual modulations of the specimen optical properties can be expected to be even

less signi�cant, than in the presented calculation.

Asides from charge carrier accumulation close to the specimen apex, the e�ect of

band-gap-shrinkage (Silaeva et al. (2014)) also has the potential to modulate the opti-

cal properties of the tip's region which is close to the apex. Also the holes, which are

located close to the specimen apex can be considered to be bound to the tip's surface.

This bonding of the charge carriers to the specimen apex can result in additional reso-

nances being introduced into the system, when compared to the Non-Degenerate Surface

case. Both these modulations of the apex's optical properties (band-gap shrinkage and

surface-bound electron resonances) result in an increased absorption coe�cient of the
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electrostatically modulated apex region.

The simulations representing the Perfectly Re�ective Apex indicate a drastic increase

of the absorption coe�cient close to the tip apex. In Fig. 3.7-(a), the Perfectly Re�ective

Apex simulation shows a prematurely decreasing amount of absorbed power. This is

in stark contrast to the absorption behavior of the other simulations (Non-Degenerate

Surface, Amorphized Tip Surface, Free Holes Apex), which don't show any decrease

before the QW#1 itself start evaporating. While the yield of the x-oriented dipole

shows no major change when compared to the Non-Degenerate Surface case, the y and

z-oriented yields show deviations from this case (Fig. 3.7). The y-oriented Perfectly

Re�ective Apex simulation results in the absorption weighted yield, which best describes

the QW's general behavior of the measured PL emission (Fig. 3.8-(d)). Since the main

source of PL signal has been shown to be y-oriented (Section 3.1), this result is in

agreement with experimental polarisation studies. Both features, namely the rise in the

QW's PL in early evaporation stages (d > 60 nm) and its decline before QW#1 has been

completely evaporated, are represented in the development of the simulated absorption

weighted yield of the experimentally dominant y-dipole emission.

3.2.3 Conclusion about the detected Intensity data

FDTD simulations on the laser-absorption and emission properties were performed in or-

der to explain the behavior of the Photoluminescence intensity, emitted from a Quantum

Well inside of an La-APT needle-shaped specimen as a function of the progressing �eld

evaporation of the specimen. These simulations were performed on a series of specimen

geometries, which represents their development during the specimen's �eld evaporation.

By comparing experimental PAP-data with simulations of the specimen absorption

and emission behavior, we are able to qualitatively explain the modulation in the PL

signal produced by a nanoscale emitter localized within an evaporating �eld emission

tip. FDTD simulations for di�erent optical modulations of the tip, like the surface amor-

phization caused by the FIB milling during the sample preparation, the accumulation

of free holes close to the tip apex, and a hypothetical perfectly re�ective tip apex were

also performed. It has been shown, that the consideration of a perfectly re�ective tip

apex gives a fair quantitative agreement between simulated and experimental data. This

results suggests that there are strong resonances between light and the surface bound

electrons to be expected in the specimen's high electric �eld region.

These results represent a �rst quantitative attempt to reproduce the e�ect of mor-

phological and structural modi�cations on the far �eld emission pattern of a nanoscale
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3 Light-matter interaction within a ZnO Quantum Well

emitter localized within a �eld emission specimen. The applied methods are per se

adapted to the particular domain of Atom Probe Tomography, however they could be

easily adapted to broader domains in which nanoscale objects capable of light emission

undergo morphology changes or strong interaction with static or propagating electric

�elds.
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4. Correlative PAP Analysis of a (In,Ga)N

Laser Diode

While the previous chapter exempli�ed gainful insights into technique of the PAP by the

investigation of relatively simple quantum system, the atom probe's chemical resolution

on an atomic level is able to resolve much more complex nano-structures. One example

of such a specimen is described in Section 2.1.2. The results of the PAP investigation

of this specimen (performed by Abraham Neftali Diaz) are presented in this chapter.

For the typical distances between the layers of this specimen an isolated PL analysis of

such a specimen would not allow for an easy distinction between the di�erent PL signals.

The PAP promises to obtain a picture, which allows to assign the energetic components

of the recorded PL spectra to di�erent specimen regions, which facilitates a physical

explanation of the observed PL emission.

What makes this specimen a more interesting choice (from a material science per-

spective) is the complexity of the expected PL signal. Treating a system where optical

transition energy is varied by as many factors (doping, alloying, �eld induced stresses)

would pose a challenge for classical PL experiments, since the di�erent phenomena and

their in�uence on the PL signal are di�cult to di�erentiate. The successive �eld evapo-

ration of the PAP specimen allows for the discrimination of the di�erent phenomena by

correlating their presence in the detected PL signal with the progress of the specimen's

�eld evaporation.

The PAP technique's opportunity to record PL spectra of a �eld evaporating specimen

allows to exclude speci�c contributions to the overal PL by destroying their photoemission

centers. The assignment of an energetically distinct PL signal to a structural region of

the specimen becomes possible.

This chapter is set up in a way, which takes into account the diverse nature of the

physical e�ects a�ecting the optical transition energy of the di�erent structural regions

of the specimen. After a description of the experimental results obtained by the PAP,
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the main factors which modulate the system's optical transition energies are discussed.

4.1 Experimental Details on the Laser Diode PAP study

Fig. 2.11 shows the layer structure of the studied (Al,In,Ga)N specimen. The variation of

the doping element (Mg, Si, Ge) as well as of the alloying element (Al, In) concentration

are both possible sources of PL emission. The tip-shaped specimen is lifted out from the

specimen and then milled utilizing a focussed ion beam (FIB) microscope. The resulting

specimen shape is sketched in Fig. 2.11. This procedure is performed using a ZEISS

Nvision40, where the lifted-out specimen is mounted onto an electro-polished tungsten

post. The produced PAP-specimen is sketched in Fig. 4.1.

The PAP experiment was performed using a laser wavelength of 266 nm. The laser

repetition rate was 400 kHz and the time average of the pulsed laser power was 200

µW. During the evaporation of the specimen the applied voltage rose from 3 kV to 9.4

kV. For the PL detection set-up the grating with 600 lines/nm was used and the CCD

accquisition time was chosen to be 60 s.

Fig. 4.1a shows the variation of the alloying elements' (In, Al) fraction of the occupied

III-sites. The Tunnel Junction (TJ) and laser diode (LD) sections are located within In

doped regions in order to reduce the local band gap there and to con�ne free charge

carriers to these regions. The Al-doped top covering of the sample introduces a low

refractive index material into the system, which causes the optical modes to be pushed

towards the optically active LD region.

Fig. 4.1b shows the di�erent dopant (Mg, Si, Ge) levels which are present in the

di�erent layers of the specimen. The TJ represents a p-n-junction and serves to introduce

free holes from the substrate into the optically active region. The LD itself is located at

the intrinsically doped center of a p-i-n-junction.

Table 4.1: The APT parameters utilized for the reconstruction of the (In,Ga)N-LD
specimen.

Parameter Value
Projection Point (M+1) 1.65
Eβ-factor [ V

nm ] 7.30
Curvature-factor 1
Detection E�ciency 50%
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4.1.1 Specimen Reconstruction Parameters

The full dataset of the PAP experiment consist of the APT and the PL data. The

APT reconstruction was performed using the GPM3D-soft's Standard Ebeta algorithm.

The utilized reconstruction parameters are shown in Table 4.1. In order to take the

Nitrogen-losses (Russo et al. (2018)) of the GaN-system's APT analysis into account for

the reconstruction of the specimen, only the atoms occupying the III-sites (Ga, Al, In,

Si, Ge, Mg) are considered to have a volume contribution to the reconstruction algo-

rithm. Each of these atoms is assigned with the reconstruction volume of the primitive

unit cell of the base material (GaN). This approach to reconstruction assumes that the

specimen's Ga-site elements are detected with the full detection e�ciency of the system

(50% Table 4.1). N-atoms are considered to experience loss e�ects which reduce their

e�ective detection e�ciency, but since the entire primitive unit cell's volume is assigned

to the III-site atoms, these losses do not a�ect the depth which is gained with every

evaporated atom (dz, see Section 1.2.1.3).

Figure 4.1: Schematic of the FIB-milled specimen, decomposed into its alloying (a) and
doping (b) properties.
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Figure 4.2: a) Total specimen mass spectrum with identi�ed peaks. b) Zoom into the
mass spectrum showing the species with a mass-to-charge ratio below 60 amu. The mass
windows which are used for the atom identi�cation of the APT reconstruction are color
coded.

4.1.2 Mass spectrum analysis

Fig. 4.2 shows the mass spectrum recorded during the performance of the in-operando

PAP experiment. The mass windows which de�ne the identi�ed species that constitute

the specimen are shown in color code. Table 4.2 shows the isotopic abundances of the

elements contained in the specimen. In the full mass spectrum (Fig. 4.2a) main species
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evaporated during the PAP experiment (Al+, N+
2 , Ga

+, In+) can be easily seen. In the

zoomed-in mass spectrum (Fig. 4.2b) the less abundant species can be observed as well.

By �tting the mass spectrum for speci�c ranges of the mass to charged ratio using a sum

of Gaussians with a �xed standard deviation for every isotope (σ):

I(m) ≈
∑
i

ai · exp
(
−(m−mi)

2

2σ2i

)
+K (4.1)

the isotopic abundances of the atomic species can be calculated. ai are a measure of the

isotpoes peak intenstiy and K describes the background signal which is uncorrelated to

the laser pulse in the proximity of the peak's mass to chage ratio. mi is the mass to charge

ratio of the isotope i. The elements identi�ed in the mass spectrum (Fig. 4.2) are Al, Mg,

N, Ga, In. Since Al only occurs naturally as a single isotope (27Al) we have to rely only on

the mass to charge ratio to identify Al peaks. For the other elements however we are able

to con�rm the chemical nature of the peaks by comparing the experimentally observed

isotopic abundances with the literature values shown in Table 4.2. The mass spectra of

the most intensive Ga, In and Mg species are shown in Fig. 4.3. From the �ts performed

on these peaks the experimentally obtained isotopic abundances shown in Table 4.2 are

obtained. The doping element Ge only represents such a small fraction of the total

Figure 4.3: Mass spectra of the most intensive peaks of the species which can be identi�ed
from their mass to charge ratios. From the Gaussian �ts (red, Eq. (4.1)) the isotopic
abundances of Ga (a), In(b) and Mg (c) are calculated.
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Table 4.2: The isotopic abundances of the elements composing the (In,Ga)N heterostruc-
ture. (NIST (2023)) and the abundances obtained by the PAP experiment.

Si Lit. Ge Lit. Al Lit. N Lit.
28Si 92.2 % 70Ge 20.6 % 27Al 100.0 % 14N 99.6 %
29Si 4.7 % 72Ge 27.5 % 15N 0.4 %
30Si 3.1 % 73Ge 7.8 %

74Ge 36.5 %
76Ge 7.7 %

Ga Lit. Exp. In Lit. Exp. Mg Lit. Exp.
69Ga 60.1 % 60.5 % 113In 4.3 % 4.7 % 24Mg 79.0 % 79.7 %
71Ga 39.9 % 39.5 % 115In 95.7 % 95.3 % 25Mg 10.0 % 10.3 %

26Mg 11.0 % 10.0 %

number of detected atoms that its peaks are not visible in the total mass spectrum due

to noise. The Si2+ and Si+-peaks on the other hand share their mass-to-charge ratios

with the N+ and N+
2 peaks which are of such a high intensity that the Si doping cannot

be quanti�ed anywhere within the specimen. Thus their isotopic abundance cannot be

determined in the same way as for Ga, In and Mg. The strong N-signals on the other hand

would be able to allow for a calculation of its isotopic abundance. Applying the treatment

as shown in Fig. 4.3 to the N+-signal however yields that the relative intensity of the
15N+ peak to be 7.4 %, which is a value far removed from the literature value of 0.4 %.

Since there also is a peak at 16 amu present in the measurement the overrepresentation

of the 15 amu signal is assigned to the �eld evaporation of NH+.

In Fig. 4.2b hydrogen (H+ and H2+) can be observed at 1 amu and 2 amu. Also

hydrogen replica (NH+ and NH+
2 ) of the N

+ and the N+
2 signal (N2H+ and N2H+

2 ) signal

can be seen at 15 amu/16 amu and 29 amu/30 amu respectively. An issue concerning the

detection of hydrogen during an APT experiment is that it cannot clearly be distinguished

if the detected hydrogen originates from the actual composition of the specimen or from

contamination of the UHV chamber (Rigutti et al. (2021), Yoo et al. (2022)). Due to

this circumstance there are no mass windows assigned to the hydrogen containing species

investigated in the APT analysis. While the Mg2+ signal of the specimen show peaks

for all three Mg isotopes (at 12 amu, 12.5 amu, 13 amu) only the peak of the isotope

with the highest abundance (24Mg2+, 79.0%) is taken into consideration for the APT

analysis. This was performed in order to improve the signal to noise ratio. In the

following investigations of the specimen's Mg concentration this choice of mass window

is taken into account by multiplying the Mg2+-content measured under the exclusion of

the 25Mg2+ and 26Mg2+ signals by 1
79.0% . A very minor Mg+ signal can also be found at
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Figure 4.4: The unidenti�ed peak at 40 amu and its surroundings in the mass spectrum.

24 amu. In order to improve the signal to noise ratio of the evaluation, this signal which

barely exceeds the noise background is not taken into account for the evaluation of the

APT data. Since the Al-containing species in Fig. 4.2b (Al3+, Al2+, Al+, AlN2+) only

occur in the Al-rich region which is evaporated at the beginning of the experiment, these

signals can be clearly identi�ed to be Al-based. Also several molecular species containing

Ga (GaN2+/GaNH2+, GaN2+
2 , GaN2+

3 ) are identi�ed.

One peak that remains ambiguous despite our analytical e�orts is the signal at 40

amu (Fig. 4.4). This signal can be observed in the space between the lower edge of the

Al-rich capping layer and the upper edge of the TJ's cladding layers (InGaN:Mg (1 %

In)). There it appears in the Si-doped layers betwen the LD and the Al-rich region, in

the LD itself and in the Mg-doped region between LD and TJ. This peak's presence is

independent on the presence of Mg, Si and In in the selected region. Thus it is most

likely that this peak comes from the elements which are inherent to the specimen (Ga,

N). However the isotopic abundances (Table 4.2) suggest that a signal containing Ga

would have at least two di�erent isotopes. From the local mass spectra of speci�c tip

sections it is clear, that the 40 amu peak does not have any neighboring peaks coming

from di�erent isotopes. This is known because there are sections of the specimen where

the three minor signals following the 40 amu peak (41 amu, 41.6 amu and 42 amu) are

not present.
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4.1.3 Correlation Data on the (In,Ga)N-heterostructure

An overview of the PAP in-operando experiment's results can be seen in Fig. 4.5. Fig. 4.5a)

shows the positions of the atoms which are located on a thin 2 nm slice round the tip

center. Since a very high number of atoms (107 million) were evaporated during the

PAP experiment, the total depth of analyis (1.9 µm) is much larger than the atomic

coordinates perpendicular to this axis (30 nm). In order to better visualize the result of

the reconstruction, the aspect ratio in Fig. 4.5a) is not 1:1.

From the reconstruction data of the specimen (and not only of the thin slice) con-

centration pro�les were generated. Fig. 4.5b) (In) and Fig. 4.5c) (Mg) show the most

interesting correlation with the recorded PL specta. These concentration pro�les are

however not created by utilizing bins which contain the detection atoms within certain z

intervals of constant size as usual for APT data visualization. Instead every evaporated

atom is assigned to the bin of the PL spectrum (i) which is recorded during its �eld

evaporation. This bin is then assigned to a depth of analysis value (di) which is calcu-

lated as the mean of the lowest and highest d-values of the atoms inside of it. While In is

su�ciently abundant in every bin, the Mg concentration is much lower. In order to better

interpret the Mg-concentration in the composition pro�le graphs, the Mg concentration

pro�le is smoothed using Gaussian weights (with σ =5 nm):

csmooth(Mg)(d) =

∑imax

i=0 c(Mg)(di) · exp
(
−1

2

(
d−di
σ

)2)
∑imax

i=0 exp
(
−1

2

(
d−di
σ

)2) (4.2)

This assignment of every evaporated atom to a PL spectrum allows for a straight-

forward comparison between the composition pro�les and the specimen's PL response.

Fig. 4.5d) shows the PL spectra recorded during the specimen's �eld evaporation as heat

maps. The red zones of this graph show a high detected PL intensity and the blue regions

show a low intensity of PL.

Finally two more parameters which contain crucial information of the APT analysis

are shown in Fig. 4.5e) and Fig. 4.5f). The voltage applied to the specimen is a measure of

the facility of the specimen's �eld evaporation. The voltage is chosen so that the desired

detection rate of atoms is maintained as constant throughout the entire measurement.

For a constant radius of curvature a high applied voltage corresponds to a surface of the

specimen which is resistant to �eld evaporation, while a low applied voltage indicates that

the section of the tip evaporates easily. Similarly the ratio of the charge states of a select
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Figure 4.5: The experimental results of the correlated PAP analysis of the (In,Ga)N
specimen. a) The APT reconstruction of the sample. b) The In concentration pro�le.
c) The Mg concentration pro�le. d) Color coded heatmap of the PL spectra recorded
during the specimen's �eld evaporation. e) The development of the voltage during the
PAP experiment. f) Ga-charge state ratio.
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species category (e.g. Ga2+/Ga+ as shown in our analysis) allows for the estimation of

the electric �eld present at the tip apex. Since the theory of thermal �eld evaporation

(Section 1.2.1.1) suggests that only single charge atoms are emitted from the specimen,

an ion's transition into a higher charge state takes place by electrons tunneling from

emitted ions into the positively charge specimen. Since a higher electric �eld facilitates

this tunneling process (Kingham (1982)), the charge-state ratio can be used as a measure

of the electric �eld.

4.2 Compositional Analysis

4.2.1 Mg-doping

Magnesium is a major dopant of the (In,Ga)N LD heterostructure (Fig. 4.1). Between

the LD and the TJ a region with relatively low Mg doping content (3.5 · 1018 cm−3)

and a highly Mg doped (1019 cm−3) region were grown (Fig. 2.11). This di�erence of

the Mg doping levels can be seen in Fig. 4.5c), where the low Mg content zone can

be found in the region 1000 nm < d < 1300 nm and the high Mg content zone in

1400 nm < d < 1500 nm. The Mg content in the concentration pro�le is smoothed with

σ = 5 nm according to Eq. (4.2).

In order to quantify the dopant concentration present in these two regions their

local mass spectra are investigated. By generating the mass spectra of selected regions

(Fig. 4.6) in the centers of these two di�erently doped parts of the specimen the calculated

Figure 4.6: The selected regions within the low and high Mg concentration zones between
the LD and the TJ. With the atoms present in these regions the local mass spectra are
calculated. The atoms shown in this �gure lie within a slice of 2 nm thickness around
the specimen center. The local mass spectra (Fig. 4.7) are generated from the entire
thickness of the reconstruction.
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Figure 4.7: The local mass spectra of the regions shown in Fig. 4.6.

concentrations can be background corrected. The total number of detection events are

5.6 million for the low dopant concentration region and 5.1 million for the high dopant

concentration region.

Fig. 4.7 shows the mass spectra of these regions. Since the calculation of the Mg-

dopant concentration is the focus of the selection of the local mass spectra only the

signal of the most abundant Mg isotope (24Mg2+) is shown. While the other isotopes

are also present, their signals only barely exceed the noise level and thus are not useful

for the calculation of the dopant concentration. The experimental background, which

corresponds to evaporation events that are uncorrelated with the mass of the Mg2+-peak,

is �tted and shown as dashed lines. By summing up the di�erence between the measured

intensity and the �tted background for every mass to charge ratio of the histogram the

background number of detected Mg atoms is calculated.

Since the background is estimated by performing a �t for a variety of di�erent mass

to charge ratio ranges, the �ts represent the main source of error when calculating the

background corrected intensity of the 24Mg2+ signal. The background correction has

been shown to give a good description of the experimental noise if it is shifted by ±2 on

the intensity scale. With a total number of 40 mass to charge ratio bins (with a spacing

of 0.01 amu) a total error of ±80 detected Mg atoms is estimated for both regions.

The total number of Mg2+ ions is calculated by dividing the number of detected
24Mg2+ ions by it isotopic abundance (79.0 %). Since the Ga+ peak is the by far most
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Table 4.3: The APT parameters utilized for the reconstruction of the InGaN-TJ speci-
men.

low Mg high Mg

N(Ga+) 5.21 million 4.56 million
N(24Mg2+) 148 803
c(Mg) 3.6 · 10−5 22.3 · 10−5

∆c(Mg) 1.6 · 10−5 1.8 · 10−5

p(Mg) [cm−3] 1.6 · 1018 9.8 · 1018
∆p(Mg) [cm−3] 0.8 · 1018 0.7 · 1018

signi�cant peak of any Gallium containing species dividing the number of the Mg2+ ions

by the number of detected Ga2+ ions gives the site fraction of the Mg atoms (c(Mg)).

By dividing the Mg site fraction by the volume of the GaN unit cell (22.8 Å3) the Mg

doping concentration p(Mg) is calculated.

Table 4.3 shows the values of these quantities. As seen in this table, the compositional

analysis of the APT data gives a good reproduction of the expected dopant concentration

(1019 cm−3) within the highly Mg doped region. In the low Mg dopant region however

the compositional analysis deviates from the dopant concentration expected from the

growth conditions (3.5 · 1018 cm−3).

4.2.2 In-content

Since the indium content of the specimen is well above the mass spectrum's noise level,

the analysis of the In content does not require a detailed background subtraction as

performed in Section 4.2.1. Instead every detection event with a mass-to-charge ratio

that falls into the In+ mass window (Fig. 4.2a) is considered to be an indium atom.

Since both nanostructures (LD and TJ) which are interesting for the functionallity of

the specimen contain a signi�cant amount of In, the In site fraction at the proximity of

both these structures is shown in (Fig. 4.5a). By visualizing the In-site fraction (Fig. 4.5b)

we are able to have a good orientation when navigating through the PAP data (Fig. 4.5).

The In concentration pro�les of both the LD and TJ are shown in Fig. 4.8. By �tting

the In site fraction in the plateau region of both these zones the In-content of the cladding

layers is calculated. The maximum value of the In content gives the measured In site

fraction in the center of both nanostructures (Table 4.4).

The composition dependence of the InGaN band gap can be expressed as a function
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Figure 4.8: The LD's (left) and TJ's (right) In composition pro�le as a function of the
depth-of-analysis d. Di�erent evaporation states (characterized by d) of the specimen
show a varying level of distinguishable PL signals. The expected NBE emission energies
of (In,Ga)N with di�erent In-site fractions serve as an orientation for the estimation of
the In-content which is required to generate the observed PL response.

of the III-site fraction of In (x):

Eg(InxGa1−xN) = x · Eg(InN) + (1− x) · Eg(GaN) + x · (1− x) · κ (4.3)

where Eg(InN) is the band gap energy of InN, Eg(GaN) is the band gap energy of GaN

and κ is the InGaN system's bowing parameter. While Eg(GaN) can be easily estimated

(Eg(GaN) ≈ 3.5 eV) from the Near Band Edge (NBE) signal, the other parameters

Eg(InN) = 0.70 eV and κ = 1.43 eV have to be obtained from literature (Wang and

Yoshikawa (2004)). The PL signal of the specimen when both nanostructures in the

process of �eld evaporating is also shown in Fig. 4.8. In this �gure the PL energy of bulk

Table 4.4: The In site fraction (x) inside the di�erent specimen regions as estimated from
their growth conditions and as measured using the PAP. The expected band gap energy
of such a compound is calculated via Eq. (4.3).

Expected Measured
Layer x [%] Eg [eV] x [%] Eg [eV]
LD Cladding 6-7 3.25-3.21 8 3.2
LD Center 22 2.64 22 2.6
TJ Cladding 1-1.5 3.46-3.44 9 3.1
TJ Center 21 2.67 15 2.9
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(In,Ga)N with di�erent In site fractions (8 % In, 9 % In and 12 %) is shown as horizontal

lines as an overlay of the PL spectrum.

4.2.3 Ge-doping

Germanium is used as the n-type dopant within the TJ (Fig. 2.11). This thin layer is

surrounded by Mg-doped (In,Ga)N on the p-type side and by Si-doped (In,Ga)N as a

cladding layer on the n-type side. This con�guration allows for the quanti�cation of

the Ge doping level within the extremely thin (In,Ga)N:Ge layer. An issue with the

quanti�cation of the Ge doping within the specimen is its overlap with Ga in the mass

spectrum. This is caused by the similar masses of the abundant isotopes of both elements.

No naturally abundant isotopes of Ga and Ge share the same exact mass (Table 4.2) and

the most abundant Ge isotope 74Ge can be clearly distinguished from the thermal tail

(Vurpillot et al. (2006)) of the Ga-peaks both for the Ge+ and the Ge2+ evaporation

events in the selective mass spectrum of the Ge-doped region of the specimen (Fig. 4.9).

By investigating the mass spectrum of the atoms which constitute the center of the

TJ (red zone Fig. 4.9) the total number of Ge atoms in the n-type doped part of the TJ

can be calculated. While the whole specimen's mass spectrum Fig. 4.2 does not allow the

identi�cation of any Ge-peak, the reduced background noise of local spectra allow for the

atomic identi�cation of locally present elements. Fig. 4.10a shows local mass spectra of

the atoms which are in the proximity of the TJ (red zone). By subtracting the background

Figure 4.9: Close-up of the specimen reconstruction in the proximity of the TJ. Only
the In atoms are shown here. The TJ is the region of high In-atom density within the
red zone. The TJ appears to be curved in the reconstruction because the electric �eld
experiences a sudden drop during the TJ's �eld evaporation (Fig. 4.5e,f). The blue
and green zones are used to chemically analyse the upper and lower cladding layer. The
curvature of the TJ is an artifact of the APT reconstruction and only amounts to roughly
5 nm over a span of 74 nm.
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Figure 4.10: The mass spectra of the Ga/Ge2+ (a,b) and Ga/Ge+ (c,d) signals. The
minor peaks in the tails of the 69Ga+ and 71Ga+ at 69.7, 70.2, 71.2 and 72.2 amu do
not correspond to the isotopic mass of any of the abundant isotopes of either Ga or Ge
(Table 4.2).

from the mass spectrum Fig. 4.10b of the 74Ge+ and 74Ge2+-peaks and considering the

isotopic abundances of the di�erent Ge-isotopes (Table 4.2) the total number of detected

Ge-atoms (NGe) is calculated. While the Ge+-peaks are mostly covered by the tails of

the two Ga+ isotope signals (Fig. 4.10c), the 74Ge+ peak can be still discerned in the

mass spectrum (Fig. 4.10d).

However the APT reconstruction shows an artifact close to the center of the TJ.

Due to a sudden drop in the applied voltage shortly before the evaporation of the TJ

(Fig. 4.5) the reconstruction algorithm misinterprets the local radius of curvature leading
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to the curved appearance of the TJ (Section 1.2.1). The curved appearance of the already

thin TJ and thus the �awed reconstruction in the TJ's proximity, makes it di�cult to

calculate its Ge-doping concentration in the same way as already presented for Mg in

Section 4.2.1.

Instead the Ge atoms are considered to be present in a section of the specimen

which has the thickness (t = 5 nm) which is expected for the Ge-rich section of the TJ

(Fig. 2.11). The radius of the reconstruction in the region of the TJ is r = 37 ± 2 nm.

Thus the volume of the TJ in the reconstruction is estimated as VTJ = π · t · r2. The Ge
doping concentration can be calculated as:

n(Ge) =
NGe

VTJ · ν
(4.4)

where ν = 50% is the system's detection e�ciency. The error of the Ge dopant concen-

tration is calculated as:

∆n(Ge) =
∣∣∣∣∆rdndr

∣∣∣∣+ ∣∣∣∣∆N dn
dN

∣∣∣∣ = nGe ·
(
2
∆r

r
+

∆NGe

NGe

)
(4.5)

The error in the number of detected Ge atoms is estimated by considering an error of

±2 atoms for every bin of both mass spectra (Fig. 4.10b,d) resulting in a total error of

∆NGe =
260

36.5% = 712 atoms when taking the isotopic abundance of the other Ge isotopes

into consideration. The Ge dopant concentration estimated here (1.2 ± 0.8 · 1020 cm−3,

see Table 4.5) is lower than the expected concentration of 5 · 1020 cm−3 (Fig. 2.11).

In order to verify if some Ge might have left the center of the TJ (red zone in Fig. 4.9),

the local mass spectra of both cladding layers surrounding (blue zone and green zone in

Fig. 4.9) are investigated. Neither in the top cladding layer (blue), nor in the bottom

cladding layer (green) a 74Ge+ or a 74Ge2+ peak are observed. Thus we conclude that

the Ge atoms, whose doping levels are undestimated in this section, in the TJ did not

Table 4.5: The number of the Ge-detection events measured in the red zone of Fig. 4.9.
By estimating the volume of the Ge-doped region the doping concentration is calculated
(Eq. (4.4)).

N(74Ge2+) 295
N(74Ge+) 191
N(Ge) 1332
n(Ge) [cm−3] 1.2 · 1020
∆n(Ge) [cm−3] 0.8 · 1020
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Figure 4.11: Al-fraction of the III-sites of the specimen.

migrate into either cladding layer.

4.2.4 Al and Si content

In order to con�ne the system's optical modes of LD-heterostructure within the optically

active region it contains an (Al,Ga)N top layer (Fig. 4.5). From its growth conditions this

layer is expected to have an Al content of 3 %. From the APT data an Al site-fraction

of 4 % is obtained within the Al-rich layer (Fig. 4.11). The Al-composition pro�le is

calculated from the sum of the atoms which fall into the Al mass windows (Al3+, Al2+,

Al+). Since the calculated Al-site fraction is marginal for d > 400 nm, no subtraction of

the experimental background was performed.

The (Al,Ga)N layer is, as well as the layers below the TJ, Si doped. Quantifying the

Si-content however poses a problem for the APT technique. Since the isotopic mass of

the most abundant Si isotope 28Si is twice the mass of the most abundant N isotope 14N

there are overlaps of these species in the mass spectrum. Since nitrogen evaporates as

N+
2 , N2H+, N2H+

2 and as N2+, NH2+, NH2+
2 the quanti�cation of the Si signal coming

both from the Si+ and the Si2+ detection events is obstructed for all isotopes by the

thermal tails of these APT signals.

4.3 Heterostructure Investigation

4.3.1 Layer Arrangement

While the previous sections have dealt with the compositional properties of di�erent

regions of the heterostructure, their arrangement and their thicknesses are important for
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Figure 4.12: The concentration pro�les of the reconstructed specimen and the develop-
ment of the applied voltage. The reconstruction parameters (Table 4.1) are chosen so
that the LD (including its cladding layers) is of roughly the expected thickness. The
(In,Ga)N QW is located at the center of the LD region and can be identi�ed by its ele-
vated In III-site fraction.

the application of the LED. This section presents the thicknesses of the di�erent layers

as obtained from the APT reconstruction and compares these thicknesses with the values

expected from the growing conditions (Fig. 2.11).

Fig. 4.12 shows the concentration pro�les of the main species as obtained from the

APT reconstruction. The APT reconstruction algorithm (Section 1.2.1.3) is used to

perform this reconstruction (standard Eβ). The reconstruction parameters are shown

in Table 4.1. While standard values which describe a usual APT specimen are chosen

for the projection point, the curvature-factor and the detection e�ciency, the Eβ-factor

is chosen to be a value which gives a good reconstruction for the thickness of the LD

structure and its cladding layers.

The reconstruction algorithm considers the Eβ-factor to be proportional to the elec-
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tric �eld of evaporation of the specimen and to be constant throughout the entire exper-

iment. The applied voltage is automatically controlled so that the evaporation rate is

held constant. Any modi�cation of the applied voltage is thus considered to be caused

by a change in the radius of curvature by the algorithm (Eq. (1.10)). However since the

studied system is a heterostructure, this assumption cannot be considered to be entirely

true. Since layers with di�ering chemical constitution within the specimen have di�er-

ent heats of sublimation and work functions, they also have di�erent values of the �eld

evaporation activation energy (Eq. (1.11)). This results in di�erent electric �elds being

necessary to evaporate these di�erently composed layers at the desired detection rate

(Eq. (1.12)). Thus once the evaporation �eld reaches a region where the electric �eld

of under which the specimen evaporates no longer corresponds to the Eβ-factor of the

reconstruction algorithm, the radius of curvature is not properly calculated leading to

artifacts in the reconstructed data.

A homogeneous specimen undergoing controlled �eld evaporation is expected to un-

dergo a monotonous rise in the applied voltage in time, which corresponds to a continuous

increase in the radius of curvature. Since the depth of analysis also rises with experiment

time, the applied voltage also rises with depth of analysis. If the evaporation front starts

entering a section of the specimen which is harder to evaporate than the previous one,

the voltage experiences a more sudden rise. If the evaporating section of the specimen

becomes easier to evaporate on the other hand the voltage drops. The voltage develop-

ment when transitioning into In-rich portions of the specimen shown in Fig. 4.12 shows

this behavior. There is no steady rise in the applied voltage found, but instead there are

drops (once a layer containing Al and In has been fully evaporated) and rises (once an

In-containg layer starts evaporating) which disagree with the continuous rise in voltage,

which is assumed for the reconstruction algorithm. Thus it can be concluded that phases

containing In and Al are harder to evaporate than pure GaN.

While the interfaces between GaN layers and layers which are alloyed with Al and In

clearly show a modi�cation of the applied voltage, the interface between the lowly Mg-

doped and the highly Mg-doped GaN at d = 1350 nm show modulation of the voltage

which is much more subtle. Fig. 4.13 shows the voltage behavior within the Mg-doped

region of the specimen. A minor increase of the applied voltage on the interface between

both di�erent doping levels can be better visualized by the derivative of the voltage dV
dd .

The voltage curve from which dV
dd is calculated is smoothed according to Eq. (4.2) with

σ = 20 nm.

The voltage rise during the �eld evaporation of a specimen with a constant activation

energy of the �eld evaporation should be locally constant (in d). However shortly before
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Figure 4.13: The voltage development in the region where the evaporation front transi-
tions from the low-Mg doping region and the high-Mg doping region does not show the
di�erence in the voltage behavior between these regions. The derivative of the applied
voltage on the other hand clearly shows that an increase of the Mg-content leads to a
more di�cult evaporation of the material.

the Mg-rich section starts evaporating dV
dd begins increasing. This is equivalent to an in-

crease of the activation energy of �eld evaporation shortly before Mg atoms are starting

to evaporate. At a given electric �eld strength the activation energy of the �eld evap-

oration process increases with a rising heat of sublimation and ionization energy of the

evaporating species and decreases with a rise in the surface's electron a�nity (Eq. (1.11)).

Since Mg atoms in the doped regions only constitute a very minor fraction of the total

composition (< 0.1%), the evaporation of Mg atoms is not expected to provide a major

contribution to the evaporation rate. Since the ionization energy is independent of the

surface's chemical nature, only the heat of sublimation of the evaporating species and
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the electron a�nity of the surface have to be taken into consideration when discussing

the di�erence in the evaporation behavior of the lowly and highly Mg-doped sections of

the specimen. The e�ect of the increased doping level on the GaN:Mg's heat of sublima-

tion has not been investigated in detail here, but the generally low relative Mg content

within both di�erently doped layers suggests that the Mg incorporation only in�uences

the binding energy of a small fraction of the specimen's Ga and N atoms. The electron

a�nity of GaN however has been shown to depend on the presence of Mg-dopants on the

tip surface. By �rst principle density functional theory calculations the introduction of

Mg-dopants into a GaN surface has been shown to reduce its electron a�nity in Ji et al.

(2016). This increase of the Mg content of a GaN layer can be expected to reduce the

surface's electron a�nity as well leading to an increase in the activation energy of the �eld

evaporation (Eq. (1.11)). Due to the PAP experiment being performed under constant

detection rate conditions, this increase of the activation energy results in an increase of

the applied voltage. This statement is in qualitative agreement with the faster rise of the

applied voltage once the Mg-rich region starts evaporating (Fig. 4.13), implying that the

electron a�nity might play a major role in the specimen's �eld evaporation behavior.

4.3.2 Behavior of surface electric �eld in the TJ region

The most drastic increase in the applied DC voltage takes place shortly before the TJ

evaporates. This increase in voltage amounts to 1 kV. In Silaeva et al. (2014) the pene-

tration of the electric �eld into an APT specimen is studied. In this study the screening

of the electric �eld inside of the specimen is calculated. The screening of the electric �eld

is caused by the accumulation of holes at the tip surface, which also cause the electric

�eld that leads to the �eld evaporation of the surface atoms. In order for this screening

to take place at the tip apex a su�cient amount of holes has to be present at the apex.

The surface �eld
(
Esurf =

Eext

ϵ

)
which penetrates into the specimen has to be screened

by the accumulation of positive charges within a few nm distance from the tip apex. This

means that holes are accumulating close to the tip apex. These excess holes have to be

provided from the backbone of the specimen and cannot come from regions close to the

tip apex due to its charge neutrality at zero voltage. Since the electric �eld which is

present at the TJ during the APT experiment is directed towards the tip apex and the

p-type doped faces it, the TJ experiences a reverse voltage bias during the performance

of the PAP experiment.

Fig. 4.14 shows the behavior of the applied voltage and the Ga2+/Ga+- charge state

ratio in the proximity of the TJ. While the applied voltage represents a requirement to
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Figure 4.14: The voltage, the In-site fraction and the charge state ratio in the proximity
of the TJ.

ensure a steady evaporation rate, the charge state ratio gives an estimate of the electric

�eld which is present at the specimen apex. In Fig. 4.14 it can be seen that the initial

increase of the applied voltage around d = 1500 nm does not directly cause an increase

of the charge state ratio. This means that the increase of the voltage does not result in

an increased electric �eld for 1500 nm < d < 1540nm. The fact that the increase of the

applied voltage shortly before TJ's cladding layers start evaporating does not contribute

to the electric �eld on the specimen surface begs the question about the origin of this

increase of roughly ∆V ≈ 1 kV.

4.4 Correlative Results of PL and APT

With the chemical and structural reconstruction data presented in Section 4.2 and Sec-

tion 4.3 the specimen's PL response can be interpreted much more easily. Any contri-

bution to a speci�c PL spectrum (Fig. 4.5d) at a �xed depth of analysis (d) can only

originate from regions which are constituted by atoms which have a higher d-value than

PL spectrum. Thus only those atoms which lie to the right of a speci�c color-coded

spectrum are able to contribute to it. In order to separate the di�erent components of
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the measured PL signal a multi-Gaussian �t was applied to every PL spectrum:

Fit(E) = k +

imax∑
i=1

Ai · exp
(
(E − Ei)

2

2σ2i

)
(4.6)

This function is �tted onto every PL spectrum. Since the parameter imax gives the

number of the Gaussian utilized to �t the experimental data for a speci�c spectrum, its

choice is not trivial. If imax is chosen too low, it does not satisfy the complexity of the

PL signal and if its value is overestimated, spectral deviations of the recorded spectra

from the supposed Gaussian shape are falsely interpreted as a distinct signal. Due to the

appearance and disappearance of PL signals during the specimen's �eld evaporation it is

necessary to de�ne di�erent values of imax for di�erent regions of the specimen.

Fig. 4.15 shows the development of the characteristic PL energies of the identi�ed

components (Ei) as a function of d. For early (d < 250 nm) evaporation states, a

description using two Gaussians (imax = 2) su�ces in order to obtain a good �t of the

measurement data. The two components present here are the GaN NBE signal (E1 ≈3.5
eV) and the far below band gap PL emission, which is refered to as PL 2 in the following

(E2 ≈3.1 eV).

In the following region ((250 nm < d < 710 nm) another spectral contribution with

Figure 4.15: The specimen's PL response as a function of the depth-of-analysis d. The
set of spectra is �tted utilizing Eq. (4.6). Di�erent evaporation states (characterized by
d) of the specimen show a varying level of distinguishable PL signals.
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a slightly higher energy (E3 ≈3.3 eV) starts becoming pronounced (refered to as the

emission PL 1 in the following). This spectral component clearly appears after the upper

cladding layer of the LD structure starts to evaporate. This clear feature continues

to contribute to the PL signal until it continuously disappears in the Mg-doped region

between LD and TJ. To describe this additional feature a third Gaussian (imax = 3) is

introduced into the �tting procedure in this region (710 nm < d < 1450 nm). Since this

higher energy contribution is not well pronounced in the region where this new feature

start appearing 250 nm < d < 710 nm), the �tting routine does not converge well when

�tting it with three Gaussians, the region d < 710 nm is only �tted with imax = 2.

After the disappearance of the PL 1 signal a two Gaussian �t (imax = 2) is used until

the PL 2 signal vanishes abruptly (1450 nm < d < 1560 nm)). The remainder of the

experimental PL spectra (d > 1560 nm)) is �tted using only a single Gaussian (imax = 1).

Performing the �t described in Eq. (4.6) delivers the parameters describing the phys-

ical properties of the di�erent spectral components of the total PL signal. These are the

component i's characteristic energy (Ei), its spectral width (σi) and its peak intensity

(Ai). In Fig. 4.15 the di�erent spectral components' characteristic energy is laid over

the specimen's d-resolved PL response. It should be kept in mind that the �t of the

PL signals shown in Eq. (4.6) does not completely describe the experimentally observed

PL spectrum. Especially the PL 1 signal appears before there region where it is �tted.

However its low intensity at d < 710 nm does not allow it to be properly distinguished

from the PL 2 signal by the �tting procedure.

Utilizing the parameters, which are obtained from the previously discussed �tting

procedure, the total intensity of a spectral component i is can be calculated as:

Ii = 2πσi ·Ai (4.7)

4.4.1 Near Band Edge signal oscillation

The NBE-signal shows an oscillation of its total signal. The below band gap signal on the

other hand only show a much lower intensity oscillation at the same frequency. Since the

distance between the intensity maxima is not constant in d, it does not have a constant

spatial frequency. The collection time of each recorded PL spectrum is 1 minute.

To further analyse this behavior, the PL intensity of the recorded PL spectrum is

integrated in order to obtain a measure of the emission strength around the band gap

and below the band gap. In order to do this, the detected PL intensity with a photon

energy below 3.35 eV is assigned to the below band gap emission, while the intensity

coming from photons with an energy higher than 3.35 eV is assigned to the NBE-signal.
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Figure 4.16: The PL intensity originating
from near the GaN band gap (E > 3.35
eV) and coming from below the GaN band
gap (E < 3.35 eV) as a function of the
measurement time.

Figure 4.17: The Fourier transform of the
curves described in Fig. 4.16. At the fre-
quency f which corresponds to a period of
roughly 8.5 minutes, the near gap signal's
Fourier spectrum shows a maximum.

By integrating the intensity over the respective energy ranges, the PL signal's strength

is calculated and shown as a function of the time of the atom's �eld evaporation with

reference to the start of the PAP experiment in Fig. 4.16. In this graph we can see that

the NBE signal shows a strong oscillating component, while the below GaN band gap

signal doesn't show such a feature. The Fourier transform of the time-dependent PL

intensity signals (Fig. 4.17) shows that there is a dominant frequency of the oscillation

of the NBE signal. The period corresponding to this oscillation amounts to roughly 8.5

minutes. The signal below the GaN band gap is also in�uenced by this oscillation of the

system. While having a much lower amplitude, it still shows a minor component in the

Fourier spectrum, which corresponds to the period of 8.5 minutes (Fig. 4.17). In both

spectral regions this oscillation might be either caused by periodic motions of the sample

stage or by a periodic �uctuation of the laser power.

4.4.2 PL 1 Emission

While the concentrations of the alloying elements have to be relatively high in order to

cause photoemission at a large energetic distance from the band-gap transition, dop-

ing can already in�uence the specimen's response at much lower concentrations. The
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dominant dopant in the investigated system is Mg.

Since PAMBE allows for the deposition of high quality p-type doped GaN:Mg layers

without the need for any annealing of the deposited specimen, the PL signals emitted

from the investigated specimen are expected to show the same PL emission energy as

observed for other PAMBE produced specimen. In Yan-Ping and Guang-Hui (2011) the

PL response of PAMBE grown Mg-doped GaN is investigated. This work shows that

the energy of the Mg donor-acceptor pair (DAP) PL emission occurs at about 200 meV

below the NBE PL emission. Fig. 4.18a) shows that the di�erence between NBE the PL

1 energies takes values, which are similar to the expected binding energy of the DAPs.

Since the PL 1 emission slowly vanishes once the Mg-rich region between the LD and

TJ is underway being evaporated (Fig. 4.5), this signal is identi�ed to originate from the

recombination of DAP photocarriers.

4.4.3 PL 2 Emission

Fig. 4.18b) shows the di�erence between the �tted energy of the PL emission 1 and the

NBE energy. In the early phase of the specimen's �eld evaporation the PL energy of

the PL 2 signal remains mostly constant. A major discontinuity of the energy di�erence

is observed with the introduction of the third Gaussian used for the �t at d = 710 nm.

While at this depth of analysis the peak intensity of the below band gap PL signal has a

local minimum (Fig. 4.19), shortly after (d = 780 nm) there is a very clear peak in the

detected intensity at an energy of 3.08 eV, which represents a red shift of the PL energy

Figure 4.18: PL-energy di�erence between the NBE emission and a) the PL 1 emission,
b) the PL 2 emission.
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detected at d < 710 nm. Since this signal reaches its maximum peak intensity during

the �eld evaporation of the laser diode QW, it is shown that it does not originate from

the QW.

Fig. 4.19 shows the electric �eld present at the specimen apex as calculated from the

charge state ratio (Gault et al. (2016)). The detection events of the entire detector's area

are used for the calculation of both the charge state ratio and the electric �eld. Since

the activation energy of �eld evaporation rises drastically with an increasing charge state

of the evaporated ion (Eq. (1.11)) detected species with a charge higher than +e are

expected to be generated by electron tunneling from an emitted cation into the specimen

at close proximity of the apex after the �eld evaporation has occured. This makes the

charge-state ratio a material independent measure of the electric �eld at the atomic sites

from where �eld evaporation takes place. It should be remarked that �eld evaporation

only takes place at those exposed atomic sites which experience an especially high electric

Figure 4.19: The below band-gap PL spectrum with the �ts (Eq. (4.6)) of the PL 1 and
PL 2 signals.
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�eld, making the electric �eld calculated from the Kingham (1982)-theory an upper bound

for the average electric �eld at the apex. Despite these limitations it can be deducted

from the charge state ratio that the red-shift at d = 780 nm is accompanied by an increase

of the electric �eld at the tip apex.

After the �eld evaporation of the QW and its cladding layers, the electric �eld and

the energy of the PL 2 emission return to values which are similar to those with d < 710

nm (F = 18.9 V/nm). The increased electric �eld during the �eld evaporation of the

In-rich layers of the (In,Ga)N QW (F = 20.1 V/nm) and its cladding layers (F = 19.4

V/nm) shows that this section is tougher to �eld evaporate.

During the �eld evaporation of the Mg-doped regions of the specimen which lie be-

tween the LD QW and the TJ both �tted PL signals develop mostly parallel to each

other. Once the PL 1 emission starts vanishing (d = 1330 nm) the �t of the PL 2

emission also experiences a red-shift of the �tted energy. This suggests that the PL 2

emission �t in this section is connected to the emission of PL 1. The PL-spectroscopy

data presented in Kaufmann et al. (1999) shows that the Mg-doping induced blue band

PL emission of GaN can be expected in a wide energy range from 3.0 eV to 3.3 eV. Since

it experiences a very sudden energy shift as soon as the PL 1 starts drastically decreasing

in peak intensity the main contribution to the PL 2 emission in 840 nm < d < 1330 nm

also originates from Mg-doping.

The origin of the remaining below band gap signal of the later evaporation stages

(d > 1360 nm) can be established by considering the depth of analyis where it vanishes.

Fig. 4.20 shows a close-up of the correlative PAP data around the depth of analysis where

the PL 2 signal vanishes. From the development of the �tted PL-intensity shown in this

�gure, it can be seen that it decreases over a distance of roughly 30 nm before fully

vanishing. Over this distance the �tted PL energy is red shifted from 3.02 eV to 2.97

eV. The PL signal of the ZnO QW embedded in (Mg,Zn)O barrier material presented

in Section 3.2 also starts vanishes at a similar distance from the evaporation front. This

indicates that the PL 2 signal also contains a contribution from the either the TJ or from

the TJ-cladding layers.

In Table 4.4 the transition energy of the di�erent In-doped regions of the specimen

is estimated from the PAP measured In-site fraction. The TJ cladding layer's band gap

is estimated to be 3.1 eV and the TJ's band gap from the In-alloying is calculated to

be 2.9 eV. Before the sudden drop of the below band gap PL emission (d = 1545 nm),

the emission takes values between 3.02 eV and 3.05 eV. These observed PL emission

energies are closer to the estimated PL energy of the cladding layers. Also a TJ has a

strong internal electric �eld. This means that any free electrons and holes present within

148



4.4 Correlative Results of PL and APT

Figure 4.20: The correlated PAP data in the proximity of the TJ. The PL-intensity of
PL 2 signal is calculated from the �ts of the PL spectra using Eq. (4.7).

it experience an acceleration in opposing directions, leading to their spatial separation.

This leads to a smaller overlap of their wave function, resulting in a suppressed PL

emission. Thus we conclude that the PL 2 signal in 1350 nm < d < 1530 nm stems from

the (In,Ga)N cladding layer of the TJ.
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Before the below band gap signal �nally vanishes around d = 1560 nm it experiences a

redshift. Only the �nal part of this redshift (d > 1540 nm) is accompanied by an increase

of the electric �eld at the specimen apex. This implies that the redshift is not primarily

induced by an increased electric �eld strength or by an increase of the mechanical stress

close to the apex induced by it. After the vanishing of the PL signal the electric �eld

reaches its maximum around d = 1570 nm. At this maximum electric �eld strength, the

applied voltage is already decreasing.

4.5 Summary of the Correlated Results

With the identi�cation of the di�erent contributions to the specimen's PL response in

the previous sections the physical origin of the dominant contribution to the detected

PL spectrum are determined (Fig. 4.21). The high energy contribution is determined to

originate from the NBE interband transition of the GaN phase. Since GaN is present

at every evaporation state of the specimen, this response can be observed for the entire

experiment.

The lower emitted energies are dominated by the DAP emission coming from the

Mg-doped sections of the specimen. This contribution fades out over a relatively large

range depth of analysis range. Once a large part of the Mg-doped portion of the specimen

has been fully �eld evaporated the PL response of the bottom cladding layer of the TJ

becomes pronounced. While it can be identi�ed at an energy which is distinct from the

DAP emission, the exact depth of analysis of its onset can not be clearly identi�ed due to

its overlap with the broad DAP signal. This signal can thus only be identi�ed once the

DAP signal has experienced a signi�cant decline in intensity and shows a relatively low

intensity. Since the cladding layer of the TJ is much thinner than the Mg-doped region,

its PL response shows a very swift decline once the evaporation front has approached

it. The QW which represents the optically active zone located at the LD's center does

not show any PL emission at the energy estimated from the measured In-content (2.6 eV

Table 4.4).

The pulsed laser which is used to trigger the �eld evaporation and to excite the

specimen's PL response is focussed on the original apex of the specimen (d = 0 nm).

The laser spot size is roughly 2 µm and comparable to the entire depth of the analysis.

This means that the sections of the specimen which have a low d-value experience a

higher excitation from the laser than those with a high d-value. For the interpretation

of the comparably low intensity of the TJ's cladding layer's optical response it has to

be taken into account that this section does not experience the same laser excitation as
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Figure 4.21: Total overview of the specimen's PL response as it was assigned in this
chapter. The dominant source of the below band edge PL emission is found to be the Mg
donor acceptor pairs for most the experiment. After most of the Mg-rich region of the
specimen has been �eld evaporated, the PL response of the TJ cladding layers becomes
pronounced.

section of the specimen with a lower d-value.

A question which still remains open is the unusual behavior of the applied voltage

and the electric �eld in the proximity of the TJ (Fig. 4.20). The observation that a

decrease of the applied voltage would lead an increase of the electric �eld present at the

tip apex is counter-intuitive. Since no comprehensive explanation of this observation of

this unusual behavior has been found yet, it still requires further investigation.

Overall the correlative PAP analysis of the (In,Ga)N laser diode presented in this

section has shown interesting results on both the PAP technique and the investigated

heterostructure. It has been shown that a high depth of analysis is possible to be mea-

sured via PAP. This also allows to study entire heterostructured semiconductor devices

using this instrument. The evaluation of the APT data which is presented here allows

for an estimation of the doping levels of di�erent layers within the system. The In-site

fraction within the di�erent layers has also been measured. A comparison of the chemi-

cal modulations with the PL response allows to locate the original region of the di�erent

spectral contributions.
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Conclusion

This thesis presents an investigation of semiconductor heterostructures using the Pho-

tonic Atom Probe. Such heterostructures consisting of the (Mg,Zn)O and (Al,Ga,In)N

material systems are presented here in order to investigate di�erent aspects of both the

instrumental behavior of the PAP and the material system.

The ZnO Quantum Wells embedded within (Mg,Zn)O-barrier material are presented

as a model system for a general study of the behavior of the detected PL intensity emitted

from localized PL emitters embedded within an Atom Probe Tomography specimen. The

conclusions obtained from the investigations of the ZnO QW's PL emission treat the

interaction between the specimen, the light and the PAP set-up which is used to detect

the specimen's optical response. The FDTD calculations and their evaluation presented

in this thesis take into consideration these three aspects of the PAP experiment and

investigate their interdependencies.

In the polarization resolved PAP study of a QW's PL emission it is shown that a

QW embedded within an APT specimen shows a PL emission polarized perpendicular

to the tip main axis (σ) while the emission of its barrier material is polarized along the

tip axis (π). This result is obtained for both the polar c-axis and the non-polar a-axis

oriented along the PAP set-up's optical axis. The experimental studies are supplemented

by a series of FDTD simulations that serve to simulate the propagation of both the

PAP's exciting laser pulse and the QW's PL response inside of the specimen. By the

simulation of the polarization resolved PL signal which arrives at the PAP's PL detector

insights about the dipole orientation of the PL emission within the specimen are gained.

Comparing the experimental and the simulation results shows that the PL emission of

the localized QW is mostly polarized within the m-plane. This result is in con�ict with

the previously reported behavior of planar samples that show a strong polarization in the

c-plane. While the reason for this disagreement is still unclear the speci�c morphology

of the QW is suggested as a mechanism for the modulation of the optical response. A

possible expansion of the polarization resolved PAP technique presented here is to study
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the behavior of a �eld evaporating PAP specimen (in-operando). The main issue when

considering such an experiment is that the non-polarization �ltered PL emission has to

be intensive enough so that it still gives a su�cient signal after polarization �ltering.

Additionally to the polarization resolved study of the ZnO QW, which was performed

without any applied voltage, another PAP study of a ZnO QW specimen, which is under

�eld evaporation conditions, is performed. The focus of this study is the explanation of

the mechanisms behind the development of the detected PL intensity as a function of the

developing tip geometry. For this purpose a set of tip geometries which mimics its geo-

metric evolution is de�ned and FDTD simulations are performed on this set of geometries.

The goal of these simulations is to simulate the PAP's PL generation and PL detection

capabilities as a function of the specimen evaporation progress. The simulation of the

PL emission of the PAP specimen assuming bulk material properties gives a qualitative

description of the experimental PL development, when taking into account the dominant

orientation of the emitting dipoles as obtained from the polarization resolved analysis.

However taking into consideration the modulation of the specimen's optical properties

due to the high surface �eld during the performance of an APT experiment allows for

a quantitative description of the measured PL by FDTD calculation. This agreement

between calculation and experiment further forti�es the notion that the uniquely high

electric �eld which is present during any APT experiment also modulates the specimen's

optical properties.

The investigation of a (In,Ga)N Laser Diode with a burried (In,Ga)N Tunnel Junction

embedded within a wurzite (Al,In,Ga)N heterostructure specimen presents a correlated

study of the APT and PL properties of the specimen as performed within the PAP. Both

the Ga-site fraction of the elements which are used to locally modify the band gap of the

GaN base material (Al,In) and the concentration of doping elements (Ge and Mg) are

investigated. The overlap of the Si mass-peaks with the N-signals has hindered the dopant

quanti�cation of the Si doped sections of the specimen. By comparing the compositional

information obtained from the APT part of the PAP experiment to the PL information

obtained by the instrument the original region and mechanism of the PL generation is

obtained. It is shown that the specimen's PL emission at energies below the band gap is

dominated by the radiation generated by the GaN-Mg donor acceptor pairs from below

the LD. Only once the Mg-doped section of the specimen has been fully �eld evaporated,

a PL signal coming from the TJ's cladding layers becomes pronounced. A special focus

is set on investigation of the electric �eld behavior during the �eld evaporation of this

specimen. It is shown that the DC voltage applied to the specimen rises without causing

an increase in the surface �eld shortly before the TJ start undergoing �eld evaporation.
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Overall the study of the laser diode has shown that the PAP technique is applicable for

the correlative study of semiconductor device heterostructures, which of course should

be expanded in the future.

One material system of particular interest for future investigations are biological sam-

ples. The molecular species generated from the �eld evaporation of biological specimens

often poses a challenge for the chemical identi�cation of the mass peaks. Introducing op-

tically active markers into such systems (�uorescent proteins or quantum dots) allows for

an additional opportunity to localize the position of a protein embedded in a frozen solu-

tion or in a matrix material. From the vanishing of the marker's optical response in the

PL spectrum the marked molecule can be localized within the APT reconstruction data.

By comparing the mass spectrum of the section of the reconstruction where the protein

is present with the mass spectrum, where it is absent the detection events characteristic

to the protein can be identi�ed in the mass spectrum. An analysis of the distribution of

these species then would allow localizing the protein throughout the specimen.
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