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Abstract

Thanks to the miniaturisation of electronics, embedded devices have be-
come more and more ubiquitous, since the 2010s, realising various tasks
all around us. As their usage is developing, there is a growing demand
for these devices to process data and make complex decisions efficiently.
Deep neural networks are powerful tools to achieve this goal, however,
these networks are often too heavy and complex to fit on embedded de-
vices. Thus, there is a compelling need to devise methods to compress
these large networks without significantly compromising their efficacy.
This PhD thesis introduces two innovative methods, centred around the
concept of pruning, aiming to compress neural networks while ensuring
minimal impact on their accuracy.

This PhD thesis first introduces a budget-aware method for com-
pressing large neural networks with weight reparametrisation and bud-
get loss that does not require fine-tuning. Traditional pruning methods
often rely on post-training saliency indicators to remove weights, dis-
regarding the targeted pruning rate. Our approach integrates a budget
loss, driving the pruning process towards a specific value during train-
ing, thereby achieving a joint optimisation of topology and weights. By
soft-pruning the smallest weights using weight reparametrisation, our
method significantly mitigates accuracy degradation in comparison to
traditional pruning techniques. We show the effectiveness of our ap-
proach across various datasets and architectures.

This PhD thesis later focuses on the extraction of effective subnet-
works without weight training. Our goal is to identify the best sub-
network topology in a large network without optimising its weights
while still delivering compelling performance. This is achieved using
our novel Arbitrarily Shifted Log Parametrisation, which serves as a dif-
ferentiable relaxation of discrete topology sampling, enabling the train-
ing of masks that represent the probability of selection of the weights.
Alongside, a weight rescaling mechanism (referred to as Smart Rescale)

iii



is also introduced, which allows enhancing the performance of the ex-
tracted subnetworks as well as speeding up their training. Our pro-
posed approach also finds the optimal pruning rate after one training
pass, thereby circumventing computationally expensive gird-search and
training across various pruning rates. As shown through comprehen-
sive experiments, our method consistently outperforms closely related
state-of-the-art techniques and allows designing lightweight networks
which can reach high sparsity levels without significant loss in accuracy.
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Résumé

Grâce à la miniaturisation de l’électronique, les dispositifs embarqués
sont devenus de plus en plus omniprésents depuis les années 2010, réali-
sant diverses tâches tout autour de nous. À mesure que leur utilisation se
développe, la demande pour des dispositifs traitant les données et pren-
nant des décisions complexes de manière efficace augmente. Les réseaux
de neurones profonds sont des outils puissants pour atteindre cet objec-
tif, cependant, ces réseaux sont souvent trop lourds et complexes pour
être intégrés dans des appareils embarqués. C’est pourquoi il est impé-
ratif de concevoir des méthodes pour compresser ces grands réseaux de
neurones sans compromettre significativement leur performance. Cette
thèse de doctorat introduit deux méthodes innovantes, centrées autour
du concept d’élagage, visant à compresser les réseaux de neurones tout
en assurant un impact minimal sur leur précision.

Cette thèse de doctorat introduit d’abord une méthode prenant en
compte le budget pour compresser de grands réseaux de neurones à
l’aide de reparamétrisation des poids et d’une fonction de coût budgé-
taire, le tout ne nécessitant pas de fine-tuning. Les méthodes d’élagage
traditionnelles s’appuient souvent sur des indicateurs de saillance post-
entraînement pour supprimer les poids, négligeant le taux d’élagage ci-
blé. Notre approche intègre une fonction de coût budgétaire, guidant le
processus d’élagage vers une valeur spécifique de parcimonie pendant
l’entraînement, réalisant ainsi une optimisation conjointe de la topologie
et des poids. En simulant l’élaguage des poids les plus petits en cours
d’entraînement grâce à la reparamétrisation des poids, notre méthode
atténue significativement la perte de la précision par rapport aux tech-
niques d’élagage traditionnelles. Nous démontrons l’efficacité de notre
approche à travers divers ensembles de données et architectures.
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Cette thèse de doctorat se concentre ensuite sur l’extraction de sous-
réseaux efficaces, sans entraînement des poids. Notre objectif est d’iden-
tifier la meilleure topologie d’un sous-réseau dans un grand réseau sans
en optimiser les poids tout en offrant des performances convaincantes.
Ceci est réalisé grâce à notre méthode appelée Arbitrarily Shifted Log-
Parametrisation, qui sert à échantillonner des topologies discrètes de
manière différentiable, permettant l’entraînement de masques représen-
tant la probabilité de sélection des poids. Parallèlement, un mécanisme
de recalibrage des poids (appelé Smart Rescale) est également introduit,
permettant d’améliorer les performances des sous-réseaux extraits ainsi
que d’accélérer leur entraînement. Notre approche proposée trouve éga-
lement le taux d’élagage optimal après un unique entraînement, évi-
tant ainsi la recherche exhaustive d’hyperparamètres et un entraînement
pour chaque taux d’élagage. Nous montrons à travers un ensemble ex-
périences que notre méthode surpasse constamment les techniques de
l’état de l’art étroitement liées et permet de concevoir des réseaux légers
pouvant atteindre des niveaux élevés de parcimonie sans perte signifi-
cative de précision.
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1.1 Context
From the spinning jenny, blast furnace and steam engine that sparked
the first industrial revolution to the Internet of Things (IoT) devices that
drives the fourth, the objective of mechanising labour and optimising
productivity has been a persistent theme throughout the past centuries.
The first industrial revolution, which dates back to 1760, introduced
mechanisation through the use of water wheels and steam engines. The
second industrial revolution, starting towards the end of the XIXth cen-
tury, is linked to the development of automobiles, crude oil extraction
and assembly lines powered by electric energy. The third industrial rev-
olution, also called the digital revolution, took place in the second half
of the XXth century and brought electronics, information and commu-
nication technology, and automated production. The Fourth Industrial
Revolution, often known as Industry 4.0, inaugurates the digital integra-
tion of production chains as well as smart and connected devices that
lead to more efficient manufacturing systems. The fourth industrial rev-
olution focuses on the interconnectivity of devices and the development
of their computational capabilities. This track leads to the emergence of
ever-connected IoT devices with embedded computing facilities, such
as smartphones, autonomous vehicles or satellites, that leverage Artifi-
cial Intelligence (AI) algorithms.
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In parallel with these industrial revolutions, the field of AI has seen
substantial growth and development. The term Artificial Intelligence was
first used at the Dartmouth workshop in 1956 which is considered to be
the founding event of AI as a research field [135]. It launched decades of
research into machine learning and natural language processing among
others [144]. In the subsequent decades, AI saw significant strides, in-
cluding the development of rule-based systems, called expert systems
[50], in the 1970s and the early exploration of machine learning in the
1980s [171]. These advancements occurred alongside the third industrial
revolution, setting the stage for further progress in AI. In the late XXth
and early XXIst centuries, coinciding with the premises of the fourth
industrial revolution and helped with substantial progress in computa-
tional power of Graphics Processing Units (GPUs), AI started to draw
tremendous attention from both researchers and industrials with the
advent of Deep Learning. The latter is a subfield of machine learning
which uses multi-layer Artificial Neural Network (ANN) to learn and
model complex patterns in datasets in an end-to-end fashion, bringing
significant improvement over manually engineered data representation.
The fast development of Deep learning has been driving advancements
in various domains such as natural language processing [13, 28, 195],
image and speech recognition [103, 177, 68, 62, 14, 4], text and image
generation [54, 99, 13], video game playing [175, 176] and molecule fold-
ing [96] to name a few.

The conquest of new fields and the quest for performance improve-
ment of Deep Learning models have led to a significant increase in their
computational complexity and size (see figure 3.12), particularly regard-
ing their number of parameters. The sheer size of modern ANNs, called
Deep Neural Networks (DNNs), presents a significant barrier to their
deployment on embedded devices or IoT devices whose memory and
computational resources are inherently limited. To circumnavigate this
hurdle, the prevalent approach is to offload computations onto remote
servers, leveraging the ever-interconnected nature of modern IoT de-
vices and appliances.

Nonetheless, several compelling reasons exist for conducting embed-
ded computations instead of moving them to the cloud. First, processing
the data locally on premises ensures better data privacy, since the latter
does not need to leave the device to be processed on the cloud. Indeed
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cloud instances can be located on various continents or countries where
the legislation about data privacy might be different from the one of the
countries where the data is collected. Second, local computations can
distribute the processing and limit communications. This is particularly
relevant in more ways than one: first, it can reduce the cost of communi-
cation and bandwidth, which are typically billed to companies by cloud
providers. Second, in some scenarios, the device might not have access
to a large bandwidth or cannot afford to transmit a lot of data, which
can be the case for remote areas or some devices with a low power bud-
get. Third, local computations can lead to greater responsiveness by
reducing latency, which might be critical in some applications such as
autonomous vehicles. Fourth, local computations can enable autonomy,
which is particularly relevant for devices that cannot rely on internet
access, such as Mars rovers, submarine drones or any other devices that
need to process data in radio silence.

The fourth industrial revolution and the rapid evolution in the field
of AI have opened up a myriad of applications, with AI algorithms and
in particular DNNs, offering significant potential to enhance the capa-
bilities of IoT devices. However, the deployment of these advanced
DNNs on IoT devices presents a significant challenge due to the inher-
ent computational and memory constraints of such devices. The sheer
size and complexity of modern DNNs, which have been instrumental in
their success, become a barrier when considering on-device deployment.
This presents a compelling case for the development of lightweight neu-
ral networks, tailored for IoT devices, that maintain the power of their
larger counterparts while being significantly reduced in size and compu-
tational requirements. Such lightweight neural networks can also bene-
fit all areas where saving computational resources is of interest. Conse-
quently, there is a need for dedicated research efforts to design methods
that yield lightweight neural networks. This thesis aims to contribute to
this effort by introducing pruning methods that can reduce the size of
neural networks while preserving their performances, with a focus on
topology selection. We introduce two new pruning methods: The first
performs joint topology and weight optimisation allowing for a minimal
loss in performance after pruning compared to standard methods. The
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second approach does not require any weight training and instead fo-
cuses on stochastic yet differentiable topology selection, achieving com-
pelling results overall and outperforming other related state-of-the-art
methods that, again, do not train the weights.

1.2 Industrial Context
This research work is a CIFRE thesis with Netatmo, a French company
specialising in smart devices that is now part of the Legrand Group.
Notably, Netatmo commercialises security cameras for individual use
that perform tasks such as face recognition and object detection using
DNNs. The objective is to run the DNNs directly on these cameras,
sidestepping the need to send data to distant servers. This approach
aligns well with the reasons outlined in the previous section, particu-
larly in ensuring data privacy. Moreover, it allows for a subscription-free
business benefiting the end user, since there is no need to pay for cloud
infrastructures dedicated to running DNNs. Therefore, Netatmo needs
to develop lightweight neural networks that can be run on embedded
devices while maintaining the performance of their larger and more
complex counterparts. The models should be lightweight in order to,
on the one hand, run on limited hardware, and on the other hand, be
fast enough to perform, for instance, real-time intruder detection and
alerting.

1.3 Why Deep learning ?
Deep learning is a subfield of machine learning that is the subject of in-
tense research efforts and numerous publications. It employs Artificial
Neural Networks, called Deep Neural Networks (DNNs), that aim to
learn and model complex patterns in unstructured data in an end-to-
end fashion. Deep learning models have proven their effectiveness in
numerous domains and have been particularly performant in the field
of computer vision [68, 162, 123]. Computer vision, which lies at the
heart of Netatmo smart camera functionalities, encompasses algorithms
that enable computers to interpret and understand the visual world and
in particular detect and classify objects.
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DNNs are the backbone of most advanced computer vision appli-
cations, including Netatmo facial recognition and object detection fea-
tures. More specifically, Convolutional Neural Networks (CNNs), a
specific type of DNNs can process images directly, reducing the need
for manual feature extraction, and their capacity for hierarchical feature
learning makes them particularly effective for tasks such as object recog-
nition and classification. Their architecture is such that they perform
well at recognising patterns in unstructured data and are able to learn
gradually more complex and abstract concept representations from raw
data, enabling them to outperform other machine learning models and
humans in computer vision tasks (see figure 1.1).
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Figure 1.1: Models top-5 accuracy on ImageNet [26] compared to human per-
formance.

Given the nature of tasks the Netatmo cameras are designed to per-
form, deep learning and Deep Neural Networks are not just a choice but
a necessity. They represent the state of the art in computer vision tasks
that outperforms other algorithms and allows for accurate and reliable
object detection and recognition.
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1.4 Challenges

While deep learning, particularly through the use of CNNs, is the tech-
nology of choice for computer vision applications, it comes with its chal-
lenges that need to be addressed, especially in the context of deploying
these deep and large models on embedded devices. These challenges
include model complexity and computational requirements. The neces-
sity of compressing neural networks has been highlighted previously
and also comes with its challenges that include: preserving the per-
formance and controlling the size of the compressed model as well as
training time.

One of the most significant challenges in deploying deep learning
models and especially CNNs on embedded devices is the large model
size. These models often have millions of parameters and this makes
them computationally heavy and challenging to fit into the limited
memory of embedded devices. Secondly, these complex models require
substantial computational resources to operate. This translates into slow
computations which is a critical issue for devices which aim to perform
real-time tasks.

Compressing large neural networks is a necessity to deploy them
on embedded devices. However, it comes with its challenges. First,
the compressed model should maintain the performance of the original
model. However, the original large model is trained with all its param-
eters and thus depends on all of them. Consequently, removing more
than a few can lead to degraded performance.

Second, the compressed model should be small enough to fit into the
limited memory of embedded devices. It means that the process should
be controlled to ensure that the size of the resulting model does not ex-
ceed the memory budget. However, compressing the model too much
can lead to an irrecoverable loss in performance. The compression pro-
cedure and hyperparameters should be carefully chosen to ensure that
the produced model has enough capacity to perform the task at hand.
This is often achieved by grid-searching the optimal set of hyperparam-
eters, which can be time-consuming.
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Third, the compression process should be fast enough to be practical.
Indeed, this process is often performed after the training of the original
model and often requires fine-tuning the compressed one to compensate
for the loss of performance. This fine-tuning step can be computation-
ally expensive and time-consuming, effectively doubling the training
time of the model in some scenarios.

To conclude, while deep learning and CNNs represent an exciting
advancement in computer vision applications, several challenges need
to be addressed for efficient and effective deployment on embedded de-
vices. Addressing these challenges forms the crux of this research, with
a particular focus on model compression techniques to reduce the size
and complexity of neural networks without significant loss in perfor-
mance.

1.5 Contributions
This thesis tackles the challenge of compressing DNNs through prun-
ing, a technique that aims to reduce the size of a neural network by
removing redundant or unnecessary parameters, subsequently detailed
in chapter 3. The contributions detailed in this manuscript focus on
methods to identify the parameters to prune as well as minimise the
impact of their removal on the final performance. These contributions
are as follows:

Budget-aware pruning with weight reparametrisation. The two main
challenges when pruning a neural network are first, determining which
weights should be removed and then, mitigating the loss of performance
introduced by weight removal. The first challenge is often referred to as
determining the saliency of the weights, which is a score that reflects the
importance of the weights in the network. The second challenge is often
sidestepped and the pruned network is simply fine-tuned to recover the
lost performance. To address both of these challenges, we propose the
following main contributions:

• A numerically stable reparametrisation function, used in both our
weight reparametrisation and our budget regularisation loss (subse-
quently detailed), that acts as a surrogate differentiable ℓ0 norm.

9
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• A weight reparametrisation that embeds the saliency score of the
weight in its expression and therefore value. This reparametrisa-
tion allows to soft-prune the weights during training thereby sig-
nificantly mitigating the performance drop that occurs after prun-
ing. Moreover, this reparametrisation does not require the introduc-
tion of auxiliary variables to determine the saliency of the weights,
leading to a minimal impact on memory and computational require-
ments.

• A budget regularisation loss that allows to drive the optimisation
procedure to respect a given budget. This budget regularisation loss
benefits directly from the aforementioned reparametrisation func-
tion to compute the current weight budget. It is optimised jointly
with the original loss, leading to an optimal solution in terms of per-
formance and budget.

• A comprehensive set of experiments that demonstrate the effective-
ness of our method and validate each one of its components on
various datasets and architectures.

These contributions have been published in the following article:

• Robin Dupont, Hichem Sahbi, and Guillaume Michel. Weight re-
parametrization for budget-aware network pruning. In 2021 IEEE
International Conference on Image Processing, ICIP 2021, Anchorage, AK,
USA, September 19-22, 2021, pages 789–793. IEEE, 2021.

Pruning without weight training with stochastic sampling. As men-
tioned above, a major hurdle in pruning is determining which weights
to remove. This is especially challenging since weights, and conse-
quently their saliency, can fluctuate throughout training. This implies
that pruning should either be reversible or performed at the end of train-
ing. We propose a different approach that does not require training the
network to determine the saliency of the weights, the latter being fixed
throughout the process. Instead, we sample a subset of weights (effec-
tively pruning the other weights) forming a subnetwork of the original
network and evaluate its performance. This allows us to search for a
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topology that is both lightweight and performant inside the original
network without training its weights. The main contributions of this
method are as follows:

• A stochastic weight sampling method that is computationally effi-
cient, numerically stable, differentiable and allows sampling weights
while training their probability of being selected, represented by la-
tent masks. The optimisation of the latter allows to learn the saliency
of the weights without training the network, and therefore identify-
ing and extracting an effective subnetwork.

• A pruning strategy for the masks that freeze the topology and per-
forms better than averaging methods previously used in the state-
of-the-art. Moreover, this pruning strategy allows to discover the
optimal pruning rate for the network, eliminating the need for costly
grid search to determine it.

• An efficient learnt-based weight rescaling mechanism to compen-
sate for the disruption in weight distribution caused by stochastic
sampling. This rescaling is less computationally intensive, more
flexible and allows for smoother variations of the scaling factor than
other rescaling methods.

• A comprehensive set of experiments that demonstrate the effective-
ness of our method and validates each one of its components on
various datasets and architectures, as well as comparison with other
closely related state-of-the-art methods in various configurations.

• A public repository containing the implementation of our method
and the methods we compare against, as well as detailed code and
instructions to reproduce our results.

These contributions have been published in the following article:

• Robin Dupont, Mohammed Amine Alaoui, Hichem Sahbi, and Al-
ice Lebois. Extracting effective subnetworks with Gumbel-Softmax.
In 2022 IEEE International Conference on Image Processing, ICIP 2022,
Bordeaux, France, 16-19 October 2022, pages 931–935. IEEE, 2022.
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1.6 Outline

The rest of this thesis is organised as follows:

Chapter 2 offers an introduction to deep learning, providing a de-
tailed overview of its foundational and core concepts. It first explores
early architectures, beginning with the Perceptron and the Multilayer
Perceptron (MLP). The focus of the chapter then shifts towards neural
network training, giving formal definitions of the loss function, regu-
larisation, and optimisation process. A dedicated section delves into
Convolutional Neural Networks, exposing and detailing their building
blocks, and the evolution of their architectures. Then, the architectures
used in the experiments of chapters 4 and 5 are detailed. Additionally,
this chapter lists and describes prominent datasets, namely CIFAR-10,
CIFAR-100, and TinyImageNet, and discusses their respective train, val-
idation, and test sets.

Chapter 3 introduces deep neural network compression and presents
state-of-the-art methods divided into different families. The chapter
begins with acceleration techniques and presents a range of methods
whose goal is to speed up matrix operations or convolutions. Then, it
explores the teaching paradigm, highlighting methods that rely on a
large pre-trained network to improve the training of lightweight ones.
Furthermore, the chapter addresses the design aspects of lightweight
architectures introducing building blocks for efficient architecture de-
sign and Neural Architecture Search. Afterwards, the chapter discusses
methods to compress and optimise existing architectures and in particu-
lar pruning. Finally, the chapter presents the positioning of our methods
and the rationale behind them.

Chapter 4 presents our pruning method based on weight reparame-
trisation and budget regularisation. It starts by outlining closely related
work. Then, the core method components are examined, starting with
our weight reparametrisation and then our budget loss. Afterwards, a
general overview of the algorithm is provided. Furthermore, the chap-
ter details experiments assessing our method performance in various
configurations as well as experiments validating the components of our
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method and the choices of hyperparameters. A conclusion summarises
the key findings and highlights of our method for neural network prun-
ing.

Chapter 5 delves into our stochastic pruning method without weight
training. It starts with an introduction and examination of closely re-
lated work. Then, it details the first core component of our method,
namely Arbitrarily Shifted Log Parametrisation, a method for extracting
effective subnetworks using the Gumbel-Softmax technique that solves
various issues that arose from previous methods. Afterwards, it intro-
duces our weight-rescaling technique and presents its main benefits, as
well as our pruning strategy to freeze the stochastic topology. Subse-
quently, a method and algorithm overview outlines the key points of
our methods. Furthermore, the chapter exposes a comprehensive set
of experiments that compares our method against other state-of-the-art
methods in various scenarios and validates the components of our me-
thod. The chapter concludes by summarising our findings and results.

13



1.6. OUTLINE

14



Chapter 2

Deep Learning Overview

15



16



Contents
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Early Architectures . . . . . . . . . . . . . . . . . . . . . . . 19

2.2.1 Perceptron . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.2 Multilayer Perceptron . . . . . . . . . . . . . . . . . 20

2.3 Neural Network Training . . . . . . . . . . . . . . . . . . . 21
2.3.1 Functional Definition . . . . . . . . . . . . . . . . . . 22
2.3.2 Loss Function and Regularisation . . . . . . . . . . 23
2.3.3 Loss Optimisation . . . . . . . . . . . . . . . . . . . 26

2.4 Convolutional Neural Networks for Computer Vision . . . 29
2.4.1 Building Blocks . . . . . . . . . . . . . . . . . . . . . 29
2.4.2 Architectures Evolution . . . . . . . . . . . . . . . . 34
2.4.3 Architectures Used in Experiments . . . . . . . . . . 37

2.5 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5.1 CIFAR-10 . . . . . . . . . . . . . . . . . . . . . . . . 42
2.5.2 CIFAR-100 . . . . . . . . . . . . . . . . . . . . . . . . 43
2.5.3 TinyImageNet . . . . . . . . . . . . . . . . . . . . . . 43
2.5.4 Train, Validation and Test Sets . . . . . . . . . . . . 44

2.1 Introduction
Deep Learning is a subfield of machine learning that focuses on the
study of Deep Neural Networks (DNNs) which have their roots in Ar-
tificial Neural Networks (ANNs). DNNs aim to learn a representation
from unstructured data such as raw images [103], text [13] or audio [62],
in an end-to-end fashion. DNNs have been used to solve a wide range
of tasks, including image and speech recognition [103, 177, 68, 62, 14, 4],
natural language processing [13, 28, 195], object detection [161, 162], se-
mantic segmentation [127, 120], text and image generation [54, 99, 13] as
well as exotic domains like video games [175, 176] or molecules folding
[96]. ANNs were initially conceptualised based on the understanding
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of biological neural networks present in the brain [136, 74]. Rosenblatt
proposed in [168] a theoretical model of a neuron, denoted the percep-
tron, which was capable of learning a linear decision boundary. The
perceptron model was later extended to multiple layers of neurons, giv-
ing rise to the Multilayer Perceptron (MLP) [169, 171]. A Multilayer
Perceptron is a type of artificial neural network that extends the concept
of a single-layer perceptron by including one or more hidden layers of
neurons connected downstream from an input layer and upstream to
an output layer. Each layer is fully connected to the next, allowing the
model to learn and represent more complex, non-linear relationships in
the input data. Although more capable than the perceptron, the MLP is
still limited by its depth. The next advance came from the stacking of
multiple layers, leading to Deep Neural Networks.

In the context of DNNs, the term deep denotes the stacking of many
layers within a neural network. The concept of DNNs is based on the
idea that the depth and the numerous layers can help in learning fea-
tures at various levels of abstraction, enabling the network to learn com-
plex hierarchical pattern representations. For instance, in the context of
image recognition, lower layers learn local features like edges and tex-
tures, while deeper layers learn to identify more abstract concepts like
shapes or objects.

The rise of DNNs was made possible by several factors. On the one
hand the increase in computational power, and in particular the use of
GPUs, made the training of large and deep networks feasible. Indeed,
AlexNet, the first CNN to win the ImageNet Large Scale Visual Recogni-
tion Challenge [103], was trained on two GPUs in parallel to accelerate
computations. Nowadays, the use of GPUs or dedicated hardware such
as Tensor Processing Unit [95] is ubiquitous and supported by all the
major deep learning frameworks [1, 149]. On the other hand, the avail-
ability of large-scale datasets such as ImageNet [26] allowed to train or
pre-train deep networks with millions of parameters without overfit-
ting.

This chapter aims to give an overview of the different neural net-
work architectures, building blocks, training techniques and datasets
that are widely used in Deep Learning for computer vision and in our
experiments. Section 2.2 introduces the early neural network architec-

18



CONTENTS

tures, namely the perceptron and the MLP. Section 2.3 focuses on the
functional definition of a neural network and its training. Section 2.4
presents the building blocks and architectures of various CNNs for com-
puter vision, and in particular the ones we benchmark our methods with
(see sections 4.4 and 5.5). Finally, Section 2.5 gives an overview of the
most prevalent datasets that we used in our experiments.

2.2 Early Architectures
In this section, we present the perceptron [168] and then the Multilayer
Perceptron [169, 171]. Both are the two founding neural network archi-
tectures that led to the development of Deep Neural Networks.

2.2.1 Perceptron
The perceptron is a model of artificial neuron, capable of learning a linear
decision boundary. It was proposed by Rosenblatt in 1958 [168] and con-
ceptualised based on the understanding of biological neural networks
present in the brain [136, 74]. The perceptron is composed of inputs
that are weighted and summed before being passed through a nonlinear
function referred to as an activation function. The conceptual represen-
tation of the perceptron is displayed in figure 2.1 and its mathematical
formulation is defined in equation (2.1):

ŷ = g(
n

∑
i=1

wi · xi + b) (2.1)

where xi is the ith input, wi its associated weight, n is the number of
inputs, b is the bias, g is the activation function, and ŷ is the output of
the perceptron. This formulation can also be written in vector form as in
equation (2.2):

ŷ = g(wTx + b) (2.2)

19



2.2. EARLY ARCHITECTURES

where x is the vector of inputs and w is the vector of weights. The acti-
vation function g is typically a nonlinear function, such as the sigmoid
or the hyperbolic tangent (see figure 2.5). Due to its shallow architec-
ture, the perceptron cannot learn complex decision boundaries. Nev-
ertheless, it is possible to stack several perceptrons to learn nonlinear
decision boundaries, leading to a Multilayer Perceptron.

Σ

w1

w2

w3

wn

g(.)

x1

x2

x3

xn

inputs weights

summation activation
function

b

ŷ

...
Figure 2.1: Conceptual scheme of the perceptron. Each input xi is multiplied by
its associated weight wi and summed to the other weighted inputs. The bias b
is added to the sum and the result is passed through an activation function g
to produce the output ŷ.

2.2.2 Multilayer Perceptron
The Multilayer Perceptron (MLP) is an extension of the perceptron
model, comprising multiple layers of perceptrons, also referred to as
neurons [171]. A MLP with one hidden layer is represented in figure 2.2.
In the latter, the circles represent the neurons and the connections be-
tween them, representing weights, are materialised by lines. The MLP
is the simplest type of feedforward ANN. Feedforward refers to the fact
that the connections between neurons in the MLP form a directed acyclic
graph, where the outputs of the neurons from one layer are passed to
the next, with no backward connections or feedback. Using the same
notations as in equation (2.2), the vector form of the MLP displayed in
figure 2.2 can be written as in equation (2.3), where the subscript of acti-
vation functions gi, weight matrices wi and bias vectors bi denotes their
belonging to the ith layer.
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ŷ = g2(wT
2 · g1(wT

1 · x + b1) + b2) (2.3)

Each layer of the MLP, being fully connected to the next one, enables
the MLP to handle problems that the perceptron cannot solve, such as
problems requiring nonlinear decision boundaries. Furthermore, Cy-
benko proved in [25] that an MLP can approximate continuous func-
tions on compact subsets of Rn. This result is known as the Universal
Approximation Theorem. Before the emergence of Deep Learning, MLPs
have been applied to various domains, including voice recognition, im-
age recognition, and machine translation [201].

x1

x2

x3

xn

input layer

...

hidden layer output layer

ŷ1

ŷ2

ŷ3

Figure 2.2: Conceptual scheme of a MLP with one hidden layer. Each circle
represents a neuron and each line a connection associated with a weight.

2.3 Neural Network Training

Neural Network Training revolves around the optimisation of a map-
ping function that learns to predict an output given input data by ad-
justing its internal parameters, also referred to as weights. This optimi-
sation, also called training, involves iteratively tuning these weights so
that the discrepancy between the output predicted by the model and the
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reference output is minimised. Weights tuning relies on gradient-based
methods that hinge around two core components: the backpropagation al-
gorithm to compute the gradients and the Stochastic Gradient Descent
(SGD) algorithm to update the weights.

2.3.1 Functional Definition

Neural networks can be defined as a mapping function from an input
space X to an ouput space Y . This mapping function f is characterised
by a set of parameters θ, often called weights. The training of a neural
network consists in tuning the parameters θ so that, given an input X,
the mapping function f output, denoted ŷ, is as close as possible to the
associated true output y. This training is done iteratively by using ex-
ample pairs (X, y) ∈ X × Y , where X ∈ X is the input and y ∈ Y is
the output. In the context of image classification, X is an image and y
is a label that indicates the class of the associated image. A functional
representation of a neural network is given in equation (2.4), where f is
the neural network, θ is the set of parameters of the network, X ∈ X is
the input given to the neural network and ŷ is the output.

f : X → Y

X 7→ f (X, θ) = ŷ

(2.4)

Considering image classification, the output ŷ is a probability vector
where the largest coefficient is the one whose index corresponds to the
predicted class of the input image. This vector is generally converted
into a one-hot vector, where the only non-zero coefficient is at the index
of the predicted class. The true label y, referred to as the ground truth,
is the class index so that y ∈ J0; C− 1K, where C is the number of classes
considered. The ground truth can also be converted into a one-hot vec-
tor.
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2.3.2 Loss Function and Regularisation
Training a neural network aims at finding the optimal parameters θ that
maximise a performance, quantified by a metric, often based on the dis-
crepancy between the predicted output ŷ and the true output y. How-
ever, optimising directly the metric might be intractable. To solve this
issue, one may define a differentiable cost function and minimise the
latter as a proxy for optimising the metric. Considering k example pairs
(Xk, yk), the cost function J (θ), also referred to as the empirical risk, is
defined in the following equation:

J (θ) =
1
k

k

∑
i=1
L( f (Xk, θ), yk) (2.5)

where L is the loss function. Note that the true data distribution, and
therefore the risk, is unknown. This is why the empirical risk, com-
puted with a set of example pairs, is used instead. The minimisation
of the empirical risk alone is not sufficient to ensure good overall per-
formance. Indeed, the neural network could learn to perfectly predict
the output of the training set but may fail to generalise to unseen data.
This phenomenon is called overfitting. To prevent overfitting, we add a
regularisation term to the empirical risk. The regularisation term, de-
noted R, is a function of the parameters θ of the neural network which
penalises the complexity of the model, and thus prevents overfitting. To
account for regularisation, the cost function in equation (2.5) is updated
to:

Jr(θ) =
1
k

k

∑
i=1
L( f (X, θ), y) +R(θ) (2.6)

Loss function. In equations (2.5) and (2.6), the loss function L is a mea-
sure of the discrepancy between the ground truth y and the predicted
output. Contrary to the metric P which might be non-differentiable, the
loss function is differentiable so that its minimisation can be achieved us-
ing gradient-based methods, subsequently detailed in section 2.3.3. The
choice of the loss function depends on the task at hand. For classification
tasks (not only images), the loss function is often the cross-entropy loss.
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For a binary classification problem, the ground truth is a binary variable
y ∈ {0, 1} and the predicted output is a scalar f (X, θ) = ŷ ∈ [0, 1]. The
binary cross-entropy loss is defined as follows:

L(ŷ, y) = −y log(ŷ)− (1− y) log(1− ŷ) (2.7)

The binary cross-entropy loss defined in equation (2.7) can be extended
to problems with more than two classes. For a classification problem
with C classes, the ground truth is a one-hot vector y ∈ {0, 1}C and the
output is a C-dimensional vector f (X, θ) = ŷ ∈ RC. The multi-class
cross-entropy loss is defined as follows:

L(ŷ, y) = −
C

∑
i=1

yi log (ϕ(ŷ)i) (2.8)

In the above equation, ŷ is the unnormalised raw output vector of the
neural network and ϕ is the softmax function, whose expression is given
in equation (2.9). The softmax function is used to convert the raw out-
put vector of real numbers into a probability distribution. Note that
some models which use the softmax as the activation function of their
last layer output directly a probability distribution, in which case the
softmax is not needed.

Considering a vector z = [z1, . . . , zn], the j-th component of vector z
normalised by the softmax function is given by:

ϕ(z)j =
exp(zj)

n

∑
k=1

exp(zk)

(2.9)
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Regularisation. The regularisation term R is a differentiable function
of the weights θ. It acts as a control mechanism to avoid overfitting by
preventing the weights of the neural network from becoming too large,
which can lead to overly complex models that overfit the training data.
This is typically achieved by adding a penalty proportional to the mag-
nitude of the weights, thereby keeping them small.

Common types of regularisation include ℓ1 and ℓ2 regularisation,
whose expressions are shown in equations (2.10) and (2.11) respectively.
ℓ1 regularisation [190], adds a penalty equal to the absolute value of the
magnitude of the weights. On the other hand, ℓ2 regularisation [79],
adds a penalty equivalent to the square of the magnitude of the weights.
Both methods aim to reduce the magnitude of the weights, but ℓ1 regu-
larisation is more targeted towards feature selection, effectively pushing
some weights to 0, whereas ℓ2 restrains globally their magnitude.

The regularisation term R is added to the cost function with a regu-
larisation coefficient, usually denoted as λ, which is a hyperparameter
that balances the trade-off between fitting the training data (minimising
the loss L) and limiting the complexity of the model (minimisingR).

For a network with L layers and parameters θ = {w1, . . . , wL}, the
ℓ1 and ℓ2 regularisation term is defined as follows:

Rℓ1(θ) = λ
L

∑
i=1
∥wi∥1 (2.10)

Rℓ2(θ) =
λ

2

L

∑
i=1
∥wi∥2

2 (2.11)

where ∥.∥1 and ∥.∥2
2 respectively denote the sum of the absolute value

and the sum of the squaring of each element of the vector.
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2.3.3 Loss Optimisation

As mentioned before, the training of a neural network involves finding
the optimal set of parameters θ that minimises a cost function J (θ).
This process of optimisation is typically carried out using gradient-
based methods which rely on the iterative adjustment of the parameters
in the opposite direction of the gradient of the cost function. The gradi-
ent of a function provides the direction of the steepest ascent at a given
point [12]. Thus, by moving the parameters in the opposite direction of
the gradient, we seek to descend to a local minimum of the function.

Backpropagation. One critical step in the optimisation process is the
computation of the gradient of the cost function with respect to the
parameters, ∇J (θ). These gradients are computed with the backpropa-
gation algorithm [171] which is an application of the chain rule (see equa-
tion (2.12)) to efficiently compute these gradients. It involves a forward
pass through the network to compute the outputs and thus the loss,
and a backward pass to calculate the gradients. During the backward
pass, the partial derivative of the cost with respect to each parameter is
computed, starting from the output layer and going back to the input
layer. The previously computed derivatives from the subsequent layers
are used to compute the ones of the earlier layers, making the backprop-
agation algorithm computationally efficient.

∂z
∂x

=
∂z
∂y

∂y
∂x

(2.12)

Stochastic Gradient Descent. Once the gradients are calculated, they
are used to update the parameters. The most prevalent method for pa-
rameter updates is Stochastic Gradient Descent (SGD), a derivative of
the Robbins–Monro algorithm [166]. In SGD, the gradient of the loss
function is computed for a random subset of the data (a batch or mini-
batch), and the weights are shifted in the direction that decreases the
loss function. This is achieved by subtracting the gradient of the cost
function with respect to that parameter multiplied by a learning rate η:
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θ
(t+1)
i = θ

(t)
i − η

∂J (θ)

∂θi
(2.13)

where θ
(t)
i is the ith parameter at iteration t. The SGD algorithm is de-

tailed in algorithm 1. The use of mini-batches in SGD leads to a trade-off
between computational efficiency and estimation accuracy. Indeed, the
gradient is estimated using a subset of the entire training set, which is,
on the one hand, less accurate than using the whole dataset, but on the
other hand, less computationally intensive. The size of the mini-batch,
which is a hyperparameter of the training algorithm, determines this
trade-off and should also be chosen depending on the computational
and memory resources available. Note that the size of modern datasets,
subsequently detailed in section 2.5, makes it intractable to evaluate
the gradients on the whole dataset in one step, hence the use of mini-
batches.

Algorithm 1 Stochastic Gradient Descent Algorithm

Require: Learning rate η, mini-batch size m, Initial parameters θ(0),
m′ ≥ m training pairs (X, y) ∈ X ×Y , Loss function J
while Stopping criterion not met do

Sample mini-batch of size m from training set
Compute gradient estimate on mini-batch: ĝ← ∇J (θ)
Update parameters: θ(t+1) ← θ(t) − η ĝ

end while
return Optimal parameters θ

Learning Rate. The learning rate is a hyperparameter that determines
the step size of the update at each iteration while moving toward a
minimum of the loss function (see equation (2.13)). Setting the learning
rate too high can cause the learning process to converge too quickly or
overshoot while setting it too low can make the learning process slow to
converge, as shown in figure 2.3.
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Figure 2.3: Illustration of the effect of the learning rate on the convergence
of the gradient descent. The gradient descent has been applied iteratively
for 20 epochs. On the one hand, a too-high learning rate (η = 1.01) causes
the gradient descent to overshoot the minimum of the loss function. On the
other hand, a too-low learning rate (η = 0.01) causes the gradient descent to
converge slowly.

Alternative methods. To enhance the performance of SGD, various
modifications and extensions have been proposed, such as SGD with
momentum [183, 152], RMSProp [76], or Adam [101]. These methods
aim to adjust the learning rate dynamically or dampen the oscillations
in the gradient descent to achieve faster and more stable convergence.

For instance, SGD with momentum [183, 152] uses a momentum
coefficient γ and smoothes the variations of the descent direction, thus
preventing the optimisation from getting stuck in small local minima.
The momentum term is a moving average of the gradient, here denoted
v, and it is used to update the parameters as shown in equation (2.14). In
this equation, the momentum coefficient γ ∈ [0, 1] is a hyperparameter
that is typically set close to 1, 0.9 being a common value.

vt+1 = γvt + η∇J (θ)

θt+1 = θt − vt+1
(2.14)
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2.4 Convolutional Neural Networks for Com-
puter Vision

In the field of computer vision, CNNs have emerged as effective archi-
tectures that enable high performance on image classification tasks. The
effectiveness of CNNs lies in their architecture that leverages the Con-
volutional (Conv) layers to automatically learn abstract features from vi-
sual data in a hierarchical fashion. In this section, we explore the build-
ing blocks of CNNs and various architectures that have been widely
used and became de facto standards in the literature.

2.4.1 Building Blocks
This section covers the most common building blocks of CNNs for com-
puter vision. These building blocks are organised in layers that are
stacked to form neural network architectures subsequently detailed in
sections 2.4.2 and 2.4.3.

Convolutional layer. Conv layers are one of the core building blocks of
CNNs. Each convolution layer performs a series of spatial convolutions
on the input data using a set of learnable filters or kernels. These filters
are designed to extract low-level features such as edges, corners, and
textures in the early layers, while they learn high-level features like ob-
ject parts or even whole objects in the deeper layers. Contrary to manual
feature engineering, the features learned by Conv layers are learned in
a end-to-end fashion. The 2D convolution operation is defined in equa-
tion (2.15) :

Yij =
kh−1

∑
a=0

kw−1

∑
b=0

Xi−a,j−b · Kab (2.15)

where X is the input, K is the kernel of size kh× kw and (i, j) are the spa-
tial coordinates in the output feature map. Note that some Deep Learn-
ing frameworks implement cross-correlation instead of convolution. In
the former, the kernel is not spatially flipped leading to the cross-corre-
lation not being commutative [53]. The Conv layer kernels are typically
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smaller than the input along width and height dimensions (they are gen-
erally 3× 3 [68]) but comprise as much channels as the input. During
the forward pass, each kernel is spatially convolved channel-wise with
the input and the convolution outputs are summed along the channel
dimension to yield a single scalar for each kernel position on the input
(see also figure 2.4a).

Conv layers are more computationally efficient than Fully Connected
(FC) layers, as they have a form of weight sharing baked in. Indeed, the
same kernel is applied to every location of the input, which brings two
main benefits: (i) the number of parameters is independent of the input
size and (ii) a single learned kernel, acting as a feature detector, can be
used in multiple locations. This is especially useful for early feature
detector that detects basic shapes or textures. In addition, because of
the kernels being convolved across the whole input, Conv layers are
also less sensitive to spatial translations that might occur in different
instances of the same class.

Fully connected layer. FC layers, also known as Dense layers are of-
ten the last layers of a CNN, effectively serving as a classifier, whereas
the Conv layers act as a feature extractor. FC layers perform high-level
reasoning by conducting non-linear transformations of the extracted
features and combining them to make decisions. In an FC layer, each
neuron is connected to every neuron in the previous layer. A FC layer
can be described as a matrix-vector product as in equation (2.16) (see
figure 2.4b).

y = wT · x + b (2.16)

where x is the input vector, w is the weight matrix and b is the bias. In
the context of CNNs, before passing the output of the last Conv layer
to the first FC layer, it needs to be flattened or reshaped into a single
column vector. The final layer in a CNN is a FC layer that has a num-
ber of neurons equal to the number of output classes, and it typically
uses a softmax activation to output a probability distribution over those
classes.
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Figure 2.4: Conceptual representation of a Convolutional and a Fully Con-
nected layer. The Convolutional layer (figure 2.4a) takes a multi-channel in-
put and produces a multi-channel output. Each coefficient of the output is
computed by applying a convolution operation at a corresponding location in
the input. The Fully Connected layer (figure 2.4b) takes a vector input and
produces a vector output. Each connection is represented by a weight in the
weight matrix.

Activation functions. They are often applied to the output feature map
of a convolutional or fully connected layer, resulting in the activation
map or activations. These functions introduce non-linearity into the
model, allowing it to learn more complex patterns [127]. A common
activation function used in CNNs is the Rectified Linear Unit (ReLU),
represented as f (x) = max(0, x). Other functions like the sigmoid
f (x) = 1/(1 + e−x) or tanh f (x) = (ex − e−x)/(ex + e−x) functions have
been used (see figure 2.5), however, the ReLU is preferred over the latter
for its computational efficiency and its ability to mitigate the vanishing
or exploding gradient problem [78, 51].

Pooling. This operation is often employed after Conv layers in a CNN
and aims at progressively reducing the spatial extent of the input repre-
sentation, thus reducing the number of parameters and computations in
the network. This also helps control overfitting and increases the recep-
tive field of the subsequent layers. The pooling operation is performed
independently on each input channel, so the number of channels re-
mains unchanged. The two most common types of pooling are max and
average pooling. The former selects the maximum value in each window
(often of size 2× 2), while the latter computes the average value of the
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Figure 2.5: ReLU, tanh and sigmoid activation functions. Best viewed in
colours.

window. Given an input matrix X, the output matrix Y for a certain
spatial location (i, j) is defined in equation (2.17) for max pooling and
equation (2.18) for average pooling:

Ymax
ij = max

(a,b)∈[0,kh−1]×[0,kw−1]
Xi+a,j+b (2.17)

Yavg
ij =

1
kh × kw

kh−1

∑
a=0

kw−1

∑
b=0

Xi+a,j+b (2.18)

where kh and kw represent the height and width of the pooling windows
respectively. Note that pooling has no learnable parameters. It only
downsamples the input based on a fixed function.

Batch Normalisation. Batch Normalisation (BN) is a technique intro-
duced in [91] to combat the issue of internal covariate shift in deep
neural networks, thereby accelerating training and improving gener-
alization. Covariate shift refers to the changes in the distribution of
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features in the training and test dataset, which can lead to slow con-
vergence, make the network harder to train or hinder its generalisation
capabilities. BN normalises the input of the layer by adjusting and scal-
ing the activations of the previous one. For each mini-batch of inputs
(for instance, the activation map of the previous layer), it computes the
mean and variance of the activations and performs normalization. The
transformation is defined as follows:

x̂i =
xi − µB√

σ2
B + ε

(2.19)

where xi is the input, µB is the mini-batch mean, σ2
B is the mini-batch

variance, and ε is a small constant for numerical stability. After normal-
ization, the method allows the network to learn an affine transformation
for each activation, permitting the network to control the mean and stan-
dard deviation of the input distribution, formalised in equation (2.19):

yi = γx̂i + β (2.20)

where, γ and β are the learnable parameters of the affine transforma-
tion. BN has the advantage of making the network less sensitive to the
initial weights, allowing higher learning rates, and reducing the need
for Dropout, among other regularisers. However, its effectiveness de-
creases in the case of small batch sizes, as the estimate of the batch mean
and variance becomes less accurate.

Dropout. Dropout is a regularization technique used to prevent overfit-
ting in neural networks. Dropout was introduced in [180] and works by
randomly deactivating a proportion of neurons in a layer during each
training iteration. More specifically, during the forward pass, each neu-
ron has a probability p of being temporarily removed from the network,
effectively breaking up co-adaptations between neurons and forcing
them to learn more robust and independent features. The output of
Dropout is given in equation (2.21):
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ri ∼ Bernoulli(1− p), y =
x⊙ r
1− p

(2.21)

In the above equation, x denote the output of a layer processed with
dropout, r is a binary mask vector of the same shape as x, where each
element of r is independently drawn from a Bernoulli distribution with
probability 1− p, leading to ri = 1 if the associated weight is kept and a
ri = 0 if not. The product x ⊙ r is scaled by 1 − p to ensure that the
expected value of x remains unchanged. During the evaluation, the
dropout is changed to an identity function.

2.4.2 Architectures Evolution
The evolution of Convolutional Neural Networks is characterised by a
consistent increase in their size and performance, alongside the intro-
duction of new architectural modifications to address the limitations of
their predecessors (see figure 2.9). In this section, we present a historical
overview of the CNNs evolution and we subsequently detail the archi-
tectures that we used in our experiments.

One of the earliest CNN was introduced in 1998: LeNet-5 was de-
veloped for digit recognition [108], constituting a relatively simple net-
work with 5 layers with learnable parameters: 2 Conv layers and 3 fully
connected layers. Its size is significantly smaller compared to the con-
temporary models (see figure 2.9). With the introduction of AlexNet
[103] in 2012, the network size considerably grew, comprising more lay-
ers and neurons to handle more complex tasks, like large-scale image
recognition. AlexNet tackled the overfitting issue in LeNet-5 using data
augmentation and dropout techniques, while also introducing and pop-
ularising the ReLU activation function.

The next advancement was the VGG networks family [177] which
proposed much deeper architectures with up to 19 layers, which is a sig-
nificant increase over the 8 layers of AlexNet. However, the increased
depth led to the vanishing gradient problems, which refers to the situation
in training a deep neural network where gradients are backpropagated
through layers and become increasingly small, effectively preventing
the weights of earlier layers from learning and updating effectively. The
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Figure 2.6: Architecture of LeNet-5, a Convolutional Neural Network used for
handwritten digit recognition. Image taken from [108]

VGG networks also introduced the practice of stacking multiple convo-
lutional layers with small 3× 3 filters instead of using larger ones. The
same year, Google’s Inception (or GoogLeNet) [185] was introduced, ad-
dressing the vanishing gradient issue with its novel inception modules,
which allowed the network to learn at varying scales and increased
computational efficiency, without overly increasing the network size.
GoogleNet was also the first CNN that was not a simple stack of lay-
ers and processed a single input with different blocks in parallel before
merging them.

Figure 2.7: Architecture of the VGG16 network introduced in [177]. Image
taken from [40]

Later, the ResNet models family was proposed in [68], which ef-
fectively tackled the vanishing gradient problem by introducing skip
(or shortcut) connections, allowing gradients to backpropagate directly
through several layers. These shortcut connections also allowed the net-
work to grow in depth up to 152 layers without a significant increase in
computational cost. However, a challenge remained with the constant
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need for careful design to manage feature-map sizes. Indeed, stacking
numerous layers, with their channel count increasing with depth, can
lead to an explosion in the number of parameters as well as increased
memory consumption.

+

ReLU

ReLU

X

f(x)

f(x) + x

Skip
Connection

Identity

Conv Layer

Conv Layer

Figure 2.8: A residual block and its skip connection used in ResNets[68]. The
identity skip connection allows for the gradient to be backpropagated directly
through several layers, thus mitigating the vanishing gradient problem.

In response, DenseNet [86] was proposed. It connects each layer to
every other following layer of the same block in a feed-forward fashion.
By reinforcing the propagation of features and gradients through the
network, the DenseNet architecture alleviates the vanishing-gradient
problem and further improves the information flow from earlier lay-
ers to later ones by reusing earlier features in the deeper layers. Thus,
through these chronological advancements, neural networks not only
grew in size but also improved in performance, thereby becoming more
efficient and capable of handling more complex tasks.
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Figure 2.9: Networks size comparison. The x-axis represents the number of
Floating Point Operations (FLOPs) required to process a single image. The
y-axis represents the Top-1 accuracy on the ImageNet [26] dataset and the size
of the circles represents the number of parameters in the network. Numbers
are taken from [156]

2.4.3 Architectures Used in Experiments

In the subsequent paragraphs, we detail the architectures that we used
in our experiments. We chose these architectures because they are rep-
resentative of the state-of-the-art in image classification and they are
widely used in the pruning literature. Table 2.1 gives an overview of the
different network architectures.

Conv2 Conv4 Conv6 VGG16 ResNet20 ResNet18

Number of Parameters 4,301,642 2,425,930 2,262,602 14,728,266 269,034 11,685,608

Number of layers 5 7 9 14 20 18

Number of Conv layers 2 4 6 13 19 17

Number of FC layers 3 3 3 1 1 1

Table 2.1: Number of parameters for the used neural network architectures.
The number of parameters is given for the CIFAR-10 dataset, except for the
ResNet18 architecture, whose number of parameters is given for the TinyIm-
ageNet dataset.
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VGG16. The VGG16 network [177] is a 16-layer CNN composed of 13
Conv layers and 3 fully connected layers. VGG16 was originally de-
signed for ImageNet [26] and in our experiments with CIFAR-10 and
CIFAR-100 (described in section 2.5) we use a slightly modified version
of VGG16 where we replace the 3 FC layers with an average pooling
layer and a single FC layer [122]. The Conv layers filters are of size 3× 3
with a stride of 1. The max-pooling layers are of size 2× 2 with a stride
of 2. Each Conv layer is followed by a ReLU activation function. The
VGG16 network is illustrated in figure 2.10.

Input

Output

Conv 3x3

Conv 3x3

Max Pooling

B1 (no=64)

B1 (no=128)

B2 (no=256)

B2 (no=512)

B2 (no=512)

B1: 

no = number of output channels

B2: 

Conv 3x3

Conv 3x3

Max Pooling

Conv 3x3

FC 512xC

Avg Pooling

C = number of classes 

ReLU

ReLU

ReLU

ReLU

ReLU

Figure 2.10: VGG16 adapted for CIFAR-10 and CIFAR-100.

ResNet{18,20}. The ResNet18 and ResNet20 networks [68] are 18 and
20-layer CNNs respectively. These layers are organized into stages,
with ResNet18, represented in figure 2.11b, consisting of 4 stages with 2
Basic Blocks (detailed subsequently), while ResNet20, represented in fig-
ure 2.11a, is structured into 3 stages, each containing 3 Basic Blocks. The
Basic Blocks, also referred to as Residual Blocks, are composed of Conv
layers (see figures 2.11a and 2.11b) and follow the principle of learning
the residual function:

f (x) = h(x)− x (2.22)
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where h(x) is the mapping usually learned by previous architectures
such as VGG16. The representation of a residual block is given by equa-
tion (2.23) (see also figure 2.8):

y = f (x, θ) + x (2.23)

where x is the input, f represents the residual function, θ are the weights
of the block, and y is the output. In equation (2.23) +x denotes the skip
connection, which enables direct backpropagation of the gradient to ear-
lier layers.

Conv{2,4,6}. Conv2, Conv4 and Conv6 are shrunk down versions of
the VGG16 network architecture, composed of 2, 4 and 6 Conv layers
respectively and 3 FC layers. Although Conv2, Conv4 and Conv6, intro-
duced by Frankle and Carbin in [44], are not widely featured in existing
literature, we chose to employ them due to their use in the methods we
benchmark against. The Conv layers are stacked in increasing depth,
and their convolutional filters are of size 3× 3 with a stride of 1. The
max-pooling layers are of size 2× 2 with a stride of 2. They are repre-
sented in figure 2.12.

2.5 Datasets
In this thesis, we focus on image classification and supervised learning,
a machine learning paradigm in which the model is trained using la-
belled data. In the context of image classification, the labelled data are
pairs of images and labels which represent the class of their associated
image. We denote an input image X and its corresponding label y. Each
image X belongs to the set of all images of the dataset X , and each label
y belongs to the set of all labels of the dataset Y . The ensemble of the
image-label pairs are gathered in a dataset, denoted D, which is for-
mally a set of pairs (X, y), where X ∈ X and y ∈ Y , so that D ⊂ X ×Y .
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Figure 2.11: ResNet20 and ResNet18 architectures. ResNet20 (figure 2.11a) is
tailored for CIFAR-10 and comprises 3 stages encompassing 3 Basic Blocks of
2 Conv layers each, with an identity skip connection in each block. ResNet18
(figure 2.11b) is tailored for ImageNet and is composed of 4 stages encompass-
ing 4 Basic Blocks of 2 convolutional layers each. There are two types of blocks:
BI with an identity skip connection and BP with a projection skip connection.
The projection skip connection is used to match the dimensions between the
input and the output of the block.
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Figure 2.12: Conv2, Conv4 and Conv6 architectures. The number of flat fea-
tures F corresponds to the size of the feature map of the last block B, once
vectorised. F = 16384, 8192 and 4096 for Conv2, Conv4 and Conv6, respec-
tively for input images of size 32× 32.

Following these formal notations, the subsequent sections give de-
tails about the datasets used in our experiments. We evaluated our
methods on three different datasets tailored for image classification:
CIFAR-10 [164], CIFAR-100 [164] and TinyImageNet [106]. The follow-
ing paragraphs give details about these datasets and table 2.2 sums up
their main characteristics.

Dataset Number of images Number of classes Image size Size of test set

CIFAR-10 60,000 10 32x32 10,000

CIFAR-100 60,000 100 32x32 10,000

TinyImageNet 100,000 200 64x64 10,000

Table 2.2: The number of images, of classes, image size and size of the test set
for the three datasets used: CIFAR-10, CIFAR-100 and TinyImageNet.
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2.5.1 CIFAR-10

CIFAR-10 [164] is a widely used dataset in machine learning and com-
puter vision. This is a labelled subset of the 80 Million Tiny Images
dataset [192]. CIFAR-10 is a simple yet challenging dataset that allows
for quicker iteration or hyperparameter tuning than larger datasets such
as ImageNet [172], but it is significantly more complex than the MNIST
dataset [27], which contains grayscale handwritten digits images. The
CIFAR-10 dataset contains 60,000 colour images of size 32x32 pixels,
split into 10 classes, namely: plane, car, bird, cat, deer, dog, horse, ship,
and truck. Each class contains 6,000 images. The dataset is divided into
two subsets: a training set, composed of 50,000 images and a test set
containing 10,000 of them.

Figure 2.13: A sample of images from CIFAR-10. Each row contains images
from one of the 10 classes: plane, car, bird, cat, deer, dog, frog, horse, ship, and
truck
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2.5.2 CIFAR-100
CIFAR-100 [164] is a more challenging version of CIFAR-10. Like the
latter, it is a labelled subset of the 80 Millions Tiny Images and is com-
posed of 60,000 colour images of size 32x32 pixels. However, instead
of 10 classes, CIFAR-100 contains 100 classes of 600 images each. As a
result, each class has far fewer images than in CIFAR-10. CIFAR-100 is
also divided into two sets: a training and a test set, composed of 50,000
and 10,000 images respectively.

Figure 2.14: A sample of images from CIFAR-100. Each image represents an
instance of one of the 100 distinct classes.

2.5.3 TinyImageNet
TinyImageNet is another popular dataset in machine learning and com-
puter vision, conceived as a subset of the larger ImageNet dataset [172].
It comprises 100,000 colour images of size 64x64 pixels, split into 200
classes, whereas ImageNet contains 1.2 million images of size 256x256
pixels, split into 1,000 classes. The dataset is divided in 3 sets: the train
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set, which contains 500 images per class, the validation and test sets,
which both contain 50 images. The scaled-down image size and the
reduced number of images make TinyImageNet more computationally
manageable than ImageNet while still being challenging by offering di-
versity in the image classes.

Figure 2.15: A sample of images from the Tiny ImageNet dataset. Each image
represents an instance of one of the 200 distinct classes.

2.5.4 Train, Validation and Test Sets
In our experiments, for each dataset, we use 3 distinct sets for training,
validation and testing. The training set serves to tune the weights of
the model, while the validation set is used to monitor the evolution of
the performance metric on unseen data throughout the training. The
validation metric provides the necessary triggers for the early stopping
policy (i.e. interrupting the training prematurely if the validation met-
rics do not change over a given number of iterations). The test set, on
the other hand, is used to evaluate the model’s performance on entirely
new data and to report the final test accuracy. When utilizing datasets
like CIFAR-10 and CIFAR-100, only training and testing sets are avail-
able. For these datasets, we split the given train set using the following
proportions: 90% is used for training the network and the remaining
10% is for validation. On the other hand, the TinyImageNet dataset
does provide training, validation, and testing sets, but the test set lacks
annotations. Hence, we use 90% of the original training set for model
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training and the remaining 10% for validation. Instead of the original
unannotated test set, we repurpose the original validation set to serve
as the test set. This is a common strategy employed by other implemen-
tations [205, 197, 196].
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3.1 Introduction
The fast development of neural networks has led, on the one hand, to
the enhancement of their performance, but also, on the other hand, to
a significant growth in size and parameter count. The rapid evolution
and adoption of these networks has given rise to various applications
[103, 13, 176, 96], particularly embedded ones[100, 104], whose resources

49



3.1. INTRODUCTION

are highly constrained in terms of computing power, energy consump-
tion and memory footprint. Alongside the increase in the size of these
networks, compression techniques [107, 61, 60] have been devised, in
order to enable the use of these algorithms in embedded applications or
resource-constrained environments.

This chapter focuses on state-of-the-art neural network compression
methods, predominantly based on various operations applied to the
weights of an already existing large neural network. This chapter is
organised as follows: Section 3.2 examines fast convolution techniques,
which aim to accelerate the computation of convolutions in neural net-
works, thereby reducing both the runtime and computational resources
required. Thereafter, section 3.3 delves into Knowledge Distillation
(KD), a process by which the knowledge of a larger, more complex net-
work (referred to as the teacher) is transferred to a smaller and more
efficient network (called the student), enabling the latter to achieve com-
parable performance with a reduced footprint. Subsequently, section 3.4
explores architecture design methods that aim at producing more effi-
cient and effective networks. Section 3.4.1 details ad-hoc architectures,
referred to as Efficient Architectures. These architectures are lightweight
networks that revolve around a core technique to reduce their size while
preserving performance as much as possible. Hence, section 3.4.2 dis-
cusses NAS, a method that automates the discovery of optimal net-
work architectures tailored to specific tasks or constraints, potentially
leading to more compact and efficient designs. Afterwards, section 3.5
presents two categories of techniques that harness an existing neural
network and refine its architecture to produce a more compact and ef-
ficient model. First, section 3.5.1 focuses on quantisation and binarisation
techniques, which aim to lower the numerical precision of weights and
activations of networks in order to speed up their computation and
reduce their memory footprint. Lastly, section 3.5.2 considers neural
network pruning, which seeks to remove redundant or insignificant
connections and weights from networks, resulting in sparser and more
computationally efficient models.
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3.2 Accelerating Computation in Neural Net-
works

Among various operations and functions used in neural networks, two
fundamental mathematical operations, convolution and matrix multi-
plication are used extensively and are the backbone of most computa-
tions in neural networks. However, performing these operations can
be computationally demanding, particularly with large and complex
networks. This may lead to long and heavy computations, posing a
challenge for real-time or resource-limited applications. To mitigate this
issue, some research efforts have focused on developing techniques to
speed up these operations. These strategies encompass optimizing the
underlying algorithms to leveraging hardware acceleration, with the
objective of enhancing the speed and efficiency of neural network com-
putations.

3.2.1 Fast Fourier Transform

The most popular algorithms for accelerating convolution operations
rely on the FFT [19, 118, 153], and leverage the Convolution Theorem.
The Convolution Theorem states that the convolution of two signals in
the source domain is the product of the two signals in the Fourier do-
main, as shown in equation (3.1):

F(x ∗ y) = F(x) · F(y) (3.1)

where x and y are the two signals in the source domain, x ∗ y is the con-
volution of x and y and finally F(x) and F(y) are the Fourier transforms
of x and y, respectively. Then, to obtain the result of the convolution
in the source domain, the inverse Fourier transform, denoted F−1, is
applied as follows:

x ∗ y = F−1(F(x) · F(y)) (3.2)
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The convolution theorem allows for faster computation of the 2D con-
volution by using the FFT to compute the convolution in the frequency
domain, and the inverse FFT to convert the result back to the source
domain [146].

3.2.2 Optimised Matrix Multiplication Algorithms
It is possible to accelerate matrix multiplication by directly optimising
the underlying algorithm. The Strassen algorithm [182], used in [20], is
a fast method for matrix multiplication that reduces the computational
complexity from the standard O(n3) to approximately O(n2.807) by re-
cursively dividing the matrices of size n into 4 submatrices of size n

2 ×
n
2 ,

reorganising and combining these multiplications to perform only 7 in-
stead of 8 matrix multiplications (see equations (3.5) and (3.6)).

Considering a matrix multiplication of two square matrices A and
B of size 2n with n ∈ N, defined in equation (3.3), the output of the
standard bloc matrix multiplication, referred to as C, is defined in equa-
tion (3.4). Note that Aij and Bij are either a scalar if n = 1, or a matrix of
size n

2 ×
n
2 .

A =

A11 A12

A21 A22

 , B =

B11 B12

B21 B22

 (3.3)

The computation of C requires 8 matrix multiplications, as shown in
equation (3.4).

C = A · B =

A11B11 + A12B21 A11B12 + A12B22

A21B11 + A22B21 A21B12 + A22B22

 (3.4)

The Strassen algorithm reduces the number of multiplications to 7 by
defining the following 7 products, referred to as Pi, with i ∈ J1; 7K:
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P1 = (A11 + A22)(B11 + B22)

P2 = (A21 + A22)B11

P3 = A11(B12− B22)

P4 = A22(B21− B11)

P5 = (A11 + A12)B22

P6 = (A21− A11)(B11 + B12)

P7 = (A12− A22)(B21 + B22)

(3.5)

The result of the matrix multiplication is then obtained by combining
these products, as shown in equation (3.6).

C =

P1 + P4− P5 + P7 P3 + P5

P2 + P4 P1− P2 + P3 + P6

 (3.6)

The Strassen algorithm has later been refined by Coppersmith and
Winograd, who introduced the Coppersmith-Winograd algorithm [21].
The latter brings down the complexity to O(n2.376). This algorithm is
used in various works, mostly targeted towards a specific Field Pro-
grammable Gate Array (FPGA) processor [124, 131, 199].

3.2.3 Leveraging Matrix Structures

Using a particular matrix structure also speeds up the standard opera-
tions used in a neural network. Fully connected layers can be effectively
accelerated by forcing the use of specific matrix structures. For instance,
Cheng et al. devised a method where dense layers standard operation
is replaced by a circulant projection [16]. The circulant matrix can be
stored in a memory-efficient way and can be further sped up with FFT.
C is an example of a circulant matrix (see equation (3.7)).
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C =


a b c d

d a b c

c d a b

b c d a

 T =


a b c d

e a b c

f e a b

g f e a

 (3.7)

Likewise, convolutional operations can be accelerated thanks to Toe-
plitz matrices. A Toeplitz matrix, or diagonal-constant matrix, has the
unique characteristic of each descending diagonal from left to right be-
ing constant. T is an example of a Toeplitz matrix (see equation (3.7)).
This property is particularly useful for convolutions, as they can be
expressed as a multiplication by a Toeplitz matrix [55], as shown in
equation (3.8). This algorithm has been used in [116], focusing on FPGA
architectures. Note that the representation of convolution as a product
with a Toeplitz matrix can further be accelerated by using the aforemen-
tioned optimisations to the matrix multiplication algorithm, such as the
Strassen or Coppersmith-Winograd algorithm.

Let x be a signal of length N and h be a kernel of length M, expressed
as a Toeplitz matrix H. The convolution of x and h can be expressed as:

h ∗ x = Hx =



h0 0 · · · 0

h1 h0 · · · 0
... ... . . . ...

hM−1 hM−2 · · · h0

0 hM−1 · · · h1

... ... . . . ...

0 0 · · · hM−1




x0

x1

...

xN−1

 (3.8)
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3.2.4 Practical Applications and Limitations

The algorithms presented in sections 3.2.1 to 3.2.3 offer significant ac-
celeration in the computation of convolution operations and are widely
implemented and used in state-of-the-art software [156, 1]. In particular,
the Coppersmith-Winograd algorithm is used in various Deep Learn-
ing frameworks [1, 149] or neural network GPU libraries [22] where the
fastest algorithm is automatically selected based on the tensor sizes and
the hardware. However, depending on the operand size, the total pro-
cessing speed can be bound to the hardware and more specifically, to the
memory throughput and data access speed, more than the computation
time [202, 32].

3.3 Teaching Paradigm

The teaching paradigm embraces a class method that aims to transfer
the knowledge of a large, complex and accurate network, referred to as
the teacher, to a smaller and more efficient one called the student. The
student is trained with a combination of the main task loss as well as
a supplementary supervision signal which is derived from the feature
maps of the teacher network at various depths.

3.3.1 Knowledge Distillation

Methods in the teaching paradigm are mostly based on the seminal
work of Hinton et al. [75], better known as Knowledge Distillation (KD).
The latter seeks to train simple networks with KD yielding better per-
formances compared to those trained from scratch. KD relies on teacher
and student networks, where the logits of the former are used as an
additional supervision signal for the latter. When trained separately, the
student network can only rely on classification labels in order to learn
its own data representation while KD relies on the logits of the trained
teacher network which provide more insight about the latent data rep-
resentation.
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For a classification problem, the loss used to train the student net-
work with KD can be expressed as:

Ltotal = LCE(ŷs, y)︸ ︷︷ ︸
Task loss

+λ
T2

2
LCE

(
ŷs

T
,

ŷt

T

)
︸ ︷︷ ︸

Distillation loss

(3.9)

where LCE is the cross-entropy loss, ŷs and ŷt are the logits of the student
and teacher networks respectively, y is the ground truth label, T is the
temperature parameter and λ is a mixing coefficient balancing the two
losses. Note that the distillation loss is scaled by T2

2 to ensure that the
relative contribution of the task loss and distillation loss stays balanced
if the temperature changes.

3.3.2 Feature-Map Matching

Inspired by KD, [167] introduced FitNet, a two-stage training algorithm,
where an intermediate layer of the teacher is chosen as a hint1 for an
intermediate layer of the student. Initially, the first layers of the student
are trained to mimic the hint feature map. Then, the whole student
network is trained with standard KD against the whole teacher. In the
first step, a regressor is needed in order to adapt the dimensions of the
feature map, which may differ from the teacher to the student networks,
as illustrated in figure 3.1. Yim et al. argue that the direct feature map
matching utilised by FitNets is overly restrictive. Drawing inspiration
from the techniques used in [49] for style transfer, they propose an al-
ternative method. In the context of style transfer, the Gram matrix of
the feature maps is employed to encapsulate the texture information
of an image. Adapting this approach, the method presented in [208]
calculates the Gram matrix across the feature maps of multiple layers.
This computed Gram matrix, dubbed as the Flow of Solution Procedure
matrix, then serves as a hint for the student network, guiding its training
process. In practice, handling full-dimensional feature maps is cumber-

1Hint is the terminology used by Romero et al. [167] to denote a feature map used
as a target for the student network.
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some. That is why, in order to avoid this issue, [211] use an attention
map generated by squashing the feature maps to a 2D map allowing for
a smaller 2D regressor to match attention map dimensions.

Softmax Layer

Sofmax Layer

Predictions

Predictions
Softmax Layer
modified temperature

Knowledge
Distillation Loss

FitNet Loss Regressor
size matching

Attention
squashing along

channel dimension

Attention
squashing along

channel dimension

Regressor
size matching

Attention
Transfer Loss

Teacher Network Student Network

Softmax Layer
modified temperature

A Teacher
Assistant can be
added in between

For Deep Mutual Learning the
Teacher Network is also a

Student Network. (There can
be more than two networks)

Figure 3.1: Overview of various knowledge distillation frameworks. From top
to bottom, left to right: Deep Mutual Learning [214], FitNet [167], Attention
Transfer [211], Teacher Assistant [139] and Knowledge Distillation [75].

3.3.3 Deep Mutual Learning

Note that the aforementioned knowledge transfer methods require tea-
cher-student pairs and assume that teachers are large trained models.
[214] relax this assumption by proposing Deep Mutual Learning, which
enables a pool of networks of different architectures to learn together,
provided that they have the same logit dimensions, and none of the
models in the pool requires a pretraining step. The uncertainty of each
model is distilled into each other, which creates additional knowledge.
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3.3.4 Teacher Assistant

In all the aforementioned methods, the efficacy of knowledge distilla-
tion, and consequently, the final performance of the student network, is
significantly influenced by the disparity in size between the student and
teacher networks. This size discrepancy, when excessive, may cause the
student network to encounter difficulties in aligning with the teacher
logits, thus preventing optimal knowledge distillation. To tackle this
issue, Mirzadeh et al. introduced the concept of Teacher Assistant: net-
works of intermediary dimensions aiming at bridging the size gap be-
tween student and teacher [139]. The Teacher Assistant (TA) approach
proposes to ensure effective knowledge transfer through a stepwise
transfer of knowledge, starting from the teacher to the TA, and finally
from the TA to the student. This technique allows each model to learn
from a slightly simpler model than itself. Empirical evidence shows that
the TA approach tends to outperform traditional one-step distillation in
various experiments and across different network architectures, result-
ing in improved performances. However, it is important to note that it
does introduce additional computational overhead due to the necessity
of additional training steps for the TA, and careful selection of the size
and number of TAs. These considerations underscore that while the TA
strategy is effective in managing the size disparity problem, it also adds
complexity to the distillation process.

3.3.5 Alternative Distillation Losses

Other approaches that do not rely on direct feature map or logit match-
ing have been proposed. [2] introduced Variational Information Distilla-
tion, which indirectly maximises the mutual information between the
student and the teacher. This is done by using variational information
maximisation [8] to maximise a variational lower bound of the mutual
information, since directly maximising the latter is intractable in prac-
tice (see figure 3.2). Likewise, [148] proposed a Probabilistic Knowledge
Transfer method that does not match logits or feature maps, but rather
represents the latter as a probability distribution and minimises diver-
gence between the two (see figure 3.3).
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T2

T1

T0

S1

S2

S0

image

label

Mutual
Information

main task
loss
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knowledge

Mutual
Information

Figure 3.2: Conceptual scheme of [2]. The student network efficiently learns
the main task while retaining high mutual information with the teacher net-
work. The mutual information is maximised by learning to estimate the dis-
tribution of the activations in the teacher network, provoking the transfer of
knowledge. Adapted from the original scheme found in [2].

Figure 3.3: Conceptual scheme of the Probabilistic Knowledge Transfer me-
thod. Both the student and the teacher feature maps are modelled using prob-
ability distributions. The divergence of the latter is minimised in order to
transfer knowledge from the teacher to the student. Illustration taken from
[148].
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3.4 Architecture Design

The architectural design of neural networks, while contributing sig-
nificantly to their performance, often inflates their computational and
memory requirements. This increased complexity, although beneficial
for the final performance, could limit the deployment of these networks
in resource-constrained environments. Thus, formulating effective and
efficient neural network architectures is of significant importance. The
design of neural networks is a problem that not only involves design-
ing suitable building blocks but also determining their organization and
interconnections. This section scrutinizes these aspects by focusing on
handmade and automatic efficient architecture design.

Section 3.4.1 introduces building blocks to design efficient architec-
tures. These building blocks have been meticulously engineered in the
state-of-the-art to strike a balance between computational efficiency and
performance. Properly incorporating these blocks can result in architec-
tures better suited to their operating environments, enhancing efficiency
while maintaining the desired level of performance.

Thereafter, section 3.4.2 delves into the field of Neural Architecture
Search. The primary aim of NAS is to design, in an automatic fashion,
network architectures that demonstrate a high level of efficiency and
performance for a given task. By doing so, it eliminates the need for
manual design and the associated iterative trial-and-error approaches
that would otherwise be necessary to assess and evaluate the impact
and effectiveness of each design decision [80, 173, 81]. Although NAS
was not initially targeted at generating lightweight architectures, the
principles and methods described in this section can be adapted to opti-
mise the architecture search for efficiency and compactness.

This section explores techniques aimed at the creation of efficient and
effective neural networks through the careful selection and assembly of
optimised building blocks. The organization of these components plays
an important role in network compression and optimization, highlight-
ing that high performance can also be reached with designs that are less
resource-demanding.
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3.4.1 Building Blocks for Efficient Architecture Design

Depthwise Separable Convolutions. One of the initial strategies to-
wards achieving efficiency in neural network architectures is the use of
depthwise separable convolutions. This technique, used in MobileNet
[82] and EfficientNet [186], separates the standard convolution opera-
tion into two distinct steps: a depthwise convolution and a pointwise
convolution (see figure 3.4). By decomposing the operations in this
manner, the computational complexity is markedly reduced while still
retaining the ability to capture spatial and channel-wise information.
Consider an input feature map with Cin channels of arbitrary width and
height and Cout convolution kernels of size k× k× Cin. A standard con-
volution algorithm will need Cin × Cout × k × k Multiply-Accumulate
(MAC) operations to produce a 1× 1× Cout element of the output fea-
ture map. In contrast, a depthwise separable convolution algorithm will
first apply a k × k × 1 convolution kernel to the Cin channels and then
perform Cout pointwise convolutions with 1 × 1 × Cin kernels to pro-
duce the same 1× 1×Cout element. This effectively reduces the number
of parameters to Cin × (Cout + k × k), essentially reducing the number
of computations required to produce a 1× 1×Cout element by a factor of

Cout× k× k
Cout + k× k

.

Fire Module. An alternative approach for designing efficient architec-
tures involves the integration of fire modules, as proposed in [90]. These
modules, represented in figure 3.5, aim to minimise computational re-
quirements by employing two distinct strategies: (i) diminishing the
number of input channels supplied to the following conventional k× k
convolutions and (ii) substituting a portion of the resource-intensive
k× k convolutions with pointwise convolutions, which possess k2 times
fewer parameters. The initial strategy is applied within the Squeeze
Layer of the fire module, which decreases the number of input channels
delivered to the Expand Layer, subsequently reducing the number of
parameters in the Expand Layer kernels. The second strategy is imple-
mented in the Expand Layer, where some 3× 3 convolutions are replaced
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(b) Depthwise Separable Convolution

Figure 3.4: Illustration schemes of the standard and depthwise separable con-
volution. The standard convolution uses Cout kernels of size k× k× Cin. The
depthwise separable convolution is split into two steps: (i) a convolution
with Cin kernels of size k × k and (ii) a convolution with Cout kernels of size
1× 1× Cin. Best viewed in colours.

with 1× 1 variants. Although the 1× 1 convolutions capture less spa-
tial information, they are significantly less computationally demanding
than the 3× 3 ones.

ShuffleNet. Pushing the concept of depthwise separable convolutions
further, [213] introduces pointwise group convolutions and channel
shuffle operations to enhance efficiency while maintaining accuracy.
Pointwise group convolutions were initially introduced in [103], though
their original purpose was not for compression. Instead, group convo-
lutions in [103] were used to enable distributed training across multi-
ple GPUs with limited memory. However, ShuffleNet [213] leverages
this concept for network efficiency by dividing the input channels into
groups and performing convolutions on each group independently. This
approach reduces the number of operations and the computational cost
compared to traditional convolutions. To counteract the potential loss
of expressive power caused by the separation of channels into groups,
ShuffleNet incorporates channel shuffle operations as shown in figure 3.6.
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Figure 3.5: Illustration scheme of the fire module. The fire module is com-
posed of a squeeze layer (pointwise convolution designed to reduce the number
of channels fed to the following layer) and an expand layer (convolution with
mixed 1× 1 and 3× 3 kernels. The 1× 1 kernels replace some of the 3× 3
kernels, being less computationally intensive.). Best viewed in colours.

This technique allows for information exchange between groups, ef-
fectively maintaining accuracy by ensuring that different groups can
capture diverse features in the input.

. . .

Groupped
Convolution

Channel
Shuffling

Figure 3.6: Illustration scheme of grouped convolution with channel shuffling.
Each filter only acts on a subset of the input tensor (here represented by a
matching colour). The channels of the yielded tensor are shuffled to ensure
the subsequent groups can access information from all the previous groups.
Best viewed in colours.

Learned group convolutions. Following ShuffleNet, CondenseNet was
introduced in [87], incorporating learned group convolutions to fur-
ther enhance efficiency. Unlike the predefined group convolutions in
ShuffleNet, CondenseNet learns which channels should be grouped to-
gether, enabling the network to adapt its structure for a specific task.
This results in better utilisation of network capacity and reduces redun-
dancy. CondenseNet leverages the DenseNet architecture [86] to further
improve performance. Thanks to the densely connected architecture,
features discarded in any layer can still be recovered in subsequent ones.
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Figure 3.7: Illustration scheme of the path taken by the feature maps after the
channel split block. Adapted from the original scheme found in [133].

ShuffleNetV2. Building on the success of ShuffleNet, ShuffleNetV2 was
introduced in [133], focusing on enhancing network efficiency through
the combination of strided convolution and channel split. Strided con-
volution helps to reduce the spatial extent of feature maps, thereby re-
ducing the computation cost. The Channel Split technique efficiently
processes the input feature maps while maintaining the expressive
power of the architecture. Channel Split works by dividing the input
feature maps into two equal parts. One part is passed through the main
branch of the ShuffleNet unit, while the other part is sent through the
identity branch, which leaves its input unchanged. In the main branch, a
sequence of pointwise and 3× 3 convolutions are performed. After both
the main branch and the identity branch complete their respective oper-
ations, the two parts are concatenated along the channel dimension and
the channels are shuffled. Finally, the output feature maps are passed
to the next ShuffleNet unit in the network. This process is represented
in figure 3.7. This approach balances computational efficiency with the
expressive capacity of the model.

Inverted residual and Linear bottlenecks. Depthwise Separable Con-
volutions were employed in MobileNet [82]. Sandler et al. introduced
skip connections and residual blocks into the MobileNetV2 architecture
[173], initially proposed in [68]. They also introduced the concept of in-
verted residuals and linear bottlenecks. In conventional residual blocks,
the input is first compressed, then expanded, and finally compressed
again after being added to the original input. With inverted residual
bottlenecks, on the other hand, this process is reversed: the input is
first expanded, then a depthwise separable convolution is applied, and
finally, it is compressed again. In this architecture, the skip connections
link the feature maps of smaller size, instead of the larger ones. This
allows for a more memory-efficient architecture. The standard residual
blocks and the inverted residual blocks are shown in figure 3.8. The
linear bottlenecks, on the other hand, are convolutions with a linear
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activation function. This takes advantage of the property that high-
dimensional feature maps can be embedded in a lower-dimensional
manifold. To do this, it is necessary to use linear transformations since
non-linear ones could potentially destroy information as reported in
[173, 59].

(a) Standard Residual Block

1

Relu6, Dwise Relu6, 1x1
3x3

+

(b) Inverted Residual Block

Figure 3.8: Illustration scheme of the residual block and the inverted residual
block. Note that on the inverted residual block, the feature maps with the
lower number of channels are the ones connected via the skip connection,
whereas it is the opposite on the standard residual block. Diagonally hatched
layers do not use non-linearities. The grey colour indicates the beginning of
the next block. Both illustrations are taken from [30]. Best viewed in colours.

Squeeze-and-Excitation modules. Advancing from MobileNet and Mo-
bileNetV2, its third version [81] incorporated Squeeze-and-Excitation
modules initially introduced in [84]. These modules adaptively recal-
ibrate channel-wise feature responses, amplifying important features
and suppressing less relevant ones. The Squeeze-and-Excitation mod-
ule (represented in figure 3.9) performs squeeze and excitation operations.
The squeeze operation uses global average pooling to create a channel
descriptor that summarises the spatial information for each channel.
The excitation operation uses this descriptor to learn non-linear in-
teractions between channels through two fully connected layers. The
outputs of this mini-network are per-channel modulation weights that
recalibrate the original feature maps, scaling or "exciting" them by these
weights.

The architectures we reviewed in this section revolve around specific
key techniques such as depthwise separable convolutions, fire modules,
channel shuffling, and Squeeze-and-Excitation modules, among others.
These architectures, while highly efficient, are manually crafted and
require a significant degree of human expertise, intuition, and time to
develop, optimise, and fine-tune. The manual design of these architec-
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Figure 3.9: Illustration scheme of the Squeeze-and-Excitation module. The
original feature map is squeezed into a channel descriptor through global av-
erage pooling. This descriptor is then used to learn the interdependencies
between the channels through two fully connected layers. The output is then
multiplied layerwise with the original feature map (excitation). Best viewed in
colours.

tures often relies on a deep understanding of the tasks at hand, the data
they will process, and the constraints of the environment in which they
will operate. However, the process of designing these efficient architec-
tures can be automated, which is the subject of the next section. Sizes
and performance of network architectures detailed in this section can be
compared to standard architecture sizes in figure 3.10.
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Figure 3.10: Figure 2.9 updated with the size and performance of the efficient
architectures detailed in section 3.4.1. Best viewed in colours.
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3.4.2 Automatic Architecture Design Through Neural
Architecture Search

Neural Architecture Search (NAS) is a method that automates the dis-
covery of neural network architectures, potentially leading to more com-
pact, efficient designs and reducing the need for manual intervention.
Although NAS might not explicitly aim at producing lightweight ar-
chitectures, it can still yield designs that strike a good balance between
performance and computational cost [187, 186]. By using automated
methods to search for optimal architectures, it is possible to further en-
hance the efficiency of neural networks, opening up new possibilities
for their deployment in resource-constrained environments. NAS has
emerged as an essential paradigm, aiming to automate the tradition-
ally manual and labour-intensive process of designing efficient neural
networks [138]. Early network architectures were indeed entirely hand-
crafted, requiring significant human effort and expertise. However,
these manual methods are being replaced by NAS techniques, which
seek to automatically determine the optimal network structure given a
training set [203, 39].

The performance and efficiency of NAS are fundamentally deter-
mined by two key aspects: the search space and the search strategy. The
search space, as the name implies, defines the set of all possible archi-
tectures that can be discovered by the NAS algorithm. It could be as
broad as all possible configurations of a certain type of network, such as
CNNs, or as narrow as different arrangements of a specific set of layers
[120]. The search strategy, on the other hand, determines how the NAS
algorithm navigates through this search space in order to optimise its
given objective. This could involve gradient-based strategies [121, 206],
or stochastic methods, such as evolutionary algorithms and reinforce-
ment learning [221, 160]. The choice of search space and search strategy
significantly influences the ability of NAS to discover effective and ef-
ficient architectures and is thus a critical aspect of NAS research. In
the following paragraphs, we will delve deeper into some of the major
strategies and their impact on the field of NAS.
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Search space. The search space is a critical aspect of NAS as it bounds
the possibilities of architectures and significantly influences the outcome
of the search. The search space could be as broad as all possible configu-
rations of a certain network type or as specific as various arrangements
of a predefined set of layers or blocks. For instance, [221] define their
search space as a set of repeatable sub-structures composed of basic lay-
ers (convolution layers, fully connected layers, BN layers, etc...) often
called cells that are stacked to form the final architecture, while [204]
design their search space based on the connectivity patterns between
network blocks. DARTS [121] propose a continuous search space where
the architecture is parameterized as a differentiable function, allowing
for efficient search using gradient-based methods. Hierarchical search
spaces, on the other hand, offer a strategic approach which allows to
manage the complexity of the architecture search in NAS [120, 187]. In
such a setup, the architecture is divided into several levels of hierarchy,
with each one searched independently. This structure enables a more
systematic and organized exploration of the search space, allowing the
algorithm to uncover useful patterns and configurations at different lev-
els of the network. The EfficientNet models are exemplary of innovative
architecture search strategies [186]. This series utilizes both NAS and
compound scaling. A baseline, EfficientNet-B0, was developed through
multi-objective NAS, optimizing both accuracy and Floating Point Op-
erations (FLOPs). Subsequently, a compound scaling method was ap-
plied to this baseline, uniformly scaling depth, width, and resolution via
a compound coefficient. This approach yielded a series of progressively
larger EfficientNet models, whose performances are shown in 3.11.

Search strategy. The search strategy is another major component of
NAS, dictating how the algorithm explores the search space to find the
optimal architecture. A wide range of search strategies have been pro-
posed. Evolutionary algorithms [160] use principles of natural evolution
such as mutation, crossover, and selection to explore the search space.
Despite their potential to find high-quality solutions, these methods of-
ten require substantial computational resources due to the large number
of evaluations needed. Reinforcement Learning-based methods [221]
employ a policy network to generate architectures and a reward signal,
typically validation accuracy, to guide the search. While reinforcement
learning methods can effectively navigate large search spaces, their suc-
cess heavily depends on the quality of the reward signal. Gradient-
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Figure 3.11: ImageNet top-1 accuracy vs model size (in millions of parame-
ters). The EfficientNet family of models significantly outperforms other mod-
els of similar size, obtained either by NAS or manual design. This graph is
taken from [186].

based methods [121, 206] make the search space continuous and use
gradient descent for optimization, which enables efficient exploration
of the search space but requires careful regularization to prevent over-
fitting. [10] uses Bayesian optimization to build a probabilistic model
of the objective function and uses it to select promising architectures,
balancing exploitation and exploration. This method can be sample-
efficient but might struggle with high-dimensional spaces. These di-
verse strategies offer multiple paths to navigate the complex landscape
of architecture search, each with its unique compromises between effi-
ciency, effectiveness, and computational demands.

3.5 Compressing and Optimising an Existing
Architecture

While the prior sections have primarily focused on constructing new,
efficient network architectures and mechanisms for automatic architec-
ture discovery, this part of the chapter transitions towards compressing
and optimising existing neural networks. The methods discussed in this
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Figure 3.12: Figure 3.10 updated with the size and performance of architec-
tures detailed in section 3.4.2. Best viewed in colours.

section, namely quantisation, binarisation and pruning, are specifically
geared towards leveraging and enhancing already existing architectures
or trained models. Instead of developing a new architecture, these tech-
niques seek to make an existing architecture more efficient by modifying
its weights and connections.

Section 3.5.1 delves into the methodologies of quantisation and bina-
risation. These methods endeavour to reduce the numerical precision of
weights and activations in a network, without a significant drop in over-
all performance. This process can significantly speed up computations
and decrease memory usage, contributing to the increased efficiency of a
pre-existing network, especially in environments with limited hardware
or memory resources.

Subsequently, section 3.5.2 examines the application of pruning tech-
niques. Pruning refers to the elimination of redundant or insignificant
weights and connections in a network, leading to a sparser and more
effective architecture. Pruning an existing network can further enhance
efficiency by reducing the computational resources needed with a mini-
mal or controlled impact on the performance.
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Through these methods, this section aims to demonstrate how the
effectiveness of existing neural networks can be optimised, thereby of-
fering another viable path towards generating more efficient models
without creating new architectures from scratch.

3.5.1 Lower Precision Weights and Activations Represen-
tation

Quantization is the process of converting continuous, high-resolution
input values into a lower-resolution and typically discrete representa-
tion. Historically, the training of neural networks has largely relied on
the use of single-precision floating-point format (FP32). FP32 has been
the default choice due to its wide support across various hardware plat-
forms and software libraries, which has made it a practical and conve-
nient choice for the majority of machine learning tasks [184]. However,
using single-precision floating-point format is not always necessary, and
it is possible to constrain neural networks to use lower precision values,
effectively quantising its parameters or feature maps, while maintaining
compelling performances. Quantising a neural network can result in a
reduced memory footprint as well as faster computation if the opera-
tions are implemented to leverage the specificity of the quantisation or
paired with appropriate hardware.

Quantising a neural network has been proposed as early as the 1990s
[7, 41]. This later regains traction as Vanhoucke et al. leveraged Sin-
gle Input Multiple Data instructions (SIMD) of x86 processor to speed
up the fixed-point 8-bit operations [194]. Gupta et al. [58] used uni-
form quantisation with fixed-point 16-bit representation and stochastic
rounding to train neural networks. Quantisation has also been applied
together with K-means clustering [181]. [61] uses K-means clustering
to iteratively compute a lookup table or code book for the weights. This
codebook is later further compressed using Huffman coding [89]. Note
that this method is mostly useful for storage, but for training or in-
ference, the weights need to be decompressed and their original value
fetched in the code book before being used.
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Logarithmic quantisation. Logarithmic quantisation provides compel-
ling alternatives to uniform quantisation. On the one hand, logarithmic
quantisation enables quantising weights with a larger dynamic range
compared to uniform or linear quantisation. On the other hand, mul-
tiplication can be conveniently represented as an inexpensive bit shift
operation if operands are properly represented in the logarithmic base.
This is particularly beneficial for FPGA implementations [3]. To lever-
age this potential speedup, [119] forced the weight representation to be
a power of two and [216] improved this technique by applying it itera-
tively.

Figure 3.13: Example of binarised kernels and activations in a convolutional
layer. The kernels are taken from the first layer of a CNN trained on CIFAR-
10. Image taken from [88].

Binarisation. A more extreme version of the quantisation has been pro-
posed in [24], where the weight values are either −1 or +1. The concept
of minimising the bit-width of weights to a bare minimum is called bi-
narisation. This allows for a dramatic simplification of the computation
in the neural network at the expense of a drop in performance. Binari-
sation has been further developed in [88], where the authors proposed
a method to binarise both weights and activations (see examples of bi-
narised kernels in figure 3.13). DoReFa-Net [218] built upon the success
of binarised neural networks and introduced the stochastic 8-bit quan-
tisation of the gradients during the backward pass to accelerate both
training and inference.
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When to quantise. Quantisation methods that quantise weights or acti-
vations after the training are called Post-Training Quantisation methods.
Quantising an already existing network is a widely used technique in
the most famous deep learning framework [189, 34, 157, 145]. Because
they quantise the weights after the training, these methods are fast and
easy to apply. However, they often introduce an irreversible information
loss and a performance drop that needs to be compensated for [114]. In
order to solve this issue, several works proposed to take into account
the effect of quantisation on the weights and feature maps during the
training. These methods are called Quantisation-Aware Training meth-
ods. Such methods include BinaryConnect [24], which use a variant of
Bayesian inference called Expectation Back Propagation [18, 178]. An-
other binarisation method uses Straight Through Estimator (STE) [9]
to bypass the binarisation function in the backward pass [88]. STE is
also employed for quantisation in [92] which uses it together with fake
quantisation nodes for 8-bit quantisation (see figure 3.14). The fake quan-
tisation nodes are injected inside the computation graph and simulate
the effect of quantisation in the forward pass.

Quantisation and binarisation are solutions to compress and accel-
erate neural networks. The potential of these techniques is vast, as
they offer significant reductions in memory usage and enhanced com-
putational speed when implemented correctly and paired with suitable
hardware. However, these benefits are not without their drawbacks.
On the downside, such techniques introduce a certain degree of error
which can result in a performance drop, especially if not properly man-
aged during the training process. This information loss is particularly
notable in the case of Post-Training Quantisation methods, which ne-
cessitate additional efforts to mitigate these performance impacts. To
address this, Quantisation-Aware Training methods have been devel-
oped, which incorporate the effects of quantisation during the training
phase itself. The more extreme approach, binarisation, further accentu-
ates the advantages and disadvantages observed in quantisation. While
it offers extreme compression of neural networks, this often comes at
the cost of significant accuracy loss.
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Figure 3.14: Fake quantisation nodes (fake quant.) are included in the compu-
tation graph of figure 3.14b, whereas figure 3.14a represent the computaion
graph used during inference. During the inference, weights are stored in
uint8 format, whereas the bias are not, because their computational overhead
is negligible.[92]. Both illustrations are adapted from [92].

3.5.2 Removing Weights and Connections

Lightweight neural networks can be obtained from a larger network
through pruning. Pruning is the process of removing weights or con-
nections, identified as redundant or unnecessary, while limiting to a
minimum the impact on the performance of the network. The iden-
tification of the latter, often referred to as determining the saliency of
weights, has been a hot spot in the pruning literature [113, 17, 115].
Pruning a neural network removes weights and consequently reduces
the theoretical computational complexity of the network as well as its
memory footprint. The fraction of weights removed during pruning is
often denoted as the pruning rate, which is commonly defined as the
fraction of the number of weights removed from the original network
over the number of initial weights in that network. Arguably, the first
pruning method, introduced in 1989, was based on biased weight decay
[63]. In the following years, LeCun et al. proposed a pruning method
entitled Optimal Brain Damage [107] that used the Taylor expansion of
the loss hessian matrix to identify the weights whose removal would
have the least impact on the loss. This method, and in particular the
computation of the hessian matrix was refined in Optimal Brain Sur-
geon [64, 66, 65]. As neural networks have become larger and more
computationally intensive (see section 2.4.2 and figure 2.9), pruning has
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Figure 3.15: Conceptual illustrations of structured and unstructured pruning.

been receiving increased attention as a method to compress the latter.
Pruning methods can be classified into two categories: structured and
unstructured.

Structured pruning. Structured pruning involves the removal of entire
structural components of the network, such as rows, columns, channels,
filters, layers or even whole subnetworks (note that pruning a channel
in layer ℓ + 1 implies pruning a filter in layer ℓ, and vice-versa). This
type of pruning results in regular2 network structures that are easier
to exploit on typical hardware and do not necessitate a specific sparse
computing library or hardware, making it an attractive approach for
practical deployment. To some extent, structured pruning can be seen
as a subcategory of Neural Architecture Search (section 3.4.2), where
the search space would be the structure of the network to be pruned.
Structured pruning leads to reduced computation complexity as well as
significant memory footprint reduction, however, it also presents unique
challenges. The impact of removing structural components can be much
greater than eliminating individual weights, hence, structured pruning
often requires more careful consideration of the trade-off between the

2regular in this context means that all weight tensors are dense and that the accel-
eration of computations does not rely on sparse computing enhancement.
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model performance and complexity reduction. Since structured prun-
ing operates on a coarser scale, it typically results in lower pruning rates
compared to unstructured pruning.

Weight-dependant structured pruning. One of the main categories of
structured pruning for CNN is weight-dependent pruning. This strat-
egy assesses the importance of filters based on their respective weights.
The Pruning Filter for Efficient ConvNets method [112] focuses on the
filter norms as their saliency indicator. Filters with smaller ℓ1 norms,
which result in weak activations, are assumed to contribute less to the
final classification decision, hence they become the prime candidates for
pruning. The Filter Pruning via Geometric Median method [71] calcu-
lates the geometric median of a set of filters and prunes those filters that
are nearest to this geometric median, rather than the ones considered
less important by [112]. The filters close to the geometric median are
considered by He et al. to be redundant with other filters in the same
layers. Wang et al. used another approach to determine redundancy in
[200]: The filters are organized into a graph based on their proximity in
the space in which they are defined. A redundancy metric is computed
for each graph and the least important filters are pruned in the graph
with the highest redundancy (as per the authors, any other method for
filter importance evaluation can be used [112, 151, 141]). This process
is iteratively applied until the targeted pruning rate is reached. These
weight-dependent strategies tend to be straightforward and usually de-
mand lower computational costs compared to other methods [69]. They
provide an intuitive understanding of how different filters contribute to
the overall network performance based on their weight characteristics.

Activation-based structured pruning. Another prominent category of
structured pruning is activation-based pruning, where activation de-
notes the result yielded by a layer for given input data. This method
takes advantage of activation maps (also called feature maps) for filter
pruning. Removing a channel in a feature map is equivalent to remov-
ing the filter that computed this channel. He et al. proposed a method to
prune filters based on a LASSO regression selection while minimising
the least square reconstruction error or the feature map [72]. Hu et al.
capitalised on the abundance of zeros in feature maps that follow the
ReLU activation function. They introduced the method called Average
Percentage of Zeros (APoZ) that identifies channels in the feature map
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Figure 3.16: Illustration Scheme of ThiNet. The dotter filters and correspond-
ing channels are the ones to be pruned. Once they are removed, the pruned
network is fine-tuned. Image taken from [132]

with a high count of null outputs. These channels, which contribute
minimally to the final outcome, can hence be pruned. While the afore-
mentioned methods consider only the feature map of the layer to be
pruned, techniques like ThiNet [132] and Approximated Oracle Filter
Pruning [29] exploit the relationships between layers to guide pruning.
They take into consideration the effect a filter removal in one layer has
on the next, allowing for more contextual pruning decisions. More glob-
ally, approaches such as Neuron Importance Score Propagation [210]
and Discrimination-aware Channel Pruning [220] consider the holistic
effect of removing a filter. They aim to understand and quantify the
total impact on network performance when a specific filter is removed,
accounting for cascading effects across all layers.

Regularisation-based structured pruning. Other methods learn struc-
tured sparse networks by introducing various sparsity regularizers.
Some methods focus on Batch Normalisation parameters, employing
methods like Gated Batch Normalisation [209] and Network Slimming
[126]. These methods aim to push certain BN parameters towards zero,
effectively disabling corresponding channels and inducing sparsity.
Network Slimming applies a ℓ1 regularisation on the scaling factors
γ of the BN [126], whereas [209] adds the ℓ1 regularisation on scalar
factors associated with feature map channels. Kang and Han use BN
parameters to craft a mask that prunes channels whose output is likely
to be null once evaluated by the ReLU [97].
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Figure 3.17: Comparison of the method described in [97] (right) and standard
channel pruning (left). The differentiable mask allows for a soft pruning that
can be reverted during the training. Image taken from [97]

Taylor Expansion-based structured pruning. The Taylor Expansion is
a tool that can be used to approximate the change in the loss function
due to pruning. Early unstructured pruning methods, Optimal Brain
Damage [107] and Optimal Brain Surgeon [65] used Taylor expansion
of the hessian matrix to remove weights with the least impact on the
loss function. More recently, in [141], Molchanov et al. used first-order
Taylor expansion of the loss function to compute the importance score
and prune the feature maps. This was later refined in [142] where the
authors computed the importance score on the weight, rather than the
feature maps, to lower memory consumption.

Variational structured pruning. Variational Bayesian methods pro-
vide a way to tackle the computationally intensive process of inferring
posterior probability distributions in large data sets, by approximating
the posterior distribution with a variational distribution [43]. Specific
methods like Variational Pruning [215] and Recursive Bayesian Prun-
ing [219] use this approach to create more effective and stable pruning
mechanisms for neural networks. Variational Pruning, models chan-
nel importance as random variables, utilizing the centrality property of
the Gaussian distribution to induce sparsity [215], while [219] targets
the posterior of redundancy, assuming inter-layer dependency among
channels.

Dynamic structured pruning. Dynamic pruning represents a different
approach in which neural networks are pruned during both training and
inference, which facilitates maintaining the model representation capa-
bility and offers superior resource consumption-accuracy trade-offs. In
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the training phase, Dynamic Network Surgery [57] introduces the con-
cept of dynamic pruning through an unstructured approach. This me-
thod applies a binary mask indicating the importance of weights and
updates it alternately with all the weights, allowing incorrectly pruned
parameters an opportunity to revive. Soft Filter Pruning [70] imple-
ments a structured version of dynamic pruning. Instead of employing a
fixed mask throughout the training, which could limit the optimization
space, Soft Filter Pruning dynamically generates masks based on the ℓ2

norm of filters at every epoch. The dynamic nature of Soft Filter Prun-
ing allows soft-pruned filters to be updated in the next epoch, with new
masks being formed based on the updated weights. Focusing on the in-
ference stage, Lin et al. introduced Runtime Neural Pruning [117] which
employs a unique framework consisting of a CNN backbone and a re-
current neural network as a decision network. This approach enables
the model to adapt to the properties of different input images by dynam-
ically adjusting its complexity. For easier tasks or simpler images, the
network can become sparser, saving computational resources. Deep Re-
inforcement Learning pruning [15] learns both the static and dynamic
importance of channels. The static importance refers to the channel’s
relevance for the entire dataset, while the dynamic importance is tied
to a specific input. Deep Reinforcement Learning pruning [15] applies
reinforcement learning to generate a unified pruning decision based on
these two aspects of channel importance. More recently, Elkerdawy et al.
recently introduced Fire Together Wire Together [38], another dynamic
pruning method that treats pruning as a self-supervised binary classifi-
cation problem. It employs a prediction head to train learnable binary
masks and uses a crafted ground truth mask to guide the learning after
each convolutional layer. This head takes advantage of the ReLU acti-
vation function, which zeros out negative values, to identify the filters
that will yield zero activations based on the input and that will be sub-
sequently pruned.

As previously discussed, structured pruning removes indivisible
groups of weights and therefore yields regular network architectures
that can be implemented in standard deep learning frameworks in a
straightforward way. Despite its practicality, structured pruning en-
forces a strong topological prior by pruning entire groups of weights
from the original network, which consequently leads to a lower spar-
sity rate compared to its counterpart, unstructured pruning. Unstruc-

79



3.5. COMPRESSING AND OPTIMISING AN EXISTING ARCHITECTURE

tured pruning provides a more flexible approach by removing individ-
ual weights from the original network structure. This process not only
offers greater adaptability compared to structured pruning, but also re-
sults in higher pruning rates.

Unstructured pruning. In the early stages, unstructured pruning metho-
dologies identified weights that could be eliminated based on their in-
fluence on the Hessian of the loss function [107, 65, 66]. A simpler and
more tractable strategy for larger networks was later introduced by Han
et al. in [60], suggesting a straightforward heuristic: the pruning of
weights with the smallest magnitude (i.e. absolute value), also referred
to as magnitude pruning. This technique presented in [60] devises an
iterative method wherein a portion of the smallest magnitude weights
are removed, followed by the retraining of the network to compensate
for the drop of the accuracy. This cycle is reiterated until the preferred
level of sparsity is attained. Furthermore, magnitude pruning has been
used together with quantisation and compression techniques to min-
imise the storage footprint of a network [61]. Magnitude pruning has
also been used in energy-efficient CNN design, as detailed in [207]. In
this research, the energy consumption of each layer is evaluated, and
the layers with the highest energy expenditure are pruned using un-
structured magnitude pruning. This layer is then fine-tuned to retain
the network accuracy. This process is repeated iteratively until a no-
ticeable drop in accuracy is observed. Dynamic Network Surgery [57]
puts forward a derivative of magnitude pruning. A mask, whose value
is updated during training, is computed for each weight. This mask is
used to stochastically prune a weight or splice3 it. The saliency of the
weights is ascertained based on the magnitude of the associated mask.

Effective subnetworks. More recently, unstructured pruning researches
focus on the discovery of small subnetworks inside the original network.
In other words, to identify a subset of weight that can perform, under
certain conditions or assumptions, as well as the original network. Most
notably, the Lottery Ticket Hypothesis [44] states that within a large,
randomly initialized neural network, there exist subnetworks or Lottery
Tickets that are capable of training effectively when isolated from the rest
of the weights. These smaller networks, found by pruning the smallest

3to splice is the verb used by the authors (Guo et al.) to denote the reactivation of a
weight that was previously pruned
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magnitude weights from the trained original network, are observed to
train faster and achieve comparable or even superior performance with
respect to the original network. The lottery ticket is found by training the
original network up to convergence, then pruned with magnitude prun-
ing and finally, the remaining weights are reinitialized to their original
values, it is to say the value they had before the training even started.
The resulting subnetwork is the lottery ticket. This research sparked sig-
nificant interest and various works: [217] proposed an analysis of the
results presented in [44]. These results [44] have been extended to larger
networks in [45], the necessity of training the original network to con-
vergence to find the Lottery Tickets has been challenged in [125]. The
existence of the lottery ticket (or in other words the subnetwork) has been
theoretically proven in [134] and the requirements on the theoretical size
of the original network have been later refined in [150, 147].

3.6 Positioning

Within the various deep neural network compression methods pre-
sented in this chapter, we choose to focus specifically on pruning in
the context of supervised image classification. Among various types
of pruning, our interest goes towards unstructured pruning due to the
flexibility it offers, in particular, its potential for achieving high pruning
rates compared to structured pruning.

Our decision to work on pruning is rooted in the following considera-
tions:

• First, pruning allows the creation of lightweight networks while pre-
serving or sometimes improving the performance of the original net-
work.

• Then, pruning integrates well with other compression techniques
and can be applied in conjunction with them, on any kind of archi-
tecture.
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• Finally, pruning does not necessitate the creation and development
of an architecture from scratch. It can be applied to an already exist-
ing architecture to compress it, which makes it possible to develop
small, lightweight networks without the need for extensive research
into the creation of the base architecture. This approach allows free-
ing exploration and research and development efforts that can be
allocated to other topics.

Despite its numerous advantages, pruning is not without challenges.
One such challenge is the identification of the weights to be preserved.
This is a topic that is the subject of many works detailed in this chapter.
Additionally, the preserved weights typically require fine-tuning, which
can impose a substantial computational cost. This process of fine-tuning
can be both time-consuming and resource-intensive.

Chapter 4 delves into the fine-tuning issue and presents a new prun-
ing method that circumvents the need for the expensive fine-tuning step.
Its budget loss together with the weight reparametrisation allows for
joint optimisation of the topology and the weights of the network with-
out the need for auxiliary variables. As a result, the obtained lightweight
networks preserve accuracy after effective pruning and do not require
fine-tuning. Furthermore, chapter 5 tackles the challenge of identifying
relevant weights without even having to train them. It proposes a me-
thod of topology selection given a set of untrained weights that achieves
compelling performances, thereby also sidestepping the fine-tuning. In
contrast to other methods, the optimal pruning rate is discovered in one
shot by our pruning strategy that circumvents the costly gird search
for its value. This innovative approach opens up new possibilities for
further reducing the computational costs associated with pruning and
provides a new direction for future research in this area, as well as neu-
ral network training without weight tuning in general.
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3.7 Conclusion
The evolution of neural networks, along with the growing demand
for their deployment in resource-constrained environments, has under-
lined the need for neural network compression techniques. This chapter
has examined the state-of-the-art methodologies for reducing the com-
putational demands and memory footprints of deep neural networks,
thereby facilitating their usage in a variety of application domains.

First, we explored chapter 2 the historical progression and the major
architectures of deep neural networks, illustrating the connection be-
tween their complexity and performance. Then, in this chapter, we first
investigated the techniques for accelerating computations within neural
networks, emphasising the role of fast convolution techniques in reduc-
ing both runtime and computational resources. Our focus then shifted
to Knowledge Distillation, a paradigm that allows the transfer of knowl-
edge from a large, complex network to a smaller, more efficient one. The
core idea is to teach a lightweight student network to mimic the be-
haviour of a teacher network, thus achieving comparable performance
with a reduced footprint. Next, we delved into efficient architecture
design methods, including bespoke architectures designed to minimise
size while maintaining performance, and Neural Architecture Search
strategies for automating the discovery of optimal architectures. Lastly,
we addressed the strategies for compressing and optimising existing
neural networks, considering both quantisation and binarisation tech-
niques that lower the numerical precision of weights and activations,
as well as pruning techniques that remove redundant or insignificant
weights and connections, resulting in sparser and more computation-
ally efficient models. In conclusion, these techniques provide a multi-
faceted approach to neural network compression and acceleration, with
each offering unique advantages and trade-offs.

The next chapters will present our contributions to neural network
compression based on pruning. The chapter 4 details our first contribu-
tion that consists in a method to simultaneously train and prune neural
networks while matching a budget. This method allows bypassing the
need for the finetuning step present in most methods based on magni-
tude pruning by jointly optimising the topology and the weights with-
out the need for additional auxiliary parameters.
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Chapter Abstract
This chapter addresses the challenge of compressing large

neural networks, whose time and memory footprints are
increasingly high. Although large neural networks have
shown impressive performances across various domains,
they are not deployable on embedded devices due to their
size. Among the existing techniques that yield lightweight
neural networks, pruning is a popular approach that seeks
to reduce the size of neural networks by removing redun-
dant or unnecessary weights. However, most of the pruning
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methods rely on saliency indicators that identify removable
weights after training without considering the targeted prun-
ing rate.

In this chapter, we propose an alternative pruning app-
roach based on weight reparametrization. Our method incor-
porates a budget loss that drives sparsity toward the targeted
pruning rate during training. The weight reparametrisation
acts as a mask that soft-prunes the smallest weights, while
the budget loss serves as a surrogate ℓ0 norm that regulates
the network budget. As a result, our approach significantly
mitigates the performance drop, induced by pruning, with
respect to the unpruned network compared to other meth-
ods. We demonstrate experimentally the effectiveness of our
method across various pruning rates, datasets, and architec-
tures, including Conv4, VGG16, ResNet20 on CIFAR-10 and
CIFAR-100, and ResNet18 on the more challenging TinyIma-
geNet dataset.

We also evaluate the effectiveness and relevance of our
method in a comparative experimental analysis using dif-
ferent settings. Furthermore, we evaluate the proposed ap-
proach with an already tuned and pruned initialisation and
show that it outperforms common fine-tuning methods. Our
results show that our proposed approach is a promising alter-
native to existing pruning techniques, providing an efficient
and effective way to reduce the size of neural networks while
eliminating the need for costly fine-tuning steps.

This chapter presents work that has resulted in the publica-
tion of the following conference article:

• Robin Dupont, Hichem Sahbi, and Guillaume Michel.
Weight reparametrization for budget-aware network prun-
ing. In 2021 IEEE International Conference on Image Process-
ing, ICIP 2021, Anchorage, AK, USA, September 19-22, 2021,
pages 789–793. IEEE, 2021.
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4.1 Introduction and Related Work
This chapter addresses the challenge of pruning large neural networks
without degrading their performance. Most of the existing pruning
methods degrade the performance of neural networks due to the prun-
ing step that removes weights from the networks. Therefore, a costly
fine-tuning step is usually required in order to compensate for the loss
in performance. The method we introduce in this chapter circumvents
this issue and yields lightweight pruned networks with minimal perfor-
mance degradation. This is achieved through a combination of weight
reparametrisation that encompasses a surrogate ℓ0 norm and a budget
loss that drives the sparsity toward the predefined pruning rate.

Pruning is an excellent way to obtain lightweight neural networks
because it reduces the number of parameters in a pre-trained network
without the need to design a new architecture. Instead of starting from
scratch, pruning techniques can be applied to existing architectures,
which have been trained and tested on large-scale datasets. Pruning
aims to reduce the number of network parameters by removing redun-
dant or unnecessary weights from a given network referred to as the
original network. It then yields a sparsified and lightweight architecture,
hereafter referred to as pruned network. Pruning methods can be split into
two major categories: (i) unstructured weight pruning, where individ-
ual weights of a given network are removed based on their importance,
and (ii) structured pruning, where entire columns, rows, channels, filters
or even entire parts, such as skip connections of a residual network [68],
are removed. Our method belongs to the first category. The subsequent
sections provide an overview of related works on unstructured pruning,
pruning with weight reparametrisation, budget loss and pruning with-
out fine-tuning, followed by the contributions of this chapter.

4.1.1 Unstructured Magnitude Pruning.
Unstructured magnitude pruning has emerged as an effective heuris-
tic for determining the saliency of the weights. This method focuses
on removing independent weights from the global structure of the net-
work, hence offering greater flexibility compared to structured pruning
which imposes a strong topological prior by eliminating whole sections
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of the original network. Magnitude pruning revolves around the hy-
pothesis that the smallest weights contribute less to the final output of
the network and can thereby be removed with minimal impact on the
performance. Considering a weight tensor w, if p represents a pruning
function, magnitude pruning can be formalised and implemented as
follows:

wpruned = p(w, α) = w⊙mα (4.1)

where α is a threshold, ⊙ denotes the Hadamard product and mα is a
binary mask that is defined as follows:

(mα)ij =

{
0 if |wij| ≤ α

1 otherwise
(4.2)

In equation (4.2), the threshold α is typically chosen to be the k-th per-
centile of the weights so that the pruning rate, defined as the fraction of
non-zero weights, is equal to k.

Unstructured magnitude pruning has been used in various works
and in particular in [60] where a three-step process is proposed:

1. The process begins with standard training to identify the most im-
portant connections within the network.

2. This is followed by a magnitude pruning step where weights with
the smallest magnitude (or absolute value) are removed until a given
pruning rate is reached.

3. The final step involves fine-tuning the remaining weights to com-
pensate for any loss of accuracy caused by the pruning.
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The authors also propose an iterative variant where steps 2 and 3
are repeated while gradually increasing the pruning rate until the final
pruning rate is reached. This method was used in [61], where it was
combined with quantisation and Huffman coding. In both methods
[60, 61], obtaining the final network is computationally intensive due to
the fine-tuning step, which can be all the more computationally inten-
sive if the magnitude pruning and fine-tuning are performed iteratively.

Unstructured magnitude pruning has gained significant renewed
interest with the advent of the Lottery Ticket Hypothesis (LTH) [44].
An empirical study in [44] demonstrated the existence of subnetworks,
called Lottery Ticket (LT), within large pre-trained networks. These sub-
networks, when trained with initial weights from the larger networks,
yielded comparably accurate classifiers. To isolate these lottery tickets,
the authors rely on magnitude pruning or its iterative variant to iden-
tify the subnetworks. The large network is trained to convergence, then
its weights are pruned with magnitude pruning, and restored to their
original values. Despite the potency of this approach, its practical appli-
cation is often hindered by the computationally intensive training and
fine-tuning steps required to obtain a trained lightweight subnetwork.

4.1.2 Weight Reparametrisation

Weight reparametrisation is a technique where the weights are ex-
pressed as a function of other variables. Typically the weights used
in the network, here denoted ŵ and referred to as apparent weights, are
expressed as a function of the latent weights w and other variables. In
[174], Schwarz et al. presented a weight reparametrisation based on
raising a weight to the power of n while preserving its sign. This repara-
metrisation is formalised as:

ŵ = w⊙ |w|n−1 (4.3)
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where n is a hyperparameter of the method, typically set between 1 and
3 [174]. This reparametrisation creates a rich get richer (sic) dynamic ac-
cording to the authors, referring to the fact that the weights with the
largest magnitude are all the more increased. The pruning is enforced
by pruning reparametrised weights with magnitude pruning.

4.1.3 Pruning with Budget
Most pruning techniques, including the ones presented in this section,
enforce a pruning rate after the initial training. Consequently, the opti-
misation process does not take into account the final weight budget that
will be allocated to the network. Some work tackled this issue by adding
a loss that drives the network to respect a budget. Note that the works
described subsequently all fall into the structured pruning category.

Lemaire et al. introduced in [110] a Budget-Aware Regularisation
loss or BAR loss that performs structured pruning on the channels of
the activations (and consequently of the kernels of the layer yielding it).
This loss is combined with the task loss to drive the sparsity toward the
targeted pruning rate as described in equation (4.4). The relative impor-
tance of both losses is set with a strictly positive mixing coefficient λ.

L = Ltask + λLBAR (4.4)

The BAR loss is responsible for introducing sparsity in the network and
for driving the sparsity toward the targeted pruning rate. It is defined
as follows:

LBAR(Φ, V, a, b) = LS(Φ) f (V, a, b) (4.5)

where Φ is a mask sampled from the hard concrete distribution [129], a
continuous relaxation of the Bernoulli distribution. V is the current bud-
get used by the network, computed as the fraction of active channels in
the activations and referred to as the activation volume by the authors,
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b and a are hyperparameters detailed subsequently. This BAR loss is
composed of two parts. The first part, LS(Φ) introduces sparsity in the
network by penalising the masks Φ with the hard concrete loss [129],
and the second part f (V, a, b) controls the budget. The function f im-
plements a variant of the log barrier function [12], where a controls the
steepness of the function and b is the target budget.

ChipNet [191] is another channel-based structured pruning method
that includes a sparsity inducing loss Lc dubbed as crispness loss and a
budget loss Lb. Both losses are combined with the task loss with two
mixing coefficients α1 and α2 respectively, as shown in equation (4.6):

L = Ltask + α1Lc + α2Lb (4.6)

Each channel of the network is associated with a mask, and the crisp-
ness loss ensures crisp mask values, that is to say, close to 0 or 1. For
the budget loss, authors of [191] propose four variants depending on
the type of budget that is enforced, namely: a channel budget that com-
putes the fraction of channels that are not pruned, a volume budget that is
equivalent to the activation volume of [110], a parameter budget and finally
a FLOP budget. In their experiments, the authors reported that they fine-
tuned the networks after the pruning with the same hyperparameters
as the initial training phase and in particular with the same number of
epochs, effectively doubling the training time.

4.1.4 Pruning without fine-tuning

Most pruning methods cause a performance drop following the pruning
step. This is due to the fact that the weights that are removed play a non-
negligible role in the network. In this context, fine-tuning is a common
technique that aims to recover the lost performance but fine-tuning is a
computationally intensive task. Some works propose pruning methods
that are designed to circumvent the need for fine-tuning [64, 65, 97].
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Optimal Brain Surgeon (OBS) introduced in [64] by Hassibi and Stork
is a Hessian-based pruning method that builds upon [107] but contrary
to the former, it relaxes the diagonal assumption of the loss Hessian ma-
trix. OBS is a second-order pruning method that uses the Hessian matrix
of the loss function to identify the most removable weights and deter-
mine the optimal update for the remaining weights in order to mitigate
the performance drop. Among their contributions in [64], [64] also pro-
posed an iterative method to compute the inverse of the Hessian matrix
but this is outside of the scope of this section. OBS considers the follow-
ing expression of the loss function Taylor expansion at a local minimum:

δL =

(
∂L
∂w

)T

· δw +
1
2

δwT ·H · δw + O(∥δw∥3) (4.7)

where δL is the variation of the loss function, δw is the variation of the
weights and H is the loss Hessian matrix w.r.t. the weights. In equa-
tion (4.7), at a local minimum, the first term vanishes and the author
neglects higher-order terms. The equation (4.7) is updated to:

δL ≈ 1
2

δwT ·H · δw (4.8)

Each weight is associated with a saliency indicator that represents its
impact on the loss, whose variation is quantified by equation (4.8), as
well as an update vector that is applied to the other weights to miti-
gate the performance drop if the considered weight were to be pruned.
Both quantities (saliency indicator and update vector) are computed by
minimising equation (4.8) with respect to the weight to be pruned. The
authors then propose to remove the weight with the smallest saliency
indicator and update the remaining weights.

This process is repeated until a defined stopping criterion. Hassibi
and Stork suggest stopping the pruning process when the impact on the
loss function is no longer negligible compared to the value of the loss
itself. Once the pruning is stopped, the remaining weights can be used
as is and do not necessitate further fine-tuning thanks to the corrections
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applied with the update vector. The authors applied this method suc-
cessfully on small networks (a few tens of thousands of weights) com-
pared to modern architectures (see table 2.1). This method is intractable
in practice with larger neural networks, in particular the computation of
the Hessian matrix whose size is quadratic in the number of weights of
the network.

Whereas OBS corrects the remaining weights after pruning, it is pos-
sible to introduce sparsity while training the network. Kang and Han
introduced a stochastic structured pruning method in [97] that prunes
the channels after a BN layer that have the highest probability of being
inhibited by the ReLU activation function. Each channel is associated
with a latent mask q, parametrised by a function of the shift and scale
parameters of the BN layer: Φ(β, γ). The mask applied to the channel
during training is then obtained by binarising q, using the Gumble Soft-
max trick [93] to preserve differentiability. Sparsity is then introduced
in the masks by adding a regularisation loss defined as follows:

Lsparse(B, C) = ∑
β j∈B,γj∈C

β j + s|γj| (4.9)

where B and C are the set of shift and scale parameters of the BN, and s is
a hyperparameter of the method. This setup allows for a joint optimisa-
tion of the masks through the BN parameters and the network weights.
Once the training is completed, the masks are binarised following equa-
tion (4.10), where c is a given threshold, and then multiplied with their
associated channels to prune the network. Since the optimisation of the
masks is done jointly with the network weights, the network does not
necessitate further fine-tuning.

q(δ; β, γ) =

{
0 if Φ(β, γ) ≥ c
1 otherwise

(4.10)
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These structured or unstructured methods propose different saliency
indicators and pruning criteria that aim at identifying and removing
redundant or unnecessary weights or groups of weights. Removing
weights is typically done after the training phase. This approach does
not take into account the final desired model size, or weight budget,
during the optimization process. In other words, the pruning strat-
egy is an afterthought and is not integrated into the training process.
This results in an inefficient process where the network is first trained
with a large number of weights, many of which are later pruned. This
introduces a loss of functional performance - depending on the task
considered - that needs to be compensated for (with the exception of
[97, 64]). This is achieved through fine-tuning the sparse or lightened
networks obtained after applying the pruning criterion. Fine-tuning is
a computationally intensive task and requires additional training time
[60, 61]. Moreover, the amount of weights pruned is enforced after the
initial training, meaning that the final targeted size or weight budget is
never considered in the optimisation procedure. Indeed, separating the
optimisation of topology from weight tuning is sub-optimal and there-
fore introduces a performance drop when the pruning is enforced. Thus,
the remaining weights need to undergo a fine-tuning step that adapts
them to the enforced sparse topology. Furthermore, the pruned connec-
tions are permanently removed with no possibility of reactivating them
during fine-tuning.

4.1.5 Contributions

In order to address the aforementioned issues, namely the need for a
costly fine-tuning step and the lack of consideration for the final bud-
get and topology, we introduce a novel weight reparametrisation that
learns not only the weights of a surrogate lightweight network but also
its topology. This weight reparametrisation acts as a regulariser that
models the tensor of the parameters of a network, again referred to as
the surrogate network, as the Hadamard product of a weight tensor and
an implicit mask. The latter makes it possible to implement unstruc-
tured pruning constrained with a budget loss that precisely controls
the number of non-zero weights in the resulting network. Experiments
conducted on the CIFAR-10, CIFAR-100 and the TinyImageNet clas-
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sification tasks, using standard primary architectures (namely Conv4,
VGG16, ResNet20 and ResNet18), show the ability of our method to
train effective surrogate pruned networks without any fine-tuning.

In what follows, for the sake of conceptual simplicity, we will adopt
a conventional approach where multidimensional tensor entries are in-
dexed by i, in addition to the layer index ℓ, effectively vectorising these
entities for ease of manipulation.

The rest of this chapter is organised as follows: section 4.2 details
the proposed method and in particular the weight reparametrisation in
section 4.2.1 and the budget loss in section 4.2.2. An overview of the
method and a general algorithm are given in section 4.3. Section 4.4
presents the results of our comprehensive experiments, including per-
formance comparisons, the experimental validation of our two main
components, the impact of the mixing coefficient λ that balances the
task loss and the budget loss, and the initialisation. Finally, section 4.5
concludes the chapter by summarising our contributions and our key
findings.

4.2 Pruning with Weight Reparametrisation
and Budget Loss

Consider the general case of a multi-layer neural network. Following
the notations introduced in section 2.3, a neural network is represented
as a function f of two variables: θ and X. Function f embodies the
network topology, which is essentially a graph, whose edge values are
determined by θ. More specifically, θ represents the collection of weights
of the network, with θ = {w1, w2, . . . , wL} and L denoting the number
of layers. Each element wℓ of θ is a multi-dimensional weight tensor
encompassing a total of νℓ elements, associated with layer ℓ. Following
the notation introduced in section 2.5, the parameter X of f represents
the input given to the network. Each input X is associated with a label y,
also called ground truth. This functional conception of a neural network
can be formally written as:
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f : Rdim(X) → Rdim(y)

X 7→ f (X, θ)

(4.11)

The discrepancy between the output of the neural network and the
ground truth y ∈ Y is computed with a loss function L, whose expres-
sion depends on the considered task. This loss is then minimised by
updating the parameters θ of the network, thanks to the backpropaga-
tion algorithm [170, 171] and gradient descent methods.

When used in the loss function, the ℓ0 norm is perfectly suited for
pruning a network by, on the one hand, acting as a sparsity-inducing
regulariser for the weights (θ), and on the other hand, by indicating the
number of non-zero weights in the network, which is useful for com-
puting the weight budget.

We aim to propose an end-to-end method that fits into the back-
propagation framework. Therefore, adding a ℓ0 regulariser and a ℓ0

based weight budget is not possible since the ℓ0 norm is not differen-
tiable. Thus, we propose our differentiable reparametrisation, which
seeks to define a novel weight expression related to magnitude pruning
[107, 60]. This expression corresponds to the Hadamard product involv-
ing a weight tensor and a function applied entry-wise to the same tensor
(as shown in figure 4.1). This function acts as a mask that (i) multiplies
weights by soft-pruning factors which capture their importance and
(ii) pushes less important weights to zero through a particular budget
added to the loss function L.

Our proposed framework allows for joint optimisation of the net-
work weights and topology. On the one hand, it prevents situations
where, because of excessively pruning a layer, the output from layer ℓ
of the network is no longer transmitted to layer ℓ + 1, a scenario we
refer to as disconnections. These disconnections can lead to degenerate
networks with an irrecoverable performance drop. Due to these discon-
nections, the network output becomes entirely uncorrelated with the in-
put, and it becomes impossible to update the weights located upstream
of this disconnection. On the other hand, our framework allows reach-
ing a targeted pruning budget in a more convenient way than ℓ1 regu-
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Figure 4.1: Comparison of our method and magnitude pruning. Magnitude
pruning does not include any prior on weights during the initial training
phase and needs an additional fine-tuning procedure. Our method embeds
a saliency measure based on the weight magnitude in the reparametrisation
and does not require fine-tuning. Best viewed in colour.

larisation (see section 4.4.4). Our reparametrisation also helps to min-
imise the performance drop between the original and the pruned surro-
gate networks by maintaining competitive performances without fine-
tuning. Learning the weight values and the network topology only re-
quires one step that achieves pruning as a part of network design. This
step zeroes out the targeted number of connections by constraining their
reparametrised weights to vanish.

4.2.1 Weight Reparametrisation

We consider the original network f as a stack of L layers. The global
expression of f can be recursively defined by the application of the layer
ℓ to the output of the layer ℓ− 1. Without a loss of generality, we omit
the bias for clarity. This expression is shown in equation (4.12).

f (x) = gL
(
wL · gL−1(wL−1 · gL−2 . . . w2 · g1(w1 · x))

)
, (4.12)
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with gℓ being a nonlinear activation associated to ℓ ∈ {1, . . . , L} and
{wℓ}ℓ denoting a set of weight tensors where each tensor is associated
with a specific layer ℓ in the network. Keeping the same topology but
changing the values of the weight, we now consider the surrogate net-
work f̂ with weights {ŵℓ}ℓ. Equation (4.12) can be rewriten as equa-
tion (4.13). The activation function and the topology of f and f̂ are the
same. Only the weights are updated.

f̂ (x) = gL
(
ŵL · gL−1(ŵL−1 · gL−2 . . . ŵ2 · g1(ŵ1 · x))

)
. (4.13)

In the above equation, ŵℓ is referred to as apparent weight tensor, which
is a reparametrisation of wℓ that includes a prior on its saliency. An
apparent weight ŵℓ of f̂ is derived from a latent weight wℓ by applying
the following reparametrisation:

ŵℓ = wℓ ⊙ ht(wℓ), (4.14)

with ht being the reparametrisation function and t its temperature pa-
rameter (see equation (4.19)). Here, ⊙ represents the Hadamard prod-
uct. It means that it is element-wise, and every single weight has its
own reparametrisation. This reparametrisation function enforces the
prior that the smallest weights should be removed from the network
and acts as a surrogate ℓ0 norm for the budget loss (see section 4.2.2). In
order to achieve this objective, ht should exhibit four properties:

1. ∀x ∈ R, 0 ≤ ht(x) ≤ 1

2. ht(x) ∈ C1 on R

3. ht(x) = ht(−x)

4. ∀a, ε ∈ R+∗, ∃ t ∈ R+∗ | ht(x) ≤ ε, x ∈ [−a, a]

First Property - Constrained Image

∀x ∈ R, 0 ≤ ht(x) ≤ 1 (4.15)

There should not be any co-adaptation between the weights and their re-
parametrisation. In other words, the reparametrisation function should
only act as a means to select or not the weight. It should not act as a scal-
ing factor for the latent weight and scale it so that the apparent weight
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becomes larger than the latent weight. Constraining the image prevents
the value of the weights from increasing rapidly to compensate for the
removal of the smallest weights. Finally, the apparent weights should
have the same sign as the latent weights. That is why the image of R by
ht should be the segment [0, 1].

Second Property - Differentiability

ht(x) ∈ C1 on R (4.16)

Our method should fit in the backpropagation framework [171]. Since
the optimisation will be achieved by gradient descent, the reparametri-
sation function should be differentiable to ensure a computable gradient.

Third Property - Symmetry

ht(x) = ht(−x) (4.17)

The reparametrisation function should not induce any bias toward the
positive or negative weights so that only their magnitudes matter. It
implies that the reparametrisation function should be symmetric.

Fourth Property - Upper Bounded Segment

∀a, ε ∈ R+∗, ∃ t ∈ R+∗ | ht(x) ≤ ε, x ∈ [−a, a] (4.18)

The last property ensures the existence of a temperature parameter t,
which allows upper-bounding the response of ht on any interval for any
arbitrary ε. More formally, for any arbitrarily large a and arbitrarily
small ε, it exists a temperature t which guarantees that ht(x) is smaller
than ε, provided that x is in the segment [−a, a]. Hence, ht acts as a
band-stop filter, eliminating the smallest weights where the parameter t
controls the width of that filter. Figure 4.2b shows the impact of t on the
shape of the function, more precisely on the width of its pit, when the
expression of ht is set using equation (4.20).
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Figure 4.2: Reparametrisation function ht with varying temperature parame-
ter t and power n. t controls the width of the pit, and n controls the steepness
of the slope.

Weight distribution varies tremendously from one layer to another.
In order to match a specific budget (see section 4.2.2), the width of the
stopband, controlled by t, is tuned according to the weight distribution
of each layer. The manual setting of this parameter is non-trivial and
cumbersome, so in practice, t is learned as a part of gradient descent on
a layer-by-layer basis.

Considering the aforementioned four properties of ht, a simple choice
of that function is:

h̃t(x) = exp
{
− 1
(tx)n

}
, n ∈ 2N, (4.19)

where n controls the crispness of h̃t. Here and in what follows, h̃t denotes
the expression of equation (4.19) for the reparametrisation function. The
exponent n is not considered as a parameter of ht (or h̃t) since we use
a fixed value for our experiments (section 4.4), whereas t is a learnt pa-
rameter and varies from one layer to another. Figure 4.2a shows the
impact of n on the general sharpness of the function. Although the func-
tion whose expression is given in equation (4.19) satisfies the four above
properties, in practice, h̃t suffers from numerical instability as it gener-
ates Not a Number (NaN) outputs in most of the widely used deep learn-
ing frameworks. Due to the way backpropagation works, a single NaN in
a weight tensor makes the whole optimisation process for the entire net-
work no longer possible. We consider instead a stabilised variant with
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similar behaviour, as equation (4.19), that still satisfies the four above
properties. This numerically stable variant is defined as:

ht(x) = C1

(
exp

{
− 1

(tx)n + 1

}
− C2

)
, (4.20)

with C1 =
1

1−e−1 and C2 = e−1. In what follows, we use the expression of
equation (4.20) for the reparametrisation function ht, whereas h̃t refers
to the expression of equation (4.19), which is its numerically unstable
version.

The addition of the scalar value 1 at the denominator in equa-
tion (4.20) is a way to achieve numerical stability. In equation (4.19),
the denominator (tx)n has the potential to approach very small values
that result in numerical instabilities, leading to NaN outputs. The addi-
tion of 1 to the denominator makes the function numerically stable and
avoids producing NaN outputs. This solution is favoured over adding a
small value, such as an arbitrarily small ε, as the latter requires careful
consideration of its magnitude and may result in either dramatic alter-
ations to the shape of the function or continued numerical instability if
not carefully chosen. The addition of the value 1 to the denominator
provides a straightforward and sufficient mean to stabilise the function.
Constants C1 and C2 are introduced to compensate for the slight alter-
ations to the shape of the function caused by the addition of 1 to the
denominator, and thus, to ensure that the first property (equation (4.15))
is satisfied. Although both h̃t and ht satisfy the four properties, they do
not have the exact same shapes, as illustrated in figure (4.3).

In the next sections, the application of function ht to a multi-dimen-
sional tensor is element-wise. Consequently ht(z) denotes the tensor
whose entries are the result of applying ht to each one of the corre-
sponding entries of z.

4.2.2 Budget Loss
Most of the traditional pruning methods in deep learning do not explic-
itly incorporate the targeted weight budget during optimisation. The
amount of weights pruned is typically enforced post-training, which
may lead to suboptimal results compared to methods that consider the
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Figure 4.3: The unstable reparametrisation function h̃t and its stable alterna-
tive ht, with t = 1 and n = 4 for both functions.

weight budget during optimisation. Our method introduces a budget
loss, in addition to the main task loss, that drives the network to match
and satisfy a given weight budget during the training process. Conse-
quently, the trained network can be pruned to the desired pruning rate
with a marginal loss in performance without fine-tuning.

The considered budget is weight-based and should quantify the tar-
geted fraction of active connections in the network. To build the budget
loss, we first introduce a cost function that quantifies the number of
active connections in the network. Let C({w1, . . . , wL}) be the observed
cost associated to a neural network and Ctarget the targeted one. Ctarget is
the number of connections that should be active at the end of the train-
ing procedure. The budget loss is defined as

Lbudget =
(
C({w1, . . . , wL})− Ctarget

)2. (4.21)

This budget loss is combined with the main task loss (a classification
loss in our experiments - see section 4.4). The budget loss Lbudget is
quadratic in order to ensure the minimisation of the difference between
the observed and the targeted costs. For better conditioning of this combi-
nation, we normalise the budget loss by Cinitial. The latter corresponds to
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the cost of the original unpruned network, which is set in practice to the
number of its parameters (see also section 4.4). Hence, equation (4.21) is
updated as:

Lbudget =

(
C({w1, . . . , wL})− Ctarget

Cinitial

)2

. (4.22)

Finally, the two losses are combined together via a strictly positive
mixing hyperparameter λ that controls the relative importance of the
budget loss Lbudget compared to the main task loss Ltask, leading to

L = Ltask + λ · Lbudget. (4.23)

Ideally, the budget of a neural network could be evaluated as the
number of multiply-add operations, often referred to as FLOPs or MACs1,
needed for a forward pass or through the ℓ0 norm of its weights. How-
ever, in their basic form, neither are known to be differentiable and,
therefore, cannot be used in a gradient-based optimisation. In order to
circumvent these limitations, we use our weight reparametrisation as
a surrogate measure of ℓ0, and we define the cost function as in equa-
tion (4.24).

C({w1, . . . , wL}) =
L

∑
ℓ=1

νℓ

∑
i=1

ht(wℓi). (4.24)

One may argue that the cost should be normalised layer-wise and,
therefore, that the right-hand term of equation (4.24) should be written
as

1The number of MAC operations or FLOPs for a layer cannot be fully determined
by its number of parameters since it is heavily dependent on the input size. More
details are given in appendix A.1
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Figure 4.4: Log-scale plot of number of parameters and normalisation fac-
tor per layer for a VGG16 network. The significant differences in terms of
the number of parameters yields dramatically different normalisation factors.
Some of them are 4 orders of magnitude apart, and all of them are vanishingly
small compared to a common main task loss value.

L

∑
ℓ=1

νℓ

∑
i=1

ht(wℓi)

νℓ

However, the number of elements in a layer greatly varies from one
to another (as displayed in figure 4.4). As a result, the budget loss
relative importance would vary from one layer to another. More impor-
tantly, the optimisation process would have less incentive to introduce
sparsity in larger layers since their normalisation factor would make
the budget loss negligible compared to other layers or the main task
loss. This is critical since the large layers are generally the ones where
the highest pruning rates can be achieved [179]. Regarding the afore-
mentioned reasons, a better alternative is to normalise by the initial cost
Cinitial, as done in equation (4.22).

4.3 Method and Algorithm Overview
Our method is a combination of a weight reparametrisation and a bud-
get loss, both described in the previous sections. The two are combined
in a global method that can be used in a standard training procedure
using gradient descent. Once the neural network trained using the me-
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thod detailed in section 4.2, we proceed to prune the smallest weights,
w.r.t. their magnitude, to match and enforce the predetermined targeted
budget. During this stage, we set the smallest weights to zero until the
budget requirement is met. This process is referred to as effective pruning.

In sections 4.4.2 to 4.4.5 our results are obtained after following this
procedure, which is described in algorithm 2. In other words, the net-
work is first trained with our reparametrisation and our budget loss,
then the effective pruning step is applied, and finally, the performance is
evaluated. In section 4.4.6, we assess the performance of our method
with an already trained and pruned initialisation. In this precise setup,
since the initialisation is already pruned to match the targeted budget,
the effective pruning step is not needed and thus not applied.

Algorithm 2 Our training procedure
Require: Dataset D ⊂ X × Y , network f , weights θ, number of epochs

E, mixing coefficient λ, learning rate η, pruning rate p
for t = 1 to E do

for each (X, y) ∈ D do
L = Ltask(y, f (X, θt)) + λ · Lp

budget(θt) {Compute the loss: task loss
and budget loss}
θt+1 = θt− η∇θL {Backpropagate the loss and update the weights}

end for
end for
return Trained network f
Perform effective pruning on the weights θ: set to 0 the smallest p% of
the weights w ∈ θ
return Trained and pruned network f

The reader can grasp a better understanding of the key differences of
our method compared to the standard pruning pipeline that applies to
most pruning methods, not only magnitude pruning method, by look-
ing at figure 4.5. It highlights the fact that the targeted pruning rate is
taken into account from the beginning thanks to the budget loss, and
therefore, the network does not need a fine-tuning step after the effective
pruning step. On the contrary, the standard pruning pipeline applies the
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Our Pipeline

Train Effective
Pruning

Pruning
rate target

(a) Our Pipeline

Standard Pruning Pipeline

Train Pruning
criterion FinetuneEffective

pruning

Pruning
rate target

(b) Standard Pruning Pipeline

Figure 4.5: Principle scheme of our pruning pipeline and the standard prun-
ing pipeline. With our pruning pipeline, the targeted pruning rate that will be
enforced during the effective pruning step, is taken into account from the be-
ginning. Thus, our method does not need a fine-tuning step. In contrary, the
standard pruning pipeline applies the pruning criterion and the effective prun-
ing after the initial training. This results in a drop in performance that needs
to be compensated for with fine-tuning.

pruning criterion and the effective pruning after the initial training. This
results in a drop in performance that needs to be compensated for with
fine-tuning.

4.4 Experiments

In this section, we will study the effectiveness of our method for com-
pressing Convolutional Neural Networks image classification models,
as well as its impact on accuracy. To that extent, we will review the
impact of both our reparametrisation and our budget loss. For this pur-
pose, we use three reference databases in the field of computer vision:
CIFAR-10 [164], CIFAR-100 [164], and TinyImageNet [106], presented
in section 2.5. We will evaluate the impact of our method on several
neural network architectures: VGG16 [177], Conv4 [44], ResNet18, and
ResNet20 [68], introduced in section 2.4.3.
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4.4.1 Experimental Setup

Performances of our method are evaluated on CIFAR-10 and CIFAR-100
with Conv4, VGG16 and ResNet20. On TinyImageNet, we evaluate our
method on ResNet18. We compare our method against magnitude prun-
ing [60]. Despite its apparent simplicity, magnitude pruning remains the
gold standard of pruning techniques [105, 11], hence our choice to use
it for comparison. The key differences between our method and mag-
nitude pruning are the following: (i) our method uses a budget loss
to encourage sparsity, which takes into account the final pruning rate
from the beginning of the training process and (ii) our method does not
require fine-tuning after pruning. Because of the latter, we compare our
method against magnitude pruning with and without fine-tuning. Both
methods share the following setup: networks are trained during 300
epochs with an initial learning rate of 0.1. A Reduce On Plateau policy is
applied to the learning rate: if the validation accuracy is not improving
for 10 epochs in a row, then the learning rate is decreased by a factor of
0.3. A weight decay is applied on the weights with a penalisation factor
of 5 × 10−5. This value is lower than the more conventional value of
1× 10−4, because we want some weights to be able to drift away from
the origin, and therefore, escape from the pit of ht. An Early Stopping
policy was used to stop the training prematurely if no improvement in
the test accuracy is observed in 60 epochs. To keep the comparison fair,
for magnitude pruning, the 300 epochs are split into two phases: the first
150 epochs are dedicated to the training of the network, and the last 150
epochs are used for fine-tuning the pruned network. In the fine-tuning
phase, the learning rate is divided by 100 for better convergence.

4.4.2 Performances

Results are reported on figures 4.6 to 4.8. In these figures, our method
(denoted Ours) is compared to magnitude pruning with and without
fine-tuning (denoted MP w/ FT and MP w/o FT, respectively). All three
methods are evaluated on the test set of the dataset once the network
has been pruned up to the pruning rate indicated on the x-axis. The test
accuracy is reported on the y-axis as a float between 0 and 1 (0 being
all images wrongly classified and 1 being all images correctly classified).
Each solid line representing a method is the mean of 5 independent runs.
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The coloured area surrounding the solid line represents the standard de-
viation. In addition to the three methods, the dashed lines represent the
performances of an unpruned network trained without weight repara-
metrisation and budget loss (denoted baseline) and the accuracy of our
method before the effective pruning (denoted Ours (pre pruning)), i.e.
before we set the smallest weight, w.r.t. their magnitude, to zero. Sub-
figures (c) and (d) of figures 4.6 to 4.8. represents the number of epochs
(y-axis) needed to obtain the best model for each method, depending on
the pruning rate (x-axis).

Overall, our method performs consistently better than magnitude
pruning without fine-tuning (MP w/o FT) and, for almost all pruning
rates, better than magnitude pruning with fine-tuning (MP w/ FT) on
the CIFAR-10 and CIFAR-100 datasets. In particular, our method signif-
icantly outperforms magnitude pruning in both setups (with and with-
out fine-tuning) for Conv4 networks (cf. figure 4.6a). For the VGG16
network, we observe the same trend, although the difference is less
significant. For ResNet20, magnitude pruning slightly overtakes our
method on CIFAR-100 for high pruning rates (more than 90%). Fig-
ures 4.6c, 4.6d, 4.7c, 4.7d, 4.8c and 4.8d show that our method requires
an equivalent number of epochs compared to magnitude pruning for
a higher level of performance (i.e. a higher test accuracy). Magnitude
pruning requires fewer epochs than our method, only at high pruning
rates (more than 90%). On TinyImageNet (figure 4.9), our method out-
performs magnitude pruning with and without fine-tuning including at
very high pruning rates (95%). In all scenarios (figures 4.6 to 4.9), our
method produces much more stable results, and variations from one run
to another are significantly smaller than the ones in magnitude pruning.
Indeed, the combination of the reparametrisation and the budget loss
acts, on the one hand, as a regulariser and, on the other hand, helps to
prepare the network for the effective pruning step.

4.4.3 Optimal Value of λ

Our method relies on a budget loss whose relative importance compared
to the main task loss is controlled by a parameter λ (cf. equation (4.23)).
The choice of this parameter is crucial to ensure a good tradeoff between
(i) adhering to the budget constraint, which ensures that the weights set
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Figure 4.6: Performances comparison of our method (Ours) against magni-
tude pruning without (MP w/o FT) and with fine-tuning (MP w/ FT) with a
Conv4 network on CIFAR-10 and CIFAR-100 datasets, for different pruning
rates. Figure 4.6a and figure 4.6b show the testing accuracy of the model and
figure 4.6c and figure 4.6d the number of epochs needed to obtain the best
model. Best viewed in colours.
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Figure 4.7: Performances comparison of our method (Ours) against magnitude
pruning with fine-tuning (MP+FT) with a VGG16 network on CIFAR-10 and
CIFAR-100 datasets, for different pruning rates. Figure 4.7a and figure 4.7b
show the testing accuracy of the model and figure 4.7c and figure 4.7d the
number of epochs needed to obtain the best model. Best viewed in colours.
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Figure 4.8: Performances comparison of our method (Ours) against magnitude
pruning with fine-tuning (MP+FT) with a ResNet20 network on CIFAR-10 and
CIFAR-100 datasets, for different pruning rates. Figure 4.8a and figure 4.8b
show the testing accuracy of the model and figure 4.8c and figure 4.8d the
number of epochs needed to obtain the best model. Best viewed in colours.
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Figure 4.9: Performances comparison of our method (Ours) against magnitude
pruning with fine-tuning (MP+FT) with a ResNet18 network on TinyImageNet
dataset, for different pruning rates.
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to zero during the effective pruning step are already vanishingly small
if the constraint is satisfied. This implies that zeroing these weights
will have a minimal impact on performance; and (ii) the optimisation of
the main task loss, which directly impacts the final performance. The
achieved budget as a function of the parameter λ is shown for different
pruning rates in figures 4.10a to 4.10c. In these figures, the achieved
budget is computed as the sum of the weight reparametrisations di-
vided by the number of weights in the original network.

For low pruning rates (figure 4.10a), a relatively low value of λ does
not guarantee adherence to the budget constraint and the final network
has a smaller achieved budget than the targeted one. Similarly, for
higher pruning rates (figure 4.10c), a low value of λ results in a budget
in excess compared to the targeted one. In both cases, the performances
of networks trained with a low value of λ are subpar compared to higher
values, as reported in table 4.1. In contrast to low values of λ, high val-
ues might lay too much emphasis on the budget loss, and the network
performances are negatively impacted, even though the budget is sat-
isfied or almost satisfied. This is especially the case for a pruning rate
of 95% associated with λ = 500 and also for a pruning rate of 99% for
values of λ ≥ 50. Following the abovementioned observations, we set
the value of λ to 5 for all the experiments. This value strikes the best
balance between the two objectives: budget loss and main task loss.
Note that various scheduling for λ have been considered, but they do
not significantly improve performance (see appendix A.2).

4.4.4 Validation of the Budget Loss

In order to establish the importance and the effectiveness of the budget
loss in our method, we present in this section the results of a compara-
tive experimental analysis with alternative variants. Specifically, we in-
vestigated the impact of the budget loss by comparing it with two other
variants: (i) a variant where the budget loss is removed, and (ii) a vari-
ant where the budget loss is replaced with a regularisation loss based on
the ℓ1 norm of the network weights. In order to remove the budget loss,
the value of λ is set to zero 0 in equation (4.23). In the second variant,
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Figure 4.10: Impact of the parameter λ on the achieved final budget for a
Conv4 network on CIFAR-10 dataset, for various pruning rates. A too-small
value of λ does not make the actual budget match the desired budget. The
actual budget is either too small (figure 4.10a) or too high (figure 4.10c) com-
pared to the target, depending on the applied pruning rate.

115



4.4. EXPERIMENTS

Pruning Rate (%) λ Achieved Budget (%) Test Accuracy (post pruning) (%)

90

0.005 5.25 ± 0.69 85.83 ± 0.83

0.5 8.06 ± 0.19 86.34 ± 0.64

5 9.93 ± 0.03 85.82 ± 0.74

50 10.00 ± 0.01 86.52 ± 0.46

500 10.03 ± 0.00 85.55 ± 0.49

95

0.005 5.22 ± 0.73 86.27 ± 0.32

0.5 4.33 ± 0.41 85.66 ± 0.74

5 4.85 ± 0.19 86.11 ± 0.48

50 5.03 ± 0.02 85.37 ± 0.37

500 5.00 ± 0.00 10.00 ± 0.00

99

0.005 4.60 ± 0.29 40.52 ± 5.27

0.5 3.69 ± 0.38 42.45 ± 9.02

5 1.89 ± 0.45 76.85 ± 6.34

50 2.09 ± 0.15 10.00 ± 0.00

500 2.28 ± 0.01 10.00 ± 0.00

Table 4.1: Impact of the parameter λ on the achieved budget and the post-
pruning test accuracy of the model for a Conv4 network on the CIFAR-10
dataset for various pruning rates. Although a high value of λ ensures the
targeted budget is reached, it also leads to a lower test accuracy when the
pruning rate increases.

we varied the mixing coefficient λ between 0.1 and 100. Considering the
same issue of loss conditioning as in section 4.2.2, the ℓ1 norm is divided
by the total number of parameters, denoted N, before being added to
the global loss. This specific global loss is expressed as:

L = Ltask + λ · 1
N

L

∑
ℓ=1
||wℓ||1 (4.25)

Where || . ||1 represents the ℓ1. Values of N for most of the used
architectures are reported in table 2.1.

In both variants, the reparametrisation is kept in order to isolate the
impact of the budget loss. We evaluated the performance of our ap-
proach and the two variants on the CIFAR-10 and CIFAR-100 datasets
using Conv4, VGG16, and ResNet20 networks. The results are presented
in figures 4.11 to 4.13. In the figures mentioned above, the variant with-
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out the budget loss is denoted w/o budget, and the variant with a ℓ1

regularisation loss is referred to as ℓ1 reg.. The results denoted w/ budget
represents our method in the same setup as in section 4.4.2.

Removing the budget loss (variant (i) - w/o budget) negatively impacts
the network performances. The test accuracy is systematically lower
than the one obtained with the budget loss. This is particularly visible
in figures 4.11b and 4.13b. Removing the budget loss does not push the
optimisation to introduce sparsity, let alone to respect the targeted bud-
get. Since sparsity was not introduced beforehand, the effective pruning
step has a negative impact on the network performance. Indeed, the
latter was not trained with a prior on either targeted sparsity or targeted
budget, embedded in the loss.

Replacing the budget loss with a ℓ1 regularisation loss (variant (ii) -
ℓ1 reg.) also impacts negatively the performance, with the exception of
the ResNet20 network (figure 4.12). Although performances are gener-
ally worse than our method (w/ budget), results indicate that the mixing
coefficient λ has major importance. Indeed, the ℓ1 regularisation does
not target a precise budget, however, it still helps optimisation to in-
troduce sparsity in the network. Thus, for certain pruning rates, the
variant (ii) can exhibit better results than our method (especially visible
on figures 4.12a and 4.12b). Nevertheless, the choice of λ is critical and
not trivial. Because of the absence of a budget loss, the optimisation
does not take any targeted level of sparsity into account. The tradeoff
between optimising the main task loss and the ℓ1 regularisation loss
is controlled only by the parameter λ, which makes it difficult to find
a single value suited for a large range of pruning rates, networks and
datasets. Since variant (ii) does not target any specific sparsity, in fig-
ures 4.11 to 4.13, we vary the pruning rate to examine the performance
of trained networks at various sparsity levels.

In contrast, our method is able to achieve good performance across
multiple and diverse conditions, without the need to try different val-
ues of λ. Experiments presented in this section reveal that the budget
loss is a critical component of the method to train networks and prune
them while introducing a minimal impact on the performance if no fine-
tuning is applied. While the ℓ1 regularisation loss may achieve superior
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Figure 4.11: Comparison of our method and its variant without the budget
loss. The experimental results are referred to as ℓ1 reg., wherein the bud-
get loss is replaced by a ℓ1 regularisation loss on the network weights. The
mixing coefficient λ is varied from 0.1 to 100, depending on the experiment.
w/o budget corresponds to the absence of the budget loss (this is equivalent
to λ = 0). On the other hand, w/ budget corresponds to our method, with the
same setup as described in section 4.4.2. Results are presented for a Conv4 net-
work, trained on CIFAR-10 (figure 4.11a) and CIFAR-100 (figure 4.11b). Best
viewed in colours.

performance in certain cases, our method is simpler to implement since
it does need to search for a value of λ per architecture, and more robust
in its applicability across various scenarios.

4.4.5 Validation of the Reparametrisation

The proposed method comprises two primary components: budget loss
and weight reparametrization. The previous section establishes the sig-
nificance of the budget loss in achieving optimal performance. In this
section, we study the impact of incorporating weight reparametrisation.
To establish the necessity of weight reparametrisation, we compare our
approach with a variant where the budget loss is applied but the weight
reparametrisation is not. This variant is denoted budget only in the fol-
lowing. The objective of this variant and the comparison is to isolate
the impact of weight reparametrization. The budget loss is evaluated in
the same way as described in section 4.2.2. Note that in the budget only
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(b) ResNet20 CIFAR-100

Figure 4.12: Comparison of our method and its variant without the budget
loss. The experimental results are referred to as ℓ1 reg., wherein the budget
loss is replaced by a ℓ1 regularisation loss on the network weights. The mixing
coefficient λ is varied from 0.1 to 100, depending on the experiment. w/o budget
corresponds to the absence of the budget loss (this is equivalent to λ = 0). On
the other hand, w/ budget corresponds to our method, with the same setup
as described in section 4.4.2. Results are presented for a ResNet20 network,
trained on CIFAR-10 (figure 4.12a) and CIFAR-100 (figure 4.12b). Best viewed
in colours.
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Figure 4.13: Comparison of our method and its variant without the budget
loss. The experimental results are referred to as ℓ1 reg., wherein the budget
loss is replaced by a ℓ1 regularisation loss on the network weights. The mixing
coefficient λ is varied from 0.1 to 100, depending on the experiment. w/o budget
corresponds to the absence of the budget loss (this is equivalent to λ = 0). On
the other hand, w/ budget corresponds to our method, with the same setup
as described in section 4.4.2. Results are presented for a VGG16 network,
trained on CIFAR-10 (figure 4.13a) and CIFAR-100 (figure 4.13b). Best viewed
in colours.
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variant, the budget evaluation uses our reparametrisation function as a
surrogate ℓ0 norm but the weights used to produce the network output
are the standard weights w, not the reparametrised weights ŵ.

We evaluate the performance of our method and the budget only vari-
ant on Conv4, ResNet20, and VGG16 networks using CIFAR-10 and
CIFAR-100 datasets (see figures 4.14 to 4.16). Both the proposed ap-
proach and budget only variant are trained with the same hyperparame-
ters, namely, the learning rate, weight decay, number of epochs and the
Reduce on Plateau policy for the learning rate. For the budget only variant,
we perform experiments by varying the mixing coefficient λ from 0.5
to 500. The performances did not vary significantly w.r.t. λ, suggesting
that the mixing coefficient does not have a significant impact on the per-
formance. Therefore, in order to ensure the clarity of figures 4.14 to 4.16,
we only display the results for λ = 5.

Figures 4.14 to 4.16 present the results of the performance compar-
ison. Our method is referred to as budget + reparam and is evaluated
after pruning, whereas the budget only variant results are presented both
before and after pruning. On Conv4 and VGG16 (figures 4.14 and 4.16,
respectively), our method performs on par with the budget only variant
before pruning while being already pruned, up to very high pruning
rates (more than 98%). On the contrary, and even for ResNet20, the bud-
get only post-pruning variant performs poorly. The budget only variant
performance is massively impaired by the effective pruning step, even
though the budget is thoroughly respected (table 4.2). In comparison,
our method performs much better than the latter when effective pruning
is applied to both methods. The budget loss alone enforces a stricter
adherence to the targeted budget (table 4.2), however, the lack of re-
parametrisation fails to prepare the network for the effective pruning
step. Indeed, weights are not soft-pruned and the network is not pre-
pared for sparsity.
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Dataset Network Pruning Rate (%) Achieved Budget (%)

CIFAR-10

Conv4

90 9.99 ± 0.00

95 4.97 ± 0.01

99 0.98 ± 0.00

ResNet20

90 9.83 ± 0.02

95 4.88 ± 0.01

99 0.98 ± 0.00

VGG16

90 10.00 ± 0.00

95 5.00 ± 0.00

99 1.00 ± 0.00

CIFAR-100

Conv4

90 9.94 ± 0.02

95 4.91 ± 0.02

99 0.98 ± 0.00

ResNet20

90 9.84 ± 0.02

95 4.91 ± 0.01

99 1.00 ± 0.00

VGG16

90 10.00 ± 0.00

95 5.00 ± 0.00

99 1.00 ± 0.00

Table 4.2: Achieved budget for the budget only variant. Results are presented
for λ = 5. Across all experiments, the achieved budget matches closely the tar-
geted budget, which is computed as (1−pruning rate)×100 and is expressed
in percent.
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Figure 4.14: Comparison of our method and its variant without the repara-
metrization on Conv4, evaluated on CIFAR-10 and CIFAR-100. Our method
(budget + reparam) has similar performance to the budget only variant before
pruning, whereas our method, is already pruned. Once pruned, the budget
only variant is significantly impaired.

The results presented in this comparison and the ones of section 4.2.2
show that both components of our method are of crucial importance. In
particular, the reparametrization allows for a considerably better gener-
alization of the network after pruning, thus enabling a much higher level
of performance. Sections 4.4.4 and 4.4.5 provide empirical evidence that
no component of our method can be removed without significant im-
pairment of the performance, and therefore, they function in synergy.

4.4.6 Tuned Initialisation
In the previous sections, weights were initialised with the standard
Kaiming initialisation scheme [67] (see appendix A.3). In this section
we study an alternative initialisation scheme: we initialise the weights
of the network with trained and pruned weights. These weights are
obtained by training the network in its standard configuration (i.e. with-
out reparametrisation and budget loss) up to convergence and then the
weights are pruned with magnitude pruning at a specified pruning rate.
In other words, our method is used to fine-tune the weights of a trained
and pruned network. This fine-tuning setup is of particular interest
since the major deep learning frameworks [149, 1] provides pretrained
weights for various architectures [156] but it is up to the end user to
prune and fine-tune them according to their needs.
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Figure 4.15: Comparison of our method and its variant without the repara-
metrization on ResNet20, evaluated on CIFAR-10 and CIFAR-100. Due to the
small size of the network (see table 2.1), the pruned version of our method
(budget + reparam) and the budget only variant cannot keep up with the un-
pruned version. Nevertheless, if considering the pruned versions, our method
scores better, thanks to the addition of the reparametrization.
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Figure 4.16: Comparison of our method and its variant without the
reparametrizationn VGG16, evaluated on CIFAR-10 and CIFAR-100. Our me-
thod (budget + reparam) has similar performance to the budget only variant be-
fore pruning, whereas our method, is already pruned. Once pruned, the bud-
get only variant is significantly impaired.
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We compare the performances of a network trained in a standard
way, then pruned with magnitude pruning and finally fine-tuned with
two methods: Our method and standard fine-tuning [60]. Put simply,
this section describes a process where the initial weights of the network
are not randomly initialised, but are trained and pruned weights. Note
that the pruning definitely zeroes out the smallest magnitude weights
and they are not reactivated during the fine-tuning. The latter only
tunes the remaining unpruned weights. This setup is evaluated on
Conv4, ResNet20 and VGG16 for both CIFAR-10 and CIFAR-100. The
results are shown in figures 4.17 to 4.19. First, a network is trained for
150 epochs on the main classification task. Then it is pruned up to a
specified pruning rate. The pruning criterion used is the magnitude
of the weights where weights with the smallest absolute values are re-
moved in an unstructured way. The pruned network is then fine-tuned
for 300 epochs with an early stopping criterion based on the validation
accuracy. The training is stopped prematurely if the validation accuracy
does not improve for 30 epochs. When fine-tuned with our methods,
the pruned network is treated as the original network. The initial latent
weights of our method (w) are the ones of the trained and pruned net-
work. They are reparametrised as in 4.2.1.

Except for results with the Conv4 networks, fine-tuning a network
with our method overperforms the conventional fine-tuning method by
a comfortable margin on ResNet20 across all pruning rates (figure 4.18)
and VGG16 (figure 4.19) for pruning rates higher than 96%. At initial-
isation, the weights of the network are already pruned to the targeted
pruning rate. With the enforcement of the budget through budget loss,
the remaining unpruned weights cannot dwindle to zero, hence pre-
serving them during the fine-tuning process. In contrast, in the absence
of budget loss, the remaining weight values are not restricted, allowing
them to possibly vanish, resulting in further a drop in network capacity
with weights of vanishingly small magnitude. This behaviour is high-
lighted by the following additional experimental results displayed in
figure 4.20. This experiment involves a comparison between two initial
setups: one where the initial weights are only fine-tuned and another
where they are fine-tuned and then pruned. The outcomes demonstrate
that initialising a network with weights that are fine-tuned and then
pruned beforehand yields significantly superior results. Moreover, the
networks produced by fine-tuning with our method are much more
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Figure 4.17: Fine-tuning of a Conv4 network pruned by magnitude pruning
(MP w/o FT) on the CIFAR-10 and CIFAR-100 datasets for various pruning
rates. Conventional (MP w/ FT) fine-tuning is compared to fine-tuning with
our method (pruned+FT (w/ our method)). Our method, described in section 4.3,
is shown for comparison purposes (Ours). On this network, our method per-
forms better than other approaches. Fine-tuning the network with our method
provides better results than fine-tuning it with a conventional method.

consistent from one run to another. This is illustrated by the standard
deviation being so small that the coloured area around the solid line is
barely visible on the graphs. This is not the case for conventional fine-
tuning where performances vary greatly from one run to another. This
is especially visible in figure 4.17a.

Although the method proposed in this chapter was not initially in-
tended for fine-tuning networks, it demonstrates superior performance
compared to widely-used standard fine-tuning techniques. Notably, it
exhibits enhanced recovery from the performance decline that occurs
following pruning. Furthermore, the performance consistency of net-
works fine-tuned with our method is significantly higher across multi-
ple runs in comparison to networks generated by traditional fine-tuning
methods. The slight variation observed in the results indicates increased
robustness against the inherent randomness of the optimization process.
Consequently, the final performance is less dependent on specific initial-
izations, batch orders, or data augmentation seeds than with standard
fine-tuning approaches.
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(a) ResNet20 CIFAR-10
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Figure 4.18: Fine-tuning of a ResNet20 network pruned by magnitude prun-
ing (MP w/o FT) on the CIFAR-10 and CIFAR-100 datasets with various prun-
ing rates. Conventional (MP w/ FT) fine-tuning is compared to fine-tuning
with our method (pruned+FT (w/ our method)). Our method, described in sec-
tion 4.3, is shown for comparison purposes (Ours). On this network, fine-
tuning with our method considerably outperforms other approaches.
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Figure 4.19: Fine-tuning of a ResNet20 network pruned by magnitude prun-
ing (MP w/o FT) on the CIFAR-10 and CIFAR-100 datasets with various prun-
ing rates. Conventional (MP w/ FT) fine-tuning is compared to fine-tuning
with our method (pruned+FT (w/ our method)). Our method, described in sec-
tion 4.3, is shown for comparison purposes (Ours). On this network, fine-
tuning with our method performs on par with other methods up to 95% of
pruning. For higher pruning rates, it outperforms other approaches.
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Figure 4.20: Comparison of fine-tuning a network whose initialisation has
been trained from scratch (denoted unpruned initialisation) or trained from
scratch and pruned with magnitude pruning (denoted pruned initialisation).
Fine-tuning a pruned initialisation always outperforms fine-tuning an un-
pruned initialisation in the tested configurations.
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4.5 Conclusion

This chapter introduces a novel approach for pruning neural networks,
which addresses the limitations of conventional pruning pipelines. The
latter usually apply a pruning criterion and prune networks after an
initial training phase without taking into account the target pruning
rate. This often requires a fine-tuning phase to restore the accuracy
loss that follows pruning and the subsequent topology alteration. In
contrast, the proposed method does not require fine-tuning to achieve
superior performance compared to state-of-the-art magnitude pruning
methods. Experimental evaluations conducted on various datasets and
networks commonly used for image classification benchmarking vali-
date this claim.

Our approach described in this chapter consists of two key compo-
nents: a budget loss and a weight reparametrisation function. Com-
parative analyses demonstrate the importance of both components, as
variants without either the budget loss or the reparametrisation, result
in inferior performance compared to the full-fledged method. While the
proposed method is designed to avoid computationally intensive fine-
tuning, it can still be used for fine-tuning and performs comparatively
better than standard fine-tuning.

The proposed method of this chapter focuses on weight reparametri-
sation with budget loss to enhance the network robustness to pruning:
compared to a network trained in the absence of such strategies, our use
of reparametrisation and budget loss substantially mitigates the perfor-
mance degradation typically induced by pruning. This forces less useful
weights to take small values, binding the weight value to the network
topology. As such, the optimisation process learns both the weights and
topology under the hypothesis that weights with smaller magnitudes
will be removed. This method highlights the importance of determining
the optimal topology in addition to the optimal weights, achieved in
this chapter with the prior that magnitude is a saliency factor for weight
relevance in the topology.
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Notwithstanding the improved performance of the proposed me-
thod compared to magnitude pruning, it still suffers from some lim-
itations. Namely, the value of the weight saliency is bound to the
reparametrisation which is in turn bound to the weight value. As a
consequence, the weight saliency is only determined by the latter. The
resulting limitation is that the current method cannot treat weights with
the same value (or similar values) differently. Put simply, the topology
is bound to the magnitude of the weights, but not their position in the
network.

In the next chapter, the introduced approach seeks to determine the
optimal topology without training the weights and without binding
their saliency (or relevance) to their magnitude. The saliency of the
initial weights is determined by a trained mask. In other words, the
next method aims at determining the best topology, given a set of fixed
weights.
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Effective Subnetworks
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Chapter Abstract

This chapter focuses on the development of lightweight
and efficient neural networks for image classification tasks,
particularly in visual category recognition. These lightweight
networks are increasingly important for intelligent embed-
ded systems with limited computational and energy resources.
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Pruning techniques are popular in designing lightweight
networks, but they require weight training, pruning and
fine-tuning. These weights are pruned based on criteria or
saliency indicators that are learned alongside the weights.

This chapter introduces approaches that extract effective
subnetworks by pruning large untrained networks, without
weight training. A new method, named Arbitrarily Shifted
Log Parametrisation (ASLP), is proposed to extract effective
subnetworks from a large, untrained deep neural network us-
ing the Straight Through Gumbel-Softmax (STGS) technique,
which enables the training of stochastic discrete variables
while still preserving differentiability. Additionally, a weight
rescaling mechanism, referred to as Smart Rescale (SR), is in-
troduced. It rescales the weight distributions of the selected
subnetworks and as a result, improves the performance and
reduces the number of epochs required for training as shown
later in experiments. Finally, we introduce a novel pruning
strategy that automatically finds the pruning rate yielding
the best performances once the training is completed, elim-
inating the need to iteratively search and strictly enforce a
specific pruning rate throughout the training.

The ASLP method, which integrates the STGS sampling
technique and the SR mechanism, is evaluated through ex-
periments on CIFAR-10, CIFAR-100, and TinyImageNet data-
sets. In most cases, ASLP outperforms other state-of-the-art
methods and consistently surpasses them for various net-
work architectures. Further experiments show that the spar-
sity of the networks extracted with ASLP can be increased
with minimal impact on the performance. These experiments
also show that our method can accept a broad range of learn-
ing rates and is robust to extremely large learning rate values.
Additionally, the experiments show the effectiveness of the
SR mechanism regarding performance improvement and the
reduction in the number of epochs needed to reach conver-
gence.

This chapter presents work that has resulted in the publica-
tion of the following conference article:
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• Robin Dupont, Mohammed Amine Alaoui, Hichem Sahbi,
and Alice Lebois. Extracting effective subnetworks with
Gumbel-Softmax. In 2022 IEEE International Conference on
Image Processing, ICIP 2022, Bordeaux, France, 16-19 October
2022, pages 931–935. IEEE, 2022.

Our code for the ASLP method, as well as the reimplementa-
tion of the comparative methods used in this chapter, is pub-
licly available at:

• https://github.com/N0ciple/ASLP

5.1 Introduction and Related Work
In this chapter, we tackle the challenge of extracting lightweight and
effective subnetworks from large, untrained neural networks. The goal
is to obtain subnetworks that have both a smaller number of parameters
compared to the original network and compelling performances. Con-
trary to chapter 4 where the focus was on soft-pruning weights based on
their value during the training, the method presented in this chapter re-
lies on training latent masks. The latter represents a parametrisation of
the probabilities for the weights to be selected or not in a sampled topol-
ogy. The method described in chapter 4 binds the saliency of the weights
to their magnitude in a fully deterministic way. In contrast, the method
introduced in this chapter is, on the one hand, stochastic, and on the
other hand, decorrelating the pruning criterion from the weight value
by relying on a separate latent mask to represent the weight saliency.

This method exhibits several advantages over the method presented
in the previous chapter: First, as we just mentioned, the pruning cri-
terion is decorrelated from the value of the weight, offering a different
approach where the weight value is not the only parameter determining
its saliency. Indeed, two weights with the same value can have dif-
ferent probabilities of being selected since their associated latent mask
can evolve differently. Second, this method does not train the weights
but selects the best subset of network connections to minimise the loss
used to train the network. Consequently, this method is perfectly suited
for applications where training the weight might not be possible and
activating or deactivating a weight is the only option. Finally, from a
global standpoint, this method provides a new path to neural network

135

https://github.com/N0ciple/ASLP
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training that does not rely on weight training, but rather on topology
selection through the same widely spread gradient-based optimisation
framework used by standard training. The following sections provide
an overview of the related works on pruning at initialisation, Lottery
Tickets, effective subnetwork existence and extraction, followed by the
contributions of this chapter.

5.1.1 Pruning at initialisation
In general, extracting a lightweight subnetwork is still a challenging
problem [47] and is computationally demanding as this amounts to full
training of large networks (until convergence) prior to their pruning.
Instead of pruning the network after an initial training phase, existing
alternatives approach this problem by pruning the network weights just
after their initialisation and before training [109, 198, 188]. The resulting
sparse network is then trained after this initial pruning step, as shown
in figure 5.1.

Initialise
weights Train Prune Fine-tune

Initialise
weights Prune Train

Standard train - prune - finetune pipeline

Pruning at initialisation pipeline

Figure 5.1: Comparison of a standard train-prune-finetune pipeline and the
prune at initialisation pipeline. In the latter, the network is pruned before train-
ing.

Single-Shot Network Pruning (SNIP) was introduced by Lee et al. in
[109]. The authors devise a new criterion to determine the importance of
a connection even before the start of training. The criterion, called con-
nection sensitivity, is based on the influence of a connection on the loss
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function. The more a connection can change the loss function output,
the more important it is considered to be. Considering a weight wj, the
authors define its sensitivity as:

sj =

∣∣∣∣∂L∂cj

∣∣∣∣
N

∑
k=1

∣∣∣∣∂L∂ck

∣∣∣∣
(5.1)

where N is the number of connections in the network and cj in an aux-
iliary variable introduced by the authors that represents the presence
(cj = 1) or absence (cj = 0) of the weight wj in the network. The connec-
tions are then sorted by their connection sensitivity score and the top-k
connections are kept to match a given pruning rate.

GraSP (Gradient Signal Preservation) [198] is a refinement of SNIP
that takes into account the gradient flow. The authors seek to preserve
the latter in order to allow large gradients in the subsequent network
training. The scores of the weights are defined in a vectorised way as :

S(−w) = −w⊙Hg (5.2)

where ⊙ is the Hadamard product, w is the vector of weights, H is the
Hessian matrix of the loss function with respect to the weights and g is
the gradient of the loss function with respect to the weights. Consider-
ing how the score is defined in equation (5.2), pruning is achieved by
removing the top-k weights that reduce the gradient flow to match a
given pruning rate.

Both SNIP and GraSP require a single mini-batch to compute their
respective scores. Another pruning method known as SynFlow [188] is
data-free and seeks to preserve synaptic flow, defined subsequently, in a
given network in order to prevent layer collapse. The latter is defined by

137



5.1. INTRODUCTION AND RELATED WORK

the authors as the complete pruning of a layer, which effectively renders
the network untrainable. For a given layer ℓ, the synaptic flow score of
the weights θℓ of a layer ℓ is defined as :

SSF(wℓ) =

∂

(
1T

(
L

∏
ℓ=1
|wℓ|

)
1

)
∂ wℓ

⊙wℓ (5.3)

where L is the total number of layers in the network and 1 is the all ones
vector. Contrary to previous methods, namely SNIP [109] and GraSP
[198], SynFlow does not necessitate any data to compute the scores.
These scores are computed and updated iteratively for 100 steps, re-
gardless of the targeted dataset or batch size. Since it prevents layer
collapse, network pruning with SynFlow can reach higher pruning rates
than with SNIP or GraSP (see figure 5.2).

M
ax C

om
pression

Figure 5.2: Synflow accuracy compared to SNIP and GraSP for different prun-
ing rates. Methods are benchmarked on VGG16 trained on CIFAR-100. Illus-
tration taken from [188]

These aforementioned methods allow pruning a network at initial-
isation but still require training the weights. Moreover, while these
methods outperform the basic benchmark of random pruning, their ac-
curacy is still below the one of post-training magnitude pruning [47]. In
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contrast to these works, our proposed solution in this chapter identifies
effective subnetworks by training only their topology and without any
weight tuning. Our solution yields sparse and lightweight subnetworks
that achieve compelling performances and does not need further weight
fine-tuning.

5.1.2 Lottery Tickets
As discussed in chapters 3 and 4, pruning methods, either structured
or unstructured, are particularly successful at simplifying large neural
networks, and seek to remove connections with the least perceptible
impact on classification accuracy. Structured pruning consists in jointly
removing groups of weights, entire channels or subnetworks [112, 126],
whereas unstructured pruning aims at removing weights individually
[60, 61].

Unstructured pruning has witnessed a recent surge in interest in the
wake of the LTH [44]; an empirical study in [44] demonstrates that large
pre-trained networks encompass lightweight subnetworks, referred to
as LTs, which can achieve comparable performance to the original large
networks in a similar number of epochs when trained in isolation with
initial weights taken from the large network. To identify these LTs, the
large network is trained until convergence, followed by pruning the
smallest weights based on their magnitude. The remaining weights are
then rewound to their original value, that is, the value they had before
the training of the large network began. This resulting subnetwork is
known as a Lottery Ticket. Frankle and Carbin also leveraged iterative
magnitude pruning to identify LTs, where the pruning rate is gradually
increased during training until it reaches the desired pruning rate [44].

Rewinding the weights to their original values does not allow to find
LT for larger architectures, as noted by [125, 48]. Frankle and Carbin
proposed a weaker version of the LTH where the weight values are not
reset to their original values, but instead to an early stage of the train-
ing corresponding to the network reaching a stable state, described in
[46]. Figure 5.3 provides conceptual illustrations of the different existing
methods devised by Frankle and Carbin to find a LT.
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Initial weights w0 trained weights wn
magnitude

pruning
weights

rewinded to w0 

Initial weights w0 trained weights wn
magnitude

pruning
weights

rewinded to wk 
weights at early

stage wk

Initial weights w0
weights at
stage wk

pruned weight

magnitude
pruning

weights at
stage w2k

weights at
stage w3k ...

trained and iteratively
pruned weights

magnitude
pruning

repeat

weights
rewinded to w0 

LT with original
values

Lottery
Tickets

LT with early
stage values

LT with iterative
magnitude pruning

Figure 5.3: Conceptual illustration of the different processes to obtain a Lot-
tery Ticket: reinitialising the weights to their original values with one-shot
magnitude pruning (LT with original values), reinitialising the weights to their
early stage values with one-shot magnitude pruning (LT with early stage values)
and iterative magnitude pruning (LT with iterative magnitude pruning). Best
viewed in colour.
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Another study [125] pushes that finding further and concludes that
only the topology of these subnetworks is actually important in order
to reach compelling performances. Liu et al. [125] point out that the
weights of the LTs are not important and can be randomly initialised,
provided that the optimisation procedure is carefully designed: Liu
et al. used a common SGD optimiser with momentum instead of using
an Adam optimiser [101] with a low learning rate as Frankle and Carbin
did in [44], suggesting that using an Adam optimiser might hinder the
training of randomly initialised LT.

The aforementioned works [44, 46, 125] focus on finding a Lottery
Ticket that still needs to be trained in order to reach a satisfying level of
performance. In contrast, our proposed method extracts a subnetwork
that already achieves compelling performances without any weight
training.

5.1.3 Existence of effective subnetworks

At first, it seems counterintuitive that there exists a subnetwork in a
large network, that can achieve compelling performances without any
weight training. This has been first conjectured in [159] as the Strong
Lottery Ticket Hypothesis. A few theoretical analyses provide evidence
that such subnetworks do exist. [134] demonstrate that a neural network
of width d and depth l can be approximated by pruning a randomly
initialised one that is a factor O(d4l2) wider and twice as deep. The
upper bound on the network width has later been improved by [147]
to O(d2 log(dl)) under the assumption of a hyperbolic weight distribu-
tion. This upper bound has eventually been refined to O(d log(dl)) by
[150] for a broad class of weight distributions, including the uniform
one which is widely used for weight initialisation [67].
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5.1.4 Subnetwork topology extraction
Although the existence of effective subnetworks with untrained weights
has been established, no constructive proof has been provided in order
to identify them. In this context, several methods proposed heuristics to
extract the lightweight and efficient subnetwork from a large untrained
network [217, 159].

Supermark is a method introduced by Zhou et al. in [217] which is
the first attempt to extract efficient subnetworks from a large untrained
network using stochastic mask training. Each weight of the network is
stochastically sampled following a Bernoulli distribution parametrised
by a latent variable m. To that extent, weights are reparametrised as
follows:

ŵ = w× Bern(σ(m)) (5.4)

where ŵ is the effective weight (also referred to as the apparent weight in
chapter 4) used in the network, wi is the original frozen weight and σ
the sigmoid function. At each iteration, a random variable is sampled
from the Bernoulli distribution parametrised by m, which either selects
or prunes the corresponding weight. The sampling being nondifferen-
tiable, it is not possible to train directly m with SGD. Instead, the authors
proposed to use the STE [9], a technique that approximates the gradi-
ent in the backward pass with a continuous surrogate function of the
forward pass non-differentiable function. Zhou et al. also introduced a
weight rescaling mechanism, called Dynamic Weight Rescaling (DWR),
to mitigate the disruption of weight statistics due to pruning [67]. More
details are given in sections 5.3.1 and 5.3.2.

During training, weights are frozen and only the masks are allowed
to vary. However, the major drawback of this method resides in the
vanishing gradient issue of the sigmoid which makes mask training
numerically challenging. Ramanujan et al. [159] proposed another al-
ternative, entitled Edge-popup, based on binarised saliency indicators
learned with STE, which selects the most prominent weights in the re-
sulting subnetworks. Each weight wij, corresponding to the connection
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between neurons i and j, is associated with a latent saliency indicator sij.
During the forward pass, the weights associated with the top-k saliency
indicators are selected and the others are pruned. Similarly to Super-
mask, binarised saliency indicators are not differentiable, therefore, the
latter is made with STE. The authors consider the following expression
for the weights in the backward pass:

ŵij = sijwij (5.5)

Edge-popup enforces the pruning rate a priori, thereby determining the
value of k. This value is the same for all the layers, imposing a constant
pruning rate throughout all the layers of the network, which is subop-
timal. Indeed, the optimal pruning rate is layer-dependent and varies
from one layer to another. Moreover, finding the pruning rate giving the
highest performances has to be made through a cumbersome and time-
consuming grid search. Like Supermask, Edge-popup also includes
a weight rescaling mechanism, based on a learnt rescaling factor that
rescales the weight distribution in a layer-wise fashion, subsequently
detailed in section 5.3.2.

5.2 Contributions
Considering the limitation of the aforementioned related work, namely,
the challenges in mask training due to the sigmoid mask parametri-
sation, and the time-consuming nature of finding the optimal pruning
rate, we introduce in this chapter a new stochastic subnetwork selection
method based on Gumbel-Softmax (GS). The latter allows sampling
subnetworks whose weights are the most relevant for classification. The
proposed contribution also relies on a new mask parametrisation, enti-
tled Arbitrarily Shifted Log Parametrisation (ASLP), that allows better
conditioning of the gradient and thereby mitigates numerical instabil-
ity during mask optimisation. Besides, when combining ASLP with
a learned weight rescaling mechanism, training is accelerated and the
accuracy of the resulting subnetworks improves as shown later in exper-
iments. Our proposed pruning strategy is designed such that it does not
necessitate any prior information regarding the optimal pruning rate
that would yield the best performance. Instead, it automatically sets the
optimal rate, eliminating the need for an exhaustive grid search.
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GUMBEL-SOFTMAX

The rest of this chapter is organized as follows: section 5.3 delves into
our proposed method, named Arbitrarily Shifted Log Parametrisation
(ASLP), for extracting efficient subnetworks using Gumbel-Softmax, in-
cluding stochastic weight sampling and our weight rescaling approach.
The overall workflow of our proposed method is detailed in section 5.4.
In section 5.5, we share the results of our comprehensive experiments,
including performance benchmarks, the impact of our weight rescaling
approach, the effect of increasing the pruning rate after training and the
impact of the learning rate on the training convergence speed and final
performance. We conclude the chapter in section 5.6, summarizing our
contributions and our key findings. As we will demonstrate, our new
approach overcomes several of the challenges associated with previous
techniques, offering a more efficient and effective way to extract high-
performance subnetworks without weight training.

5.3 Extracting Effective Subnetworks with
Gumbel-Softmax

Considering the same formalism as in chapter 4, let fθ be a deep neural
network whose weights are defined as θ = {w1, . . . , wL}, with L being
its depth, wℓ ∈ Rdℓ×dℓ−1 its ℓth layer weights, and dℓ the dimension of ℓ.
The output of a given layer ℓ is defined as

zℓ = gℓ(wℓ ⊗ zℓ−1), (5.6)

being gℓ an activation function and ⊗ the usual matrix product.
Without loss of generality, we omit the bias in the definition of (5.6).

5.3.1 Stochastic Weight Sampling

Given a network fθ, weight pruning consists in removing connections in
the graph of fθ. A node in this graph refers to a neural unit while an edge
corresponds to a cross-layer connection. Pruning is usually obtained by
freezing and zeroing out a subset of weights in θ, and this is achieved

144



CONTENTS

in practice by multiplying wℓ by a binary mask mℓ ∈ {0, 1}dim(wℓ). The
binary entries of mℓ are set depending on whether the underlying layer
connections are kept or removed, so equation (5.6) becomes

zℓ = gℓ((mℓ ⊙wℓ)⊗ zℓ−1). (5.7)

Here ⊙ stands for the element-wise matrix product. In chapter 4, the
effective pruning step was achieved by setting the values of mℓ to zero or
one depending on the magnitude of the weight reparametrisation (see
equation (4.14) and section 4.3). Consequently, the value of the masks
mℓ are only determined by the value of the weights and not the topology
of the network. In this chapter, we propose another approach to obtain
the masks mℓ that is not bound to the value of the weights. In equa-
tion (5.7), the masks mℓ are stochastic and sampled from a Bernoulli
distribution. However, sampling is not a differentiable operation, there-
fore, optimising directly mℓ is not possible. To overcome this issue,
while still relying on SGD, the Straight Through Estimator (STE) tech-
nique is applied together with a reparametrisation of the mask.

Straight Through Estimator. Zhou et al. [217] consider a Bernoulli
parametrisation of mℓ in order to sample masks in equation (5.7). Since
sampling is not a differentiable operation, they rely on the STE. It is
a technique developed in [9] that enables the training of neural net-
works with discrete activations, such as binary or quantised activations.
The technique involves using a differentiable relaxation to the non-
differentiable activation function during the backward pass, and using
the non-differentiable function in the forward pass. This allows for the
use of SGD to optimise the network, which was previously not possible
with discrete activations. It is worth noting that STE is a heuristic that
does not provide the correct gradient, but it is effective in practice [9].
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In order to apply STE to the problem of Bernoulli stochastic mask
sampling, the definition of mℓ is based on another latent parametrisa-
tion m̂ℓ, detailed subsequently, and obtained by applying a sigmoid
function σ(.) to m̂ℓ. This allows optimizing m̂ℓ using gradient descent
by considering the following surrogate of equation (5.7) in the backward
pass of the backpropagation algorithm:

zℓ = gℓ((σ(m̂ℓ)⊙wℓ)⊗ zℓ−1). (5.8)

As a result, although masks mℓ are sampled and thus disconnected from
the computation graph (sampling being not differentiable), their repara-
metrisation m̂ℓ can be updated as if they were used in the computation
graph as shown in equation (5.7).

Gumbel-Softmax. In what follows, we consider an alternative to STE
based on Gumbel-Softmax (GS) [93] that demonstrates better perfor-
mances for differentiable categorical sampling, which is the process of
randomly selecting a category from a given set of categories, where each
category has a specified probability of being chosen. Gumbel-Softmax
is a technique that can be used to approximate a discrete categorical
distribution with a continuous relaxation. Gumbel-Softmax works by
using the Gumbel distribution [56] to add noise to a categorical distri-
bution and then applying the Softmax function to obtain a continuous
relaxation of the discrete distribution. The proposed method, dubbed
as Straight Through Gumbel-Softmax (STGS), is based on a variant of
Gumbel-Softmax combined with Straight Through Estimator. In the for-
ward pass, the softmax of GS is replaced by an argmax operator. Since
this operator is not differentiable, the standard softmax is considered in
the backward pass. The argmax operator allows sampling from a cate-
gorical distribution, as the limit of GS (i.e., when its softmax temperature
approaches zero).

Gumbel-Softmax applied to weight sampling. Let z be a categori-
cal random variable, associated with n-class probability distribution
P = [π1, . . . , πn]. In order to sample in a differentiable manner, the
Gumbel-Softmax estimator takes as an input a vector of log-probabilities
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log(P) = [log(π1), . . . , log(πn)] (5.9)

then it disrupts the latter with a random additive noise sampled
from the Gumbel distribution, and finally takes its argmax, yielding a
categorical variable. More formally, following [93], the value q of our
categorical variable z is obtained as

q = argmax
k

[log(πk) + gk], (5.10)

with gk being independent and identically distributed samples from
the Gumbel distribution with zero mean and unit variance, denoted
G(0, 1).

For mask sampling, only two possible outcomes are considered. Ei-
ther the corresponding weight is selected and its mask is set to 1, or it
is pruned from the sampled topology and its mask is set to 0. In what
follows, and unless stated otherwise, we omit ℓ from wℓ and we write
it for short as w. Let wij be the weight associated with the i-th and j-th
neurons respectively belonging to two consecutive layers. Since there
are two possible outcomes for the masks, we define a two-class categor-
ical distribution Pij on {0, 1} as

 Pij(z = 1) = π
ij
1

Pij(z = 0) = π
ij
2

(5.11)

with, again, π
ij
1 = pij and pij being the probability to keep the under-

lying connection. Since there are only two mutually exclusive outcomes,
π

ij
2 = 1− pij. In other words, keeping the weight wij (or not) in the sam-

pled topology is a Bernoulli trial with a probability pij. Considering
equation (5.10), a binary mask mij is defined as
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mij = 1{qij=1} (5.12)

1{} being the indicator function and following equation (5.10), qij is

qij = argmaxk∈{1,2}
[

log(πij
k ) + gij

k

]
(5.13)

with π
ij
1 = pij and π

ij
2 = 1− pij, the probability for a weight to be

selected or not in the sampled topology, respectively.

The proposed STGS algorithm enables the learning of probabilities
pij for each weight wij through SGD. However, optimizing pij (with
SGD) raises a major issue. Since the optimisation is not constrained, pij

can take values larger than 1 or smaller than 0. As a consequence, it
could no longer be interpreted as a probability, moreover, log(pij) and
log(1− pij) would also be undefined.

On another hand, solving constrained SGD, besides being computa-
tionally expensive and challenging, may result in a worse local min-
imum. In order to overcome all these issues, one may consider an
alternative reparametrisation pij = σ(m̂ij), similar to the reparametri-
sation in [217], with m̂ij being a latent mask variable and σ the sigmoid
function which bounds pij in [0, 1]. However, this workaround suffers
in practice from numerical instability in gradient estimation and is also
computationally demanding. Indeed, the combination of the logarith-
mic and the sigmoid functions leads to severe numerical instabilities,
that necessitate a cumbersome stabilisation by adding ε to prevent pij

and (1− pij) from being to close to 0. The logarithmic function, which
is applied to these quantities, is not defined on 0 and tends to −∞ at its
vicinity. Furthermore, it is important to note that the above formulation
is computationally intensive since it requires the evaluation of log and
exponential for every mask in the network.
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Arbitrarily Shifted Log Parametrisation. In order to solve the issues
related to STGS in the context of this chapter, in particular, the need for
numerical stabilisation and computational complexity, another alterna-
tive is to consider the following expressions for log(Pij):

log(Pij) =

 log(pij) = m̂ij

log(1− pij) = log(1− exp(m̂ij))

 (5.14)

and learn the underlying mask m̂ij. However, this reparametrisation is
also flawed in the same way as the aforementioned sigmoid reparame-
trisation, namely: numerically unstable and high computational cost,
again due to the combination of logarithmic and exponential functions.

In what follows, we propose an equivalent formulation which turns
out to be highly effective and numerically more stable. Instead of us-
ing the logarithmic probabilities outlined in equation (5.9) as the input
for the STGS that would eventually lead to the formulation of equa-
tion (5.14), we adopt the ensuing expression at the weight level:

m̂ij

0

 (5.15)

Here, the second coefficient of the vector, normally representing
log(1 − pij), is set and fixed to 0. It is important to note that this for-
mulation is not the same as the one of equation (5.9). We interpret the
formulation of equation (5.15) as:

m̂ij

0

 = log
(
Pij(.)

)
+ c =

 log(pij) + c

log(1− pij) + c

 , (5.16)
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In the above expression, instead of using log(Pij(.)) as an input for
STGS, we interpret equation (5.9) as log(Pij(.)) + c , which is the input
of the argmax in equation (5.10).

The constant c ∈ R does not need to be known. Adding this constant
ensures that even if m̂ij > 0, we can still interpret pij as a probability with
log(pij) ∈]−∞, 0] ⇔ pij ∈ [0, 1]. This is enforced by setting the second
coefficient of equations (5.15) and (5.16) to zero, rather than computing
it explicitly. Although different, the formulation of equation (5.16) is
theoretically equivalent to the aforementioned sigmoid reparametrisa-
tion (see equations (5.4) and (5.8)). Indeed, solving the system of equa-
tion (5.16) with respect to m̂ij yields pij = σ(m̂ij) (see proposition 5.3.1).

Proposition 5.3.1 (Formulation equivalence). The formulation in equa-
tion (5.16) is equivalent to defining pij = σ(m̂ij) with σ the sigmoid function,
provided that pij ∈ ]0, 1[.

Proof. Consider the following system of equations: m̂ij = log(pij) + c (1)

0 = log(1− pij) + c (2)

Substracting (2) from (1) yields:

(1)− (2)⇔ m̂ij = log
(

pij

1− pij

)

⇔ 1
pij
− 1 = exp(−m̂ij)

⇔ pij =
1

exp(−m̂ij) + 1

⇔ pij = σ(m̂ij)
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Differently put, the formulation in equation (5.16) considers a repara-
metrisation m̂ij = log(pij) + c and log(1− pij) + c = 0 which is strictly
equivalent to the sigmoid one while being computationally more effi-
cient and also numerically stable.

Proposition 5.3.1 assumes that pij ∈ ]0, 1[, which, in practice, is veri-
fied. For the probabilities pij to reach 0 or 1, the masks m̂ij would need to
reach±∞. This scenario cannot happen during training since m̂ij are ini-
tialised to 0 (see section 5.5) and the sigmoid function applied to them
makes the gradients of m̂ij vanishingly small when m̂ij deviate from
0. Because m̂ij are updated following the SGD algorithm, vanishingly
small gradients result in vanishingly small updates of m̂ij. In practice, it
prevents the m̂ij reaching ±∞ and thus σ(m̂ij) = pij from reaching 0 or
1, which validates the assumption of proposition 5.3.1 that pij ∈ ]0, 1[.

A crucial point to consider is that adding any arbitrary constant c to
each coefficient of the log-probability vector does not change the out-
come of Gumbel-Softmax sampling. This is because it does not alter
the outcome of the argmax function, which remains unchanged regard-
less of the value of c, provided that the same value c is added to both
coefficients, which is the case in our formulation (c.f. equation (5.16)).
The presence of this constant c, whose value is arbitrary, that shifts the
log-probabilities of our probability parametrisation gives the name of
the method: Arbitrarily Shifted Log Parametrisation.

5.3.2 Smart Weight Rescaling
Subnetwork selection may disrupt the dynamic of the forward pass
[67, 159], and thereby requires adapting weights accordingly. [67] es-
tablish that the variance of the initial weight distribution has a critical
impact on the network performances. Since in the context of this chap-
ter, the weights are not trained, it is all the more important to address
this issue. The sampling of the weights alters the original weight distri-
bution and therefore its statistics.
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Dynamic Weight Rescaling (DWR) [217], along with the Scaled
Kaiming distribution (SKD) [159], are two recognised strategies for ad-
justing the weights of chosen subnetworks to mitigate the aforemen-
tioned issue. Each approach has its limitations, which we address with
our proposed weight rescaling method.

Dynamic Weight Rescaling. The DWR [217] method calculates the
effective pruning rate at each training step on a layer-by-layer basis,
referred to as the observed pruning rate. This is achieved by dividing
the number of active weights in the layer (corresponding to a mask
value of 1) by the total number of weights in the layer. Subsequently,
all weights are rescaled by multiplying them with the inverse of the
observed pruning rate. A drawback of DWR is that it demands the
storage of sampled masks and the calculation of the observed pruning
rate at each training step for every layer in the network. This makes the
procedure computationally demanding and increases the memory re-
quirements. Furthermore, the flexibility and adaptability of the method
are limited due to the rescaling being tied to the pruning rate; there is
no guarantee that the inverse of the observed pruning rate is the opti-
mal factor to prevent changes to the weight distribution statistics. The
performance boost attributable to DWR, as noted by Zhou et al., might
be due to the increase of the standard deviation of the Xavier (or Glorot)
initialisation [52] that the author used. Experimentally, a larger standard
deviation improves the performance within the context of this chapter.
Indeed, the Kaiming initialisation1 [68], has a larger standard deviation
than the Xavier initialisation and achieves superior results [159, 179].

Scaled Kaiming distribution. The Kaiming initialisation [68] was pre-
sented by Ramanujan et al. in [159]. Similar to DWR, the weights are
rescaled to safeguard the weight statistics from alteration. The rescaling
factor here is the inverse of the square root of the pruning rate. Unlike
DWR, the pruning rate in this method is enforced, not observed, mak-
ing it less computationally intensive than DWR. However, it shares the
same limitation as DWR in that the rescaling factor is directly tied to the
pruning rate.

1Kaiming and Glorot initialisation are detailed in appendix A.3
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Smart Rescale. In what follows, we consider our proposed weight
adaptation mechanism, referred to as Smart Rescale (SR). Instead of
handcrafting this rescaling factor proportionally to the pruning rate (as
achieved for instance in [217]), SR is learned layerwise and provides an
effective (and also efficient) way to adapt the dynamic of the forward
pass without retraining the entire weights of the selected subnetwork.
These localised adjustments of distributions provide an advantage over
the aforementioned methods that depend on a scaling factor that is
reliant on the pruning rate and which is the same across all layers in
the case of the Scaled Kaiming distribution. This flexibility ends up
reducing the number of epochs needed to reach convergence and also
improving accuracy (to some extent) as shown later in section 5.5.

Furthermore, SR improves accuracy as it adjusts the weights to main-
tain the statistics of the distribution of the original network weights,
preserving the representative power of the network. Hence, rather than
forcing the weights to follow an arbitrary distribution or scale, they
are guided by the data-driven SR method which results in better per-
formance and reduced training time. With SR, the ℓ-th layer network
output becomes

zℓ = gℓ(sℓ × (mℓ ⊙wℓ)⊗ zℓ−1), (5.17)

where sℓ refers to the rescaling factor of the ℓ-th layer (see also algo-
rithm 3). Smart Rescale increases the flexibility of subnetwork selection
and adaptation compared to DWR (which is again bound to the pruning
rate). Moreover, scaling factors obtained with SR vary smoothly, con-
sequently making the training more stable with SGD compared to the
ones obtained with DWR which are again inversely proportional to the
observed pruning rates, and changes of the latter are more abrupt due
to stochastic mask sampling.
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5.3.3 Freezing the Topology via Thresholding

A network trained with ASLP has a stochastic topology that is sampled
at each forward pass. To evaluate such a network, we chose to freeze
its topology so that its outputs and thus performance are deterministic.
This section presents a pruning strategy to evaluate a network trained
with our method on a fixed topology. Once the latent masks m̂ij are
trained, a pruning step is applied to extract a subnetwork from the orig-
inal heavy and unpruned network. This pruning fixes the values of the
masks mij to either 0 or 1 (c.f. equation (5.7)), effectively freezing the net-
work topology which was previously stochastic. This pruning step does
not enforce a specific pruning rate, it is rather based on thresholding the
weights probability of being selected pij. The resulting observed pruning
rate is computed as the fraction of weights whose pij is below the said
threshold, denoted τ. This pruning step can be defined by applying the
function ξτ to each mask m̂ij, and assigning its result to mij, as shown in
equation (5.18).

mij ← ξτ(m̂ij) =

 1 if pij ≥ τ ⇔ m̂ij ≥ σ−1(τ)

0 otherwise.
(5.18)

where σ−1 is the inverse of the sigmoid function, also known as the logit
function, whose expression is given in equation (5.19).

σ−1(x) = log
(

x
1− x

)
(5.19)

Our pruning strategy seeks to retain the weights that have the high-
est probability of being present in the sampled topologies. Specifically,
we set τ so that retained weights must be selected, on average, in at
least half the sampled topologies. This implies that the weight selection
probabilities pij, which are defined as σ(m̂ij), must be greater than or
equal to τ = 0.5, otherwise, the related weight wij is pruned. In other
words, the weight is kept if the binary event of keeping a connection is
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more likely than its removal. Since pij is defined as σ(m̂ij), in terms of
latent masks, it means that a weight is kept if its associated latent mask
m̂ij ≥ σ−1(0.5) = 0. We refer to this pruning method as thresholding.

5.4 Method Overview and Algorithm

Our method introduced a new perspective on neural network train-
ing. Rather than relying on the common training of the weights, our
focus is on identifying the optimal topology by selecting a subset of the
weights. This approach delivers an effective sparse subnetwork that
demonstrates compelling performance compared to standard weight
training, all without the need for weight training. Such a strategy is par-
ticularly beneficial in scenarios where a lightweight neural network is
required due to limited computing resources or where weight training
may not be feasible.

Proceeding with this innovative approach, our method integrates the
Straight Through Gumbel-Softmax sampling technique and the Smart
Rescale mechanism, resulting in a comprehensive method named Ar-
bitrarily Shifted Log Parametrisation (ASLP). This strategy constructs
lightweight neural networks by sampling topologies from a large, un-
trained network and learns the probability of selecting each weight.
Probabilities are determined using Stochastic Gradient Descent in con-
junction with a standard loss function, specifically cross-entropy loss
for image classification tasks. The training procedure for our method
is detailed in algorithm 3. Unless stated otherwise, this procedure is
implemented in section 5.5.

The core differences between our approach and standard pruning
pipelines are illustrated in figures 5.4a and 5.4b. As highlighted in fig-
ure 5.4a, our method focuses exclusively on topology selection without
weight training, whereas conventional pruning pipelines rely on weight
training and subsequent fine-tuning.
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(a) Our pruning pipeline (b) Standard pruning pipelines

Figure 5.4: Overview of our pruning pipeline and standard pruning pipelines.
Our pipeline performs topology selection only: weights are not trained. On
the contrary, standard pruning pipelines rely on weight training and fine-
tuning.

Algorithm 3 Our training procedure
Require: Dataset D ⊂ X × Y , network f , weights θ, latent masks m̂,

number of epochs n, learning rate η
for t = 1 to n do

for each (X, y) ∈ D do
Forward Pass:

qij ← argmax

m̂ij + gij

0 + g′ij

 {Sample of a topology}

mij ← 1{qij=1} {Give the masks mij their values}
L
(

fθ(X, sℓ(mℓ ⊙wℓ)), y
)

{Compute the loss with masked weights
and SR}
Backward pass: {In the backward pass, ∇m̂L is computed as qij is
obtained through a softmax instead of an argmax}
m̂t+1 = m̂t − η∇m̂L {Backpropagate the loss and update the
masks}

end for
end for
return Network f with unchanged weights θ and trained latent masks
m̂.
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5.5 Experiments

In this section, we evaluate the efficacy of our proposed method and we
investigate the influence of various parameters and configurations. Sec-
tion 5.5.1 details the experimental setups, section 5.5.2 presents the per-
formances of our method against other state-of-the-art methods, namely
Edge-popup [159] and Supermask [217], both detailed in section 5.1.4.
Section 5.5.3 validates our weight-rescaling strategy, section 5.5.4 stud-
ies the impact of the learning rate on the performance of our method,
and validates our choice of learning rate. Finally, section 5.5.5 inves-
tigates the impact of imposing a fixed pruning rate after the training
and presents experimental results that support the effectiveness of our
thresholding pruning strategy.

5.5.1 Experimental Setup

Our experiments were conducted on the CIFAR-10, CIFAR-100 and
TinyImageNet datasets which are described in section 2.5. Unless stated
otherwise, on each table we report the test accuracy evaluated on the
test set of the datasets. This accuracy is given in percentages with the
standard deviation. The latter is given numerically in tables or repre-
sented by the shaded area around curves for figures. Each data point
is obtained by averaging 5 independent runs. The architectures con-
sidered are Conv2, Conv4, Conv6, VGG16, ResNet-20 and ResNet-18,
which are presented in section 2.4.3

In order to demonstrate the efficacy of our method in a standard
image classification scenario, we compare our approach with state-of-
the-art methods, specifically Edge-popup [159] and Supermask [217].
We re-implemented both methods in PyTorch [149] and employed a
uniform training procedure for all methods: networks are trained for
1000 epochs with a fixed learning rate of 50 (except for Edge-popup,
which utilises a learning rate of 0.1). The learning rate of SR is set to
10−3, and neither weight decay nor ℓ2 regularisation is applied. This sec-
tion examines several configurations initially presented in [217], which
encompass combinations of techniques or enhancements employed for

157



5.5. EXPERIMENTS

method evaluation. The various techniques include the application of
Weight Rescaling (WR), the use of Signed Constant (SC) weight distri-
bution [217, 159] and data augmentation.

Weight Rescaling. Each method discussed in this section incorporates
its own weight rescaling technique: Dynamic Weight Rescaling (DWR)
for [217], Scaled Kaiming distribution (SKD) for [159] and Smart Rescale
(SR) for ASLP (Ours). All of these techniques are denoted as WR in this
section. The three of them have been detailed in section 5.3.2

Signed Constant Distribution. The signed constant distribution was
introduced by [217]. Weights sampled from this distribution can take
only two values: −σ and σ, where σ represents the standard deviation of
the weight tensor upon initialization using the widely adopted Kaiming
initialization [67], which is tailored to initialise weights in such a way
that the variance remains the same across every layer during both for-
ward and backward passes, especially for neural networks with ReLU
activation functions (More details are given in appendix A.3). Zhou
et al. report that it improves performances over the standard weight
initialisation scheme.

Data augmentation. Although Zhou et al. [217] did not used any data
augmentation, it is a widely accepted practice in image classification and
is generally applied even if not explicitly mentioned by the authors (for
example Ramanujan et al. used data augmentation in their code [42] al-
tough it is not mentioned in the original article [159]). Consequently, we
consider two configurations: with and without data augmentation. The
data augmentation we apply has been observed in various state-of-the-
art implementations [42, 165, 111] and is the following: first, images are
padded with zeroes, next, a random crop of the original size is extracted
from the padded image. Lastly, a random horizontal flip is performed.
An example of this data augmentation pipeline is displayed in figure 5.5.

Pruning Strategy. To prune the networks trained with our method, we
chose to freeze the topology with our threhsolding pruning strategy, de-
scribed in section 5.3.3, which thresholds the probabilities of selection
pij and consequently the latent masks m̂ij. As a matter of comparison,
we also consider the setting in [217] which is an averaging strategy to
evaluate Supermask performance. It consists in sampling ten different
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original image padding random crop random flip

Data Augmentation Pipeline

Figure 5.5: Data Augmentation pipeline example used for CIFAR-10 and
CIFAR-100.

topologies, yielding effectively 10 different subnetworks. The perfor-
mances of each of these subnetworks are evaluated independently giv-
ing 10 test accuracies that are averaged to obtain the final test accuracy.
We refer to this pruning strategy as averaging. In the Edge-popup me-
thod [159], described in section 5.1.4, the pruning rate (denoted k by the
authors) is inherently incorporated with two primary characteristics: (i)
the set of pruned weights is deterministic (the pruned weights are the
ones associated with the bottom-k saliency indicators), and (ii) the frac-
tion of pruned weights is strictly equal to the predetermined pruning
rate. As a result, a distinct pruning step enforcing the predetermined
pruning rate is redundant since it would not bring any changes to the
network structure or the values of the weights.

5.5.2 Performances

Overall, the analysis of our ASLP method results, presented in tables 5.2
to 5.5, shows that ASLP outperforms both Edge Popup and Super-
mask methods on CIFAR-10 and CIFAR-100 datasets, a trend consistent
across all tested networks, including Conv2, Conv4, Conv6, VGG16,
and ResNet20. Notably, our thresholding pruning strategy demonstrated
superior performance compared to Supermask averaging approach (see
section 5.3.3 for details of both strategies). The thresholding strategy
ensures that the most likely-to-be-selected weights are incorporated
into the final frozen network. It is accomplished by setting a thresh-
old on pij, the probability for a weight of being selected. Only those
weights exceeding this threshold are preserved, leading to the reten-
tion of the most valuable connections in the network. This approach
focuses on the utilisation of high-impact weights, which contribute to

159



5.5. EXPERIMENTS

the enhanced performance of the pruned network. Contrastingly, the
averaging strategy employed by the Supermask method [217] takes a
different approach. It draws 10 random subnetworks, each possessing a
distinct set of weights. However, this strategy introduces a risk, as these
randomly selected weight sets may contain weights that contribute min-
imally to the overall performance of the network. The inclusion of such
potentially useless weights could reduce the performance of the pruned
network.

Remarkably, for larger networks such as VGG16 and ResNet-20,
our ASLP method employing the thresholding strategy also consistently
surpasses all other methods (see table 5.4). Nevertheless, a ResNet-18
trained on TinyImagenet with ASLP is outperformed by its counterpart
trained with Edge-popup (see table 5.5).

We put forth several hypotheses to account for the reduced per-
formance. First, the ResNet-18 architecture employed is the standard
PyTorch implementation [155], designed for the ImageNet dataset [26].
As a result, it is tailored for 224× 224 pixel images, while TinyImageNet
images are only 64× 64 pixels. With a smaller input image size, each
pixel encompasses a larger area of the input space, and an overly large
receptive field for a smaller image like TinyImageNet may lead to the
loss of crucial spatial information. We opted against upscaling TinyIm-
ageNet images to 224× 224 as a preprocessing step in order to prevent
an exponential increase in computational cost.

Secondly, the ResNet-18 network is among the largest networks we
examined, having roughly 3 times the number of parameters of a Conv4
network (refer to table 2.1). As a result, there are numerous possible
weight combinations and subnetworks. Viewing ASLP as a Neural
Architecture Search method, the search space for ResNet-18 is consider-
ably larger than for the Conv{2,4,6} networks. Nevertheless, the number
of sampled topologies is only equal to the product of the number of
batches and the number of epochs during which the network is trained.
Table 5.1 presents the details of 2 setups: ResNet-18 trained on Tiny-
ImageNet and Conv4 trained on CIFAR-10. It shows that the fraction
of explored topologies by our ASLP method is considerably higher for
the Conv4 network than for the ResNet-18 one in the given configura-
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Conv4 & CIFAR-10 ResNet-18 & TinyImageNet

Number of parameters (N) 2,425,930 11,685,608

Train Dataset Size (number or images) 50,000 90,000

Batch Size used for training 256 256

Nb. of batches for 1 epoch 196 352

Nb. of explored topologies in 103 epochs (E) 196,000 352,000

Nb. of possible topologies (P) P = 2N ≈ 5× 10105.86
P = 2N ≈ 5× 10106.54

Fraction of explored topologies (νexp) νConv4
exp =

E
P
≈ 10−105.86

νResNet-18
exp =

E
P
≈ 10−106.54

Ratio of fractions of explored topologies
νConv4

exp

νResNet-18
exp

≈ 10106.44

Table 5.1: Comparison of the number of explored topologies for the Conv4
and ResNet-18 networks with CIFAR-10 and TinyImageNet, respectively.
Since a new topology is sampled for every batch, the number of explored
topologies (E) is computed as the product of the number of batches and the
number of epochs during which the network is trained (here 103). The num-
ber of possible topologies (P) is computed as the number of possible weight
combinations in the network (2N). The fraction of explored topologies is com-
puted as the ratio of the fraction of explored topologies for the Conv4 network
and the fraction of explored topologies for the ResNet-18 network. In these ex-
perimental setups, the fraction of explored topologies for the Conv4 network
is significantly higher than the fraction of explored topologies for the ResNet-
18 network.

tions. The number of explored topologies might be sufficient to sweep
the search space for Conv{2,4,6} networks and find a compelling and ef-
fective subnetwork, but it might not be enough for a ResNet-18 network.

However, this hypothesis warrants further clarification. Indeed, the
VGG16 network has more parameters than the ResNet-18 (see table 2.1),
nevertheless, in our experiments, ASLP achieves superior results com-
pared to other methods on the VGG16 architecture. We suggest the
following explanation: First, the CIFAR-10 and CIFAR-100 datasets are
simpler datasets with fewer classes, compared to TinyImageNet. Sec-
ondly, although the VGG16 has more parameters, it has fewer weights
in its fully connected layers since the datasets it is benchmarked on have
fewer classes. Indeed, a VGG16 network tailored for CIFAR-100 has
51,200 parameters in its last fully connected layer, whereas a ResNet-18
network designed for TinyImageNet has 102,400. Thus, the search space
for the fully connected part of the VGG network is significantly smaller
than on the ResNet-18 network. Therefore, because of the smaller search
space, ASLP finds a more optimal subset of weights for the last layer of
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the VGG16 network than the ResNet-18 one. This final fully connected
layer of a neural network plays a crucial role in determining its overall
performance and accuracy in predicting outcomes.

5.5.3 Validation of the Weight Rescaling Mechanism
In tables 5.2 and 5.3, we observe that our weight rescaling technique,
entitled Smart Rescale (SR), positively impacts performance, as corrobo-
rated by the increase in test accuracy compared to the baseline (referred
to as ∅). This improvement is consistent across CIFAR-10 and CIFAR-
100 datasets, with and without data augmentation. Besides enhancing
accuracy, SR also contributes to a reduction in the number of epochs
necessary for convergence. This observation is supported by figure 5.6,
which shows a significant decrease in the number of epochs prior to con-
vergence for all tested architectures and datasets. Networks used in fig-
ure 5.6 have been trained with and without SR using data augmentation
in both cases. The total number of epochs is set to 1,000 and an early
stopping policy, described in section 5.5, is applied. The point of con-
vergence is defined as the moment when the early stopping policy halts
the training process. Again, the training process is stopped if there is
no improvement in the validation accuracy over the last 60 epochs. The
reason for the enhanced performance and reduced training time when
using SR can be attributed to its flexibility. Unlike DWR and SC, which
impose a pruning-bound scaling factor, SR provides a more flexible ap-
proach, permitting an adaptation of weight distributions for each layer
individually. The layer-wise adaptation allows for limiting the exhaus-
tive search of topology (and thereby reducing the training time) by en-
abling a slight adjustment of the weight distribution.

Besides improving performances and reducing the number of epochs
prior to convergence, SR is also an efficient alternative to Dynamic
Weight Rescaling (DWR) [217]. DWR requires rectifying weights lay-
erwise using the inverse of the observed pruning rates. In order to find
the observed pruning rate for each layer, it is necessary to store the
sampled masks and compute their active fraction. These layerwise eval-
uations introduce a substantial overhead at each training epoch. On the
other hand, SR involves straightforward scalar multiplications for each
layer, resulting in reduced complexity. In our experiments, enabling
DWR increases the epoch runtime by 0.2 seconds for Conv4 network,
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∅ SC WR WR+SC

Conv2

ASLP (thresholding) 75.70 ± 0.30 75.81 ± 0.69 76.48 ± 0.68 76.92 ± 0.24

ASLP (averaging) 75.42 ± 0.25 75.50 ± 0.56 76.05 ± 0.44 76.44 ± 0.19

[217] (averaging) - - - -

[159] (k = 50%) 74.18 ± 0.76 75.19 ± 0.56 74.51 ± 0.31 75.45 ± 0.44

Conv4

ASLP (thresholding) 83.03 ± 0.31 83.73 ± 0.46 83.59 ± 0.29 84.06 ± 0.31

ASLP (averaging) 82.29 ± 0.25 83.22 ± 0.56 82.79 ± 0.30 83.46 ± 0.49

[217] (averaging) - - - -

[159] (k = 50%) 82.38 ± 0.29 83.61 ± 0.38 81.71 ± 0.59 83.55 ± 0.32

Conv6

ASLP (thresholding) 84.98 ± 0.33 86.49 ± 0.36 85.32 ± 0.27 86.21 ± 0.34

ASLP (averaging) 84.24 ± 0.28 85.67 ± 0.34 84.51 ± 0.35 85.49 ± 0.38

[217] (averaging) - - - -

[159] (k = 50%) 84.67 ± 0.35 85.87 ± 0.13 84.37 ± 0.58 85.84 ± 0.51

(a) With data augmentation.

∅ SC WR WR+SC

Conv2

ASLP (thresholding) 68.24 ± 0.14 68.11 ± 0.64 66.84 ± 0.46 66.05 ± 0.93

ASLP (averaging) 68.09 ± 0.35 67.69 ± 0.52 65.79 ± 0.65 65.35 ± 0.83

[217] (averaging) 67.12 ± 0.25 66.34 ± 0.41 56.71 ± 2.99 56.26 ± 1.64

[159] (k = 50%) - - - -

Conv4

ASLP (thresholding) 71.64 ± 0.36 69.74 ± 1.37 72.85 ± 0.48 72.08 ± 0.62

ASLP (averaging) 70.88 ± 0.47 68.77 ± 1.42 71.82 ± 0.53 71.09 ± 0.69

[217] (averaging) 68.09 ± 0.84 67.48 ± 0.52 58.13 ± 2.39 53.84 ± 5.00

[159] (k = 50%) - - - -

Conv6

ASLP (thresholding) 73.32 ± 0.42 69.83 ± 1.46 76.20 ± 0.91 75.30 ± 0.89

ASLP (averaging) 72.62 ± 0.57 69.53 ± 1.68 75.24 ± 0.69 74.50 ± 0.96

[217] (averaging) 70.71 ± 0.98 69.16 ± 1.92 44.77 ± 17.02 36.59 ± 15.32

[159] (k = 50%) - - - -

(b) Without data augmentation.

Table 5.2: Comparison of ASLP test accuracy against Edge-Popup and Su-
permask [159, 217] on CIFAR-10 using various configurations. We reimple-
mented the configurations tested by the authors in their articles. Performances
are presented with (table 5.2a) and without (table 5.2b) data augmentation,
Weight Rescaling (WR), and Signed Constant (SC) weight distribution. A dash
denotes a configuration that was not tested by the authors. Our method per-
formances are reported for both the thresholding and averaging setups detailed
in section 5.3.3. For Edge-popup, we use the value of k which yeilds the best
test accuracy for Conv{2,4,6}, as reported in [159]. Across all setups, our me-
thod ASLP outperforms Edge-Popup and Supermask.
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∅ SC WR WR+SC

Conv2

ASLP (thresholding) 38.64 ± 0.92 38.31 ± 0.75 41.81 ± 0.84 42.06 ± 0.76

ASLP (averaging) 38.49 ± 0.61 38.18 ± 0.81 41.12 ± 0.66 41.17 ± 0.54

[217] (averaging) - - - -

[159] (k = 50%) 38.47 ± 0.46 39.83 ± 0.46 38.57 ± 0.59 39.87 ± 0.78

Conv4

ASLP (thresholding) 47.78 ± 1.18 49.33 ± 0.77 50.33 ± 0.39 51.49 ± 0.43

ASLP (averaging) 47.18 ± 1.17 48.78 ± 0.79 49.39 ± 0.30 50.17 ± 0.50

[217] (averaging) - - - -

[159] (k = 50%) 47.75 ± 0.63 50.16 ± 0.47 48.20 ± 0.72 50.02 ± 0.65

Conv6

ASLP (thresholding) 51.09 ± 0.92 53.00 ± 0.52 51.70 ± 0.48 52.85 ± 0.50

ASLP (averaging) 50.22 ± 1.09 51.72 ± 0.73 50.56 ± 0.33 51.59 ± 0.24

[217] (averaging) - - - -

[159] (k = 50%) 51.13 ± 0.39 53.48 ± 0.51 51.06 ± 1.11 54.01 ± 0.35

(a) With data augmentation

∅ SC WR WR+SC

Conv2

ASLP (thresholding) 38.72 ± 0.59 38.64 ± 1.23 42.42 ± 0.30 41.95 ± 0.68

ASLP (averaging) 38.40 ± 0.81 38.71 ± 1.05 41.66 ± 0.39 41.42 ± 0.55

[217] (averaging) 38.09 ± 1.03 37.28 ± 0.47 26.03 ± 2.23 23.49 ± 1.36

[159] (k = 50%) - - - -

Conv4

ASLP (thresholding) 47.56 ± 0.36 49.30 ± 0.54 50.39 ± 0.58 51.16 ± 0.94

ASLP (averaging) 46.89 ± 0.52 48.74 ± 0.47 49.55 ± 0.57 50.23 ± 0.87

[217] (averaging) 45.84 ± 1.01 47.72 ± 0.75 27.70 ± 2.41 27.53 ± 5.20

[159] (k = 50%) - - - -

Conv6

ASLP (thresholding) 51.43 ± 0.41 53.10 ± 0.27 51.52 ± 0.35 53.22 ± 0.54

ASLP (averaging) 50.47 ± 0.42 52.00 ± 0.27 50.38 ± 0.33 51.82 ± 0.34

[217] (averaging) 49.19 ± 0.75 50.66 ± 0.47 2.54 ± 1.63 9.21 ± 5.50

[159] (k = 50%) - - - -

(b) Without data augmentation

Table 5.3: Comparison of ASLP test accuracy against Edge-Popup and Super-
mask [159, 217] on CIFAR-100 using various configurations. We use the con-
figurations tested by the authors in their articles. Performances are presented
with (table 5.2a) and without (table 5.2b) data augmentation, Weight Rescaling
(WR), and Signed Constant (SC) weight distribution. A dash denotes a con-
figuration that was not tested by the authors. Our method performances are
reported for both the thresholding and averaging setups detailed in section 5.3.3.
For Edge-popup, we use the value of k which yeilds the best test accuracy for
Conv{2,4,6}, as reported in [159]. For smaller networks, ASLP outperforms
the other methods, with the exception of the SC setup for Conv2 and Conv4.
However, for Conv6, ASLP performance is superior when data augmentation
is disabled, while Edge-popup achieves better results with data augmentation
enabled (except for the WR setup). 164
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Dataset

CIFAR-10 CIFAR-100

ResNet-20

ASLP (thresholding) 81.08 ± 0.50 44.63 ± 0.91

ASLP (averaging) 78.85 ± 0.41 42.91 ± 1.14

[217] (averaging) 69.83 ± 1.20 30.60 ± 0.91

[159] (k = 50%) 75.09 ± 1.41 22.47 ± 1.37

VGG16

ASLP (thresholding) 24.93 ± 0.69 8.66 ± 0.33

ASLP (averaging) 24.93 ± 0.77 8.58 ± 0.32

[217] (averaging) 25.07 ± 0.34 7.97 ± 0.35

[159] (k = 50%) 23.05 ± 0.84 6.65 ± 0.38

Table 5.4: Comparison of ASLP test accuracy against Edge-Popup and Super-
mask [159, 217] on both CIFAR-10 and CIFAR-100 datasets using VGG16 and
ResNet-20 architectures. The results showcase the scenario with data augmen-
tation, Weight Rescaling (WR) and Signed Constant (SC) weight distribution.
Across all datasets and network architectures, ASLP surpasses the compara-
tive methods in its thresholding configuration, detailed in section 5.3.3.

TinyImageNet

ResNet-18

ASLP (thresholding) 33.56 ± 1.18

ASLP (averaging) 34.16 ± 0.26

[217] (averaging) 34.83 ± 0.46

[159] (k = 50%) 38.00 ± 0.26

Table 5.5: Comparison of ASLP test accuracy against Edge-Popup and Super-
mask [159, 217] on TinyImageNet datasets using ResNet-18 architecture. The
results showcase the scenario with data augmentation, Weight Rescaling (WR)
and Signed Constant (SC) weight distribution. The thresholding and averaging
configurations are detailed in section 5.3.3. Edge-popup [159] performs the
best in this scenario.
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Pruning Rate

CIFAR-10 CIFAR-100

Conv2 51.80 ± 0.14 51.90 ± 0.16

Conv4 51.78 ± 0.46 52.83 ± 0.40

Conv6 51.28 ± 0.40 52.15 ± 1.35

ResNet-20 51.63 ± 0.09 52.73 ± 0.28

VGG16 60.81 ± 1.56 60.89 ± 1.04

TinyImageNet

ResNet-18 52.73 ± 0.28

Table 5.6: Comparison of observed pruning rates of the ASLP method across
various neural network architectures and datasets (CIFAR-10 and CIFAR-100)
after applying the thresholding procedure, detailed in section 5.3.3. The results
are presented as mean percentages of pruned weights with their respective
standard deviations, for the setup with data augmentation, Weight Rescaling
(WR) and Signed Constant (SC) weight distribution.

while our SR method increases it by 0.13 seconds only. This corresponds
to a 35% reduction in training overhead when using SR compared to
DWR on a Conv4 network.
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Figure 5.6: Impact of Smart Rescale (SR) on the number of epochs required to
reach convergence for Conv{2,4,6} on CIFAR-10 and CIFAR-100.
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5.5.4 Effect of the Learning Rate on Training Perfor-
mances

The learning rate is an essential hyperparameter for training neural net-
works as it controls the magnitude of the network parameter updates.
When training networks with our ASLP method introduced in this chap-
ter, we set the learning rate to 50. This value is significantly higher than
the learning rates typically used for training neural networks. For in-
stance, the learning rates to train various baseline models reported in
[23], are several orders of magnitude lower than 50. An excessively high
learning rate typically results in a diverging loss function resulting in a
network failing to learn a data representation. However, in the case of
ASLP, increasing the learning rate up to arbitrarily high values does not
cause the loss function to diverge. This section investigates the impact
of the learning rate on the final performances of the network and its
convergence speed. It also provides elements to justify the choice of a
learning rate of 50.

Figure 5.7 shows the evolution of the test accuracy for Conv4, VGG16
and ResNet-20 on CIFAR-10, when trained with different learning rates.
The solid line represents the average of five independent runs and the
shaded area of the corresponding colour indicates the standard devia-
tion. For ease of visualisation and comparison, the curves of test accu-
racies have been padded with their last value in order to make them all
1000 epochs long. Networks have been trained with data augmentation,
WR and SC. Results from figure 5.7 indicate that a high learning rate
makes the loss function and the accuracy converge to their final values
more quickly. Networks trained with ASLP and a high learning rate
(500 or 5000) exhibit better performance than the ones trained with a
lower learning rate (5 or 50) when considering only the first 50 epochs.
Nevertheless, the former are eventually outperformed by the latter if the
training is run for more epochs. Conversely, an excessively low learning
rate may not allow networks to reach satisfying performance levels in
a reasonable amount of time. Our experimental findings indicate that
using a scheduling policy on the learning rate does not improve perfor-
mance. In other words, opting for a high learning rate and subsequently
decreasing it yields worse results than maintaining a lower, constant
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learning rate. We found that a learning rate of 50 strikes the optimal
balance between performance and training speed. Interestingly, this
learning rate remains consistent across all architectures and datasets.

In standard training, high learning rate values cause the optimisa-
tion to fail because of parameters becoming too large and resulting in
NaN values. However, this is not the case for ASLP which exhibits ro-
bustness to high learning rates. This robustness can be attributed to the
fact that, in ASLP, the trained variables are the latent masks, denoted
by m̂, which can be interpreted as probabilities of selection by applying
a sigmoid function (refer to section 5.3.1 and proposition 5.3.1). The
sigmoid function ensures that: (i) the latent masks cannot take extreme
values leading to NaN because of increasingly small gradients as the la-
tent masks move away from the origin (see section 5.3.1), and (ii) the
sigmoid output is bounded between 0 and 1 resulting in probabilities of
selection close to 0 or 1, but not altering in a dramatical way the output
of the network that otherwise might also lead to NaN values. Besides,
due to the vanishingly small gradients as the masks move further away
from the origin, it is practically impossible to reactivate those weights,
let alone reactivate them with a smaller learning rate. This accounts for
the observation that reducing the learning rate after using a high learn-
ing rate does not enhance performance.
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Figure 5.7: Evolution of the test accuracy for Conv4, VGG16 and ResNet-20
trained with ASLP (with data augmentation, WR and SC) on CIFAR-10 for
various learning rates. A learning rate of 50 yields the optimal balance be-
tween performance and training speed.
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5.5.5 Post Training Pruning Rate Adjustment

This section investigates the impact of pruning a network trained with
ASLP to a given pruning rate instead of using the thresholding strategy,
described in section 5.3.3. Unlike Edge-popup [159] where the pruning
rate is a hyperparameter of the method, the proposed ASLP approach
does not enforce a predefined pruning rate during training. Instead,
it determines an optimal subset of weights that enables the network
to minimises the loss function by updating weights probabilities of se-
lection pij through backpropagation [171]. Rather than being enforced,
the pruning rate is observed and is determined by thresholding the pij

following equation (5.18), as explained in section 5.3.3. The observed
pruning rate, which is the fraction of weights whose probabilities of
selection pij are smaller than the threshold τ in equation (5.18), lies just
above 50% for the tested architectures (60% for VGG16), as reported in
table 5.6. However, instead of thresholding the pij and observing the
pruning rate, it can be adjusted by pruning the weights on the mag-
nitude of their associated latent masks m̂, which enforces the prun-
ing rate a posteriori by considering the probabilities of selection pij as
saliency scores. This is equivalent to changing the value of the thresh-
old τ in equation (5.18) in order to match a given pruning rate. Notably,
Conv{2,4,6} networks trained with ASLP, and pruned a posteriori with a
given pruning rate, achieve compelling performances on CIFAR-10 and
CIFAR-100 datasets for pruning rates up to 85%, whereas their observed
pruning rate is approximately 50% (see figure 5.8 and table 5.6). In the
figure 5.8, the solid line represents the average test accuracy of five in-
dependent runs and the shaded area represents the standard deviation.

Moreover, the results presented in figure 5.8 provide further sup-
port for the thresholding strategy. This figure displays the test accuracy
of networks trained with ASLP and pruned a posteriori, as described
in the above paragraph, for various pruning rates. Sweeping through
the pruning rate enables us to determine the optimal pruning rate for
each network and dataset combination. The optimal pruning rate is
defined as the pruning rate that yields the highest test accuracy. The
results presented in the figure suggest that the optimal pruning rate for
Conv{2,4,6} and ResNet-20 networks lies at 50%, and at 60% for VGG16.
These rates are precisely the observed pruning rates obtained using the
ASLP method with the thresholding pruning strategy (see table 5.6). In
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other words, the ASLP method together with thresholding pruning au-
tomatically determines the optimal pruning rate for an architecture in
one shot without the need for a costly grid search. This is a signifi-
cant advantage over the Edge-popup method [159] which requires a full
training for each tested pruning rate.
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Figure 5.8: Comparative analysis of ASLP performance for CIFAR-10 and
CIFAR-100 datasets using various network architectures (Conv{2,4,6}, ResNet-
20, and VGG16) at different pruning rates. ASLP performances are evaluated
with WR, SC and data augmentation. Results demonstrate that Conv{2,4,6}
networks maintain strong performance even at higher pruning rates and indi-
cate that the pruning rate achieved by thresholding is equivalent to the prun-
ing rate yielding the best test accuracy when sweeping through the possible
pruning rates.

5.6 Conclusion
In this chapter, we introduced the Arbitrarily Shifted Log Parametrisa-
tion method, which focuses on selecting efficient subnetworks from
large, untrained neural networks through stochastic pruning, with-
out training the weights. Arbitrarily Shifted Log Parametrisation is
a stochastic subnetwork selection method that uses Gumbel-Softmax
sampling and a new mask parametrisation to optimize the subnetwork
topology while mitigating numerical instabilities. Additionally, we pre-
sented the Smart Rescale technique to accelerate training and improve
the accuracy of the resulting subnetworks. Our experimental results
show that ASLP outperforms closely related state-of-the-art methods,
such as Edge-popup [159] and Supermask [217], on the CIFAR-10 and
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CIFAR-100 datasets across various network architectures. Our proposed
thresholding pruning strategy consistently yields better performance
than Supermask averaging approach, while finding the optimal pruning
rate without the need for costly grid-search, contrary to Edge-popup.
Furthermore, our Smart Rescale method leads to faster convergence and
improved accuracy with a lower overhead compared to other weight-
rescaling techniques, such as Dynamic Weight Rescaling. Arbitrarily
Shifted Log Parametrisation also exhibits robustness to substantially
high learning rates, ensuring stable performance across different net-
work architectures and datasets.

All in all, the Arbitrarily Shifted Log Parametrisation method pro-
vides a promising solution for selecting efficient subnetworks from large
untrained neural networks through stochastic pruning, offering im-
proved performance and faster convergence and a new perspective on
neural network training which focuses on topology selection rather than
weight training.

171



5.6. CONCLUSION

172



Chapter 6

Conclusion and
Perspectives

173



174



Contents
6.1 Summary of contributions . . . . . . . . . . . . . . . . . . . 175
6.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

6.1 Summary of contributions
In this thesis, we addressed the issue of Deep Neural Networks com-
pression, specifically from the perspective of pruning, and in particular,
we focused on the problem of performance drop after pruning. We pro-
posed several solutions to address this issue and ultimately questioned
the very necessity of training the weights. We summarised our contri-
butions in the following paragraphs.

Budget-aware pruning with weight reparametrisation. Pruning a net-
work post-training introduces a performance drop that needs to be com-
pensated for with fine-tuning. In chapter 4 we propose a budget-aware
pruning method based on a weight reparametrisation. Respecting a
budget throughout training allows for joint optimisation of the weights
and the topology. Moreover, by controlling the number of parameters
that will remain, it encourages the network not to use more capacity and
therefore weights than what will be allowed once pruning is enforced.
To reach this goal, we introduce in chapter 4 two main components
that work together. On the one hand, a budget regularisation loss that
computes the current weight budget at each training step, guiding the
optimisation process to adhere to it. On the other hand, a weight repara-
metrisation that embeds the saliency of the weights in their expression
and thereby soft-prune them during training. Both components are
based on our reparametrisation function that acts as a surrogate ℓ0 norm
and have been carefully designed to be differentiable and numerically
stable.
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We validated our approach by comparing our method against mag-
nitude pruning with and without fine-tuning on various datasets and
network architectures. Our method performs consistently better than
magnitude pruning without fine-tuning and, for almost all tested prun-
ing rates, better than magnitude pruning with fine-tuning. We also
validated the relevance of each component of our method individually
in a set of comparative experiments. Finally, we provided experimental
results to discuss and support the choice of the mixing coefficient and
tested our method on trained and pruned initialisation to show the im-
portance of budget enforcement and weight reparametrisation, even on
already pruned networks when they undergo fine-tuning.

Pruning without weight training with stochastic sampling. When it
comes to estimating the saliency of weights, the general approach is
to derive an indicator based on their value, such as magnitude prun-
ing which considers the absolute value of the weight as its saliency.
However, these approaches, by design, cannot treat differently two con-
nections with the same weight value. In chapter 5, we proposed a new
stochastic approach to extract lightweight subnetworks from a large un-
trained network. This approach estimates the importance of a weight
based on trained masks which are auxiliary variables that represent
their associated weight saliency and are consequently not bound to the
value of the weights. Furthermore, to also tackle the aforementioned
issue with the necessity to fine-tune pruned networks, the method
detailed in chapter 5 does not require any weight training and relies
purely on topology selection through the optimisation of the auxiliary
masks. This method works by stochastically sampling topologies from
a large untrained network, based on the value of the masks, interpreted
as probabilities of selection of the corresponding weight. These sam-
pled topologies are evaluated to eventually identify a subnetwork with
compelling performances. The subnetwork is extracted by pruning the
weights of the large network identified as redundant from the larger
network. Notably, the performance of this subnetwork does not experi-
ence any drop when compared to the larger network before pruning. To
achieve this, we introduced two components called Arbitrarily Shifted
Log Parametrisation (ASLP) and Smart Rescale (SR). The former is a
computationally efficient and numerically stable technique that relies
on Gumbel-Softmax to train the masks in a stochastic context. The lat-
ter is an efficient learnt-based weight rescaling mechanism that allows
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the network to rescale the weight distributions in order to mitigate the
disruption of the weight distribution statistics caused by the pruning.
We also introduce a thresholding strategy responsible for pruning the
weights, that allows to effectively freeze the topology.

We validated our approach by comparing our method against other
state-of-the-art methods on various datasets and network architectures.
Our method performs better than those other methods in most tested
scenarios, offering higher accuracy. We also provided experimental re-
sults to validate the relevance of our SR mechanism and thresholding
strategy, support our choice of learning rate and finally, show that our
method is robust to modification of the pruning rate post-training. Fi-
nally, our code has been made publicly available 1 and contains the
instructions to reproduce our results as well as a reimplementation of
the state-of-the-art method we benchmark against in PyTorch.

6.2 Perspectives

In this section, we discuss the perspectives and future works that could
be undertaken to improve the methods we proposed in this thesis as
well as push forward the findings we made.

Experimental validation on larger datasets and architectures. In our
experiments, we chose to focus on results reliability and therefore we
chose to run every configuration for every experiment at least 5 times
to average the results and provide their standard deviation. This choice
was made to avoid drawing conclusions based on a single run that could
be an outlier. However, this choice comes at the cost of computational
time and resources, thereby limiting the scale of datasets and architec-
tures we could evaluate.

1Code available at: https://github.com/N0ciple/ASLP
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Futur works and development efforts could target the evaluation of
our method on larger networks and datasets, namely the ResNet-50 ar-
chitecture [68], Vision Transformers [31], both in combination with the
ImageNet dataset [172]. A larger dataset like ImageNet would allow to
sample more topologies and therefore explore the topology space more
thoroughly.

Structured Pruning. The methods introduced in chapters 4 and 5 are
unstructured pruning methods, meaning that they prune weights indi-
vidually which is a flexible approach that allows to reach high prun-
ing rates. However, the speedup obtained by unstructured pruning is
not straightforward and could necessitate additional optimisations. On
the other hand, structured pruning methods, which prune weights in
groups, yield networks with lower pruning rates but with a regular
structure. This regularity can be exploited to obtain a more straightfor-
ward speedup in the most popular Deep Learning frameworks [149, 1].

Our method, Arbitrarily Shifted Log Parametrisation (ASLP), could
benefit from a structured pruning approach. In addition to the afore-
mentioned network regularity, using a structured approach could allow
to reduce the number of masks to train. Instead of training a mask per
weight, it is possible to train a mask per group of weights. This could
lead to significant memory savings and speedups during training since
the sampling operation takes a heavy toll on the GPU. Our prelimi-
nary works on a semi-structured approach, where we start by pruning
the network with a structured approach and then perform an unstruc-
tured pruning step afterwards, limits the sampling: we only sample
the weights that are not pruned by the structured part. This approach
is promising since it can reduce on average the number of masks to
sample. However, the theoretical sampling speedup is not observed in
practice due to memory latency caused by partial access to the masks.
A careful reimplementation of the mask partial selection and sampling
logic could resolve this issue and allow for faster sampling.

Controlling mask magnitude. In chapter 5, we used a learning rate
value of 50 that is several orders of magnitude higher than standard
learning rates used in baselines training [23]. This choice is motivated
and explained in section 5.5.4. However, this high learning rate together
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with vanishingly small gradients as masks move away from the origin
(as explained in section 5.3.1) can lead to masks being stuck at their high
or low value and therefore being effectively frozen.

Adding a regularisation term to the loss function that penalises
masks with extreme values, or any other mechanism that can limit the
magnitude of the masks could help to mitigate this issue and prevent
a mask from being frozen. Our preliminary experiments with naive
regularisation loss show improved results in the aforementioned semi-
supervised setup.

Better initialisation scheme. The ASLP method introduced in chap-
ter 5 extracts a lightweight and effective neural network from a large
untrained one. The weights of the large network are initialised with
state-of-the-art methods such as Kaiming initialisation [67] and are not
modified. However, these initialisations are designed with weight train-
ing in mind and might not be optimal for the ASLP method which does
not train the weights.

A better initialisation scheme could be designed to improve the per-
formance of the ASLP method. This initialisation scheme could be in-
spired by trained weight distributions and could be designed to be more
robust to the pruning and sampling operation.

Training through pruning. ASLP and experiments conducted in chap-
ter 5 showed that it is possible to achieve compelling performances with-
out training the weights. This raises the question of the very necessity of
training the weights and opens the way for new research directions that
investigate the possibility of training a network through pruning. Fur-
thermore, in this context, the word training is to be understood lato sensu
and could include any strategy that selects a topology, not necessarily
strategies that rely on gradient-based mask training as we proposed.
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Appendix

A.1 Relationship between Multiply-Accumulate
Operations and the Number of Parameters

For a convolution operation, the number of parameters of a layer is not
representative of its computational complexity. Each kernel has to be
spatially convolved with the entire input. The resulting convolutional
complexity is, for one part, highly dependent on the input size, and for
the other part, higher than the number of parameters.

Without loss of generality, consider a 2D square matrix M of size
m × m, and a 2D convolution kernel K of size k × k, with k ≪ m. The
output of the spatial convolution of M by K is denoted O. The matrix
O is of size (m− k + 1)× (m− k + 1). Each one of the (m− k + 1)2 ele-
ments of O necessitates k2 multiplications and k2 − 1 additions. For the
sake of simplicity, we will consider k2 Multiply-Accumulates (MACs)
operations per element of O. The total number of MACs needed to com-
pute O, denoted µ, is therefore:

µ = (m− k + 1)2× k2

Considering that there are k2 elements in K, the ratio between the
number of MACs and the number of parameters is:

µ

k2 = (m− k + 1)2
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Since k≪ m, the ratio µ

k2 is always greater than 1, and grows quadrat-
ically with m. Therefore, for a 2D convolution, the computational com-
plexity can roughly be estimated as (m − k + 1)2 times the number of
parameters in the convolution kernel.

A.2 Scheduling of the Mixing Coefficient λ

This section presents the test accuracy of a Conv4 network trained on
CIFAR-10 with the method introduced in section 4.2.1 when schedul-
ing is applied on the mixing coefficient λ. Two trends are tested for
λ: increasing and decreasing. Given a λmax, a maximum number of
epochs emax, the current epoch e, and a shape parameter p, the decreas-
ing scheduling is defined as follows:

λe = λmax
p

√
1−

(
e

emax

)p

and the increasing scheduling is defined as follows:

λe = λmax

1− p

√
1−

(
e

emax

)p


Examples of the evolution of λ for different values of p are shown in
figure A.1 and the related performances in table A.1.

A.3 Xavier and Kaiming Initialisations
Glorot and Kaiming initializations are strategies for initializing the
weights of neural networks. They are designed to help mitigate the
issues of vanishing and exploding gradients, which can occur during
the training of deep neural networks.
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pruning rate (%) λ Trend p Test Accuracy (%)

90

incr.

0.6 85.46 ± 0.18

1 85.43 ± 0.46
1

0.6 84.96 ± 0.53

decr.

0.6 85.36 ± 0.59

1 85.55 ± 0.47
1

0.6 85.50 ± 0.29

95

incr.

0.6 84.00 ± 0.85

1 79.28 ± 0.96
1

0.6 66.43 ± 05.13

decr.

0.6 83.53 ± 0.65

1 83.42 ± 0.50
1

0.6 84.07 ± 0.92

99

incr.

0.6 14.27 ± 3.21

1 11.05 ± 01.26
1

0.6 10.33 ± 0.43

decr.

0.6 34.36 ± 33.40

1 52.51 ± 29.65
1

0.6 45.37 ± 32.32

Table A.1: Conv4 test accuracy on CIFAR-10, with λ = 50, for increasing (incr.)
and decreasing (decr.) scheduling for various pruning rates and values of the
parameter p. The networks have been trained for 300 epochs.
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Figure A.1: Evolution of the mixing coefficient λ for different values of p and
for increasing and decreasing scheduling. Best viewed in color.

Glorot Initialization, also known as Xavier Initialization, suggests
that the initial weights of the network should be drawn from a distribu-
tion with zero mean and a specific variance. The variance is dependent
on the number of input and output neurons in the weight tensor. Kaim-
ing initialisation is a modification of Glorot initialisation that is tailored
for neural networks with ReLU activations. It is designed to take into
account the fact that ReLU activations nullify half of the input values.
These two types of initialisation can be used with either a normal or
uniform distribution. They impact the standard deviation (and con-
sequently the variance) of the underlying distribution. The standard
deviation for Glorot normal initialisation is computed as follows:

σ =

√
2

nin + nout
(A.1)

where nin and nout are the number of input and output neurons in the
weight tensor. The standard deviation for Kaiming normal initialisation
is computed as follows:

σ =
1√
nin

(A.2)
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where nin is the number of input neurons in the weight tensor.

It is important to note that, when using the Pytorch framework, this
standard deviation is adapted depending on the type of non-linearities
used in the network. For instance, using ReLU activation functions re-
quire multiplying the standard deviation by

√
2 [154].
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