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I USED TO HATE WRITING
ASSIGNMENTS , BUT NOW

WITH A LITTLE PRACTICE,

WRITING CAN BE AN

INTIMIDATING  AND

IMPENETRABLE FOG!

WANT TO SEE MY BooK
REPORT ?

1 REAL\ZED THAT THE
PURPOSE OF WRITING IS
TO INFLATE WEAK \DEAS,
OBSCURE POOR REASONING,
AND INHIBIT CLARITY.

"THE DYNAMICS OF INTERBEING
AND MONOLOGICAL IMPERATIVES
W DICK AND JANE = A STUDY

IN PSYCHIC TRANSRELATIONAL.

Really tried to do the opposite while writing this thesis — and hope I managed to.






Résumé

Les différences de phénotypes — les caractéristiques physiques, physiologiques et fonctionnelles —
entre especes sont une manifestation de variations qui se sont produites dans leur génome, & ’échelle
moléculaire. Ces changements a long terme sont la conséquence de l'interaction entre processus de
différentes natures. La mutation, communément considérée comme aléatoire, est le moteur initial
de la diversification, et se produit a ’échelle d’un individu. Au fil des générations, un nouveau
variant génétique se diffuse au sein d’une population sous 'action combinée d’un processus non-
adaptatif, la dérive génétique, et de la sélection qui favorise ou non sa transmission selon 'avantage
reproductif que ce variant procure. L’adaptation du vivant & un environnement changeant émerge
de la combinaison de ces processus, a partir de laquelle son immense diversité se déploie.

Les espéces actuelles, et donc leurs génomes, partagent une histoire commune de par leur descen-
dance d’une méme espece ancestrale, qui s’est séparée au fil de 'accumulation de divergences entre
populations. En associant les séquences génomiques issus d’'une méme séquence ancestrale, et en
examinant leur divergence, il est possible d’interpréter les traces laissées par leur histoire évolutive
pour la reconstruire en partie. Parmi les événements de modification du génome, je m’intéresse au
cas des substitutions, c’est a dire des remplacements ponctuels & une position, au sein des genes
codants pour des protéines, dont la structure et la fonction peut en étre modifiée et donc avoir un
effet adaptatif. En confrontant le signal porté par ces substitutions a ’histoire d’un trait phénotyp-
ique on peut tenter de déceler une corrélation entre I’histoire évolutive d’un site codant et celle du
phénotype. L’identification de telles corrélations pourrait étre le signal qu’une position génotypique
est impliquée dans I’émergence ou le maintien du phénotype considéré, et plus largement témoigner
de son implication dans 'adaptation d’une espéce a un environnement donné.

De nombreux modeles du processus de substitution basés sur ce genre d’approches comparatives
existent déja et sont largement utilisés pour construire et améliorer nos connaissances de 1’évolution
moléculaire. Il est toutefois difficile de les appliquer a ’échelle génomique pour effectuer une détection
systématique des sites associés a un phénotype, du fait de la quantité de données que cela représente
et de la limitation de la puissance de calcul existante. Dans cette these, je cherche a proposer
une solution pour permettre ce genre d’analyse a large échelle & moindre cofit en temps, tout en
préservant la qualité des prédictions obtenues.

Apres des premieres tentatives infructueuses d’adapter des modeles linéaires utilisés en GWAS
a D’échelle des populations pour étudier les associations génotype-phénotype, pour les appliquer
a D’échelle inter-especes, j’ai identifié une approche qui semble constituer une solution satisfaisante.
Celle-ci se base sur un modele d’évolution des séquences protéiques — le produit de la traduction des
séquences d’ADN — publié précédemment, mais dont le potentiel n’avait pas été bien reconnu. J’ai
montré, sur la base de simulations, que I'implémentation que nous avons faite de ce modele permet
de déceler des changements dans la dynamique de substitution en association avec des variations du

phénotype aussi bien que plusieurs modeles plus complexes et plus cotiteux en calculs. Bien qu’elle



ne soit peut-étre pas plus rapide que d’autres implémentations de modeles phylogénétiques, ce qu’il
faudrait évaluer, elle apparait comme la plus rapide des méthodes dites “a profils” qui permettent
d’estimer une direction pour la sélection.

Une partie de cette these est consacrée a détailler cette méthode, que nous appelons Pelican,
son modele, son implémentation et quelques unes de ses limites. Une stratégie alternative pour
I'estimation des parametres du modele, en déportant les calculs sur GPU pour exploiter leur capacité
de parallélisme, est aussi explorée pour tenter d’améliorer la vitesse des analyses. J’ai également
proposé une extension du modele basée sur des phénotypes continus, et non plus catégoriels. Celle-
ci demande encore davantage de travail pour évaluer sa validité. FEnfin, j’ai cherché a identifier
une maniere de prédire les genes associés a un phénotype a partir des prédictions individuelles
réalisées a chacune des positions de leur séquence. C’est un objectif difficile a atteindre, du fait de
problemes statistiques inhérents a la méthode, mais j’ai identifié une approche qui permet d’exploiter
les prédictions par sites avec une puissance suffisante, bien qu’elle puisse manquer de robustesse dans
certains cas.

Afin de valider notre approche sur des données empiriques, je ’ai appliquée a des alignements
de génes de mammifere pour identifier des sites et des geénes associés a divers phénotypes discrets.
Les prédictions obtenues, comparées aux annotations et a la littérature existantes, suggerent que la
méthode est capable d’identifier des sites associés au trait considéré de maniere relativement fiable.
Le résultat de ce travail est 'implémentation logicielle de Pelican, qui bien qu’elle soit encore a un
stade précoce, propose une solution pour détecter des associations génotype-phénotype inter-espéces

a I’échelle génomique.
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Phylogenetic detection of protein sites
associated to a phenotype,

at the genome scale

Abstract

Phenotype variations across species — morphological, physiological, or functional traits — are
a manifestation of variations in their genomes at the molecular level. Long-term variations between
species are a consequence of multiple interacting processes of different nature. Mutation is the source
of diversification that occurs at the level of individual organisms, and is generally considered to be a
stochastic process. Through generations, a novel genetic variant diffuses within a population under
the combined effect of a non-adaptive process that is genetic drift, and selection that promotes
or represses its transmission, depending on the reproduction advantage it provides. Adaptation of
species to a perpetually changing environment emerges from the interaction of these processes, from
which the massive diversity of life unfolds.

Extent species and their genomes share a common history that stems from the ancestral ascent
they share, and separated into distinct species through the accumulation of divergences between
populations of the ancestral species. By gathering genomic sequences that originate from the same
ancestral sequence, and analyzing their divergence, it is possible to interpret traces left by their evo-
lutionary history and infer parts of it. Among the variety of modifications that may alter genome
sequences, I focus on substitutions, i.e. point modifications at one position within protein coding
genes, that may result in changes in the structure and function of the protein they encode, with
consequences in terms of adaptation. By analyzing the signal in these substitutions, in combination
with the history of a phenotypic trait, one may attempt to detect correlations between the evolu-
tionary history of a coding site, and that of the phenotype. The identification of such correlations
might then be the signature that a genotype site is involved in the emergence or the stability of the
trait under consideration, and more generally hint at its implication in the adaptation of a species
to a particular environment.

Many models of substitutions in gene sequences that exploit this comparative approach already

exist, and are widely used to develop our knowledge of molecular evolution. However, they are



difficult to apply at the scale of whole genomes for systematic detection of sites associated to a
phenotype, because of the large amount of data involved, and limited computing power. In this
thesis, I search for a solution to allow this kind of analyses at large scale, that would involve shorter
computation times, while preserving the quality of the resulting predictions.

After some unfruitful attempts at adapting linear models used in GWAS at the population scale
to study genotype-phenotype associations, in order to make them applicable at the level of species,
I identified an approach that seems to be a satisfactory solution. It is based on a model of amino
acid sequence evolution — thus working directly at the level of protein sequences, after translation
from DNA — that was previously published, but whose potential had not been recognized yet. I
have shown, using simulations, that our implementation of this model enables fast and accurate
detection of changes in the substitution dynamics that are associated to phenotype variations, just
as well as several other more complex and computationally intensive models. Although it might
not be a lot faster than other implementations based on phylogenetic models, that we could also
evaluate, it appears to be the fasted among so-called “profile” methods, which provide estimates for
the direction of selection at one site.

A part of this thesis is dedicated to exposing the details of this method, which we call Pelican,
including its model, implementation and some of its limitations. An alternative strategy for fitting
the model, using GPU computation to exploit the highly parallel nature of the problem, was also
explored to attempt improving the throughput of analysis further. I then describe an extension of
the model based on continuous traits, which were initially limited to discrete categories; more efforts
are yet required to evaluate the validity of this alternative model. I also investigate several ways
to predict genes associated to a phenotype, using site-level predictions obtained at each position of
their sequence. This is not an easy task, because of statistical issues inherent to the method, but I
came up with an approach that allows to exploit site-level predictions with good statistical power,
although its robustness may be lacking in some cases.

Finally, to further validate our approach using empirical data, I applied it to a genome-scale
dataset of coding sequence alignments of mammals, to identify sites and genes associated to several
discrete phenotypes. The predictions we obtained, when compared to the existing gene annotations
and literature, suggest that this method is able to identify sites associated to the trait quite reliably.
The result of this work is a software implementation for Pelican that, although it is in an early-
stage, is proposed as a solution to detect inter-species genotype-phenotype associations at the genome

scale.



Foreword

This thesis is a bit lengthier than I originally wanted. This is mainly because I took the time
to elaborate on the research process, and relate all of my explorations of the subject, even those
that were unfruitful. The other reason is that, at several points in the manuscript, I recap some
fundamental elements in the field of molecular evolution, either on the subject of the evolutionary
theory itself, or commonly used models and algorithms. I attempted to limit such explanations to
situations where they are relevant and actually helpful to understand the rest of this work.

Each chapter starts with a short introduction, which aims to recall how we got to this point,
and the motivations for the work that is presented. Each of them also ends with a summary of the
main points that were discussed in the chapter. I hope this will be useful to you as a reader, for
quickly assessing which parts of this manuscript are relevant for you depending on the nature of

your interest in this work, and for navigating its content with ease.
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Introduction

Phenotypic variation is a cornerstone of the evolution of species. Since Darwin’s ideas on “descent
with modification”, it is apprehended as both the consequence of the evolutionary process, and the
object of natural selection. With the advent of molecular biology throughout the 20th century, the
molecular basis of heredity has been better understood as the notion of genotype was materialized
from an abstract notion of inheritance, through the identification of DNA as the support of heredity.
With time and efforts, our understanding of the structure of DNA improved, first uncovering its
fragmentation into chromosomes, then the existence within them of genes: sub-sequences of DNA
that encode amino acid sequences, and are translated into the primary effectors of biological func-
tions called proteins'. This led to the establishment of the central hypothesis of molecular biology,
describing the tight one-way relationship between nucleic acid sequences and protein sequences.

Understanding the relation between genotype and phenotype has continued to be, and still is, a
major challenge for life sciences. It is indeed a complex task, for many reasons. The manifestation
of the potentiality encoded in the genotype into biological structures does not happen in a vacuum:
phenotypic traits are shaped by the interaction of the genotype with the environment, at many
levels. The expression of genes is regulated, in interaction with other genes and in response to the
environment, thus varying through tissues and developmental stages of an organism, and throughout
the rest of its life. Proteins, the product of gene expression and the main agents of biological
functions, also depend on their immediate environment to properly fold and exert a structural or
chemical role. Moreover, organisms are intricate, complex systems, in which biological structures, be
they molecules, cells, tissue or organs, inter-operate at multiple levels to develop and maintain life
functions. The idea that the genome is akin to a textual code that would define all the organization
and properties of biological structures is thus misleading: it merely holds the information necessary
to their reproduction?.

All in all, the complexity of the processes leading to the emergence of higher level phenotypes
makes it difficult to establish a mechanistic relationship between the genotypic information and phe-
notypic traits. We can however resort to correlative approaches, that do not immediately attempt
to determine a causal chain between the genotype and phenotype. They focus instead on the iden-
tification of genes, or variations within genes, that may be linked to a possibly complex phenotype;
understanding the nature of the putative relationships is then left to further investigation. We gen-
erally can not directly observe evolutionary events unfolding, but rather work with instantaneous
snapshots of their end product, observable on extent species. Understanding the association be-

tween the evolution of genes and phenotypic traits at the level of species thus requires some form of

L Although proteins are not the only functional agents of life: RNA can also have a functional role, in ribosomes
for example.

2This is translated from an eloquent formula from [Morange, 2000]: “L’ADN n’est pas le support d’une information
qui définirait la structure des composants élémentaires du vivant: il est simplement I'information qui permet aux
cellules de reproduire la structure de ces composants.”
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inference of past events, where the phylogenetic relationships between species come into play. The
present work focuses on detecting traces that remain within gene sequences from their evolutionary
history, to better understand their relation with a given phenotype. The term phenotype is used in
a broad sense, here and throughout this manuscript: it encompasses morphological and metabolic
traits, life-history traits such as longevity, or the ability to live in a particular environment. The
underlying assumption is that when phenotypic variations are the result of changes in the selective
pressure that is exerted, they may leave traces that are observable in extant genomes.

Using comparative approaches, we take advantage from observations of homologous sequences
somewhat considered as so many statistical replicates, to identify evolutionary trends among coding
sites that correlate with some phenotypic trait. However, unlike experimental replicates, observa-
tions of species and their genomes are not independent, due to their common evolutionary history:
homology both enables comparative analyses, and is a major confounding factor that must be ac-
counted for in their application. Gene sequences are the product of evolution as they are both the
result and the subject of an ongoing process, that involves a large diversity of events such as point
mutations, insertions, deletions, duplications, loss, recombination, horizontal transfers.. Among all
the modifications that a gene can go through on its evolutionary path, this work focuses on punctual
changes in the sequence at the level of species, i.e. substitutions, denoting the result of an individual
mutation spreading through a population until it becomes fixed as the only remaining variant.

I propose to materialize the problem at hand through simple illustrations of coding sites, which
we aim to determine whether or not they are possibly associated with a phenotype. Situations
depicted are kept voluntarily abstract, with arbitrary trees and phenotype annotations. Sequence
alphabet is depicted using symbols, that we can freely choose to represent nucleotides, codons, or

amino acids.
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trait — background — foreground

(a) (X) shows patterns for association with the trait; (b) Association of (Z) to the trait is more
the composition of (Y) seems to be independent from it. ambiguous.

Figure 1: Panel (a) shows examples of sites that can easily be identified as associated or not to the
trait, while panel (b) shows a more ambiguous site, where its association to the phenotype is harder
to evaluate.
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Figure 1a depicts example sites, X and Y, attached to a phylogeny of species with annotations of
a phenotypic trait — we assume here that the history of the trait to be known with certainty. From
the observation of each site composition, compared to the phenotypic condition, it seems likely that
the site X is associated to the phenotypic trait, while Y is likely not. We may postulate that the
composition of site X results from substitutions from an ancestral state €, that is conserved among
lineages having the background trait, towards a new state coincidentally to the presence of the
foreground trait. On the other hand, the composition of Y seems independent from the phenotypic
trait: both Q and @ substitutions are observed across conditions, in a seemingly random fashion,
suggesting that the substitution dynamics between alleles is unrelated to this particular phenotype.

On the other hand, figure 1b displays a situation for which it is much more difficult to assess
whether the site bears traces of a history associated to the phenotypic trait. For example, a large
number of species displaying the red (foreground) phenotype have genotypic state O, but it is also
present among some blue (background) species. Moreover, evolutionary distances are very short
within the sub-tree that carries most of these alleles, and should be accounted for: a scenario where
only one substitution towards ) occurred early by random chance and remained in this state is
perfectly plausible. The complexity of the site makes it much more difficult to conclude on the
matter.

How likely is it that the substitution dynamics in these examples depends on the phenotypic
trait? Just by looking at them, one could make qualitative answers in obvious situations, but not in
general. This illustrates the need for more formal approaches, for two reasons: (1) the necessity to
produce a quantitative assessment on the likelihood that a site has a substitution history related to
the phenotype, so that we can accurately analyze more complex situations; (2) to enable automating
the analysis so that it is applicable on large scale datasets of aligned sequences, as relying on
human evaluation to scan even the few hundreds of positions in one gene family alignment would be
laborious, not to mention the millions of sites that compose genome scale datasets.

For this purpose, formalization of the analysis can be achieved by using probabilistic models of
the processes that would be relevant to explain the data, combined with statistical inference to esti-
mate parameter values that fit the observations. In our case, it is the evolutionary process underlying
substitution events that ought to be represented. An actual model could be strongly mechanistic,
and incorporate with great precision theoretical elements from the current knowledge on the theory
of evolution, or rather phenomenological, relying on an empirical explanation of the data without
necessarily being anchored in the theory; it may as well stand anywhere in-between. Mechanistic
models thus have the benefit that variables and parameters typically have direct biological interpre-
tation. On the other hand, more phenomenological ones are typically less parameter-heavy®, thus
making them easier to apply, at the cost of renouncing to some extent the direct equivalence between
parameters and biological concepts. The choice of the model formulation depends on the question
that is asked, as well as computational or statistical constraints, as fitting complicated models typ-
ically requires larger data samples and more computing power. In this thesis, we explore the use of
models that lie at different positions in this spectrum, and evaluate their predictive abilities while
accounting for their computational cost.

Comparative approaches have been widely used to investigate the causes and effects of adapta-
tion, and search for associations between the evolution of genes and phenotypic traits. Studies have
highlighted the degeneracy of genes after environmental transitions, as relaxation of the selective

pressure permitted loss of their functions. For example, transitions from surface to underground

3 Although neural networks are a good counter-example: they are phenomenological by essence, but commonly
involve thousands of parameters.
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habitats in mammals have been found to be systematically accompanied by increased substitution
rate in vision-related genes, suggesting relaxed selective constraints [Partha et al., 2017]. Similar
results have been obtained on cave-dwelling freshwater crustaceans, and supported by the signifi-
cantly reduced expression of pigmentation and vision-related genes [Lefébure et al., 2017]. Adaptive
evolution also typically occurs in such situations, leading to the emergence of specialized traits that
contribute to the fitness of the species in a new environment (e.g [Chikina et al., 2016]). Host-
switching events among viruses entail changes in selective pressure [Tamuri et al., 2009], and traces
of persistent positive selection can be found in the viral genome, especially in genes having critical
role in pathogen-host interactions [Hou et al., 2022]. Convergent amino acid substitutions have also
been reported in relation to complex phenotypic traits, such as echolocation that was found to be
associated to independent substitutions in the sequence of the Prestin protein expressed in the au-
ditory system, across distinct mammalian clades [Liu et al., 2010]. Another example of convergence
is the independent emergence of the C4 metabolic pathway many times within the plant kingdom:
it has involved molecular adaptations in multiple enzymes [Besnard et al., 2009, Kapralov et al.,
2012], and led to increased photosynthesis efficiency in warm and arid environments. The predom-
inance of convergent adaptations among these few examples is no coincidence. Convergence cases
are particularly useful to understand the evolution of species, as they often provide an unambiguous
signal for adaptation: the repeated observation of independent but similar genomic changes on the
same locus, correlated to the presence of a phenotypic trait, suggests these changes were promoted
by directional selection®.

Across the variety of methods that have been employed to identify substitutions associated to a
phenotypic trait, there is currently a lack of satisfactory solutions to scan genome scale datasets in
a reasonable time. Previously published literature establishes that codon-level models of mutation-
selection are performing well at this task [Rey et al., 2019], but are computationally expensive; a
comparison to so-called w models is currently lacking. This calls for novel approaches that offer a
good trade-off between high throughput and reliability of predictions and enable conducting analyses
at the genome scale, and should be properly evaluated and compared to existing ones. Because non-
adaptive processes such as CpG hypermutability or GC-biased gene conversion (gBGC) do leave
perceptible traces in genome sequences that can be misleading, the robustness of detection methods
to such confounding factors should also be evaluated. Although the initial scope of this work is to
investigate methods for the detection of sites within genes that are associated to a phenotype, we are
also interested in gene-level predictions for phenotype association from site-level results. Altogether,
the questions that motivate such methodological developments are: which sites in genome-wide
alignments have evolved in relation to a given phenotype? Among them, how did the evolutionary
dynamics change concomitantly to variation of the trait? Can we distinguish changes in its direction?
And which genes carry a differential signature between traits? The purpose of this work is to propose
methodological tools that help answering these questions, and are applicable at the scale of genomes.

As an opening matter, I describe in chapter one the methodological framework in which this
work is conducted. This is motivated by the need we have to evaluate methods that we investigate
to perform the detection of genotype-phenotype associations: this requires to have access to a
“ground truth”, that can be obtained by relying on simulations. This chapter thus focuses on the
simulation model that was chosen, and the measurement of detection performance to be compared

across methods.

4Note however that convergent adaptation is a special case of positive selection towards the same direction, and
the two notions should not be equated. Successful attempts have been made to distinguish positive selection from
convergent adaptation, e.g in the instance of the molecular evolution of Rubisco (a key enzyme in photosynthesis)
towards C4 metabolism [Parto and Lartillot, 2018].
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I then report in chapter two our initial attempts using linear mixed models, to identify sites
associated with a binary trait based on their composition. These models lay far on the phenomeno-
logical side, as they do not model substitution events at all, but rather look for correlations between
site composition and phenotypic trait, while somewhat accounting for the phylogenetic relationship
between observations.

At this point, we suspect that these simple approaches are lacking, and turn to exploring the use
of phylogenetic substitution models. In chapter three, an evaluation of several methods is presented,
that encompass a linear mixed model, amino acid substitution models, a mutation-selection model,
and a model of codon substitution rates. Using simulations conducted on multiple empirical and
synthetic phylogenies, we show that our implementation of a previously published model of amino
acid substitutions [Tamuri et al., 2009] has good performance, comparable to more complex models
operating at the level codons. It is also faster than the other phylogenetic methods that were
evaluated, and offers what seems to be a good trade-off between speed and accuracy for the purpose
of detecting genotype-phenotype associations. The content of this chapter has been accepted for
publication in Molecular Biology and Evolution (MBE).

On the basis of these findings, more efforts were dedicated to improving this implementation,
that we named Pelican, as well as identifying and understanding its limitations. Chapter four is
an in-depth presentation of the model and implementation of Pelican, that details the underlying
substitution model and the procedure by which hypothesis testing is performed, as well as statistical
limitations with a particular focus on the calibration of the test. I also discuss a particular case
that was encountered during our benchmark experiments on the detection of relaxed selection, and
propose workarounds to tackle this specific case.

An extension of Pelican to handle continuous phenotypic traits is described in chapter five. The
search for associations between genotypes and continuous traits is typically done by binning the trait
values into discrete categories, somewhat arbitrarily. We propose a model that does not require such
discretization of the trait and enables the analysis of a continuous trait as-is. Using simulated
datasets against several discretization strategies, we report that this model is an improvement over
discretization approaches. We also scan several mammalian genes that were found to be associated
with longevity, and compare our predictions to published results.

All variations of Pelican operate at the site level, and produce site-wise predictions. While this
level of information is already useful, we strive to exploit the set of predictions made within each
gene to provide diagnostics at the level of genes, and enable the identification of candidate genes
most likely to be associated to a phenotype. We explore in chapter six different ways to aggregate
the site-wise predictions resulting from Pelican runs into a gene-wise score, so that a list of best
gene candidates can be established. We apply one of the method we designed to finally conduct
analyses on an empirical dataset, Orthomam, a database of coding sequence alignments from 116
mammalian species. Scans for associations were performed against several phenotypes, producing
site- and gene-level predictions for each of them, that we review and confront to both the literature
and our expectations.

Finally, this work is concluded in chapter seven with a discussion on limitations and critical
points that one should be aware of when using Pelican. In particular, I discuss of the general
biological interpretation of results obtained with Pelican, and some pitfalls that should be watched
out for. Some underlying hypotheses of the model are also made explicit, which is an opportunity
to identify the kind of associations that can be detected, and those that can not. I then propose
several perspectives to further this work, that consist either in improvements on the implementation

of the current model, or extensions of the model to broaden its application scope as well as hopefully
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improve its throughput and accuracy.

Note: a study we published during my time as a PhD student, but that is unrelated to the subject
of this work since it focuses on the epidemiology of Sars-CoV-2 in early 2020, is also included in

appendix F.
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Chapter 1

Framework for the evaluation of

detection methods

Since we aim to develop methods to scan for sites under differential pressure, we need to determine
and quantify how accurate they are. A perfect method should correctly distinguish every “positive”
site that underwent selective pressure change coincidentally to phenotypic variation, from “negative”
sites whose evolution is independent from the phenotype. Determining the ability to discriminate
between the two requires prior knowledge of the composition of the two sets, so that predictions
made by the method can be confronted to a ground truth. It is possible to achieve this using real
data, e.g. from already published analyses, although this is quite inconvenient: such datasets are
often limited in size, are not always readily available, and there is generally some uncertainty on the
results that are published. Comparing, and eventually corroborating results obtained on real world
data is certainly informative and an important step in the validation of methodological developments
— and we do rely on this to validate some of our approaches — but it is not practical for systematic
evaluation of performances. An other way is to use a model to simulate synthetic alignments, so
that the generative process for each site is known, since it is controlled by the model parameters.
The particular model that is used in the simulation can be arbitrary, although it is typically desired
to be as realistic as possible. To that end, we use a simulation model derived from the mutation-
selection (MutSel) framework, a rather mechanistic modeling approach where most parameters are
identifiable to biological processes.

As you may be already familiar with Markov chains, the Wright-Fisher model or mutation-
selection models, feel free to skip directly to section 1.3.3 that exposes specific extensions of the
mutation-selection models we used in some of our simulations. Section 1.4 follows, describing our
methodology for measuring detection performances.

The first part of this chapter (section 1.1) focuses on Markovian processes, and particularly
continuous-time Markov chains, to expose the modeling framework that we use for simulating, as
well as for inference throughout this work. They are the mathematical foundation of many models
of sequence evolution, among which are mutation-selection models, as well as most phylogenetic
models that are discussed in this thesis.

After these mathematical notions have been exposed, I describe in section 1.2 the essential
biological components of the substitution process that are modeled in the MutSel framework. I
present a short historical overview of the research that led to their identification and a better

understanding of their interactions. A description of mutation-selection models is then provided,

19



1.1. Modeling the evolution of sequences using continuous-time Markov chains Chapter 1

building on these supporting elements, as well as extensions of the base model to include additional
biological processes, namely GC-biased gene conversion and CpG hypermutability. A procedure to
simulate persistent positive selection is also presented.

In this work, we define the performance of a method by its ability to make accurate predictions,
and measure it using two metrics, precision and recall. T describe in the second part of this chapter
(section 1.4) the methodology we use to compute a score that integrates these metrics, and associate
a confidence interval to it.

The MutSel simulator and the estimation of precision-recall scores make up the two essential
tools that we use in our search for methods for detecting differential selection correlated with a

phenotypic variation.
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1.1 Modeling the evolution of sequences using continuous-

time Markov chains

Modelling sequence evolution is typically done using a Markovian process that describes the dynamics
of substitutions between states (e.g. nucleotides or amino acids) along a phylogeny. Markov chains
are used to model stochastic processes as a set of possible states of a system, and the probabilities of
transition between each pair of states. Given an initial distribution of states, a Markov process can
be unfolded through time, either in a discrete step-by-step manner, or continuously, to determine
the probabilities for future states of the system. A preeminent characteristic of Markov processes
is that they are memory-less: future states only depend on the present one, and the complete
history of previous states does not have to be known to make predictions. Because the evolution
of sequences is best modelled as a continuous process through time, only continuous-time Markov
chains is presented in this section.

In this framework, the components of a model of sequence evolution are a discrete state space,
that represents the sequence alphabet, and a transition rate matriz Q. It is a square matrix having
the same dimension as the state space, that holds the instantaneous rates of transitions that can
occur between each state. The diagonal terms are minus the total rate of change away from each
state, so that the sum of terms in each row is equal to 0. A diagonal term g;; thus represents the rate
of departure from state i. Equation 1.1 illustrates the general form of rate matrices, for a state space
of dimension n, where g;; is the instantaneous transition rate from state ¢ to j. It is oriented with

initial states as lines, and transition states as columns. This matrix defines a substitution model,
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Figure 1.1: Representation of a nucleotide substitution model as a graph. The state alphabet is the
set of possible nucleotides: A, T, C or G; transitions between states occur at different instantaneous
rates ¢, which are generally gathered in a matrix.

and can also be represented as an oriented graph, such as depicted in figure 1.1 for the nucleotide
alphabet.

1 2 n
1 - ZQIj q12 qin
J
2 g21 - ZQ2J‘ qon
Q= j (1.1)
L J J

From the rate matrix, a stochastic matrix or transition probability matrix P(¢) is derived to obtain
time-dependent probabilities of changes between states. It is the solution to the differential equation
P'(t) = P(t)Q with respect to ¢

P(t) = e (1.2)

where p;; = P[z(t) = j|z(0) = 1] is the probability of transition from state i to state j after a time ¢.
Each row describes all the possible transitions from one state, including the probability to remain

in that same state, hence the sum of probabilities at each row is 1
sz‘j =1 (1.3)
J

The probability distribution of states \(¢) after a time ¢, is given by a vector-matrix product of P(t)
and an initial distribution A(0). A(¢) is a vector of probabilities, with the dimension of the state
space, holding the probability for each state at time t. The sum of its components Y A(t) = 1 for
any t.

A(t) = M0)P(t) (1.4)

In the context of sequence evolution, this has a direct application in finding the probability distri-
bution of states A(t) at the tip of a branch with length ¢, given the distribution A(0) at the origin of
the branch.

Markov chains are memory-less processes, meaning that the future states of the system that

is modelled only depend on the current state at any point. This implies that predictions of state
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1.2. The substitution process at the level of populations Chapter 1

distribution can be made on each node, only knowing the distribution on the upstream node, without
the need to look further up towards the root of the tree. It also makes possible to stop and restart

the process at any point, and compute the corresponding state distribution

A state probability distribution that is unchanged by the application of the stochastic matrix, is
known as a stationary distribution, defined as m# = wP(t). Some evolution models assume the
process is stationary, and are parameterized using a stationary distribution which determines a
general direction for transitions — an example is given is given in section 4.2.1. A Markov process

is called time-reversible when the direction of the change between two states is identical, so that
TiPij = TjPji (1.5)

It is a convenient assumption for computing the transition probability matrix, as the rate matrix of
a time-reversible process has real eigenvalues and eigenvectors, a property that makes its exponen-
tiation easier. An application of this is presented in section 4.3.3.

The continuous-time Markov chain framework is applicable to model the evolution of both nu-
cleotide and amino acid sequences, with adjustments to the dimensions of the rate and probability
matrices. Its realism is however limited for this purpose, as it is not well suited to model the evolu-
tion of sequences as a whole, but rather model each site independently — although some parameters

may be shared across sites.

1.2 The substitution process at the level of populations

Although they are often reduced to be considered as point events in large-scale evolutionary models,
substitutions are by essence the result of a process unfolding within populations, that involves
multiple components. Figure 1.2 depicts a simplified overview of the substitution process within a
population, without giving much details on the forces at play for now.

When a mutation occurs within a population, the long-term fate of the mutant allele is either
to reach 100% frequency and become fixed within the population, or to completely disappear'.
The diffusion of the mutant allele partly depends on the reproductive success of individuals that
carry it. The characterization of mutations as deleterious, neutral, or advantageous has thus to
be understood as a difference in reproductive success between the new allele and the non-mutated
allele, i.e. their relative fitness. Allele frequencies are also subject to stochastic variations between
generations through genetic drift, a process that may be responsible for the random fixation or loss
of alleles in the population, at the condition that they are not too strongly deleterious. Fixation
and loss of alleles are both absorbing states, in that once they have occurred, the frequency of allele
remains constant at 0 or 100%. However, new mutations can still arise at the same locus, and

reintroduce variability in the population eventually leading to other substitutions.

1Long-term polymorphism can still be maintained e.g. in the case of frequency dependent selection which favors
low-frequency alleles and penalizes high-frequency alleles.

22



1.2. The substitution process at the level of populations Chapter 1
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Figure 1.2: Schematic depiction of the stages in the process of allele substitution within a population.
Arrows symbolize the passing of at least one generation. An initial population where all individuals
share the same ancestral allele (blue turtles) is considered. From this state, a mutation may occur and
introduce a new (orange) variant. The frequency of this variant then fluctuates across generations,
under the combined effects of random drift and selective forces. The ultimate fate of the allele is
either to be entirely removed from the population, or to become fixed in the population as the only
remaining variant.

Selective forces, actualized as fitness differentials, and genetic drift, responsible for random vari-
ations of allele frequencies, are the primary forces® that determine the diffusion dynamics of alleles
within populations, and ultimately the occurrence of substitutions at larger time scales. The follow-
ing sections introduce in further details classical models from population genetics, that describe the
diffusion of alleles in populations using these two components. I hope it might be helpful, both in
establishing the grounds on which substitution models are built, and exploring the interplay between

selection and genetic drift from a historical perspective.

1.2.1 The mechanism of substitution in population genetics

Starting early in the 20th century, the combined works of Wright, Fisher and Haldane have been

foundational to the establishment of population genetics and, later on, of molecular evolution. Fisher

20ther processes may also alter the diffusion of alleles; they are left out for now, but some of them will be discussed
later on.
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proposed a mathematical model for the variation of allele frequencies within a population, assuming
Mendelian segregation of alleles at each generation [Fisher, 1922]. The population is considered
almost “ideal” in the sense of Hardy-Weinberg: it is infinite in size, with random mating and non-
overlapping generations; furthermore, mutation or migration events are non-existent. Fisher’s model
mimicked the effect of selection — which is null in Hardy-Weinberg populations — on the variation
of allele frequencies, by assuming that the genotype of diploid individuals determined their survival
until maturity. Depending on the relative advantage that each genotype had on the probability of
survival, the steady state for the system could be determined, either leading to the fixation of one
allele, or the coexistence of the two alleles in the form of three possible genotypes (homozygous AA,
aa, or heterozygous Aa).

Using this model, Haldane derived the probability that an advantageous mutant allele is sustained
within the population. He showed that, “after only a single appearance in an adult zygote”, the
mutant allele has probability 2s to reach fixation, where s is a value denoting a selective advantage
[Haldane, 1927]. Haldane defines (1 + s) as the mean expected number of descendant for each
individual that carry the allele and survive to produce a new one.

Wright then adapted the model to consider finite population sizes, with the number N of in-
dividuals (2N alleles for diploids) remaining constant between generations [Wright, 1931]. The
probability of fixation within a diploid population for a single advantageous mutation, derived in

—4Ns) For large values of N,

[Haldane, 1927] to be equal 2s, is thus generalized to give 2s/(1 — e
the probability is approximately 2s, consistently with the result obtained by Haldane for infinite
populations. This modification had a major consequence on the prediction of allele frequencies: in
the absence of selection, Fisher’s model was at the Hardy-Weinberg equilibrium and the frequencies
were constant through time; whereas considering a finite population induced random fluctuations
of allele frequencies between generations, that were not caused by selective effects. This stochastic
process, known as genetic drift, eventually leads to the fixation of one of the alleles in the popu-
lation. This model, describing the fluctuation of allele frequencies in the absence of selection, was
later named the Wright-Fisher model.

In his article, Wright mentioned that deviations from the hypotheses made on the population
were likely to occur, such as non random mating or unbalanced sex-ratio. He thereby introduced
the idea of effective population size, representing the number of breeding individuals in an idealized
population that would behave like the real population under consideration. A direct implication is
that the effective population number N, is commonly lower than the census population, so that the
importance of random drift relative to selection is higher that it was initially thought to be. This
was foundational to the development of the neutral theory of evolution, of which Motoo Kimura
was one of the pioneer. Regarding the probability of fixation for a single mutation, Kimura refined
Wright’s equation to be (1 —e~2%)/(1 —e~4Ne) [Kimura, 1962]. When |s| is small, Wright’s formula
gives a good approximation of this expression, which thus remains in conceptual agreement with the
previous results.

The combined efforts of Wright, Haldane, Fisher, and then Kimura greatly contributed to the field
of population genetics ?, and the development of the Modern Synthesis of the theory of evolution, by
bridging the gap between Darwinian selection and Mendelian laws of inheritance using mathematical

modelling.

3And many others, whose efforts and contributions I am unfortunately not able to credit without dedicating an
unreasonable amount of time to it. This historical overview is meant to be concise, but was informed by reviews
[Crow, 1987, Patwa and Wahl, 2008, Bacaér, 2011] on the subject which can be referred to for more details.
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1.3 Simulating alignments in the mutation-selection

framework

As described in the previous sections in this chapter, the probability of fixation is a balance between
the effect of selection depending on the relative fitness s of the mutant, and genetic drift that depends
on population parameters that are captured in N, the effective population size. The core concept of
mutation-selection models is to describe the substitution process as two components, as established
in the Wright-Fisher model: random mutations events that occur at the level of individuals, and the
probability that they become fixed in the population (see [Teufel et al., 2018] for a review). Codon-
level modeling allows for accurate representation of mutations that occur at the level of nucleotides,
distinguishing synonymous from non-synonymous substitutions, and comparing fitnesses between
amino acids in the latter case. Other factors influencing the probability of fixation can also be
accounted for, examples of which are given in the following sections.

The general definition of MutSel models is in the form of Markovian substitution processes, where

the transition rates between codons are defined as

q;y:UXMxy XIPZ]lCix(xﬂy) T Fy

yF#

(1.6)

where [z, is the instantaneous rate of mutation from codon « to y, and Py, (x,y) is the probability
for its fixation. The o constant is often incorporated to scale the rates, allowing to adjust the
measurement unit. This gives the rate matrix @), with dimension 64 x 64 when all codon transitions
are represented, or 61 x 61 if stop codons are removed from the alphabet as nonsense or nonstop
mutations typically result in nonfunctional proteins.

The mutation rate between codons is typically derived from a mutational process modelled at the
nucleotide level. This process can be defined using classical models of nucleotide mutations, like e.g.
HKY85[Hasegawa et al., 1985] in [Halpern and Bruno, 1998, Yang and Nielsen, 2008, Tamuri et al.,
2012]. In the simplest case, mutations only occur between neighboring codons, that is codons that
differ from only one nucleotide, and replacement rates between single nucleotides can be directly
incorporated. Mutations between non-neighboring codons can also be modeled using probabilities

of nucleotide mutation at each position [Halpern and Bruno, 1998, Tamuri et al., 2012].

3
pey o L e, (17)

j=1
The probability of fixation Py, (x,y) is typically defined as a function of the relative fitness
difference between ancestral codon z and mutant codon y, and the effective population size N,, as
established in the population genetics theory [Wright, 1931, Kimura, 1962]. The effective population
size is generally assumed constant across lineages, although branch-specific values for N, could be
represented as in [Nielsen et al., 2006]. Importantly, the corresponding parameter in mutation-
selection models is often the effective chromosomal number N, allowing to generalize the equation
to any ploidy. Although the actual specification varies across models, sometimes incorporating other
factors, the general definition is

1—e 28 2s
I[Dflib(xvy) = 1— 6_2NS ~ 1— 6—21\73

when |s| is small (1.8)
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where s is the relative fitness difference between codons f(y) — f(x).

Finally, fixation times are typically assumed to be negligible compared to the time between
mutations, so that polymorphism caused by new mutations during the diffusion of a mutant allele
in the population can be neglected.

As established by population genetic theory, the fixation probability is influenced by the com-
peting forces of genetic drift and natural selection, the relative effect of which depending on the
effective population size N.. A large effective population size makes the relative fitness of a mu-
tation the predominant factor in its fixation probability. On the other hand, random fixation of
alleles independently of their relative fitnesses through genetic drift is dominating when the effective
population size is low.

In this way, small fitness differences between alleles have little influence on the fixation probability,
while mutations inducing marked reductions in fitness are very unlikely to be fixed. Mutations may
also be beneficial when the new allele has greater fitness, increasing the chance that it becomes
fixed in the population. As a result, slightly deleterious mutations are allowed to be fixed in the
population, while fixation of lethal or strongly disadvantageous alleles is rare; positive selection can
also occur, raising the probability of fixation of favored alleles.

The first model of this class was proposed in [Halpern and Bruno, 1998], to perform an inference
of evolutionary distances between aligned sequences. The model does not include explicit parameters
for N, and s, instead deriving the probabilities of fixation from its definition in [Kimura, 1962] to be
a function of mutation probabilities between codons and their equilibrium frequencies. [Yang and
Nielsen, 2008] is an example of extension of the base MutSel model that distinguishes synonymous
from non-synonymous codon substitutions. It was used to investigate the effect of selection on
codon usage, by modeling fitness differences at the level of codons. The instantaneous rates for
non-synonymous substitutions are scaled by a positive parameter w?, to represent selection at the
protein level. The value of w have been found to be increased when “the substitution process is
not dominated by selection or drift, but admits interplay between the two” [Jones et al., 2016],
using a mutation-selection model to highlight this phenomenon they named shifting balance. Other
mutation-selection models have been proposed to estimate amino acid fitness distributions [Rodrigue
et al., 2010], that can be contrasted between phenotypic traits, e.g. different hosts species for the
Influenza virus [Tamuri et al., 2012] or C3/C4 photosynthesis [Parto and Lartillot, 2017, Parto and
Lartillot, 2018]. These models introduce new approaches to investigate selective effects in coding
sequences’, that differ from the widespread w-based framework by modeling individual amino acid

fitnesses, and have clearer population genetics interpretation.

1.3.1 A mutation-selection model to simulate coding sequence alignments

The model we use to simulate alignments, including sites under differential selection, belongs to the
latter sub-family of mutation-selection models and involves a representation of amino acid fitness
profiles. Tt is the same as in [Rey et al., 2019], with some extensions that I describe in section 1.3.3.

Substitutions between codons are represented as a site-independent process, by defining a 61 x 61

4w is a central parameter in codon models that investigate selective effects through the comparison of rates of

synonymous and non-synonymous substitutions (w = dx/dg). This class of model precedes the MutSel framework,
and is explained with more details in the introduction of chapter three.
5This kind of applications for mutation-selection models was already foreseen by [Halpern and Bruno, 1998]:
“Without denying the existence of rate variation due to positive selection (e.g., as result of immune pressure on an
antigenic region of a pathogen) or purifying selection at levels other than the amino acid level (e.g., RNA secondary
structure, same-residue codon bias, etc.), it would be interesting to see the extent to which observed rate heterogeneity
in coding regions could be reduced to variation in the strength of residue preferences as indicated by their frequencies.”
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matrix Q° of transition rates at each site 7. Transitions involving any of the three stop codons are

not allowed, by removing them from the alphabet of states altogether.

quy = My X P?m(l’, y) Z 7é Y

qaicac = Z qfcy
y#£T

(1.9)

Transition rates are simply expressed as the product of codon mutation rates p,,, and probabilities
of fixation P%, (z,y) from codon z to y. These two components of mutation and fixation that make

up the substitution model are illustrated in figure 1.3, along with the parameters that they involve.

Mutational component

We define a site-invariant mutational component where multiple nucleotide mutations cannot occur
at once, therefore prohibiting mutations between non-neighboring codons as in [Thorne et al., 2007,
Yang and Nielsen, 2008, Rodrigue and Lartillot, 2016]. The nucleotide mutation process is described

using a general time-reversible (GTR) process [Tavaré et al., 1986, Lanave et al., 1984].

7 : nucleotide equilibrium frequencies
a,b,c,d, e, f : nucleotide exchangeabilities

A c G T
* arc bmg cnr (1.10)
ama * drg enr

by  drc * frr

4 Q@ Q »

cta ene  fra *

Among classical models of nucleotide mutations, this is the most general in that it involves
the most parameters, which can be constrained to reproduce other commonly used models such as
HKYS5 if desired. Using such a parameter-rich specification for the mutational component would
typically increase the difficulty of fitting the model to limited data but is not an issue in the context
of simulation, where parameter values are controlled. The mutation rate in our model is then defined

as

Ry, if codon y can be reached from x by mutating one nucleotide u — v (1.11)
Moy = .
0 otherwise

Fixation component

The fixation probability of novel mutations from codon z to y is a function of the selection coefficient
S;y at site ¢ .
Siy

T (1.12)
1—e S

szx(‘ray) =

For numerical reasons, a first order approximation Py, (z,y) = (1+ 5%, /2) is used whenever |S%, | <
10730, The scaled selection coefficient S;y is null if  and y are synonymous codons. For non-

synonymous codons, it is calculated as the difference of their scaled fitnesses I’

Sey = FZXA(y) - FAA(;I;) =2N (fAA(y) - f,lqA(z)) (1.13)
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Model specification Parameters

) S;y 7 : nucleotide equilibrium frequencies
Quy = Haoy X — g TFY _
Qe1x61 = ' 1—e 7wy a,b,c,d, e, f : nucleotide exchangeabilities
Tow == 2 zy p : scaling factor for the intensity of selection

y#x
[ : a vector of amino acid preferences

Py : GTR (7, {a,b,c,d,e, f}) Optional parameters

gi o, 52 Ay) B : intensity of GC-biased gene conversion
=y = P08 B A=) H : CpG hypermutability rate

Z : intensity of persistent positive selection

B Lull il

Figure 1.3: Representation of the mutation-selection model as a directed acyclic graph. Arrows
indicate that a variable or parameter affects the value of the variable that it points to. Dashed
arrows indicate optional parameters that are involved in extensions of the model.
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where ff4 Ae) is the fitness of the amino acid encoded by codon c at site 7. Ultimately, the substitution
rate from codon x to y for haploid species is expressed as the expected number of mutants at each
generation (N[, ), multiplied by the probability of fixation of the mutation:
i

Uy = N%y% (1.14)
The same specification is used in many other mutation-selection models [Yang and Nielsen, 2008,
Rodrigue et al., 2010, Parto and Lartillot, 2017, Parto and Lartillot, 2018, Tamuri et al., 2012,
Tamuri, 2021].

To improve the realism of simulation, we use distributions of amino acid preferences that are
estimated experimentally from [Bloom, 2017]. They consist in 263 vectors of frequencies V' with size
20 (each summing to 1), that can be randomly sampled to act as a proxy for fitness values of each
amino acid at one site. As a consequence, we do not dispose of actual fitness values for amino acids,
as described in equation 1.13.

Denoting BZ Ae) the experimental frequency at site i of the amino acid encoded by ¢, we specify
the selection coefficient at site ¢ to be

i ﬂxi‘lA(y)
Sy = plog —— (1.15)

B 34A(:1:)
where p is an arbitrary scaling constant, that controls the intensity of selection and is proportional
to N, which is not explicitly represented. For the purpose of simulating alignments, incorporating N
would also involve setting arbitrary values for it, since we do not attempt to represent the evolution
of a particular population where an accurate value of N would be relevant.

Equations 1.13 and 1.15 are thus equivalent with regard to the process that is represented:

inlA(x) = plog Bfa\A(m) = 2Nfim(m)

) ‘ (1.16)
log rBixA(x) # fixA(z)

Because this model describes evolution independently at each site, the realism of simulations
using it is limited. Proteins are not just ordered collections of amino acid, but they have multiple
levels of structure that emerge from the interactions between amino acids, and are essential to
their functional role. Modelling the co-evolution of interacting sites within one or between multiple
proteins would therefore be an improvement of the realism of simulations, just like accounting for the
genomic architecture in general. The evolutionary mechanisms that are represented are also reduced
to the most basic components, and other phenomenons could be described more precisely, like codon
usage bias, recombination and biased gene conversion, insertions-deletions, gene duplications... We
propose some extensions of the model to account for some of these molecular mechanisms in section
1.3.3. It is done with the intent to evaluate their impact on the predictions made by detection
methods, rather than attempt to produce perfectly realistic alignments, which is beyond the scope

of this work — we are satisfied with “realistic enough”.

1.3.2 Simulations

The model is used to simulate codon alignments from the definition of the substitution rates in Q?
at each site 4, using Gillespie’s algorithm for stochastic simulations|[Gillespie, 1976] running along a

phylogenetic tree with branch lengths. Gillespie’s algorithm allows to simulate the evolution of a
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system that is driven by a stochastic process, such as the one we specified in our mutation-selection
model. The main idea is that the number of transition events that occur within a time window At
follows a Poisson process with parameter v(x)At, where v(z) is the total rate of departure from the
initial state z. Consequently, the waiting time for the next occurrence of a state transition follows

an exponential distribution

v(r)= Y Quy

yyFa (1.17)
T ~ Exp(1/v(x))

Simulating the evolution a position in a sequence starting from a state x, along a branch with
length At = [, can thus be done by drawing a value for 7 and comparing it to the value of [. If
7 < [, then a transition had time to occur, and the nature of the transition is left to be determined;
otherwise the system remains at its current state and the simulation on this branch has ended. The
probability to reach an other state y from x, given that a transition has occurred, is proportional to
the rate of transition from x to y. Therefore, the value for y can simply be sampled from a discrete
distribution, with probabilities equal Qg, /v (x), for each possible state y. This process can then be
repeated, taking y as the new starting state and the remaining branch length [ — 7, until the end of
the branch is reached.

The algorithm requires that an initial state is set at the start of the simulation, that is the root
of tree. We assume that the process is stationary, so that the distribution of codon states at the
root is given by their equilibrium frequencies R, which are calculated as in e.g. [Yang and Nielsen,
2008]

3
R, o< [[ man) x exp (pﬁ.iAA(m)) (1.18)
i=1

A codon state is drawn at the root of the tree from this distribution, that defines the initial state
for the simulation that is propagated from branch to branch along the tree.

Sites can either be simulated under a neutral regime, where amino acid preferences 3* remain
constant across branches, or undergo differential selection by switching 3 depending on the branch,
and the phenotypic trait that is attached to it. Amino acid profiles 3 at each site are randomly
drawn among the 263 empirical frequency vectors measured by [Bloom, 2017]. When simulating
sites under differential selection, one profile per phenotypic trait value is drawn, with the constraint
that the most frequent amino acid must be different between profiles on a given site. This helps
preventing the simulation of sites under differential selection that lack the signal for it.

The parameter p controls the balance between the influences of genetic drift and natural selection
on the diffusion of mutant alleles within the population, and is fixed to p = 4 in all experiments,
unless specified otherwise. This value is the same as in [Rey et al., 2019], and was chosen to provide
good discriminating power between methods (see [Rey et al., 2019, supplementary figure S4]). Simply
put, this allows the simulation of sites which are neither too easy nor too difficult to identify by
detection methods.

As for parameters of the mutational component, nucleotide equilibrium frequencies 7 are ran-
domly drawn from a Dirichlet distribution, and exchangeabilities between nucleotides are symmet-

rical and drawn from a Gamma(1l, 1) distribution.
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Figure 1.4: Simulation of codon state transitions using Gillespie’s algorithm, under different selection
pressures described by pseudo-fitness profiles 5. Segments labelled as 7; depict randomly drawn
waiting times between substitutions. Colored tile vectors are probability distributions for the new
state. The set of parameters that are not dependent on the branch annotation is denoted by 6.

1.3.3 Extensions of the simulator

The base simulation model represents the substitution process by its essential components: a muta-
tion rate and a probability of fixation, that accounts for the effect of selection and drift. However,
other biological mechanisms do affect the dynamics of substitutions, and may interfere with the
signal for directional direction in real sequence alignments. We included two of them in the sim-
ulation model, to evaluate the robustness of detection methods to these confounding factors: (1)
GC-biased gene conversion (gBGC) that alters the probability of fixation of some mutations; (2)
CpG hypermutability that increases the mutation rate of CpG dinucleotides. We also extended the
model to allow the simulation of persistent positive selection (PPS), which may be challenging to

distinguish from directional selection.

GC-biased gene conversion

GC-biased gene conversion (gBGC) is a non-selective process that occurs during meiotic recombi-
nation, by which GC alleles are favored compared to AT when repairing mismatches in AT/GC
heterozygotes [Duret et al., 2002]. As a consequence, this increases the rate of fixation of GC alleles,
and tends to increase the overall GC content of genomes, particularly near recombination hotspots.
The effect of gBGC mimics positive selection, in that it promotes the diffusion of certain alleles
within populations [Nagylaki, 1983]; however it is not an adaptive process, as it depends on the bio-
chemical nature of the alleles, but not on their fitness. Although it can be distinguished from positive
selection [Galtier and Duret, 2007] by accounting for the location within genomes and the nature
of alleles that are fixed, they may be confounded by gBGC-naive methods performing systematic
screens for directional selection.

We extend the model defined in section 1.3.1 to incorporate gBGC within the calculation of the
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selection coefficient S

B if y is reachable from x through {A,T} — {G,C}
v(x,y) = { =B if y is reachable from x through {G,C} — {A,T}

(1.19)

0 otherwise

We assume that B, the intensity of gBGC, is constant across all positions in the sequence, which is
an unrealistic assumption as it typically is stronger near recombination hotspots — that our model
can not simulate either. Nonetheless, we believe that this is sufficient to assess the robustness of
methods to the general influence of gBGC as a confounding factor when searching for directional

selection.

CpG hypermutability

Cytosine-guanine pairs on a DNA strand, or CpG dinucleotides, are often methylated at C, a config-
uration which favors the spontaneous mutation from methyl-C to T. CpG hypermutability denotes
the fact that the frequency of such mutations is an order of magnitude higher than the frequency
of other nucleotide mutations [Bulmer, 1986]. As such, it can be a force that alter the dynamics of
substitutions at positions that are in this configuration.

The rate of mutation is scaled by a parameter H > 1 that controls the hypermutability rate
of CpG dinucleotides, when applicable. In order to properly identify CpG dinucleotides on each

strands of DNA, the simulator accounts for the flanking codons {I(z),r(x)} of the mutating codon x

(1‘,’,1‘,’4_1) ifi<3

forward strand :cj' =
(xi,r(x)1) ifi=3

(1.20)
ZEZ‘_l,ZEi) ifi>1

reverse strand x; = (
(l(x)s, ;) ifi=1

This allows to conditionally scale the mutation rate for codon mutations that can be achieved by
a single nucleotide mutation C' — T on either DNA strand, when the mutated nucleotide site is a

cytosine in a CpG dinucleotide

Quy = Moy X V(l‘,y,lm,rﬂ) X P;ix(gjvy)
H if (z;,=C)— (y; =T) and 2] = CG (121)
viz,y) = or (z;=G) — (y; =A) and z; =CG
1 otherwise

Persistent positive selection

Persistent positive selection, also known as diversifying selection, occurs when substitutions in se-
quences are constantly promoted, without reaching an optimal state. This is typical of Red-Queen
dynamics, where lineages that share ecological interactions undergo constant changes in response to
adaptations from their partner. A common example is host-pathogen interactions, where selection
favors mutations in the pathogen that improve its ability to exploit the host, and in return promotes

mutations in the host that help evade the pathogen. In the case of virus-host interactions, such
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situations have been highlighted at the molecular level, as the reproduction of the virus relies on its
ability to interact with specific host cell receptors, and to evade the host immune system.

Similarly to [Tamuri, 2021], site-specific parameter Z? > 0 is introduced in the expression of the
selection coefficient S%, controlling the increase in fitness obtained by simply changing the amino
acid

0 if x and y are synonymous

S, = (1.22)

P (log ﬂ,iq,q(y) — log B;A(m) + Zi> otherwise

1.3.4 Empirical phylogenies

To improve the realism of the simulated datasets, we use a set of empirical phylogenies. Because
the representation of these trees requires a lot of space and would break the flow of the document,
I present them in the appendix. Four of them were previously used in [Rey et al., 2019] for similar
purposes, and two more (HIV and Influenza) were included as well to cover a broader range of

configurations.

Rodents [Rey et al., 2019] Appendix figure B.1.

A small phylogeny of rodent species, annotated with clades adapted to life in arid environments.

Cyperaceae C5/Cy [Besnard et al., 2009] Appendix figure B.2.

Cyperaceae, also known as sedges, are a family of flowering plants similar to grasses, that

include the papyrus plant. The phylogeny was reconstructed by [Besnard et al., 2009] to
investigate the molecular bases for the convergent adaptation in sedges to C4 photosynthesis,

which is more efficient in warm environments than the ancestral C5 pathway.

Orthomam Echolocation [Scornavacca et al., 2019] Appendix figure B.3.

A phylogeny inferred from the Orthomam database, which consists in a set of 14 509 curated
alignments of coding sequences from 116 mammalian species. The phylogeny was reconstructed
at maximum likelihood from the alignments, using the IQ-TREE software [Nguyen et al., 2015].
A phenotype trait annotation was built from a subset of echolocating species, with ancestral

state inferred at maximum parsimony using Fitch’s algorithm [Fitch, 1971].

Amaranthaceae C3/C, [Kapralov et al., 2012] Appendix figure B.4.

Amaranthaceae are another family of flowering plants that convergently evolved the Cy pho-

tosynthesis pathway. Examples of commonly known species from this family are spinach and
quinoa. This dataset was used in [Kapralov et al., 2012] to identify traces of positive selec-
tion in the sequence of Rubisco — a key enzyme in the photosynthesis pathway —, as well
as in [Parto and Lartillot, 2018] that aimed to distinguish positive selection from convergent

evolution.

HIV [Murrell et al., 2012a] Appendix figure B.5.
A large phylogeny of HIV strains, with a phenotype annotation that represents an experimental
treatment where HIV strains were exposed to antiretroviral drugs, to investigate the acquisition
of drug resistance mutations. The resulting partition of the tree involves one transition event

on every odd terminal branch, amounting to a total of 238 transitions.

Influenza [Tamuri et al., 2009] Appendix figure B.6.
This is a phylogeny of influenza strains, divided into two clades depending on the host species

of the virus: avian species that are the ancestral reservoir, and humans which are a secondary
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host. This phylogeny is the only one among those we consider that does not involve convergent
adaptation as there is a single transition event from background (avian) to foreground (human)

conditions, that represents the switching between hosts.

1.4 Measuring the detection performance of a statistical method

When performing hypothesis testing with statistical methods, predictions come in the form of proba-
bilities, whether they are p-values or posterior probabilities. Given such scores, an actual prediction
can then be made by setting a threshold at which a value is extreme enough to be a signal for a
positive test. For example, p-values are a probability to draw a value for a test statistic under the
null hypothesis, that is equal or more extreme than the observed one. It thus represents the risk
that is taken to wrongfully reject the null hypothesis. In our day-to-day usage of statistical tests,
we are constantly confronted to the choice of the threshold for p-value significance. Lower threshold
values make the test more precise, as the production of false positive is less likely to occur; however
the test is then more prone to fail to detect positives, and produces more false negatives instead.
This trade-off is often represented using a combination of two metrics: sensitivity and specificity.
Sensitivity is the true positive rate, the fraction of true positive that were correctly predicted as
positive, while specificity is the true negative rate, the fraction of true negative that were predicted

as negative.
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Figure 1.5: Example dataset, comparing predictions to true categories. The color of a circle repre-
sents a prediction on one data point, while the square it is located in indicates which category it
actually belongs to.

They can be combined in a single accuracy metric, which is the fraction of correct assessments
among all predictions. This indicator is well adapted to balanced data, where the amount of positive
and negative elements is roughly equal, but it may be misleading when it is not the case. Indeed,
when most elements in a dataset are negatives, the accuracy of a method that always predicts
negatives would still be quite good. This is typically the case of the kind of data we are interested
in: the amount of positive sites associated to a phenotypic trait is expected to be low compared to
the amount of neutral sites. Therefore we can use instead precision and recall to measure the quality

of predictions. Precision measures the fraction of true positives among all positive predictions, while
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recall measures the proportion of actual positives that were identified. In this way the focus is set on
reliably detecting positive elements, and the assessment of performance is more robust to imbalanced
datasets.

When we need to compare the quality of predictions between methods, we do not want to make
such arbitration. Instead, we would rather have an overview of the behavior of the method regardless
of a particular threshold that would determine the trade-off between recall and precision. Indeed,
a method that has better predictive power than another is expected to have better precision and
recall across the board. This kind of comparison can be done by applying each method to a set of
observations, where the outcome for each datum is known (e.g by simulating the data under different
regimes, and using the methods to predict the regime from the data). Any threshold can then be
applied to the resulting probabilities, providing a set of predictions for each method. By comparing
these predictions to the known true state, we can compute the proportion of true positives within
the predicted positives (the precision), and the proportion of predicted positives within the true
positives (the recall). Repeating this for all the possible thresholds within the interval [0; 1], we can
produce a precision-recall curve by plotting the measured precision as a function of the recall. The
area under the curve (AUC) can then be computed to summarize the detection performance of a
method.

1.0

Precision

0.4

0.2

0.0

0.0 0.2 0.4 0.6 0.8 1.0

Recall

Figure 1.6: Precision-Recall curves are variable between runs (grey lines). The average trajectory
is shown as the red curve. The predictions that were used to generate this figure are kept abstract
here, and simply illustrate the variation of the AUC across repetitions.

A major pitfall is that precision-recall curves of one method are variable between runs, particu-
larly for low recall values, as shown in figure 1.6. Instead of a single precision-recall curve, a more
robust estimate of the method’s performance would be the average curve calculated from multiple

runs. A method was proposed in [Boyd et al., 2013] to compute the expected average AUC and the
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associated confidence interval at a chosen risk threshold «, without the need for repeated evaluation
of the method. All PR AUC results in this thesis are presented with a 95% confidence interval
(a = 5%). A convenient property of this procedure is that it only requires that the methods to be
evaluated provide predictions in the form of scores that can be sorted. In that manner, different
methods producing different kinds of prediction, like p-values or posterior probabilities, can have
their performance compared regardless.

An OCaml implementation is available at https://github.com/pveber/prc/, and a mirror

implementation as an R package is at https://github.com/lsdch/prauc.

1.5 Evaluation pipeline: technical aspects

We developed an evaluation pipeline for the evaluation of detection methods, that implements the
simulator and performance measurement that were presented in previous sections of this chapter.
This pipeline is implemented in the OCaml programming language, building on a previous imple-
mentation of a pipeline dedicated to running programs that detect convergent molecular evolution.
It allows running computation tasks — functions or programs — concurrently, using the Bistro
library [Veber, 2017]. External programs can be launched from Docker images. An important fea-
ture that is provided by Bistro in this implementation is the caching of results, that prevents the
repetition of previously done computations; it is combined to a dependency system that identifies
parts of the pipeline that must be computed again after a change upstream that would affect the
result. Because the pipeline is directly implemented in a full-fledged programming language, a lot

of control is given on each of its steps and extensions can be added in a flexible way.
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Figure 1.7: Illustration of the evaluation pipeline.

As depicted figure 1.7, the process of evaluation consists in three steps:

1. simulation using randomly drawn fitness profiles, that orient the selective pressure depending

on the regime of each site and the phenotype annotation in the tree

2. prediction: scan alignments using a set of detection methods that ought to be evaluated
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3. evaluation: compare predictions to the simulation regime of each sites, and compute precision-

recall estimates to measure the performance of each method
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| Chapter 1 summary: Framework for the evaluation of detection methods

The main objective of this work being to enable efficient and reliable detection of sites
with coding sequences alignments that are associated to a phenotype, we require some tools to
evaluate the quality of predictions for each method that we investigate. For this purpose,
we should be able to simulate sequence alignments, including sites that are associated or not
to a phenotypic trait, so that we can confront predictions to a “ground truth”. This evaluation
of predictions should give a synthetic measure of the reliability of a method, and be well-suited
to the characteristics of the problem.

Our answer to these requirements is an implementation of an evaluation pipeline, that
integrates the simulation of alignments containing both negative and positive sites along phy-
logenies, their analysis using a set of detection methods, and the calculation of performance
measurements.

We developed a simulator based on a mutation-selection model of codon substitu-
tions, with extensions of the base model to incorporate evolutionary mechanisms that may
interact with the signal for differential selection: GC-biased gene conversion (gBGC),
CpG hypermutability, and persistent positive selection.

A set of six empirical phylogenies was picked from the literature, in an attempt at
making the simulations more realistic, and to represent a diversity of tree topologies and
annotations. The resulting alignments are of course not perfectly realistic, but the simula-
tion model has strong theoretical foundations and gives a mechanistic representation of the
substitution process.

The procedure to evaluate the quality of predictions by confronting them to the “truth”
established by the simulation relies on precision-recall, a two-faceted measure that em-
phasizes on the ability to predict positive sites correctly, and essentially quantifies how the
ranking of predictions is accurate. We leverage a statistical procedure published in the liter-
ature to estimate confidence intervals on the PR AUC, accounting for the variability between
runs.

The large majority of the experiments in this work are thus conducted on simulations,
and evaluations are systematically done by computing and comparing precision-recall AUC,

although results of analyses on empirical data are also presented at the end of chapter six.
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Chapter 2

Is this basically inter-species
GWAS?

Genome-wide association studies (GWAS) scan sequence alignments for associations between geno-
type markers and phenotypes (see e.g. [Uffelmann et al., 2021] for a review) within populations of
the same species. Because these approaches are designed to analyze polymorphism data, they are
not originally intended to be applied to inter-specific data. However, when looking at some GWAS
models that account for the relatedness between individuals in the sample, it might be tempting
to investigate how such approaches could be applied to our problem, which could be somewhat de-
scribed as “inter-specific association studies”. Indeed, they enable the detection of site modifications
that are associated to a phenotype, are already applicable to quickly scan large scale datasets, and
are widely used in medical research, suggesting they work well in their intended application scope.
The throughput of GWAS is a benefit from their implementation based on linear models, which can
be fitted at maximume-likelihood by solving a linear system of equations — linear models are simple
enough that the maximum of their likelihood function can be determined analytically.

This chapter investigates the use of several approaches based on so-called linear mixed models,
linear models that incorporate a random effect to describe the relatedness between observations.
The question we ask is rather naive: can GWAS approaches be translated to the inter-specific scale
for efficient detection of genotype-phenotype associations 7

We first attempt to adapt an existing GWAS model named GEMMA to our problem, and find
that it is not very appropriate to the type of data that we manipulate: specifically, genotypes
can only be represented as binary markers, when we need to model genotypes as amino acids,
involving 20 possible states at most. This motivates the design of a linear mixed model better
suited to these needs, but we do not find that this model is an improvement over GEMMA when
comparing them using simulations in our evaluation pipeline. Remaining in the generalized linear
modeling framework, we then explore the application of a multinomial model for the amino acid
composition of alignment sites, that does not account for the phylogenetic structure at first. This
phylogeny-unaware model improves the detection performance when compared to both previous
approaches. We consider extending the model to incorporate a random effect for the relatedness
between observations, but find that it can not be done easily and would involve a considerable

increase in its computational footprint.
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2.1 Linear Mixed Models

For our purposes, the general idea is to model at each site the phenotype as a response to a lin-
ear function of the amino acid observed at each sequence, while accounting for the relatedness of
phenotypes. The latter may be done by introducing a “random effect” in the model, a random
variable that is shared across observations and induces a correlation structure between them. If the
covariance structure is known or can be estimated, it can also be directly be incorporated in the
model. Before describing actual models and their application in our setting, I propose a short and
general introduction on linear mixed models, how they are specified and how to perform maximum
likelihood inference in that context.

Gaussian linear models represent the distribution of a response variable y as a normal distribution,

whose mean is determined by a linear combination of experimental factors x1, ..., £,,. The model is
then
y=0121 + -+ Oz, + € where e ~ N(0,0?) (2.1)
When several observations Y = (y1,...,y,) are available, this can be put in vector form
Y ~ N, (X0,0°1,) (2.2)

where Y is an n-vector, X is a so-called design matrix of observations with size n x m, 6 is an
m-vector and I, is the identity matrix. Each row of X corresponds to an observation, and each
column to an observed variable. A coefficient 6; is affected to each column X.;, and is a parameter
to optimize when fitting the model. X may include a column of 1, with a matching coefficient in 6
to represent an intercept. This model can be solved for 6 at maximum-likelihood using the following
estimator:

= (X"X)" XY (2.3)

2. Linear

In this model, observations of Y are assumed independent and have equal variance o
mixed models let go of the assumption of independence by describing the covariance structure
between observations as a matrix %

Y ~ N, (X0,%) (2.4)

They can also be written as

U ~ N (0,721,
Y=X0+2ZU+e  where (0,7°m) (2.5)

€ ~ N, (0,0°1,)
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where Z is a matrix that describes the relatedness between observations, and U is the associated
vector of random effects. The variance is separated in two terms, one term 2 that scales the

2

covariance associated to the random effect and a general term o associated to the residual error e.

Equations 2.4 and 2.5 are equivalent, and can be identified to each other knowing that
Y =+227" + %I, (2.6)

The covariance matrix ¥ is generally not known. However a scaled approximation of ¥ as a corre-
lation matrix C' is sometimes available

¥ =o?C (2.7)

where o2

is a general scaling factor for the correlation structure defined in C. When applied to
phylogenetic data, C' represents a measure of the relatedness between each observation, that decreases
with longer evolutionary distances for example and can be used to obtain the covariance matrix X.

This specification strays from the formalism where independence between observations is as-
sumed, and can not directly be fitted at maximum likelihood. However in such situations, it is
possible to reduce the model to a classical form of Gaussian linear model, by performing a Cholesky
decomposition of C' [Bel et al., 2016, chapter 5, p. 170] using the fact that correlation matrices are

symmetric

C =3 elT (2.8)
Y ~ N, (X0,02C) = C7Y2Y ~ N, (C7Y2X0,0%1,) (2.9)

where [, is the identity matrix with dimension n. A classical Gaussian linear model can then be

identified from this expression

- . Yy =C Y2y
Y ~ N, (X0,0°1,)  where (2.10)

X =C2Xx

which in turn can be solved for # at maximum likelihood using the established estimator in this
context, as in equation 2.3
. SN R
0= (XTX) X'y (2.11)
Briefly, linear mixed models are variations on the classical form of linear models to include a
specific structure of covariance between observations. When fitting a linear mixed model, it is

transformed to be identifiable to a linear model with a constant variance that can then easily be

solved at maximum-likelihood.

2.1.1 GEMMA: Genome-wide Efficient Mixed Model Association

As a first attempt, we explore the application of GEMMA [Zhou and Stephens, 2012], a tool that
implements a linear mixed model originally designed for GWAS analysis of polymorphism data, to

perform inter-species association studies instead. It is based on the following model:

u ~ N, (0,72C)
Y=Wa+X0+u+e where (2.12)
g ~ N,(0,0%1,)
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In this model, the phenotype Y is modelled as a linear function of fixed effects W (which is only
an intercept term in our case), marker genotypes X, and random effects u. C' is a relatedness
matrix between observations, that represents the phylogenetic structure between observations. 2
is a scaling factor on the random effect, and o2 is the residual variance.

GEMMA is intended to work on same-species nucleotide sequence alignments. The vector X
encodes the presence or absence of a SNP variant, using 1 to signify its presence, or 0 for its
absence. We divert this encoding to represent instead the presence or absence of an amino acid at
the site for each species. This means that at each site, we are constrained to repeatedly test for
association between the phenotype and a single amino acid. In equation 2.13, observations of the
phenotype are encoded as a binary vector Y, whose values denote the trait observed for each species.
In a similar way, X encodes the observation (presence or absence) of an amino acid AA at the site

under consideration, for each species.

AA

sp1 0 sp1 1

Sp2 1 Sp2 0
Y= |, X= 1| (2.13)

SPn 1 SPn ].

As for the relatedness matrix C, it is estimated as the mean observed covariance in the genotype
data

m

- X gy x® )T 2.14
0= T X0 1) (X0 1) 214

where X® is the genotype vector at site i, and m the total number of sites; Z(*) is the mean of
genotypes encoding at site i. We adapt our usage of this expression, by first computing at each site
i the matrix of covariance C¥, as the mean of the observed covariance for each individual amino

acid. The global matrix of covariance is then obtained as the mean of site-level covariance matrices.

k
, 1 . . . _
cO=23 (X9 — Lz (X — 1,27
(2.15)

) is the vector of observations across

where k is the number of distinct amino acid at site ¢, and X J(l
species of amino acid j at site .

Because of the binary representation of genotype markers, one test has to be performed for each
distinct amino acid that is observed at each site. GEMMA implements three different tests for
association: the likelihood ratio test, the Wald test, and the Lagrange multiplier or score test. All
of these procedures are designed to test whether a model fits the data significantly better than a
constrained version of it that involves fewer free parameters'. Finally, (3 x k) p-values are produced

at each site, with k& the number of distinct amino acids observed at the site. In order to provide a

IThe inner workings of each test are not detailed here for brevity, and because I believe it would not help to
understand the protocol we used here, nor would it help justifying its admittedly shaky statistical bases. Nev-
ertheless, the likelihood ratio test is presented in the following sections in this chapter, and more extensively
discussed in sections 4.2.4 and 4.4. For an explanation of the three kinds of test and the relation between
them, see: https://stats.oarc.ucla.edu/other/mult-pkg/faq/general/faghow-are-the-likelihood-ratio-wald-
and-lagrange-multiplier-score-tests-different-andor-similar/
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single p-value for a given site, we simply take the minimum value from the set of all p-values that
were computed using GEMMA. The result of this is actually not a p-value anymore, but provides
us with a score that we can use to rank sites and compute a precision-recall estimate as described
in the previous chapter.

As it clearly appears that the descriptors in this models are not well adapted to our data, this
motivates the design of a similar model that would enable to encode multiple amino acids instead

of a single one. I describe our attempt at making such a model in the following section.

2.1.2 Linear Mixed Model

Using GEMMA, we can only test the association of the phenotype with the presence or absence of
one amino acid, because the method is intended to work with a binary alphabet: the presence or
absence of a SNP marker. We misused the model to test the effect of each amino acid independently
at each site, which was a bit awkward. We can transform the model to test for the association of the
phenotype to multiple amino acids at once, by specifying a design matrix where each distinct amino
acid observed at the site is encoded for its presence in each species, instead of only one amino acid
as in GEMMA. Equation 2.16 illustrates how the design matrix G in our model differs from that of

GEMMA, which is actually a collection of design matrices X 44 for each observed amino acid.

AA A ¢ I - K R
sp1 1 sp1 0 0 0 0
Sp2 O Sp2 0 O O ct O
Xaa= : — G= : : (2.16)
sPn 1 P 100 --- 0 0 O

In this manner, we avoid repeating the test for each amino acid at one site like we did with GEMMA.
Phenotype observations are modeled as a random variable distributed as a multivariate normal
distribution, with an n-dimensional mean vector that is composed of an intercept term p and a fixed

effect G, and a covariance matrix X

Y : n-vector of binary phenotype
Y ~ N, (1 +GO,%) where (2.17)
G : design matrix of genotypes

As for the covariance matrix ¥, it is derived from a matrix of correlation estimates as ¥ = o2C,
where C' is a matrix of correlation estimates. To obtain C, we could use the estimation provided by
GEMMA as described in the previous section. However, our data are not well suited to a binary
representation as genotype markers, and might deteriorate this estimation.

We try an alternative way to estimate the relatedness between species, by using a Brownian
model of evolution along the tree. Under this assumption, the correlation between two leaves of the
tree is the extent of their common evolutionary history, i.e. the time separating their most recent
common ancestor from the root of the tree, added to the variance at the root node 012{, as illustrated
figure 2.1. Although this term of variance at the root should be estimated, we neglect it as it makes
the estimation procedure more complicated, and is expected to have an impact on the significance
of our results, but not on their ordering. This is an attempt at finding a better heuristic for the

determination of the correlation structure than our hijacking of GEMMA’s features.
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Figure 2.1: Correlation between observations at the tip are calculated as the amount of evolutionary
history they share in the tree: that is the distance from the root to their most recent common
ancestor.

Hypothesis testing

We compare two alternative models at each site, a reduced model where the amino acid genotype
has no effect on the phenotype, and a full model where each observed amino acid ¢ is associated to

a coefficient 6;.

reduced model: Y ~ N, (p, X)

(2.18)
full model: Y ~ N, (1 + G6,%)

where p is the intercept parameter, capturing a mean effect common to all species. Parameters
can be estimated at maximum likelihood, using Cholesky decomposition to reduce the model to a
Gaussian linear model without random effect, which can then be easily solved for 6 as described in
the introduction of this chapter.

These two models are nested within each other, as the reduced model is equivalent to the full
model where all §; are null. This allows comparing their fits using a likelihood ratio test (LRT), a
statistical tool that tests the null hypothesis that a richer model does not significantly fit the data
better than a more simple one, while accounting for its increased complexity. As the name implies,
this is done by comparing the likelihoods of the two models, which is equivalent to comparing the
sum of square errors (SSE) between each model. This likelihood ratio defines a test statistic D, which
follows a chi-square distribution under the null hypothesis that the full model does not significantly

fit the data better than the reduced model when accounting for its additional parameters.

L(Y, M,)
L(Y, My

= 2(log L(Y, My) — log L(Y, M) )

D = —2log

(2.19)
= 2(SSE(Y, My) ~ SSE(Y, M,))

D ~ x*(dim(9))

where My denotes the full model, and M, the reduced one. The number of degrees of freedom of

the chi-square distribution is the number of added parameters, which is the dimension of 6.

2.2 Comparison of performance

We can use our evaluation pipeline that I described in chapter one to compare performance between

the two methods based on linear models that were presented above. However, it would be even
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more informative if we could compare them to a baseline method, which we choose to be a non-
phylogenetic approach called Multinomial, and was previously included in [Rey et al., 2019]. Tt is a
good candidate to provide a reference point, as it is a simple method that does not account at all for
the phylogenetic structure in the data, and assumes independence between observations; nonetheless
its predictive capabilities are not too bad, as reported in [Rey et al., 2019], even though they do not
reach the level of phylogenetic approaches. I therefore give a brief description of the Multinomial

model before presenting the results of our evaluation of performance for the three methods.

2.2.1 Multinomial as a baseline reference for performance comparison

This model was originally implemented and evaluated in [Rey et al., 2019] in the context of detect-
ing convergent sites within coding sequence alignments. It does not account for the phylogenetic
structure that ties the observations together, and was found to be less reliable than phylogenetic
approaches. The multinomial distribution describes the outcome of repeated, independent draws
with replacement from a categorical distribution, by counting the number of times each category
is drawn. It is to the categorical distribution what the binomial distribution is to the Bernoulli
distribution. In turn, the categorical distribution is a generalisation of the Bernoulli distribution to

k categories, instead of two.

2 categories k categories
parameter D T =P1,- - Pk—1)
1 trial Bernoulli Categorical
n trials Binomial Multinomial

Table 2.1: Relation between the multinomial distribution and other discrete probability distributions

The outcome of n multinomial trials with k categories can be represented as a k-vector of counts
for the number of times each category was drawn. We can thus use the multinomial distribution
as a simple model for the observed amino acid counts at a site. Each observed amino acid defines
a category, amounting to a maximum of & = 20 if all amino acids are observed, although this
quantity is typically lower as protein sites tend to favor a restricted subset of amino acids. We
define a base model where the amino acid counts are distributed as a single multinomial distribution
as shown equation 2.20, and compare it to a model where the amino acid counts depends on the
phenotype as in equation 2.21. In this model, the relationship between genotype and phenotype is
reversed compared to the two previous models: instead of modeling the phenotype conditionally to

the genotype, it is the distribution on the genotype that depends on the phenotype.

reduced model: C ~ Multinomial(r) (2.20)
full model: C; ~ Multinomial(ﬁ(j)> where j € {A, B} (2.21)

where C is a vector of amino acid counts at one site, and 7 is a vector of amino acid frequencies;
A and B denote phenotype categories — that we make binary for simplicity — so that Cy4 is the
vector of amino acid counts for the subset of species having phenotype A.

Once again, these models are nested within each other: the reduced model can be expressed
using the full model by constraining its parameters so that 74 = 72, which enables their comparison
through a LRT. To do this, both models are first fitted at maximum likelihood. The likelihood of a
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vector of counts C' at one site, with regard to the reduced model and its parameter 7 is

ﬂ'

E e
L(C,7) = n! H Ci! (2.22)

?

The log likelihood of the heterogeneous model is then easily computed as the sum of the log likeli-

hoods obtained for each condition:
log L(C4, Cp, 7, 78) =log L(C*, ) + log L(C®, 7?) (2.23)

where 74 and 72 are the probability parameters for the multinomial distribution under the pheno-
typic condition A and B respectively.

Both of these expressions can be derived to show that the maximum likelihood estimate for any
frequency m; in 7 is calculated as
x; x;

=5F = (2.24)

which is simply the proportion of draws of each amino acid 7 among the total number of trials, i.e.

Uy

the observed amino acid frequencies at the site — or within each phenotype category in the case of
the full model.

LRT can then be performed by comparing the ratio of likelihoods of the two models and test
its significance using a null chi-square distribution, which is shaped using the number of additional
parameters (k — 1), where k is the number of distinct amino acids observed at the site. One degree
of freedom is removed here, because frequencies in a vector m sum to 1 and one of them can be

deduced from the others.

D= 2(logL(CA,7rA) +1log L(Cg,wB) —log L(C, 7r))
(2.25)
D~ x*(k—=1)
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2.2.2 Linear mixed models do not improve on Multinomial

Precision-recall performance was measured for each of the three methods, using alignments simulated
with the six empirical phylogenies described in section 1.3.4. Average AUC estimate and 95%
confidence intervals were computed using the procedure introduced in section 1.4, and are shown
in figure 2.2. The linear mixed model depicted in section 2.1 was fitted using either the Brownian
correlation matrix (LMM) or the correlation matrix as calculated by GEMMA (LMM Gemma).

method ] Gemma — LMM [ LMM Gemma [—] Multinomial
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081— =
— —
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Figure 2.2: Comparison of detection performance measured as precision-recall AUC between Gemma,
our linear mixed model (LMM) either using a Brownian approximation for the relatedness between
observations or the correlation matrix estimated by Gemma. Performance of Multinomial acts as
reference.

We find that the multinomial model is generally better than methods based on linear mixed
models, except on one dataset simulated with the Influenza phylogeny. This poor performance is
consistent with the high false positive rate observed for the method on this dataset, as shown in table
2.2. The same issue on this dataset will resurface later on when using another detection method, and
our investigations have led us to think it has to do with the number of transitions in the phylogeny.

I refrain from discussing this matter here, but it is explored in section 6.2.4.

Dataset Gemma LMM LMM Gemma Multinomial
Cyperaceae 0.02 0.03 0.01 0.07
Amaranthaceae 0.00 0.02 0.01 0.05
Rodents 0.00 0.02 0.00 0.00
Echolocation 0.01 0.02 0.01 0.02
HIV 0.00 0.14 0.07 0.00
Influenza 0.04 0.01 0.00 0.23

Table 2.2: Observed false positive rate at the 0.05 threshold. A well calibrated method should yield
a proportion of 0.05 false positives.
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Looking back at the benchmark results, they are somewhat surprising: the multinomial model
that does not account for the phylogeny appears to be generally better than linear models with a
phylogenetic random effect. A possible explanation would be that the modeling of the phenotype
as a linear response to the presence or absence of amino acids is not adequate, and that working
with amino acid frequencies gives more power to discriminate sites independent from the phenotype
to those that are associated to it. Nonetheless, the multinomial method is not satisfactory because
it is unaware of the phylogeny, which can be the source of false predictions. The following section

illustrates the kind of issues that may arise because of this.

2.2.3 The cost of ignoring the phylogeny

To highlight the shortcomings of multinomial when the observations are strongly correlated due to
the phylogenetic structure, we generated synthetic trees that are composed of two kinds of sub-trees.
Sub-trees of the first kind have very short terminal branches, and have homogeneous phenotypic
condition. They are the labelled A and B in figure 2.3. The other kind of sub-tree, labelled as C,
has longer branches, and transitions from background to foreground condition occur on every odd
terminal branch. As a result, when simulating sites along these trees, amino acids at the tips in clades
A and B are expected to be very similar, while those at the tips of clade C are more independent. A

few trees with variable size are generated this way.

size = 2 size =10 size = 20

A

Trait — BG —— FG  Method ¢ Multinomial @ Phylogenetic model

O 0.8 +
: +
T 0.6
¢ + +
5 044 + +
£l 44

2 5 10 15 20

Size

Figure 2.3: Multinomial gives equal weight to each observation, not considering how correlated they
are. This leads to an increased quantity of false predictions compared to a phylogenetic approach.

The predictions made by the multinomial method make the hypothesis that observations are
independent, which is not true in general because of their phylogenetic relationship, particularly
when the phylogenetic divergence between observations is small. The trees that we just designed
are thus expected to be very confusing for Multinomial, which will treat observations at the leaves

of the sub-trees A + B in the same way as those at the tips of sub-tree C. We measure the quality of
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its predictions on each tree, and compare them to the performance measured using a method that
also models site composition as a response to amino acid frequency vectors, through a substitution
process unfolding along the phylogeny. The identity of the phylogenetic method is not relevant to
understand the point of this experiment and is not specified here for brevity?.

Bottom panel of figure 2.3 shows that the performance of the phylogenetic method increases with
the size of the tree and the quantity of data that is used for inference. Multinomial on the other hand
does not benefit as much from increasing the number of observations. This highlights the fact that
the phylogeny can not simply be ignored without harming the detection. Although our attempts
at accounting for the phylogenetic structure using linear mixed models were not fruitful, they also
suggest that there is potential in the Multinomial approach which makes better predictions without
even considering the dependency between observations. Could we then draw inspiration from linear
mixed models to represent the phylogenetic structure in Multinomial as a random effect to improve

its predictions ?

2.2.4 Multinomial with phylogenetic random effect: it’s complicated

Introducing a random effect in the Multinomial model to account for the phylogenetic relationship
in our data is quite difficult in practice. To demonstrate why this would be hard to achieve, I present
a simpler but similar model involving a random effect and attempt to perform maximum likelihood
estimation of its parameters.
Let us consider an m-vector of binary variables B, which are modeled as following m Bernoulli
distributions
B; ~ Bern(p;) Vie{l,...,m} (2.26)

The probability of success for each variable is p;, which can be defined as a linear response to some
observed variables X;, and a random effect o. This is done by using a logit transformation to ensure
that each probability p; is bounded within [0; 1]

Pi

log - = Xief+ a~ N(0,720) (2.27)

where « is a hidden random variable whose distribution depends on the parameter v and a correlation

matrix C' between observations. Parameters of the model that must be estimated are noted 6 = <B> .
vy
The likelihood of B for one value of 6 is

L(9; B) = logP(B|0)
= log/daIP’(B,aW) (2.28)

~ log / daP(Bla, 0)P(al6)

An integral immediately appears, because the random effect coefficient « is a hidden random variable
that we must integrate over all of its possible values. This computation is not tractable, unless an
analytical expression for the value of this integral term is known, which we do not have.

This kind of inference problem where a latent variable is involved can usually be tackled using
expectation-maximisation (EM) algorithms, that work in two steps: define a function for the expec-

tation (phase E) of the log-likelihood, which requires the identification of a posterior distribution

21t is however presented with details in chapter 4.
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for the latent variable, and depends on current parameter values; then compute new parameter
estimates that maximize (phase M) this function. Repeating these two steps until stabilization of
parameter values provides an efficient way to fit the model at maximum likelihood.

Using Jensen’s inequality, stating that f(E(X)) > E(f(X)) for a concave function f(X), we can

define a lower bound for the likelihood function such that
L(B,0) > EaNq(logP(Bw, a)IP’(a|9)) (2.29)

which depends on a distribution ¢ for the variable o. The closest bound is obtained when ¢ is
determined as the posterior distribution for a.

When dealing with discrete latent variables, it is sometimes possible to analytically derive the
posterior distribution. Continuous latent variables, such as « in this model, make it harder because
we have to deal with integrals instead of sums. As a consequence, we have to resort to other
approaches to derive the posterior probability of the latent variable, such as Markov-chain Monte-
Carlo (MCMC) sampling which involve computational costs larger than analytical solutions by orders
of magnitude. This modification of the algorithm, known as Monte-Carlo expectation-maximisation
(MCEM), has been implemented in previous works and possible optimizations have been researched
(see e.g. [Levine and Casella, 2001]), but it remains computationally intensive.

Considering the cost of fitting the multinomial model with phylogenetic random effect — that
does not describe the mechanisms of sequence evolution — I believe it is not worth it to further ex-
plore this idea. The main advantage of using linear models in our context is the high throughput that
they offer, thanks to analytical solutions to fit them at maximum likelihood. However, this benefit
would be lost when introducing random effects in a generalized linear model such as Multinomial.
Should we consider more computationally heavy solutions, the use of more mechanistic models of
the evolution process might then be more attractive than linear models, as the additional complexity

is more likely to improve the quality of predictions, with stronger theoretical foundations.
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We asked one naive question: can methods inspired from genome-wide association stud-
ies (GWAS) be applied at the inter-specific scale to perform high throughput detection of
genotype-phenotype associations?

To answer it we first attempted to apply GEMMA an existing implementation of a linear
mixed model used in GWAS, to our problem and found it was not well suited to this purpose.
This model works with binary genotype markers, which makes it difficult to represent amino
acid states. We designed a variation on the model of GEMMA with the expectation that it
would be better adapted to handle amino acids, but found that it does not improve on the
performance obtained with GEMMA.

These approaches based on linear mixed models were compared to a model of the amino
acid composition at one site using a multinomial distribution, which was initially described
in [Rey et al., 2019]. We find that the Multinomial model is generally better than both linear
mixed models. After highlighting how its lack of accounting for phylogenetic relationships
can be a source of false predictions, we explored the possibility to improve it by incorporating
the phylogenetic structure into it as a random effect, but found that it can not be done easily.
This would also involve prohibitive computation costs, which defeats the purpose of using
such simple approaches in the first place, and motivates an exploration of phylogenetic models

of sequence evolution.
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Chapter 3

Evaluation of methods to detect
shifts in directional selection

at the genome scale

After some attempts at using linear models with phylogenetic random effect, we do not have yet
a satisfactory solution to reliably detect genotype-phenotype associations at large scale. We found
that a model based on a multinomial distribution of amino acid counts that is completely unaware
of the phylogeny works better than linear mixed models, but that ignoring the phylogeny is a non-
negligible source of false predictions. This motivates us to delve into the use of more mechanistic
models that describe the evolution of sequences along the phylogeny.

Phylogenetic models of sequence evolution are diverse, therefore we need to assess which kind of
approach provides us with the best trade-off between the quality of predictions and throughput so
that large scale datasets can be handled. Several models have been previously evaluated on their
ability to detect sites that have undergone convergent evolution within alignments [Rey et al., 2019].
Among them, the Multinomial model was included, as well as phylogenetic models that operate
either at the level of amino acids (TDGO09 [Tamuri et al., 2009], PCOC [Rey et al., 2018]), or at
the level of codons in the mutation-selection framework (Diffsel [Parto and Lartillot, 2017]). All of
these models build on representations of amino acid profiles: fitness profiles in the case of Diffsel,
frequency profiles for Multinomial, TDG09 and PCOC. In these investigations, Diffsel was reported
to be largely better at the task of detecting convergent sites, but involves computation times too
high to enable its application at large scale. PCOC and TDGO09 were found to be better than
Multinomial, which in turn was better than other simple methods.

We compare these methods to those based on linear mixed models using our evaluation pipeline,
and include as well codeml [Yang, 2007], an implementation of a codon-based model that compares
synonymous and non-synonymous substitution rates (dy/dg). Precision-recall performance is eval-
uated for each method in a variety of settings, using both empirical and synthetic phylogenies, and
assessing the robustness of each model to the presence of confounding factors.

Our own implementation of the TDG09 model, which we name Pelican, was also included in this
benchmark. It was made as a first step towards increased complexity, starting from Multinomial:
TDGO09 can be summarized as a phylogenetic version of Multinomial. It was originally intended
to be progressively modified to better understand the reported performance gap between TDG09

and Diffsel, but the results we obtained made us change our plans: the performance of Pelican was
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surprisingly good, reaching levels comparable to those of Diffsel and codeml, as we report in the

following article.
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Abstract

Identifying the footprints of selection in coding sequences can inform about the importance and
function of individual sites. Analyses of the ratio of non-synonymous to synonymous substitutions
(dn/ds) have been widely used to pinpoint changes in the intensity of selection, but cannot distin-
guish them from changes in the direction of selection, i.e., changes in the fitness of specific amino
acids at a given position. A few methods that rely on amino acid profiles to detect changes in
directional selection have been designed, but their performance have not been well characterized.
In this paper, we investigate the performance of 6 of these methods. We evaluate them on simu-
lations along empirical phylogenies in which transition events have been annotated, and compare
their ability to detect sites that have undergone changes in the direction or intensity of selection to
that of a widely used dy/ds approach, codeml’s branch-site model A. We show that all methods
have reduced performance in the presence of biased gene conversion but not CpG hypermutability.
The best profile method, Pelican, a new implementation of [Tamuri et al., 2009], performs as well
as codeml in a range of conditions except for detecting relaxations of selection, and performs better
when tree length increases, or in the presence of persistent positive selection. It is fast, enabling
genome-scale searches for site-wise changes in the direction of selection associated with phenotypic

changes.

3.1 Introduction

The genomes and phenotypes of extant species bear traces of past adaptations that occurred in their
ancestors. A lot of research in molecular evolution has been devoted to detecting and interpreting
these traces, both in non-coding and coding sequences (e.g., [Moretti et al., 2014, Zhang et al.,
2014, Merényi et al., 2020, Partha et al., 2019, Marcovitz et al., 2019]). In protein-coding genes in
particular, several approaches have been developed to study evolution at the level of whole genes or
at the level of single sites [Goldman and Yang, 1994, Yang and Nielsen, 2008, Penn et al., 2008, Pupko
and Galtier, 2002, Abhiman and Sonnhammer, 2005]. Studies have found that amino acid changes
at a single position could create an active site de novo [Risso et al., 2017], that amino acid changes
at a few positions could change the affinity of an hormone receptor for its ligand [Bridgham et al.,
2006], that changes in rates of evolution accompanied the appearance of new HIV subtypes [Penn
et al., 2008], that convergent evolution could be detected at single sites in proteins in mammals [Li
et al., 2010], in grasses [Christin et al., 2007], in insects [Zhen et al., 2012], and that amino acid
changes at a single position could alter the dynamic of a worldwide viral epidemic [Korber et al.,
2020]. Identifying traces of past and current adaptations at the level of single amino acid sites can
thus be very insightful. In this article, we investigate the performance of several methods aiming to
do just that. These include one commonly-used dy/ds method, but also methods that have been
more recently developed, based on amino acid fitness profiles. Although other approaches based
on the detection of shifts in the rate of sequence evolution have also been used to identify coding
sites that have undergone selective pressure changes [Penn et al., 2008, Gu et al., 2013, Pupko and

Galtier, 2002, Abhiman and Sonnhammer, 2005], they have not been evaluated in this study. They
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have been used less often than dy /ds methods, and have not been specifically designed to study the
type of changes investigated in this study.

In proteins, amino acids that are never or seldom encountered at a particular site in a group
of related species may have been selected against in the past. Those that are frequent may have
been favored by selection. One can study these differences in frequency to infer differences in fitness
between amino acids. A fitness profile is then used to represent the relative fitness of each amino
acid at a given site (fig. 3.1a: A, B, C and C’). When used within models of sequence evolution, a
fitness profile determines the fixation probability of arising mutations during the process of evolution
through mutation and selection [Halpern and Bruno, 1998, Yang and Nielsen, 2008, Rodrigue et al.,
2010, Tamuri et al., 2012]. Tt also provides a direction for selection, which pushes evolution at the
site away from low-fitness amino acids and towards high-fitness amino acids.

The shape of a fitness profile derives from selective pressures that operate at a particular site of
a protein. These pressures can be related to phenotypic traits or environmental constraints, which
could change over time. In such a case, the pressures would change, and so would the fitness profile.
Selection may vary in intensity, for instance as a trait becomes more or less important for the global
fitness of the organism; and in direction, when changing the value of a trait leads to higher fitness.
These different kinds of changes in selective pressure can be captured by variations of the fitness
profile: changes in intensity through the pointedness or flatness of the profile (fig. 3.1a, transition
from profile A to profile B), and changes in direction through the variation of the overall shape
of the profile (fig. 3.1a, transition from profile A to profiles C and C’). In this manuscript we will
focus on trait changes and the associated fitness profile at a site that occur discretely, at once, but
progressive, continuous changes certainly occur in nature and would be important to consider.

Approaches to detect variations of selection on single sites of protein-coding sequences all require
an annotation of the branches of a phylogeny, whereby each branch is associated to a phenotypic
state or environmental condition. Given this annotation, either dy/dg or profile methods can be
used (fig. 3.2). Other approaches that do not require such an annotation of branches have been
proposed (e.g. [Guindon et al., 2004, Dutheil et al., 2012, Murrell et al., 2012a, Murrell et al.,
2015]), but they are not evaluated in this work.

Approaches relying on the w = dy/dg metric have been widely used to capture variations in
selective pressure [Kosiol and Anisimova, 2019a], including in the context of genome screening (e.g.
[Nielsen et al., 2005, Kosiol et al., 2008, Studer et al., 2008, Moretti et al., 2014, Zhang et al., 2014]).
These methods can show good reliability, either at the level of whole gene sequences or of single sites,
when the generating process matches the inference model (e.g., [Zhang et al., 2005]). The w metric
is defined as the ratio of rates between non-synonymous (dy) and synonymous (dg) substitutions.
The underlying assumption is that selection operates at the amino acid level, so that synonymous
codons provide the same fitness, while non-synonymous substitutions induce a variation in fitness.
In the popular "branch-site model A” available in PAML, inference is performed at the level of a
gene by comparing the likelihood of a model with one set of dx /ds values per condition, against a
model having one global set of dy/dg values through a likelihood ratio test (LRT) [Yang, 2007]. At
the site level, the gene-wise parameter estimates are used to identify sites whose dy/dg has changed
in a manner correlated with the annotation of the phylogeny [Yang et al., 2005]. However, other
implementations have been proposed (e.g., [Kosakovsky Pond et al., 2011, Murrell et al., 2015]).
All these dy/dg methods should be particularly effective at inferring changes in the intensity of
negative selection: weaker (respectively stronger) selection should result in higher (resp. lower)
dy/ds values. In that sense, dy/ds values have been used as a proxy of selection efficiency, even

though in some cases this can be misleading [Spielman and Wilke, 2015, Jones et al., 2019]. In
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particular, under a constant amino acid fitness profile, shifts between amino acids with non-0 fitness
can result in cases of transient d/dg > 1 [Jones et al., 2017], often interpreted as signalling positive
selection on a particular branch. In addition, dy /ds methods should have good power to detect cases
of persistent positive selection, i.e., positive selection operating on all branches of the phylogeny,
(rightmost branch, fig. 3.1a), which should result in high dy/dg values. However, they might be
less effective at detecting changes in the direction of selection [Parto and Lartillot, 2018], as they
may fail to detect some sites that have undergone episodic changes in directional selection on top of
a background of strong purifying selection (see fig. 3.1 and [dos Reis, 2015]). Further, they do not
output estimates of the direction of selection, but only dy/dg values.

Profile methods have been developed more recently than dy/dg methods, and have yet to be
used at a genomic scale. They all rely on amino acid profiles to identify sites that correlate with a
phenotype along a phylogeny, but vary in the complexity of their underlying models. Some methods
operate at the codon level and can explicitly use amino acid fitness profiles by distinguishing between
the mutation process, operating at the nucleotide level, and the selection process operating at the
amino acid level (e.g., [Murrell et al., 2012a, Parto and Lartillot, 2018]). These methods build on the
mutsel framework [Halpern and Bruno, 1998, Yang and Nielsen, 2008, Rodrigue et al., 2010, Tamuri
et al., 2012, Bloom, 2014] that provides a better description of coding sequence evolution than
dn/dg approaches [Spielman and Wilke, 2016, Bloom, 2014]. Other methods operate at the amino
acid level and thus cannot model the mutation process. They use amino acid frequency profiles as
a proxy to fitness profiles [Tamuri et al., 2009], and may thus be less powerful than methods that
operate at the codon level. In both cases, inference can be performed with a likelihood ratio test
(LRT) at the site level, comparing the likelihood of a model with one profile per condition, against a
model having one single profile that applies on all branches of the phylogeny. Such an approach can
be problematic [Rodrigue, 2013]: there is a limited amount of information available in a single site
to estimate one parameter per amino acid, or even several parameters if several profiles need to be
considered. Unobserved amino acids typically are assigned a fitness or equilibrium frequency of 0,
which is unrealistic. Further, they do not contribute to the computation of the degrees of freedom
when doing the LRT chi-square test, which can make it anti-conservative. To mitigate some of these
problems, approaches based on penalized likelihood have been proposed [Tamuri et al., 2014]. In
addition, Bayesian approaches that treat site-wise amino acid profiles as a mixture distribution have
also been used [Rodrigue et al., 2010, Rodrigue, 2013, Rodrigue and Lartillot, 2017, Rodrigue et al.,
2020], including for a branch-heterogeneous mutsel model [Parto and Lartillot, 2018]. However,
when comparing Maximum Likelihood, penalized, and Bayesian approaches, it was found [Spielman
and Wilke, 2016] that these methods often agreed in their estimates of site-wise selective constraints.
In this manuscript, we evaluate two Maximum Likelihood methods (TDG09 and Pelican), and one
Bayesian mixture approach (Diffsel).

Both dy/dg and profile methods to detect changes in selective pressures could be misled by
non-adaptive processes, or by confounding between different selection regimes [Jones et al., 2019].
Non-adaptive processes notably include GC-biased gene conversion (gBGC) [Ratnakumar et al.,
2010, Bolivar et al., 2019] and CpG hypermutability [Meunier et al.; 2005]. gBGC occurs during
recombination and mimics natural selection by favoring the fixation of G and C alleles. CpG hyper-
mutability increases the mutation rate of CG dinucleotides. These processes can generate patterns
in the sequence data that could lead to false positives or false negatives, as has been shown for dy /dg
methods with respect to both gBGC [Ratnakumar et al., 2010, Guéguen and Duret, 2018, Rousselle
et al., 2019], and CpG hypermutability [Saunders and Green, 2007, Suzuki et al., 2009]. Confounding
between different selection regimes could happen if a test aiming to find changes in the direction of

56



3.1. Introduction Chapter 3

Figure 3.1: Schematic representation of various evolution scenarii of a protein site involving profile
changes. Colored stars indicate transition events that trigger profile changes. The color gradient
along branches show the variation of dy/dg a.k.a w values. The green sub-tree is a case of purifying
selection, with fixed profile (A) and w < 1. The grey sub-tree illustrates relaxed pressure subsequent
to the transition in red, resulting in a flattened profile B and w ~ 1. Two cases of shifted selection
are represented, each one driven by a different fitness profile (C and C’). In both cases, there is a
transient increase in the value of w, followed by a decrease towards w < 1, as represented on the
right panel in 3.1b. Blue sub-tree is an example of persistent positive selection [Tamuri, 2021], where
the fitness profile rapidly changes along the branch, at intervals marked with red bars. In this case,
the value of dy/dg remains greater than 1 while positive selection continues.
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(a) Cases of selection regime changes, with their representation as fitness profile changes, and their equiva-
lence with the dy/ds metric.
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(b) dwn/ds variations over time. The curve on the left represents the simulated value of dn /ds when transition
from purifying selection to relaxed selection occurs (transition between profiles A and B above). On the
right is the variation of dy/ds during a shift in selection direction (transition between profiles A and C or
C’ above).
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Figure 3.2: Methods evaluated in the manuscript. Methods have been positioned based on whether
they are based on dy /dg or amino acid profiles, whether they work at the codon or amino acid level,
and whether they rely on a model of sequence evolution running along a phylogeny or not.

selection detected sites under persistent positive selection. It is unclear how sensitive profile methods
would be to these problems.

Genome-scale detection of changes in selective pressure requires a fast method. Firstly, there
can be thousands of gene families that each need to be analyzed with the method. Secondly, using
a large number of species can increase the power of an analysis, but also increases its computational
cost. In fact, it has been suggested that the high computational cost of dy/ds methods may be a
hurdle to their more widespread use [Davydov et al., 2019]. Tt is unclear how efficient profile methods
could be.

In this article, we evaluate several profile and dy/dgs methods to detect changes in selective pres-
sures operating on individual positions of a protein-coding gene, on specific branches of a phylogeny.
We consider several profile methods that have been published or that we have developed de novo,
and compare them to a widely-used dy /ds method. In particular, we ask whether profile methods
can be as powerful as the dy/dg method, including in the presence of confounding factors, and pay
particular attention to the computational costs of all methods.

Performance measurements are done on simulated datasets, allowing us to characterize the be-
haviour of the methods on a range of tree shapes, branch lengths, and number of transitions along
the phylogeny. We also investigate whether the detection methods are sensitive to confounding sig-
nal generated by non-adaptive processes of molecular evolution [Ratnakumar et al., 2010, Bolivar

et al., 2019, Meunier et al., 2005], or by persistent positive selection [Tamuri, 2021].

3.2 New Approaches

In this article, we introduce Pelican, an improved implementation of the model from [Tamuri et al.,
2009]. This implementation was found to have better sensitivity and specificity than the original,
and is also faster thanks to optimisations on linear algebra computation.

Multinomial is a fast non-phylogenetic profile method that is also evaluated in this paper. It
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models observed amino acid frequency profiles as multinomial distributions, and compares the like-
lihoods at a given site of a single frequency profile versus multiple profiles through a likelihood ratio
test.

Both of these methods are implemented as a single program, that is made available to detect
differential selection in protein sequence alignments. In this context, Multinomial can be used as a

fast filter on the alignment to reduce the amount of candidate sites to be evaluated through Pelican.

3.3 Results

We evaluated the performance of detection methods using simulated datasets. The methods that

were considered are represented in fig. 3.2 and include:

o codeml, a widely used dy/dg method for detecting positive selection, provided in the PAML
toolkit [Yang, 2007]. codeml was configured to use the branch-site model A [Zhang et al.,
2005, Yang et al., 2005], and works at the codon level.

e Multinomial, the simplest and fastest profile method, does not rely on a model of sequence
evolution and works at the amino acid level. It uses a likelihood ratio test (LRT) to compare
two models, one in which a single amino acid profile is used to describe amino acid frequencies
observed at a site across all tip sequences, and one where different amino acid profiles are
used depending on the condition associated to the tip. Multinomial ignores the shape of the

phylogeny and could thus be misled by phylogenetic inertia.

o Gemma [Zhou and Stephens, 2012], based on a linear mixed model, was originally developed
for genome-wide association studies (GWAS). It does not use a model of sequence evolution,
but can take into account the structure of the phylogeny, encoded as a correlation matrix,
which is introduced as a random effect in the mixed model. We used it at the amino acid level,
by encoding the protein alignment as an alignment of binary characters (see Methods). The

phenotypes of species were encoded from the state of each tip taxon.

o TDGO9 [Tamuri et al., 2009], a profile method that can be considered as a refinement over the
Multinomial method, in that it also works at the amino acid level but takes into account the
phylogeny by relying on a model of sequence evolution. It uses a LRT to compare a model

with one profile per condition and a model with one single global profile.

o Pelican, a new implementation of the model underlying TDG09 [Tamuri et al., 2009], origi-
nally motivated by the observed discrepancy reported between the performances of Diffsel and
TDGO9.

o PCOC [Rey et al., 2018], a profile method working at the amino acid level. It is at its base
similar to TDGO09 but works with a limited set of pre-existing profiles, and further expects to

observe substitutions at every transition between conditions in the phylogeny.

o Diffsel [Parto and Lartillot, 2018], a profile method working at the codon level and based on a
mutation-selection model in a Bayesian framework. Diffsel has performed significantly better

than the other methods in a previous benchmark [Rey et al., 2019].

All simulations were done under a codon-based, time-reversible, mutation-selection model with
site-specific amino acid fitness profiles. The model was run along a phylogeny whose branches are

annotated with two conditions that we refer to as background and foreground. A simulation generates
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codon and corresponding amino acid alignments of arbitrary length. Sites in the alignment may be
either: (1) H, sites, that are the result of a simulation where changes in the selection dynamic occur
between background and foreground branches; (2) Hy sites, resulting from an evolutionary process
where selection is constant. The number of sites of each type was controlled in the simulation,
allowing the comparison of predictions on the nature of each site (Hy or H4) with its known type,
to estimate the performances of the prediction method.

Performance estimates in all the benchmarks were done using two metrics: precision and recall.
Precision is the proportion of true positive sites among all sites identified as positive. Recall, also
known as sensitivity, is the proportion of H 4 sites that are identified as positive. These metrics were
summarized by computing the area under the precision-recall curve (PR AUC). Confidence intervals
for the PR AUC were computed according to [Boyd et al., 2013].

In this section we compared the detection methods using our simulation model in several contexts:
(1) synthetic trees with variable branch lengths and numbers of transitions; (2) empirical trees in
the presence or absence of confounding factors in the simulation. In the following, all branch length

values are given in expected numbers of codon substitutions.

3.3.1 Detection performances on synthetic trees

To characterize the behaviour of the methods with respect to the number of transitions, the time
spent in a condition, and branch lengths, we relied on synthetic trees with carefully controlled

features.

Detection performances increase with the number of transitions

We investigated whether the number of transitions from background to foreground conditions had an
effect on detection performances. We generated a balanced tree of 128 tips in which all branch lengths
equal 0.01, and generated a variable number of transitions on terminal branches (tree topology shown
in sup. fig. C.1). In this setting, both the number of foreground leaves and the total time in the
foreground condition increase with the number of transitions. Results shown in panel a of fig. 3.3

show that all methods take advantage from such increases.

The amount of time spent in a condition has a large effect on detection performance

for phylogenetic methods

We next evaluated the relative importance of the number of transitions and the amount of time
spent in the foreground condition on the phylogeny. We used a different set of trees with the same
general features (128 tips, branch lengths equal 0.01), varied the numbers of transitions, but kept
the number of foreground leaves and total foreground length constant across trees. This was done
by normalizing the branch lengths to achieve equal total times between foreground and background
conditions, and across trees. As a result the number of tips in each foreground sub-tree is variable,
depending on the depth of the transition event. For a given number of transitions, all transitions
occur at the same depth in the tree (sup. fig. C.2).

Panel b of figure 3.3 shows that the performances of Gemma and Multinomial increase with
the number of transitions, even when the amount of time spent in the foreground condition is kept
constant. They become the best performing methods at 64 transitions. However, the phylogenetic
methods codeml and Pelican seem to be less sensitive to this parameter in this experiment, suggest-
ing that the determining factors for their performances in the previous experiment were the total

foreground time and/or the number of foreground leaves, which are kept constant in this experiment.
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Figure 3.3: Detection performances evaluated on synthetic trees. 95% confidence intervals accounting
for the variability of the PR AUC estimates are shown. (a) Performance increases with the number
of transitions on terminal branches. (b) The number of transitions is not the determining factor for
the performance of the phylogenetic methods but has a strong effect on the performance of Gemma
and Multinomial. (c¢) Performances of the profile methods are positively correlated to the branch
lengths, while the performance of codeml decreases on longer branches.
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Profile methods improve as branch lengths increase

In order to assess the effect of branch lengths and of the distance between transition events and
foreground leaves on method accuracy, while keeping the number of transitions constant, we eval-
uated each method on a balanced tree with 4 transition events where a scaling factor was applied
to the branch lengths (sup. fig. C.3). As a side-effect, this scaling factor also applies to the total
foreground tree length.

Results in panel c of figure 3.3 highlight two opposite trends between profile methods and the
dy/ds method codeml, in relation with the branch length scaling. Profile methods tend to be more
accurate in detecting selection shifts when the branch lengths increase, while the performance of
codeml decreases. We suspect that as branch lengths increase, the number of synonymous sub-
stitutions increases, which reduces dy/ds and makes it harder to detect H4 sites (see fig. 3.1b,
right).

Among profile methods, the performance gap tends to decrease with longer branches.

3.3.2 Detection performances on empirical phylogenies

To benchmark the methods in a more realistic context, we evaluated their performances on empirical
phylogenies that differ in their size, depth and number of transitions (Table 3.1). The corresponding
phylogenetic trees are shown as supplementary material (supplementary figures B.4, B.2, B.1, B.3,
B.5, B.6).

Alignments were simulated as in the previous experiments, using the simulation model running
along the empirical phylogenies. These alignments were used to measure the statistical calibration

and the throughput of each method, and to evaluate each method as in the previous section.

. . Avg branch length Avg sub-tree length
Dataset Depth  Size Transitions Global  Foreground Foreground
Rodents 1 32 10 0.0192  0.0252 0.0353
[Rey et al., 2019]
Cyperaceac 25 79 5 0.0207  0.0239 0.196
[Besnard et al., 2009]
Echolocation 18 116 3 0.0081  0.0061 0.0828
[Scornavacca et al., 2019]
Amaranthaceae 22 179 15 0.0045  0.0035 0.0356
[Kapralov et al., 2012]
HIV RTi 34 476 238 0.0063  0.0051 0.0051
[Murrell et al., 2012a)]
Influenza HI segment |, g 1 0.0603  0.0608 49.0709
[Tamuri et al., 2009]

Table 3.1: Summary statistics on empirical trees. Tree depth is defined here as the highest number
of branches between a leaf and the root. Size is the number of leaves in the tree. Transitions are
defined as changes from the background to the foreground condition.

Pelican performs well on empirical phylogenies

We assessed whether the methods were well calibrated, i.e., how accurate was their reported false
positive rate under the null (Hy) model. To this end, we simulated 9000 sites under Hy, and
counted the number of false positives for each method, at the 0.05 p-value threshold. Under this

setting, a well calibrated method should produce on average a number of false positives equal to
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5% of the total number of sites. Results shown in sup. table C.1 indicate that most methods are
overly conservative, i.e., their observed false positive rate is lower than their advertised (5% here)
false positive rate. Multinomial is the only method that can yield a higher rate of false positives,
particularly on the Influenza phylogeny. To further assess how conservative the methods were, we
computed the observed false positive rate on non-constant sites only, given that constant sites cannot
be classified as positive. Sup. table C.2 indicates that even on this subset of sites, most methods

still have low rates of false positives. This indicates that all methods except Multinomial are overly

conservative.
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Figure 3.4: Precision-Recall area under the curve (AUC) estimates on simulated datasets using 6
empirical phylogenies, under changes in the direction of selection. Performances of TDGO09 on the
Influenza H1 dataset were not successfully measured. Diffsel was not evaluated on the HIV and
Influenza dataset due to the large computation times involved. PCOC had an underflow error on
the HIV data set.

We then assessed the performance of the methods to detect H4 sites by simulating 1000 H 4
sites and 9000 Hj sites. Pelican, codeml and Diffsel consistently show the best performances on all
datasets (fig. 3.4), with the exception of the Influenza H1 dataset. It is worth noting that Diffsel is
one of the best performing methods, even though it estimates branch lengths and does not get them
as input, like most other methods.

We note that, while Pelican is essentially a reimplementation of TDGO09, it shows significantly
better performances on every dataset. codeml and Pelican have similar performances in general.

However, on the Influenza H1 dataset, which has the highest average foreground sub-tree length
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(d = 49.0709), codeml incurs a large drop in its performances. These observations are consistent
with the results obtained on synthetic trees (fig. 3.3c).

Even though the HIV dataset has the lowest average foreground sub-tree length (d = 0.0051),
Pelican performs better than codeml on this dataset. Performances are strongly increased for all
methods on this dataset, compared to the other empirical phylogenies. Our explanation for the
results on the HIV dataset involves multiple effects: (1) the large number of transitions (n = 238)
on terminal branches yields a strong signal for all methods, which benefits profile methods the most
(see fig. 3.3a); (2) figure 3.3¢ seems to indicate that there is an optimal branch length for codeml:
the signal for dy /dgs falls off on longer branches, but branches can also be too short to allow reliable
dyn and dg estimations because of the insufficient number of substitutions occurring in such a short
time span.

We showed that some characteristics of the phylogenies had a major effect on method perfor-
mance, particularly the time spent in the foreground condition, as well as the number of transitions
in the phylogeny. It is likely that variations in the detection performances are the results of interac-
tions between the features of the phylogeny, possibly including more than the two we identified, as
well as the sensitivity of the detection method to these features.

On a side note, we remark that Multinomial shows some surprisingly good performances despite
its simplicity. As it does not take any information from the phylogeny, it is the simplest profile
method, and also the fastest (table 3.2). However, experiments on synthetic trees show that in cases
where phylogenetic structure creates a lot of phylogenetic inertia, the performance of Multinomial

can be strongly reduced (fig. 2.3).

Performances in the detection of changes in the intensity of selection

Profile methods are in principle particularly appropriate for detecting changes in the direction of
selection, and in practice perform as well as codeml and better on long branches (see above). We
evaluated how they perform in the presence of a change in the intensity of selection, by simulating a
scenario of relaxation of selection. In this scenario, H 4 sites are simulated such that all amino acids
have equal fitness on foreground branches. This corresponds to a complete relaxation of selection.
Fig. 3.5 indicates that profile methods, and Pelican in particular, can also detect relaxations of
selection, but that their performance depends on the phylogeny. In particular, we find that in some
cases the detection is unreliable (fig. 3.5, Influenza panel). We suspected that this lower performance
was due to a lack of sensitivity, and tested this hypothesis by changing the computation of degrees
of freedom in the likelihood ratio test performed in Pelican (sup. section C.4). Sup. fig. C.8 shows
that much better performances can be obtained on the Influenza data set, but with some cost on
the performance of the method on other data sets (notably Mammals echolocation). Future work on
the LRT may result in an improved performance of Pelican across data sets, in settings of changes

in both the direction and the intensity of selection.

Performances in the presence of confounding factors

In order to assess the robustness of the detection to other evolutionary processes, we executed a
benchmark on simulations including confounding factors: (1) CpG hypermutability, which induces
a higher mutation rate on methylated CpG dinucleotides; (2) GC-biased gene conversion (gBGC),
a non-adaptive process that increases the overall GC content in the genome and may be mistaken
as a selective force [Ratnakumar et al., 2010]; (3) persistent positive selection (PPS), as modeled by

[Tamuri, 2021], which favors non-synonymous substitutions over synonymous ones on the branches
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Figure 3.5: Precision-Recall area under the curve (AUC) estimates on simulated datasets using 6
empirical phylogenies, under relaxation of selection. Performances of TDG09 on the Influenza H1
dataset were not successfully measured. Diffsel was not evaluated on the HIV and Influenza dataset
due to the large computation times involved. PCOC had an underflow error on the HIV data set.

where it occurs. We used strong but realistic intensities for each of these processes, with two
intensities for gBGC, and two intensities for PPS. In simulations of CpG hypermutability and GC-
biased gene conversion (gBGC), the processes were applied on foreground branches for both Hy and
HA sites. In the simulation of PPS, the process was applied on all branches, but only on H sites, to
assess the propensity of each method to generate false positives. Results are shown in figure 3.6 for
the Echolocation phylogeny, and are available as supplementary material for the other phylogenies.

We find that the presence of CpG hypermutability has no influence on the detection performance
in most cases.

In contrast, on simulations including gBGC, we notice a strong decrease of the performance for
every method. While gBGC happens at the nucleotide level, it generates selection-like signal at the
codon (or amino acid) level, that is not the result of an adaptive process. This signal was strong
enough to directly interfere with the signal for selection on genomic sites.

At a fixed effective population size N., an increase in PPS results in a decrease in the performance
of all methods. Fig. C.7 shows that this decrease is mostly due to an increase in the number of
false positives. Under conditions of strong PPS and large V., the performance of codeml is strongly
reduced, but the performance of profile methods can be improved. Overall, profile methods seem less

prone to generating false positives in the presence of PPS, the effect of which is largely compensated
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Figure 3.6: Effects of GC-biased gene conversion (gBGC), CpG hypermutability and persistent
positive selection (PPS) on precision-recall AUC on the Echolocation dataset.

by an increased value of N.,.

Throughput varies greatly between methods

We measured execution time for each method on six simulated datasets. Simulations were made
using our simulation model on each empirical tree to generate an alignment of 100 Hy and 100 H4
sites. Execution times were measured as the elapsed time at completion of a run for each method
using a single CPU, and are presented in table 3.2. The throughput of phylogenetic methods can
vary by a large factor depending on the size of the phylogeny.

Method Execution time (s)
Cyperaceae  Amaranthaceae Rodents Fcholocation HIV  Influenza
Multinomial 0.01 0.02 0.01 0.02 0.04 0.03
Gemma 1.79 1.90 1.72 1.81 1.96 2.03
Pelican 10.93 19.42 2.58 6.72 87.72 266.84
TDG09 22.21 40.56 6.84 12.56  369.87
codeml 60.60 172.50 27.37 100.76  443.66 614.33
PCOC 65.56 129.01 27.80 76.48  346.25 436.84
Diffsel 1253.00 1497.84 946.79 1083.48  2659.78 3982.00

Table 3.2: Execution times for one alignment containing 100 Hy and 100 H 4 sites generated using
our collection of empirical phylogenies. Result for TDGO09 on the Influenza dataset is not available
due to the program not terminating within a reasonable amount of time.

Multinomial and Gemma are the fastest methods by a large factor. None of these two methods
require parameter estimations for a model of sequence evolution, allowing faster execution. At the
other end, the two codon-level methods codeml and Diffsel are the slowest. Pelican is the fastest of

the phylogenetic methods by a non negligible factor on all datasets.
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3.4 Discussion

In this paper, we used simulations to compare the performance of methods that detect changes in
the direction and intensity of selection, given an annotation of a phylogeny. These simulations rely

on mutation-selection models of codon sequence evolution running along phylogenies.

3.4.1 Mutation-selection models for simulating coding sequences

Our choice to rely on mutation-selection models stems from the fact that these models have been
shown to be more realistic for coding sequences than dy/dg methods [Spielman and Wilke, 2016,
Bloom, 2014]. They distinguish between processes occurring at the mutation level, and processes
occurring at the selection level among codons. This flexibility allowed us to implement in our
simulations CpG hypermutability and gBGC. In addition, we have made the choice to use site-
heterogeneous amino acid fitness profiles to emulate the heterogeneity among positions in protein
sequences. For improved realism, the profiles we used come from [Rey et al., 2019], and are based
on laboratory mutagenesis experiments [Bloom, 2017]. However, we assumed no fitness difference
between synonymous codons, even though this can be implemented in the mutation-selection frame-
work [Yang and Nielsen, 2008, Pouyet et al., 2016] to reflect selective pressures at the RNA or DNA
level. Such selective pressures could be mistaken for selection at the protein level [Rubinstein et al.,
2011, Spielman and Wilke, 2015], and therefore act as another confounding factor for the detection
methods, but they were not investigated here. Despite this, and given the fact that we simulated
along empirical phylogenies, we expect our results are informative about the performance of the

methods on empirical data sets.

3.4.2 Methods working at the amino acid level perform as well as codon-
based methods

Some of the methods in the benchmark rely on models that are similar to our simulation model. In
particular, Diffsel is also based on a mutation-selection model, and codeml works at the codon level.
Expectedly, these two methods perform well on our simulations. In agreement with previous results
[Spielman and Wilke, 2015], codeml, which relies on dy/dg and does not use amino acid fitness
profiles, is very effective except on long branches and trees (fig. 3.3c and fig. 3.4, the Influenza H1
phylogeny). All the other methods work at the amino acid level. Among those, the models based
on a phylogenetic model (Pelican, TDG09, PCOC) vary in their performance, with Pelican standing
out as the best performer. The lower performance of PCOC is likely due to two of its characteristics.
Firstly, its reliance on a predefined set of amino acid frequency vectors, which may prevent it from
accurately fitting the sites under study. Secondly, its “One-Change” component, which requires an
amino acid change at each transition between background and foreground branches. This second
limitation by design reduces the number of positive sites it can detect. TDGO09 has lower performance
than its reimplementation Pelican. The two implementations agree in the majority of cases, but
disagree on some sites, likely due to optimization problems on boundary cases, which penalize
TDGO09. The fact that Pelican’s performance is similar to the performance of codon-based models
suggests that its reliance on a WAG exchangeability matrix, not used in the simulation model, is
not harmful. Further, it suggests that no information present only at the codon level is of much
use to codeml or Diffsel, even when sequences are simulated with a model of CpG hypermutability
(fig. 3.6). This may seem surprising, but probably relates to how we specified the detection problem

we addressed. It is entirely centered around the amino acid profiles, so the codon level does not
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provide much useful information. Finally, the non-phylogenetic methods perform quite well despite
their simplicity. Multinomial, the simplest of our methods, performs better than Gemma, which has
the ability to include the shape of the phylogeny as a covariate. This may be because Gemma was
designed to handle binary characters, and we had to transform the amino acid data before feeding
it into Gemma (see methods).

Beyond detection efficacy, the dy/ds and profile methods that we discuss in this manuscript vary
in their execution speed. Methods that rely on models of sequence evolution typically have large
computational footprints due to the use of the pruning or sum-product algorithm [Felsenstein, 1981],
and the need for frequent matrix exponentiations. The computational footprints of these operations
become larger as the state space grows: methods that work at the codon level (61 states) are more
demanding than methods that work at the amino acid level (20 states) (fig. 3.2). Therefore, the
profile methods that work at the amino acid level benefit from a computational advantage compared
to codon-level profile methods or dy /dg methods. Diffsel is the slowest method despite a thoroughly
optimized code base, for several reasons. Firstly, it works at the codon level. Secondly, it attempts to
estimate more parameters than the other methods, and notably branch lengths. Thirdly, it is the only
Bayesian method here, and as such is the only one providing a credible interval for each parameter,
at each position, where the other methods only provide point estimates. Pelican’s speed is better
than TDGO09’s, due to the reliance on high performance computing libraries (see methods). It also
uses diagonalization for matrix exponentiations, or the contraction of sparse substitution matrices
to matrices of lower sizes as in the original method [Tamuri et al., 2009]. It has thus already been
extensively optimized, but further improvements might be obtained by using substitution mapping

and summary statistics as in Diffsel [Parto and Lartillot, 2018].

3.4.3 Features of a data set that affect performances

Results obtained in this benchmark highlight that profile and dy/ds methods perform differently
in detecting changes in directional selection, depending on the features of a dataset. We identified
a set of tree features that appear to have an effect on the performances: the number of transitions
from background to foreground condition, the total time in the foreground condition, the number of
foreground leaves, and the average length of foreground sub-trees. The variations in the detection
performances observed on empirical phylogenies (fig. 3.4) likely are the result of interactions between
these features, and possibly others that have yet to be identified.

Both Pelican and codeml benefit from an increased number of leaves in the foreground condition
(fig. 3.3a), but not from an increased number of transitions (fig. 3.3b). However, non-phylogenetic
methods (Multinomial, Gemma) benefit from increasing any of these features, including the number
of transitions. codeml tends to perform better than profile methods on phylogenies with shorter
foreground sub-trees on average. This conforms to our understanding of the two types of methods,
and the kind of signal they rely on, as presented in the Introduction. In the case of a change in
the direction of selection, the resulting burst of the dy/dg ratio occurs over a short time period,
and quickly decreases back to a purifying selection regime (dy/ds < 1, fig. 3.1b). This implies
that on longer branches more time is spent in a purifying selection regime, reducing the signal for
high dx/ds as the rate of non-synonymous substitutions decreases. In contrast, profile methods
rely on amino-acid frequencies to detect positive selection. In this case, the signal is strongest
when the amino-acid frequencies have reached an equilibrium and differ the most from the ancestral
frequency distribution. Since reaching the foreground equilibrium distribution through substitutions

takes time, detection performances tend to increase on longer branches (fig. 3.3c).
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Profile methods that do not take into account the phylogeny have a reduced performance on
short branches. In that case observations at the leaves of the phylogenetic tree are more strongly
correlated and this may mislead methods that assume independent observations (like Multinomial)
or rely on a less accurate model (like Gemma). On longer branches, observations at the leaves of the
tree tend to become more independent, and non phylogenetic methods exhibit performances similar

to their more complex counterparts.

3.4.4 GC-biased gene conversion is an important confounding factor for
both dy/ds and profile methods

In an effort to make our simulations more realistic, we introduced two non-adaptive confounding
factors in our model: CpG hypermutability, which affects the mutation component, and GC-biased
gene conversion (gBGC), which affects the selection component. We have found that introducing
gBGC on foreground branches induces a significant drop in performances for all the methods, with
higher values of gBGC resulting in larger decreases (fig. 3.6). gBGC mimics selection, independently
of the underlying fitness profiles, and scrambles the signal used to detect changes in the selection
regime. This corroborates previous studies on the role of gBGC in disrupting the detection of
selection in genome sequences [Ratnakumar et al., 2010, Rousselle et al., 2019, Guéguen and Duret,
2018, Ho and Hurst, 2022]. Mechanistic codon-level models such as Diffsel could be extended to
account for this effect, and untangle it from directional selection.

On the other hand, strong CpG hypermutability was not found to induce changes in the per-
formance in most cases. It is possible that codons that contain CG dinucleotides are not frequent

enough in our simulations based on the mutsel framework to reduce the AUC metric.

3.4.5 Persistent positive selection is an important confounding factor for

dy/ds methods, less so for profile methods

Protein sites may be subject to a variety of selection regimes (fig. 3.1a). It may be difficult to dis-
tinguish sites undergoing changes in the direction of selection from sites evolving under a different
selection regime, in particular persistent positive selection. In our simulations under the model of
[Tamuri, 2021], we found that codeml had difficulty distinguishing the two processes, in agreement
with [Parto and Lartillot, 2018]. PPS results in elevated (> 1) dn/ds values throughout the phy-
logeny, which is not well modelled by codeml’s branch-site model A, which assumes that positive
selection only occurs on foreground branches. codeml has to choose between two alternatives, none
of which fits the data very well: either consider that PPS sites never have dy/dg > 1, or consider
that PPS sites have dy/ds > 1 on foreground branches only. The second alternative is closer to the
truth, and therefore is chosen in a large number of cases, resulting in many false positives, and a
low AUC. On the other hand, profile methods seem to suffer less from PPS, although it is harder
to distinguish from episodic positive selection than purifying selection is (sup. fig. C.7). The effect
of PPS can be compensated by increasing the effective population size N, which acts as a scaling
factor for the intensity of selection: as a result, observed amino acid frequencies are more repre-
sentative of the actual fitness profile with higher values of N., and constitute a stronger signal for

profile methods.
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3.4.6 Interpreting screens for changes in directional selection

The methods we discussed in this paper can be used to detect sites in alignments whose selec-
tion regime has changed coincidentally to a punctual transition event. Such transitions are typically
changes in the environment, for example when a virus switches between hosts, and might also induce
cases of convergent evolution (e.g the multiple transitions of mammals to the marine environment
[Chikina et al., 2016]). In this context, these models can be used to give insights into the relation be-
tween the genotype and a given binary phenotype (e.g ancestral vs convergent, marine vs terrestrial,
...), even though some methods can handle more than two categories of phenotypes (e.g., Pelican
and [Wertheim et al., 2015]). The fact that all methods except Multinomial are conservative, i.e.,
have low rates of false positives, indicates that the positives they output are likely to be worthy of
further study.

The dy/dg and profile methods that we discuss in this manuscript all make similar assumptions.
Firstly, they can only handle a single phenotype or environmental condition at a time. This implicitly
assumes that other phenotypes or conditions are unimportant for the evolution of the site under
consideration. Such a strong assumption is likely to be incorrect in many cases: for instance a
site may be important for several phenotypes, or its evolution may be more strongly associated to
another phenotype or condition that has not been tested. Secondly, they assume that the evolution
of the phenotype is known without uncertainty. dy/dgs approaches that can handle uncertainty in
the evolution of the phenotype when reconstructing the evolution of gene sequences have recently
been proposed, but remain to be extended to the site level [Halabi et al., 2021]. Thirdly, they rely
on the comparison of two scenarios, one of which assumes homogeneity of the process across the
phylogeny. In the dy/ds method we consider, this means that the same dy/dg parameter applies
to the site throughout the phylogeny. In the profile methods we consider, this means that the same
profile applies to the site throughout the phylogeny. This is likely to be incorrect: the site may be
evolving heterogeneously because of non-adaptive processes (e.g., CpG hypermutability or gBGC),
or because it is correlated to unaccounted-for phenotypes or conditions. The use of homogeneous
null scenarios can result in model confounding whereby an incorrect model is chosen in the absence
of the true generating model [Jones et al., 2019]. This is what occurred in the gBGC simulations
where the gBGC model generated data that was better fitted under our H4 model than under our
homogeneous Hy model. However, our simulations of persistent positive selection show that profile
methods are robust to this particular confounding process.

Our results show that a site found as positive with a profile method could result from a change
in the direction (fig. 3.4) or intensity (fig. 3.5) of selection, as well as from a change in gBGC or
PPS (fig. 3.6). At this stage, distinguishing between these processes requires looking at the profiles
estimated by the method at the site. These profiles have been shown to be inferred accurately
by several mutsel models [Spielman and Wilke, 2016]. Since codon-based methods do not perform
better than amino acid-based methods in our hands, we suspect that the latter should also infer
accurate profiles, although this will have to be verified in a future study. Given accurate profiles,
one could distinguish between the different processes. Relaxation (respectively intensification) of
selection should result in a flatter (resp. more heterogeneous) profile (fig. 3.1), which could be
detected by computing its entropy and comparing it to the entropy of the other profiles at the site.
gBGC should result in a shift towards GC-rich amino acids. PPS should result in a high amino acid

diversity (large number of amino acids with non-zero frequencies).
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3.4.7 Looking forward

The profile methods presented here have all been evaluated in the same setting, where the evolution
of a site depends on two conditions that have been assigned to branches of a phylogeny. Not all
phenotypes or conditions of interest can be known without uncertainty along a phylogeny, or can be
accurately described by such a binary classification. Pelican can handle more than two conditions,
but does not handle continuous annotations along a phylogeny, or uncertainty in the extant or
ancestral states. Such extensions would be very useful. Similarly, the results show that accounting
for gBGC in profile methods could be important. This could be done in codon models by following
the approach that [Guéguen and Duret, 2018] used in dy/ds models.

[Tamuri et al., 2014] and [Spielman and Wilke, 2016] showed that a penalized version of mutsel
models performed better than the unpenalized version. We suspect that Pelican might also perform
better with similar penalties. However, the use of penalized likelihoods would prevent us from
relying on likelihood ratio tests to compute pvalues and detect positive sites. Instead, [Tamuri, 2021]
relied on simulations to compute p-values, which is more ressource intensive and would compromise
Pelican’s scalability. More work is needed to investigate the benefits of using penalization in Pelican,
and, if any, come up with a fast method to compute p-values or scores. Such a method might also
improve on the LRT that we have used here, as we saw that tinkering with its degrees of freedom
improved the performance of the method in some cases (sup. fig. C.8). It would not however change
the ML estimate of a 0 fitness value for unseen amino acids, which is unrealistic [Rodrigue, 2013].
It will be important to develop a method that yields more realistic amino acid-specific parameter
values but remains fast enough for use at the genome scale.

Overall, the results show that profile methods constitute a solid alternative to dy/dg methods
to screen for substitutions associated to changes in a phenotype or condition of interest. This opens
new possibilities to better understand the link between a substitution, the structure of the protein
where it occurs, and the phenotype or condition to which it is correlated. The amino acid profiles
inferred by a profile method at a site can be used to investigate the effect that having a high fitness
or a low fitness amino acid has on a protein structure, in a particular condition. Profile methods
could thus pair very well with the recent improvements in protein structure prediction [Jumper et al.,

2021] to yield new insights into the molecular basis of adaptation.

3.5 Conclusion

In this paper we evaluated on simulations a series of methods aiming to detect changes in selective
pressures in coding sequences along a phylogeny. We found that some profile methods compare
favourably to a commonly used dy/ds method, both in terms of power and in terms of speed,
including in the presence of confounding factors. In particular, profile methods can readily distin-
guish changes in directional selection from persistent positive selection, something that the dy/dg
method we tested cannot do. Among profile methods, we found that Pelican, a method operating
at the amino acid level, can be used to detect selective pressure changes efficiently. This makes
genome-wide searches for sites correlating with a phenotype or condition of interest doable on a
single computer within a few days.

Further extensions of Pelican are envisioned, for example to handle continuous phenotypes. In-
tegrating the effect of gBGC in the model would also be a major improvement, as we have found

that it has a strong confounding effect on the detection of selection.
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3.6 Methods

3.6.1 Detection of w variations using codeml

We used the codeml tool from the PAML package to detect variations of dy/dg as a proxy for vari-
ations of selective pressure, as was done in [Thiltgen et al., 2017]. Branch lengths were re-estimated
by codeml. codeml was configured to use the branch-site model A [Zhang et al., 2005, Yang et al.,
2005]. This model assumes there are three categories of sites in the alignment, whose proportions
are estimated. Categories 0 and 1 have a homogeneous w value throughout the phylogeny. Category
2 has one w value estimated per branch condition: on background branches, the w is between 0 and
1 (subcategory 2a), characteristic of purifying selection, or at 1 (subcategory 2b), characteristic of
neutral evolution. On foreground branches, w > 1, characteristic of neutral or positive selection. A
site is declared "positive” if it belongs to this category 2. The probability for each site to be positive
as inferred by the method was computed from the Bayes empirical Bayes probabilities, resulting
from running codeml with parameter fix_omega = 0 and summing up the probabilities to belong

to categories 2a and 2b in the model.

3.6.2 Multinomial method

The multinomial method models each site of an alignment as a collection of independent categorical
variables, thus completely ignoring the phylogeny. It compares two models using a likelihood ratio
test (LRT), the first one assumes a single probability vector of length 20 (one frequency per each
amino acid), the second a pair of vectors, one for each condition. Computing a p-value is however
difficult in our setting, as at a given site, most of the amino acids are not observed and as a
consequence their frequency estimated by maximum likelihood is zero, and thus lies at the boundary
of the parameter space. In that case the usual convergence of the likelihood log-ratio to a x?
distribution known as Wilks theorem does not hold. While there exists literature on the subject
(see [Mitchell et al., 2019] for a recent result), existing results are difficult to apply. We reused
a heuristic we found in [Tamuri et al., 2009], consisting in approximating the likelihood log-ratio
distribution under the null by a x? distribution with number of degrees of freedom equal to the

number of amino acids observed at the leaves of the tree minus one.

3.6.3 Pelican: improvements on TDG09

Pelican is a reimplementation of the TDG09 method, originally published by [Tamuri et al., 2009].
TDGO9 relies on a site-independent model of amino acid sequence evolution and the WAG exchange-
ability matrix. The model involves two kinds of parameters: stationary distributions of amino acids
and branch scale.

Inference of selective pressure shifts is based on the postulate that stationary distributions of
amino acids reflect the fitness profile in a condition (e.g. foreground or background). In a similar
way to the multinomial method, the likelihoods of two models are compared using the LRT proce-
dure, where one model assumes a single stationary distribution of amino acids shared between both
conditions, and the other model assumes a specific stationary distribution per condition.

Parameters of the model, such as stationary distributions and branch scale, are optimized to
maximum likelihood using the Nelder-Mead algorithm [Nelder and Mead, 1965]. We implemented
an alternative approach using automatic differentiation, made available through the PyTorch library

[Paszke et al., 2019], that converges to the same optima as the Nelder-Mead implementation. This
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alternative optimisation algorithm is currently not used, but might be useful in future extensions of
the method.

Pelican is implemented in the OCaml language [Leroy et al., 2021]. The underlying mutation-
selection model implementation takes advantage of LAPACK [Anderson et al., 1999] bindings for
fast linear algebra computation, and optimisations for transition matrices exponentiation through

diagonalisation [Yang, 2006]. Pelican is available at https://gitlab.in2p3.fr/phoogle/pelican.

3.6.4 Simulations

In all our experiments, simulations were used to generate amino-acid or codon alignments with a
constant number of sites N = 10000. The simulator was configured to generate 90% of H sites (no
changes in selective pressure) and 10% of H 4 sites (different selective pressure between background
and foreground condition). Simulations were done using a general time-reversible (GTR) mutation-
selection model at the codon level. The model allows for two different regimes: one modeling
selection in the background condition, and the other in the foreground condition. Selective pressure
changes on H 4 sites are simulated using either the foreground or background regime, depending
on the condition of each branch in the phylogenetic tree. Hj sites are generated using only the
background regime, indicating no change in the selective pressure through the tree for these sites.
Each regime is represented as a matrix of substitution rates between codons, which can be run along
the phylogeny using Gillespie’s algorithm [Gillespie, 1976].

The substitution rates are the result of a mutation probability and a relative fixation probability,
which depends on a selection coefficient associated with the transition to the mutated state. Mu-
tation probabilities for the GTR model of nucleotide substitutions are based on exchangeabilities
drawn from a Gamma(1, 1) distribution, and equilibrium frequencies from a Dirichlet(10, 10, 10, 10)
distribution, and are shared across sites. The selection coefficient S (eq. 3.1) is defined as the dif-
ference in fitness between the ancestral state X and the mutated state Y in a condition c.

The relative fixation probability u(S) for a mutation is computed from the selection coefficient
S as per [Kimura, 1983]:

S% Ly = fitness(X, ¢) — fitness(Y, c) (3.1)

[
u(S) = (3.2)
Fitness values are determined from amino acid frequency profiles, which are randomly picked
at each site from a set of 263 preset profiles [Rey et al., 2019] for each condition. These frequency
profiles are transformed into fitness profiles by multiplying them by a factor p = 4'. As a result,
values S§ _,, are between —4 and 4.
Codon substitution rates o are the product of mutation rates p and the relative probability of

fixation:

Oy = tix—y % u(S) (3.3)

3.6.5 gBGC simulation

GC-biased gene conversion (gBGC) acts as a fixed increase in fixation probability for mutations

from either A or C nucleotides to G or C; conversely it is modeled as a probability decrease when

IThe notation used in the published version of this article was originally Ne instead of p: in hindsight, I find this
to be confusing, as this parameter is not the effective population size, but a scaling factor that represents the effect
of Ne. I therefore use p instead, consistently with the notation used in chapter one.
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mutating the other way around. We included GC-biased gene conversion in our simulation model

as a bias term in the selection coefficient S:
S% Ly = Bao(X,Y) + fitness(X, ¢) — fitness(Y, ¢) (3.4)

Based on [Glémin et al., 2015], we chose an intensity of Bgc = 10, that is applied on foreground
branches, which is a strong effect for this process. Transition rates were not affected on background
branches. This way, in H 4 sites, the change in selective pressure between background and foreground
branches that has to be detected is driven both by the shifted fitness profile, and the effect of gBGC.
In Hj sites, gBGC affects foreground branches.

3.6.6 CpG simulation

CpG hypermutability is introduced in the simulation model as a scaling factor v for the mutation
probability:
OWwxzowyz = hx—y x v(W, XY, Z) x u(S) (3.5)

where W and Z are the states at the surrounding sites. This context is necessary because CpG
dinucleotides can occur across two codons. As a consequence, the evolution of a whole sequence
is not site-independent anymore, which led us to develop a dedicated Gillespie simulator. CpG
hypermutability only occurs on methylated CpG dinucleotides, and induces an increased probability
of mutation from C to T in this context (or G to A on the reverse strand). We assume that any CpG
dinucleotide in our simulation is methylated. If the conditions for hypermutability are not verified
when comparing changes from X to Y, or the current branch is background, v(W, X,Y, Z) = 1 and
has no effect. Otherwise, on foreground branches, we set v(W, X,Y,Z) = 10 based on [Meunier
et al., 2005], both on H4 and Hy sites.

3.6.7 Simulation of persistent positive selection

PPS is introduced in the simulation model as a constant increasing the fitness of all other amino

acids except the current one [Tamuri, 2021]. This is achieved by modifying equation 3.1 as:
S% Ly = fitness(X, c) — fitness(Y,c) + PPS (3.6)

where PPS > 0 is a constant and describes the strength of positive selection. To simulate data, we
relied on two parameter settings. In the first setting, we simulate sequences under a mild selection
strength, setting p = 4 and PPS = 2. This setting ensures that differences in amino acid fitnesses
are between —4 and 4, as in the rest of the manuscript. In the second setting, we simulate under a
strong selection regime, with p = 10 (i.e., differences in amino acid fitnesses between —10 and 10),
and PPS = 10. This second setting resembles parameter values observed on the sites showing the
strongest positive selection in [Tamuri, 2021], and is also similar to their own simulation settings.
H 4 sites were simulated with different profiles for background and foreground branches, and Hj

sites were simulated with PPS running both on background and foreground branches.

Code and data availability

Source code to reproduce the results in this paper is publicly available at

2This notation changed for similar reasons.
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https://gitlab.in2p3.fr/phoogle/spcd-benchmark.
The implementation of Pelican is also made available at
https://gitlab.in2p3.fr/phoogle/pelican.

Plots were produced in R [R Core Team, 2021] using the packages ggplot2 [Wickham, 2016] and
ggtree [Yu, 2020].
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selection at the genome scale

In this article, we used simulations to evaluate several methods to detect changes in
the selective pressure in a variety of settings. We included in this benchmark two methods
described in the previous chapter, Multinomial and GEMMA, that are not based on a model
of sequence evolution, and others implementing phylogenetic substitution models, at the
level of amino acids (TDG09, PCOC) or codons (codeml, Diffsel). Our implementation of
the TDGO09 model under the name Pelican was also considered.

We found that some methods based on amino acid profiles to represent fitnesses in the case
of Diffsel, or equilibrium frequencies in the case of Pelican, had performance level similar to
that of codeml that compares synonymous to non-synonymous substitutions rates (dy/dg).
Despite the model of Pelican being more simple and less realistic, it appears that for the
purpose of detecting changes in directional selection, modeling the substitution process at
the amino acid level is sufficient. However, our results suggest that dy/dg methods could
have more power to detect relaxed selection, although profile methods can generally manage
to do so.

We also highlighted that all methods were sensitive to the confounding effect of gBGC.
Persistent positive selection could be distinguished from directional selection by profile meth-
ods, but not by codeml; however that conversely implies that profile methods would have a
harder time distinguishing PPS from purifying selection. CpG hypermutability did not have
a meaningful impact on the general performance.

As it turns out, our results showed that our implementation of the TDG09 model in
Pelican fixes some issues from the original implementation, and provides a good trade-off be-
tween speed and accuracy to identify sites that have undergone differential selection between
conditions in the tree. This motivated us to invest more efforts on extending and improving
Pelican, but also to investigate its robustness and limitations. The following chapter describes
its model with implementation details, and explores as well potential statistical issues in the

hypothesis testing procedure.
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Pelican: a fast phylogenetic
method to identify selective

pressure changes

Pelican originated as a reimplementation of the TDG09 model from [Tamuri et al., 2009]. The
initial motivation for this work was the observed performance discrepancy between TDG09 and
DiffSel [Parto and Lartillot, 2018], previously reported in [Rey et al., 2019]. DiffSel is a Bayesian
implementation of a mutation-selection model of sequence evolution, at the level of codons. It can
be applied to the same purpose as TDGO09, i.e. identify sites in coding sequences that are associated
with a phenotypic trait, and was found to be better at that task [Rey et al., 2019]. Because of
the complexity of the mutation-selection model, the large dimension of the codon state space and
the computation costs involved in the estimation of posterior probability distributions for model
parameters, Diffsel is too computationally intensive to analyze large scale datasets — even though
the implementation was thoroughly optimized. According to the results from [Rey et al., 2019], the
method was reported to outperform all of the other models that were evaluated. Our motivation was
to investigate the main factors that could explain the ascendant of DiffSel over TDGO09 specifically,

as both models share some similarities. Some hypotheses we had were:

¢ the mutation-selection framework could be determinant in the quality of the detection: TDG09
simplifies the evolution of sequences by modelling amino acid substitution directly, overshad-
owing the mutational process, and using far fewer parameters overall

o DiffSel estimates branch lengths from the alignment. In TDGO09, the branch lengths are fixed,
and a scaling factor is estimated separately for each site. DiffSel thus has more flexibility to
fit the observed data, and integrates information from the alignment instead of a single site

e hypothesis testing in TDGO09 is performed using tools from the frequentist paradigm, namely
estimations at maximum likelihood and likelihood ratio tests. One could imagine that the
Bayesian framework that is leveraged in DiffSel could be more robust in our setting, potentially

resulting in better predictions

We therefore made our own implementation of the TDGO09 model, as a foundation to progressively
implement some features of DiffSel. Surprisingly, we found on the basis of predictions made on
simulated datasets that this reimplementation largely outperforms the original one, as reported in

chapter three. Moreover, the performance measured was comparable to that of DiffSel and codeml,
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an observation that defeated all our expectations.

In this chapter, I go into further details on the model underlying Pelican and TDGO09, and its
software implementation. As a foreword, I give a short overview of the features implemented in Pel-
ican, and present the technical framework that we used. I then describe the original model proposed
in TDGO09, and the procedure to perform hypothesis testing at each site using likelihood ratio tests,
with details on the implementation of this model in Pelican and an emphasis on optimization of
its computational performance. The limited applicability of the likelihood ratio test in our setting
is also investigated, first using simulations on synthetic trees, then illustrated using a problematic
example reported in the previous chapter (see figure 3.5). I conclude this chapter with propositions
to improve the throughput of analyses, using the Multinomial model that I described in chapter two
as a first-pass filtering heuristic, and exploring the use of an alternative strategy for fitting Pelican’s

model using GPU computation and automatic differentiation.
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4.1 Technicals

Pelican is a command-line software implemented in OCaml, a functional, statically compiled lan-
guage from the Meta-Language family. It is well suited for the development of robust applications,
by helping to reduce the amount of potential bugs that are left undetected, and offers good ex-
pressiveness as a relatively high-level programming language. Its functional programming paradigm
aims to avoid the use of functions with side-effects and keep the complexity of the resulting code as
low as possible. The strong typing system, coupled with automatic type inference provided by the
compiler, helps to enforce invariants through the definition of dedicated data types: the definition of
a type may express that it verifies a certain property, and calls to functions that require this property
can not be applied without the correct type. For example, we define specific types for manipulating
data related to amino acids; one of them is the amino acid vector. In this case, the invariant is that
every amino acid vector has length 20, and that the order of elements always matches the amino acid
alphabet!, although the underlying data structure is a simple array. It has also a semantic function,
that makes it obvious for the programmer whether they are manipulating amino acid vectors or
other array-like variables. All in all, preventing side-effects and enforcing type consistency are two
features that help to prevent apparitions of unexpected behaviours in the program.

Garbage collection is another feature that alleviates the burden of memory management, although
it has a cost in terms of performance. Nonetheless it remains fast enough, with computation times
about three times higher than native C programs and comparable to that of Java — in comparison,
Python is about 50 times slower than C2. In the implementation of Pelican, the most heavy com-
putations are expressed as linear algebra operations, which are performed efficiently using OCaml
bindings to LAPACK [Anderson et al., 1999], a low-level library for linear algebra implemented in
C. The choice of such a language is also well suited to working with recursive data structures such
as phylogenetic trees. Both the functional programming paradigm which encourages recursion, and
the flexible system for type definitions, make it natural to represent and manipulate such structures.
A typical example for this is Felsenstein’s algorithm which I describe in section 4.3.1 and is recursive

by definition.

4.1.1 Inputs and outputs
Input file formats for Pelican

The main inputs of Pelican are a phylogenetic tree in the New Hampshire eXtended (NHX) format?,
and one or more sequence alignments in the FASTA format. Sequences may be either in the amino
acid alphabet, or the nucleotide alphabet, in which case they are internally translated to amino
acids using the standard genetic code. Translation using alternative genetic codes is also available.
Amino acid sequences are parsed using the IUPAC nomenclature of amino acids, including symbols
for partly determined sequences®.

Tips of the NHX tree must be labelled, and are matched to the names of the sequences that are
present in the alignment. Tips that could not be matched to a sequence name in the alignment are

trimmed from the tree when performing the analysis of said alignment. Gaps in the alignment are

1We could then refine this type further and define one for vectors of amino acid frequencies, adding the invariant
that the sum of elements is equal 1.

2 Although this is very dependent on the kind of algorithm and actual implementation. Benchmark available at
https://benchmarksgame-team.pages.debian.net/benchmarksgame/box-plot-summary-charts.html.

3The full NHX format specification is described at: http://www.phylosoft.org/NHX/

4Symbols correspondence as defined in [JCBN, 1984, table 5] is available at https://www.ddbj.nig.ac.jp/ddbj/
code-e.html#amino-1
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Figure 4.1: Example input for Pelican (top panel) and its graphical representation (bottom panel).
Trees are represented in NHX format, and alignments in FASTA format. Trait annotation as
background and foreground is given as an example, but can be arbitrarily chosen.

treated the same but on a site-wise basis, as the model can not handle insertion or deletion events
as of yet.

All tips and internal nodes in the tree must be annotated with a trait value using an NHX tag,
which simply consists in a tag name and value pair. The default tag name is Trait, but the use
of an alternative tag name can be defined using an option in the command line. Trait values can
be arbitrarily defined, e.g. 0 and 1, background and foreground, or X and Y, and can also be
non-binary (e.g. condA, condB and condC). They can even be continuous values: in this case, they
are treated using a specific model for continuous phenotypes that is presented in chapter five. A
value for the length of the parent branch must be provided for each node, with the exception of the
root node, when there is one. The method does not require the tree to be rooted.

An exchangeability rate matrix can also be provided, in place of the default WAG matrix [Whelan
and Goldman, 2001] of empirical exchangeabilities. It must be contained in a file with the same
format® that is used in the PAML package [Yang, 2007]. An option to use the LG replacement

matrix [Le and Gascuel, 2008] instead is already embedded in the program.

Output from Pelican analysis

The output of Pelican consists in one p-value per site across all genes. Constant sites where a single
amino acid is observed across all species are assigned p-value equal 1. Results are presented as

tab-separated values (TSV format) with one line per site. Each line consists in 8 values:

alignment alignment identifier that is derived from the corresponding FASTA file name
site a site identifier that is its position in the alignment, starting from 0

nseq the number of sequences in the alignment

5For an example, see https://www.ebi.ac.uk/goldman-srv/WAG/
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naa the number of distinct amino acids that were found at the site

multinomial__pval a p-value from the Multinomial test

aagtr__pval a p-value from the likelihood-ratio test between the two alternative models of Pelican
reduced__loglk the log likelihood of the reduced model

full_loglk the log likelihood of the full model

Analysis results are progressively stored in a local database during a run, that can be interro-
gated using the CLI to retrieve results from past analyses. Commands are also provided to extract
parameter estimates at each site, as TSV format; additional plotting functions for amino acid pro-
files are provided. This also permits to interrupt an in-progress analysis, and resume it instead of

restarting it from the beginning.

4.1.2 Other features

Parallel computation

To enable systematic screening of genome-scale datasets, we implement parallel processing across
gene alignments, where the number of processes can be controlled by the user. The memory footprint
of Pelican is small, which allows to perform a large number of alignment scans in parallel, the main

limitation being the number of available computation cores.

Multinomial filter

The Multinomial method that was presented in chapter two was incorporated to the Pelican software,
to be used as an optional first-pass filter. It is provided as a mean to quickly detect sites with a
strong signal for associations to the phenotype, by avoiding to analyze every sites in a dataset with
Pelican. Only a subset of candidate sites is passed on to Pelican, resulting in a massive speed-up,

at the expense of an increased false negative rate (see section 4.6).

Phenotype annotation

Pelican features some utility sub-commands to help with the annotation of phylogenies, and infer
ancestral traits from extent observations using simple models. Inference of discrete ancestral traits
is done at maximum parsimony using Fitch’s algorithm [Fitch, 1971]. A separate sub-command is
provided to perform inference of ancestral continuous traits using a Brownian model of evolution
along the tree [Felsenstein, 1985]. They are provided for convenience, but I would recommend that
trait annotation be adapted to each specific dataset, using dedicated models and human expertise

whenever possible.
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4.2 The original model: TDG09

In 2009, Tamuri, dos Reis, Hay & Goldstein published the results of their effort to identify amino
acid mutations in the genome of the Influenza A virus that enabled its switching from avian hosts to
human hosts [Tamuri et al., 2009]. Like all pathogens, viruses are subject to selective pressures that
are specific to their host, and therefore have to be highly adapted with regard to the host immunity
in order to maintain themselves and spread in the population. This implies that a virus strain can
not easily transfer between distant hosts without adaptive changes to a different host environment.

Tamuri et al. proposed an approach to search for protein sites that were likely to be involved in
this adaptive process: that is, sites whose composition changed through substitutions in response to
the environmental change concomitantly to host switching. To do so, they designed a model where
the amino acid preferences at a site are dependant on the host condition. As a consequence, two
distinct substitution models are inferred per site. Either one is used to describe the substitution

process occurring on a branch, depending on the condition attached to it.

4.2.1 A general time-reversible model of sequence evolution

The model is expressed as a general time-reversible (GTR) model [Tavaré et al., 1986, Lanave et al.,
1984], originally used to describe processes of nucleotide substitution, but was adapted to the amino
acid alphabet. I briefly discussed this kind of model in chapter one, as it makes up the mutational
component in the mutation-selection we use for simulations, but go into more details here. The
GTR model defines a Markov process as a matrix of transition rates (), which is assembled from a

vector of equilibrium frequencies m and an exchangeability rate matrix S, such that

Qij = Siym; if i # j )

Nl

Qi =— ). Qi;; otherwise (4.1)
7,370

the vector m of equilibrium frequencies is the Markovian stationary distribution — I will use both
terms interchangeably from now on.
A Markov process is time-reversible when the transition flow at the equilibrium between two

states is equal in both ways, so that
miQij = T Qi (4.2)

This property is verified in the GTR model, since the exchangeability matrix S is symmetric

Sij = Sji = Qu = Qi
Uy T

= miQij = QuT; (4.3)

Time-reversibility allows choosing any node as the root of the tree by using Felsenstein’s pulley
principle [Felsenstein, 1981]. This is particularly convenient for efficient inference of phylogenetic
trees at maximum likelihood. However, inference using non-reversible models can also be made more

efficient simply by reorganizing the computation of likelihood [Boussau and Gouy, 2006].

4.2.2 Model parameters and empirical exchangeabilities

Among classical models of sequence evolution, the GTR model is the most general, with the largest
number of distinct parameters compared to other Markovian models of evolution with the same state

space dimension. In the context of nucleotide sequence evolution, 4 states are defined to represent
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the ATCG alphabet. The stationary distribution m sums to 1, thus introducing 3 parameters, since
one of the 4 can be deduced from the others. The exchangeability matrix .S is symmetric and can be
reduced to a triangular matrix: it defines 6 additional parameters. This amounts to 9 parameters
to be estimated in total, that remains manageable with regard to the limited data available when
fitting the model on a single alignment site.

Other models further reduce the number of parameters by making some assumptions on either
the transition rates or the equilibrium frequency. As an example, the Jukes-Cantor model [Jukes
et al., 1969] is the simplest substitution model, that consists in a single parameter u for the overall
substitution rate and assumes equal equilibrium frequencies.

The number of parameters in the GTR model drastically increases when working with larger
state spaces, such as amino acid (20 states, 209 parameters) or codon (64 states, 633 parameters)
alphabets. Fitting parameter rich models can be difficult when the quantity of data is limited, as
is generally the case when sites are considered independently. Empirical estimations of these pa-
rameters have been proposed, using reference datasets, which are often used as plug-ins in evolution
models. Empirical amino acid exchangeability matrices are typically inferred from protein sequence
alignments, initially using a maximum parsimony approach to assemble the PAM matrix [Dayhoff
et al., 1978]. Improved matrices estimated at maximum likelihood were later proposed, such as
the WAG [Whelan and Goldman, 2001] or LG [Le and Gascuel, 2008] matrices. These empirical
estimates provide general exchangeability rates and equilibrium frequencies. In TDGO09, fitting the
model is thus made easier by using empirical replacement rates from the WAG matrix, while equi-
librium frequencies are fitted at maximum likelihood to model individual amino acid preferences at
each site. This is also the case in Pelican, where empirical exchangeabilities from the WAG matrix
are used by default, although any other replacement rate matrix can be plugged in the model at the

user’s choice.

4.2.3 A condition specific model of sequence evolution

To model changes in amino acid preferences in relation to a phenotypic trait, TDGO09 defines a
heterogeneous GTR model, where amino acid frequency profiles are dependent on the trait. In
the formalism that was used in the previous section, this heterogeneous model can be represented

through the definition of two rate matrices, each describing a substitution process.

Av Av

M : i 7 (4.4)
Hu __ . .~Hu
g = O’S”ﬂ'j

where Av and Hu refer to the avian host and the human host condition, respectively, and the WAG
matrix is noted S. This model is depicted in a more intuitive fashion in figure 4.2.

In addition to the 19 free parameters® for each of the two stationary distributions 7, one scale
parameter o is introduced to adjust the general substitution rate for the site. The evolution rate
o is site specific, and assumed to be constant in time, regardless of the host condition. This model
describes the evolution of sites whose substitution process varies in response to changes in the
environment, in this case the host species.

However, not all sites in an alignment are associated to a given trait or environmental condition.

A homogeneous GTR model with only one stationary distribution is used to describe the evolution

6A frequency distribution sums to 1 and the value of one of the 20 frequencies can therefore be deduced from the
others.
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Figure 4.2: Schematic representation of the heterogeneous model (Mgs) in TDG09 and Pelican.
A different substitution process is defined for each phenotypic trait, depending on the stationary
distribution that is specific of one trait.

of these sites, independently of the considered environmental condition.

M, : ?j = Jsijﬁ;-) (4.5)
As a result, two alternative models can describe the process responsible for the state of a protein
site: one is the homogeneous model My, where the stationary distribution is independent from
conditions in the tree; the other is an heterogeneous model M3 where two different stationary
distributions of amino acid frequencies drive the evolution of a site depending on the phenotype.
In our implementation, we extended this model to allow more than two conditions, so that more

complex categorisations of phenotypes can be represented.

4.2.4 Hypothesis testing

In order to establish whether a site is associated with a given phenotype, one must decide which of the
two available models provides the best explanation for the site composition. The homogeneous model
Ms, serves as the null model that describes sites that evolved independently from the phenotype. It
is also nested within Ms, since it can be seen as a special case of the latter where 72V = 71" This
nesting relationship makes it possible for us to use the likelihood ratio test (LRT) to test whether
the more complex model fits the data significantly better than the null model.

The LRT test statistic is, as its name implies, a ratio of the likelihood of the full model to that
of the reduced model. The null distribution is established by Wilks’ theorem [Wilks, 1938] to be a
chi-squared distribution, with a number of degrees of freedom equal to the difference in the number
of free parameters between the two models. Importantly, this is an only an asymptotic distribution,
which implies that the actual distribution might be quite different from it when working with smaller

samples.

L(Ma)

L(Mo)

—2(log L(My) ~ log L(Mo) ) (4.6)

D =2log

D ~ x*(dim(6M4) — dim(6™M°))
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Given this null distribution, we are capable of computing a p-value that will measure the probability
that the difference in likelihood is the result of chance, and not of statistical support in the data for
the more complex model. Additionally, the computation of degrees of freedom of the null distribution
is accurate at the condition that the true value under Hy of any parameter does not lie on an edge
of the parameter space. Parameter values may be bound within a definition domain. For example,
a probability can only take values within the interval [0;1]. In that case, if the true value of the
parameter in the null model is either 0 or 1, it lies on a boundary of the parameter space and Wilks’
theorem does not apply. The LRT takes into consideration the difference in the number of parameters
between models. The richer model is penalized for each additional parameter that is fitted, so that
the likelihoods of the two model can be performed in a meaningful way. The application of Wilks’

theorem in the context of TDGO09 and Pelican is discussed later on, in section 4.4.

4.3 Implementation and fitting of the model

In the maximum likelihood framework that we use, fitting the model consists in estimating the
combination of parameter values that maximize the likelihood of the data assuming it was generated
from the model under consideration. In that regard it is somewhat the inverse process of what
is done when simulating: instead of generating data from parameters as input, parameters are
estimated from the data. In simple models, such as linear models that I presented in the early
chapters, the maximum likelihood estimate can be determined analytically; this is generally not
the case when working with phylogenetic models, because the likelihood function is quite more
complicated. Instead, parameter estimation is done using numerical optimization methods, that
explore the parameter space using various strategies, searching for those that maximize the likelihood
— ideally corresponding to a global maximum, but most commonly a local one. Although optima of
the likelihood function are hard to identify analytically in a phylogenetic context because the state
of ancestral nodes are not observed, the function itself can still be computed by integrating over each
possible ancestral state. This is achievable by using an algorithm proposed by Joseph Felsenstein
in the early 80’s, which has remained a cornerstone of phylogenetic studies. I briefly present this

algorithm as it may help to clarify the following sections.

4.3.1 Felsenstein’s algorithm for phylogenetic likelihood computation

Computing the likelihood of a site, given a phylogenetic model with a set of parameters and a tree,
can be achieved using Felsenstein’s tree-pruning algorithm [Felsenstein, 1981]. It is a dynamic pro-
gramming algorithm that recursively computes the likelihood of each state in the sequence alphabet
at every node in the tree. As opposed to Gillespie’s algorithm that I described in section 1.3.1, which
instantiates one possible substitution story and propagates from the root of the tree, Felsenstein’s
algorithm integrates over all possible states at each node, starting for the tips of the tree. This is
because the site that is observed at the tips can be the result of many possible paths of substitution
events, that must be considered when computing its likelihood under a model. The likelihood is the

probability to observe the data x, at the leaves of the tree, under a model with parameters 6.
Lo =Py[ X, =[] where X, is the set of leaves (4.7)

Because of the phylogenetic relationship, these observations are not independent from each other,

and this probability can not be decomposed as a product of individual probabilities. However,
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conditionally to the state of one node, the leaves of the sub-tree branching to the left are independent
from those of the sub-tree branching to the right. Therefore, at the condition that the root node
Xpg is in state r, the likelihood of the site is

= Py[X; = | Xp = r|Ps[Xp =1] (4.8)

In this expression, the term Lg(r) is the likelihood of the tree that has R as a root, conditionally
to the state of R being r — the parameter 6 is involved but is omitted here and in the following
equations as it remains constant throughout the application of the algorithm. This function can
be expressed recursively at each node and leaf in the tree, which is the core idea of Felsenstein’s

algorithm.

Figure 4.3: Illustration of Felsenstein’s pruning algorithm with a 4 dimensional state space, such as
the nucleotide alphabet. The picture can either be read left to right with a recursive point of view,
or right to left with an incremental point of view. Likelihood values are symbolized by the intensity
of the coloring in each cell.

At each leaf [, the likelihood conditionally to each possible state x is either 1, if it coincides to

the observation (x; = z) or 0 otherwise”. Then for an internal node n, the likelihood conditionally

7Although there might be uncertainty in the data, that can be reflected in the likelihood vector. For example,
because sequencing methods are not perfectly accurate, the nature of nucleotides may not be completely determined
at some positions. Information might be partial, e.g. limited to the identification as a purine (A or G, symbolized by
R) or pyrimidine (T or C, symbolized by Y). This uncertainty can be represented by assigning a probability equal 1
to each of the two possible states[Yang, 2006]. The same applies to amino acid sequences, where similar amino acid
are not always distinguished: e.g. leucine and isoleucine, symbolized by J.
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to n being in state x is

L, (x) =P X,z =2z|n = 2]

H ZP[XL =zrlc =y|Plc = yln = x, tn.]
c€C(n) yek (4.9)

I D LewPle = yln = 2, t,]

ceC(n) yek

where C(n) is the set of children of n, k is the state space, and t,.. is the branch length between n and c.

It can also be written in the matrix form, as in figure 4.3

Cn)={ec1,...,em}

Ly = P(tpe,)Le, ©...® Ptpe,, )L, ~where ¢ P(t) is the transition probability matrix — (4.10)

® is the element-wise vector product

In this calculation, each child of n is considered independent conditionally to the state of n: therefore
the likelihood at node n is the product of the likelihoods for each child node, conditionally to the
parent state. The likelihood of a child node is integrated over each possible state x, for the probability
of transition from the parent state x to y, in the time separating the two nodes (i.e. the branch
length ¢,.). This probability is weighted with the likelihood at the child node, conditionally to its
state y, which is either observed if ¢ is a leaf, or computed recursively using the same formula if it
is an inner node in the tree.

The probability of transition from state = at the parent node towards state y at the child node
Ply|x, tne] is determined by the transition probability matrix P(t,.) that is derived from the transi-
tion rate matrix @, defined in the model (see section 1.1).

The conditional likelihood with regard to each state in the alphabet is computed in this way
at each node, starting from the tips of the tree, up to the root. The likelihood across the whole
tree can then be computed as the sum of the conditional likelihoods at the root, weighted with a
prior probability for each state. By making the assumption that the process is stationary, this prior

probability can be chosen to be the stationary distribution.

L=> mLg(z) (4.11)

zek

Felsenstein’s algorithm provides an efficient way to evaluate the likelihood function of comparative
data, at one point of the parameter space that is considered in an evolution model. Most of the
computation time is spent on performing matrix products, and on the determination of the matrix

of transition probabilities P, a matter that is discussed in section 4.3.3.

Implementation detail: preventing underflow errors

The direct computation of the likelihood becomes problematic when working with larger trees, due
to the repeated multiplication of probabilities, that produces numbers too small to be accurately
manipulated in the limited representation of floating point numbers in computers®. In Pelican,

this limitation is overcome using a strategy similar to that described in [Guindon, 2003, chapter 2;

8Most processing units implement the IEEE 754 standard to represent floating point numbers, typically over 32 or
64 bits of memory. As a consequence of the finite memory space, the precision is limited, and very small numbers can
not be represented accurately.
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section 2.4.7]. We scale the likelihood vectors by the inverse of their maximum value whenever their

minimum value is below a threshold equal 1 x 1076

m = max(L)

S L/m (4.12)

where S is the scaled likelihood vector. The scaling factor is kept track of throughout the execution
of the pruning algorithm. This is done by using a specialized data structure that we call a “shifted
vector”, which contains the scaled vector and a “carry” term, that is the sum of all log m terms that
have been used to scale likelihood vectors up to the current stage of the algorithm. A shifted vector

can be easily transformed back to a vector of log likelihoods, by the following operation:
L =log S + carry (4.13)

This strategy thus prevents underflow issues resulting from the manipulation of very small numbers
that are likely to occur when working with probabilities. It was implemented by Vincent Lanore in

the OCaml library phylogenetics”, on which Pelican depends.

4.3.2 Numerical optimization

Felsenstein’s algorithm provides a way to evaluate the likelihood value associated to a model, at a
given point in the parameter space. Since we aim to find the parameters that maximize the likelihood
of the data within the scope of the model, this defines the objective function of an optimization
problem.

Now as I mentioned at the beginning of this section, solving the equation that nullify the deriva-
tive of this function can not be analytically done for any arbitrary tree and model'?,which prohibits
finding maximum likelihood estimators of parameters. For this reason, parameter estimation is
generally performed using numerical optimization, that scan the parameter space for values that
maximize the likelihood. There is a large diversity in strategies for exploring the parameter space,
and since numerical optimization is a huge field of research in itself, I will not attempt to give an
overview of the subject. Our implementation relies on the Nelder-Mead algorithm [Nelder and Mead,
1965] for numerical optimisation, which is the one used in the original implementation of TDG09.

Parameters are represented in log scale during the optimisation. This is both to avoid reaching
negative values, which make no sense in our setting, and to improve the optimizer behaviour on
small values. The scale parameter o is transformed from its log representation to linear by taking its
exponential. To enforce that amino acid frequency profiles sum to 1, the corresponding parameter
vector that is optimized is transformed using a so-called softmax function to obtain the actual vector

of frequencies which can then be used in the pruning algorithm.

el

= 72 o0
J

s where v is the vector of log parameters (4.14)

During the optimization, frequency parameters are bounded to avoid reaching frequencies values
too low that could interfere with the eigen-decomposition of the resulting rate matrix. The scale

parameter is also restricted to plausible values determined after the literature (see e.g. [Mayrose,

9nttps://github.com/biocaml/phylogenetics
10Some analytic solutions have been identified in very specific settings, on trees having few taxa, and only for a
restricted class of models. See e.g. [Chor and Snir, 2007].
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2004]), within the interval roughly defined in [1 x 107%; 10] — we are a bit more permissive and allow
values within the interval [2 x 1073;20]. This is done by assigning the log-likelihood at out-of-bound

parameters to be negative infinity, which causes the optimizer to reject such parameter points.

4.3.3 Efficient matrix exponentiation

In the formalism of continuous Markov chains, an evolution model defines the transition rate matrix
(), which represents the intensity of the “flow” of changes between states per unit of time. As I
explained in the previous section, Felsenstein’s pruning algorithm works with probabilities of changes
between states in a given time frame ¢t — that is generally the length of a branch. These probabilities
can be assembled in a square matrix P(t). In order to compute the likelihood associated to a model,
we therefore need to determine this transition probability matrix from the rate matrix, accounting
for the length of the branch. This can be done by solving the equation P’(¢) = P(t)Q with respect
to t, the solution of which is P(t) = e®! as I previsouly exposed in chapter one.

Now we need to compute the exponential of the rate matrix @, after it was scaled by the evolution
time, which is typically a costly operation. The exponent of a matrix can be computed using the

Taylor series expansion, a convergent sum of powers
Qt 1 2, 1 3
Pt)=e :I+Qt+§(Qt) —i-g(Qt) +...

= %(Qt)i

17— 00

(4.15)

Computing P(t) using this expression would be extremely inefficient, especially when working with
larger state spaces such as the amino acid or codon alphabets. A better approach relies on the

diagonalization of () through spectral decomposition

Q=XDX! where D is diagonal
(4.16)

11— 00 1—00

_ . Qt _ XDtXx~t _ 1 —1\i _ 1 i -1 _ Dt y—1
P(t)=e® = ¢ fZE(XDtX )X(Z“(Dt)>x = XeP'X

In this expression, the calculation of eP? is trivial since D is diagonal, and e®? can then be obtained
at the expense of only two matrix multiplications. The values in D are the eigenvalues of @), and X
is assembled from the corresponding eigenvectors.

The matrix decomposition itself is not always trivial: not all matrices are diagonalizable, and
when they are, the operation requires solving a linear system to determine the eigenvalues and
eigenvectors of Q). Fortunately, this problem is made easier when working with matrices having some
special properties. In particular, real symmetric matrices are always diagonalizable, and efficient
algorithms exist to derive the corresponding eigenvalues and eigenvectors. Importantly, the resulting
change-of-basis matrix is orthogonal, so that X ' = X7 this property will come in handy to solve

our problem. The decomposition of a symmetric matrix A is thus
A=XDXT (4.17)

This is all fine and well, however the rate matrix @ in the GTR model is generally not symmetric.

This becomes manifest if we recall that the rate matrix @ is computed from the exchangeability
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matrix S (which is symmetric) and the stationary distribution :
Q =5- diag(ﬂ) = Qij = Sijﬂ'j, 1 7'5] (418)

Although @ is not symmetric, we can still perform a change of basis to conjure up a similar symmetric
matrix Q' [Yang, 2006, p.68] [Schabauer et al., 2012], that has identical eigenvalues. The expression
of )/ is

Q = \/ﬁQ\/ﬁil where II = diag(m) (4.19)

As a diagonal matrix, the expression of v/II and its inverse is trivial, provided that no stationary
frequency is null — otherwise, II™! would be undefined. This condition can be ensured by using a
sparse specification for the model, where only observed amino acids at one site are included in the
state alphabet, thus preventing the presence of null frequencies in the stationary distribution. This
strategy is described and discussed in the next section. We can verify that @’ is symmetric, using
that S is symmetric:

Q= Yo, =Y

ij — \/7'('»] \/ﬂ_»jsljﬂ-j \/7?1\/7?3*91] \/7?]\/7?2*9]7, Q]z (420)

We then exploit that fact to perform this decomposition using an efficient routine'! implemented in
the LAPACK library [Anderson et al., 1999], and obtain

Q =LDL" =LDL™! (4.21)
where L is an orthogonal matrix. It follows that
Q=VI QVI=Vil LDL™VI (4.22)
The expression of () can be simplified, by defining

U=Vl L

Ul — (\/ﬁflL)_l N (4.23)

We finally get

Q=UDU!

P(t) = eQt — QUDWU™" _ 7 Digr—1 (4.24)

In summary, the calculation for the matrix exponential in the expression of P(t) is made more
efficient by leveraging spectral decomposition, in a two-step process: first perform a well chosen
change-of-basis on the @ matrix to bring up a symmetric matrix @', that can be efficiently diagonal-
ized into an LDL™ form. Importantly, the decomposition of @', which is the most costly operation
in this procedure, only needs to be performed once for each rate matrix ) in the model. The TDG09
model consists in one stationary distribution 7% per condition k in the tree, and each of them de-
termines one transition rate matrix Q*. Consequently, a single computation of D, U and U~! can

be done for each condition, and used to evaluate P(t) on any branch with length ¢, choosing the set

1 The LAPACK routine dsyevr requires a real symmetric matrix as input, and computes its eigenvalues and eigen-
vectors. See http://www.netlib.org/lapack/explore-3.1.1-html/dsyevr.f.html
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of precomputed matrices that match the condition found on the branch. This is also true regarding
the homogeneous model, where the decomposition can be done once and for all, and harnessed to

speed up the computation of the probability matrices throughout the whole tree.

Efficient exponentiation in the context of the tree pruning algorithm

We made a small improvement on the original implementation of TDGO09, that already relied on
the eigen-decomposition of the rate matrix to efficiently compute its exponential. It consists in
refraining ourselves from immediately computing the transition probability matrix using the eigen-
decomposition, so that a more efficient computation of the likelihood at internal nodes in the tree
can be performed during the pruning. This was suggested by our colleague Nicolas Lartillot, whom
I thank for that.

Let us recall that the transition probability matrix P(t) is involved in the computation of the
likelihood of a tree, at one point of the model parameter space, using Felsenstein’s pruning algorithm.

The vector L,, of conditional likelihoods at a node n, with children C(n), is
Ly, = P(tne,)Ley © ... ® Pltne,,)Le,, Cn)={c1,...,cm} (from eq 4.10)

Replacing P(t) by its expression as a matrix decomposition, we get the following expression for each

partial likelihood term with regard to a child ¢
L = P(t)Le = Ue”'U 'L, (4.25)

A naive way to compute the partial conditional likelihood LS at node n with regard to child ¢ would
be to first compute the transition probability matrix P(t), and then perform the matrix-vector
product with the likelihood vector of the child node L.. However, computing P(t) involves multiple
matrix product operations which can be avoided. Instead, L{ can be computed by performing only
matrix-vector products using a strategy where calculation are done from right to left:

LS =U(ePY(UL,)) (4.26)
In this manner, only 3n? multiplication operations are performed, instead of 2n® 4+ n? in the naive
form (where n is the dimension of the state space). This allows for a more efficient computation of
the likelihood vector, by avoiding the calculation of matrix products and performing matrix-vector

products instead which are less computationally intensive.

4.3.4 State space reduction

The dimension of the state space in the TDG09 model has a large impact on the computational
cost of its optimization. The naive specification involves 20 free parameters in the reduced model
M and 39 in the full model M3: one scale parameter, and 19 parameters per stationary frequency
vector. The size of the transition rate matrix increases with the square of the number of frequency
parameters, with repercussions on the amount of work required for matrix computations throughout
the execution of Felsenstein’s tree pruning. Notably, the computation of the transition probability
matrix P(t) = e?* along a branch, involves the exponentiation of the rate matrix @, which has
O(n?) complexity. Any reduction in the dimension of the state space is thus a mean to substantially

decrease the computational cost.

91



4.3. Implementation and fitting of the model Chapter 4

Just like the original one for TDGO09, our implementation reduces the dimension of the state
space by ignoring unobserved amino acids altogether, exploiting that sites in alignments commonly
display a restricted number of distinct amino acids. This is a heuristic that does not work in the
general case, but only when the exchangeability rates between states are neither null nor too low.
Indeed, when the exchangeability between two states is too low, transitions occur preferably by
going through an intermediary state that is easier to reach; in this case, removing states that could
potentially have such a role is problematic. This typically happens when working with codon models:
substitutions between codons that differ by more than two nucleotides are generally not allowed.
In such cases, reduction of the state space is preferably done by collapsing unobserved states into
a single one [Davydov et al., 2016]'2. However, this is not an issue in our context since we use
empirical amino acid exchangeabilities, that do not include such low replacement rates.

This truncation of the state space helps to reduce the computational cost of the pruning algo-
rithm, and improves the stability of the numerical optimisation of parameters, as it is difficult to
reach very low frequencies — and impossible to attain null ones — in the amino acid profiles. We
are thus working with a sparse state space, as opposed to the dense representation were all amino
acid states are included. Figure 4.4 illustrates that, with regard to the maximum likelihood that is
obtained, both approaches are equivalent. It was obtained by fitting the stationary model of Pelican
on a simple binary tree with amino acid L or V at the leaves, first using the dense representation,
then the sparse one. The scale parameter ¢ was made variable within an interval to better emphasize

the adequacy between the two specifications.

Parameter mode = sparse = dense
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Figure 4.4: The maximum likelihood obtained when fitting the model is equivalent when using the
sparse and dense specifications. Dotted lines indicate the MLE of the scale parameter when it is left
free.

We can verify the equivalence between the sparse and dense representations more formally, by
checking that they end up describing the same Markov process when the unobserved amino acid
frequencies are null. Denoting U the set of unobserved amino acids, and C' the set of conditions
across the tree:

k .
;=0 VjeUkeC (4.27)

In order to prove this equivalence between the two representations, let us recall the definition of the

12We implemented this technique but found that it did not improve the fit of the model, and was slower than the
truncated representation.
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transition rate matrix in our GTR model:

fj = O‘Sijﬂ'? (4.28)
It follows that the transition rates towards any unobserved state is null. This implies that, in the
dense representation of the substitution process, unobserved states at the tip of tree can not be
reached from other states.

Now let us also bring up the fact that under our model, the amino acid frequencies at the root
of the tree are at the equilibrium 7", with » denoting the condition at the root of the tree. This
means unobserved amino acids can not be the ancestral state in the tree. Two implications can be

derived from this:

e From a top-down point of view, the frequencies of amino acids from the set of unobserved is
null at the root. Combining this with the impossibility to reach any amino acid in U from
other states, it follows that the amino acids in U are never seen throughout the tree if we were
to simulate under the generative model. In Markovian terms, this is like modeling a state for
unobserved amino acid that can be moved away from, but never reached, and is not the initial
state of the process: its presence or absence makes no difference regarding the process that is
modelled.

e From a bottom-up point of view, the likelihood across the whole tree using Felsenstein’s pruning

algorithm is L = > ;L0 (7). In general, 7 is a prior probability for each state at the root
i

of the tree; in our case this coincides with the equilibrium frequencies 7" |77 =0, Vi € U. As
a consequence, the likelihood of the whole tree is not affected by the conditional likelihood

values obtained at the root for any unobserved amino acid.

In conclusion, the truncated representation behaves in the same way as a dense model, where
the equilibrium frequencies are set to 0 for non-observed amino acids. The use of this representation
allows drastically reducing the computational footprint of the estimation of parameters in some cases,
and avoids numerical issues during the optimization. Importantly, this heuristic can be applied to
our GTR model of amino acid sequence evolution, where any state transition can be achieved in one
step. It would not be feasible in a model where some exchangeabilities are null, as in the instance
of codon substitution models where multiple nucleotide substitutions are generally not allowed. In
such situations, a strategy based on state aggregation would be a better choice. Also, the fact that
we do not observe some amino acids does not imply that they are not allowed at all in the profile,
i.e. given a larger sample of sequences some previously unobserved amino acid could appear. A
Bayesian approach could better account for this uncertainty by estimating a posterior distribution

for the frequency of each amino acid, even those that were not observed.

4.4 On hypothesis testing and the applicability of LRT

We test at each site the hypothesis that the substitution process is dependent on a phenotypic trait,
or an environmental condition. To do so, a likelihood ratio test (LRT) is employed to compare
the likelihood of two nested models: a condition-dependent model of evolution, and a homogeneous
model. The latter can be seen as a special case of the former, where all the stationary distributions

7w of amino acid frequencies are equal across all conditions, thus defining one substitution process
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across the whole tree. Because the model representation is sparse (see section 4.3.4), the dimension
of any stationary distribution 7 is the number of distinct amino acids observed at the site.
Likelihood ratio tests are based on Wilks’ theorem to provide an asymptotic null distribution for
the D statistics derived from the likelihood ratio. Under Wilks’ theorem, the null distribution for D
is a chi-squared distribution with a number of degrees of freedom equal to the quantity of additional
parameters introduced in the heterogeneous model. That is the dimension of 7 —i.e. the number of
distinct amino acids observed at the site, since we are working in a sparse representation as explained
in section 4.3.4 — minus one to account for the fact that = sums to 1 so that one parameter can be
deduced from the others
D ~ x*(dim(m) — 1) (4.29)

4.4.1 Wilks’ asymptotic null distribution: the problem of the effective

sample size

Being asymptotic, the null distribution of the test statistic is known for infinite samples, and can be
used in practice when the sample size is large enough. Now this may be problematic in the context
of phylogenetic analysis, where the sample size is limited, and the observations are correlated to
each other due to their phylogenetic relationship. This translates to a reduction in what I call
the “effective” sample size which can be enough to make the null distribution drift away from
the theoretical x? defined in Wilks’ theorem. The adequacy of the actual null distribution to the
theoretical x? is thus dependent on the number of leaves in the tree (or equivalently the number of
sequences in the alignment), and the correlation structure between the observations.

Let us bring this to light using a few examples. In each of these experiments, we simulate 1000
sites along a tree, using the null model where the 7 parameter consists in 3 non-zero stationary fre-
quencies, with value 1/3. Both the null and condition-dependent models are then fitted at maximum
likelihood, and the corresponding likelihood ratio statistics is computed at each site. The distribu-
tion of these statistics is an empirical null distribution, that we can compare to the theoretical

chi-square distribution, with 2 degrees of freedom.
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Experiment 1: increased number of leaves improves asymptotic convergence

chi-square density df=2

4 pairs 10 pairs 30 pairs
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Figure 4.5: Asymptotic convergence is improved with the number of tips in the tree.

In the first experiment, we generate three trees made of pairs (Fig. 4.5), with all branch lengths

equal 0.5, and increasing size: 4 pairs, then 10, then 30. Simulations are done as described earlier,

with a constant scaling of the substitution rate (o = 1). The empirical distribution approaches the

theoretical distribution as the total number of leaves increases.

Experiment 2: faster evolution rate improves asymptotic convergence

As a second experiment, we use the same 10 pairs tree to simulate sites with variable scale parameter

o € {0.1,1,10}. Decreasing o is equivalent to shortening all branches in the tree, thus increasing

the correlation between each observation at a site: the null distribution deviates further from the

asymptotic x2. In contrast, increasing o in the simulation parameter has the effect of making each

state at the site more independent from the others: thus the effective sample size is increased, and

the actual null distribution is better adjusted to the asymptotic distribution.
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Figure 4.6: Asymptotic convergence is improved with the branch length.
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Empirical phylogenies

This dependency on the evolution rate is also observable on real phylogenies. The Orthomam tree
has 116 leaves and short branches (its length from root to tip is about 0.3 substitutions). The
leaves are thus highly correlated to each other, and the effective sample size is very limited. As a
consequence, the distribution of log-ratios under the null when simulating with lower scaling values
for the branch lengths (e.g 0.1; 1) does not match the theoretical distribution under the null as
established by Wilk’s theorem. Increasing further — and beyond reasonable evolutionary times —
the length of branches brings the distribution of logratios closer to the theoretical x? distribution,
as depicted figure 4.7. In comparison, the HIV tree is both larger, with 476 leaves, and longer than
the Orthomam tree: the null distribution better matches the asymptotic chi-square at lower scaling

values of the branch lengths.
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Figure 4.7: Asymptotic convergence to the null distribution improves with the length of the tree,
when using empirical phylogenies. The convergence is also improved with the number of tips: the
empirical distribution is closer to the theoretical one with the HIV tree than with the Echolocation
tree.

In conclusion, the asymptotic chi-square distribution used to test which of the two model fits best
has to be expected to be quite different from the actual null distribution, because of the correlation
structure underlying the data that reduces the effective sample size. In practice, relying on the
asymptotic distribution might be “good enough” in most cases, but we have to be wary of these
considerations before interpreting Pelican’s results on a dataset.

An important consequence of using the chi-square approximation when the true null distribution
strongly deviates from it, is that the p-values resulting from the test are not calibrated: their
distribution under the null hypothesis is not uniform, and they can not accurately be used as a

significance level when setting an alpha risk threshold.
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4.4.2 Degrees of freedom

The problem with the limited effective sample size is not limited to the lack of convergence of the null
distribution towards the asymptotic chi-square: it may also distort the computation of the number
of degrees of freedom used as the chi-square parameter. As a reminder, the number of degrees
of freedom in the LRT is the number of additional free parameters introduced in the condition-
dependent model: that is one frequency parameter for each observed amino acid, minus one because

the stationary distribution sums to 1.

The number of degrees of freedom tends to be under-estimated

In our model, the amino acid composition observed at one site is a reflection of the stationary
distribution of amino acid frequencies that drives its substitution process. This reflection gets more
accurate with greater effective sample sizes: trees with more tips, and longer branches will exhibit

sites where the distribution of amino acid frequencies better matches the stationary distribution.
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Figure 4.8: When simulating with a profile containing non-null amino acid frequencies, some of them
may be unobserved if the tree is short and small.

Importantly, due to low effective sample sizes, some amino acids may not be observed in a tree
at all, although they would be observed given more evolution time in the tree. Figure 4.8 illustrates
this situation, using a protein site that is simulated under the homogeneous model. The simulation
parameter 7 has non-null stationary frequencies for 4 different amino acids (K, L, P, V), represented
as a stacked bar plot (figure 4.8(d)).

This parameter is first used to simulate a site from a pair tree with 20 tips, with no change to the
substitution rate (o = 1; figure 4.8(a)). Because of the small number of tips, and the low evolution

time separating the root from the tips, no lysine (K) is observed at the site, although it is present
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in the true stationary distribution. In consequence, the maximum likelihood estimate (MLE) of the
stationary distribution has null frequency for K (see section 4.3.4 for an in-depth explanation), and
there is thus one less free parameter compared to the true stationary distribution. The vanishing of
K from the estimate is the result of the small effective sample size on this site.

When increasing the substitution rate (o = 10; figure 4.8(b)), more substitutions are allowed to
occur along the tree branches, and the resulting site better reflects the stationary distribution. In
particular, a lysine is observed at the site, and has non-null frequency in the MLE of the stationary
distribution.

We can also play with the number of tips while keeping the substitution rate low (n = 80,0 =
1; figure 4.8(c)) and take note that all 4 amino acids are observed, and that the corresponding
frequencies match the simulation parameter.

In summary, low effective sample sizes may induce the absence of amino acids that would other-

wise be observed given a large enough sample, i.e. longer branches and/or more tips.

Consequences on hypothesis testing

I have discussed in section 4.4.1 how low effective sample sizes degrade the adequacy of the null
distribution of log-ratios with the theoretical x? distribution, when performing the likelihood ratio
test to compare the fit of the two alternative models. The problem at hand is of different nature,
although the root cause is the same, in that it affects the parameterization of the asymptotic dis-
tribution. The number of degrees of freedom of the x? is determined by the number of additional
free parameters in the more complex (heterogeneous) model: that is the number of equilibrium
frequencies in the sparse representation of the stationary distribution, minus one. Any “potential”
amino acid that is present in the true null distribution, though unobserved at the site, will have
null frequency in the maximum likelihood estimate, and be absent from the sparse representation of
the stationary distribution. In consequence, one free parameter is lost in comparison to the “true”

model, and one degree of freedom is missing in the null distribution.
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Figure 4.9: P-values under the null hypothesis deviate from the uniform distribution when the
number of degrees of freedom is underestimated as a consequence of the limited sample size induced
by the dimension of the tree. Using the known true number of degrees of freedom restores the
uniformity of the distribution of p-values under the null.

Ultimately, the inappropriate reduction in the number of degrees of freedom makes the test more
sensitive. For a given value of log-ratio, the corresponding p-value is lower when degrees of freedom
are decreased. To illustrate this, we simulated 1000 sites using a sparse profile including four amino

acids with non null frequencies, along a random birth-death tree with 20 tips. We then computed
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the empirical distribution of p-values, using either the observed number of distinct amino acids at
each site to determine the degree of freedom of the null distribution (figure 4.9 left panel), or the
number of non null frequency parameters in the simulation that gives (4 — 1) = 3 degrees of freedom
for all sites (right panel). As expected, we find that the distribution of p-values computed with the
observed number of degrees of freedom is skewed towards lower p-values in comparison the one using
the true number of degrees of freedom.

Now seems to be a good time to introduce the notion of calibration for a statistical test. A
test has the property of calibration when the p-values resulting from its application under the
null hypothesis are uniformly distributed. This property, when verified, guarantees that a p-value
effectively represents the risk of type 1 error, which is the probability that a null hypothesis, knowing
it is true, is rejected nevertheless. It depends entirely on the condition that the null distribution
of the test statistic is accurate — in our case, this is the chi-square distribution for the log-ratio of
likelihoods, which is accurate when asymptotic conditions are met.

In practice, we can evaluate the calibration of a test by comparing the distribution of p-values
under the null hypothesis to the uniform. This is what was done in the previous experiment: figure
4.9 shows that the distribution of p-values is not uniform when the chi-square distribution of log-
ratio under the null is badly parameterized; but it is so when we know the true number of degrees
of freedom that shape the distribution.

In a frequentist testing framework, calibration is an important property as it gives us the ability
to quantify to some extent the error that we make. Without it, we may not consider the resulting
p-values as representative of a probability for type 1 error, which prevents us from even setting a
significance threshold — which is their most common use-case. In a sense, p-values from an ill-
calibrated test should not even be referred to as such. Furthermore, this makes the usual procedures
for meta-analysis inapplicable, such as those aimed at computing the false discovery rate (FDR)
from multiple independent test. This is indeed problematic in our case, as we would benefit from
integrating over the site-wise results provided by Pelican to identify genes that are associated to a
given phenotype; this is the object of chapter six, where I discuss of this issue and our attempts at

working around it.

Assessing the calibration on simulations using empirical phylogenies

For now, as I have presented some rather artificial cases that disrupt the calibration of the test,
we may ask how that translates to more realistic settings. Using the now familiar six empirical
phylogenies to simulate alignments under the null mutation-selection model where fitnesses are not
tied to the phenotype, we can gather the p-values obtained from the scan using Pelican, and compare
their distribution to the uniform.

Figure 4.10 makes it obvious that the method is not well calibrated in most cases. There is gen-
erally an accumulation of p-values within the interval roughly delimited by [0.5;0.7]. On simulation
using the Influenza phylogeny, the deviation from the uniform seems to be more limited, possibly
thanks to the dimension of the tree. Note however that there is an enrichment in low p-values, that
we do not observe on other datasets: this has consequences on the aggregation of p-values across

genes, that I discuss in the corresponding chapter six.
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Figure 4.10: Calibration of Pelican evaluated using simulation under the null on empirical phyloge-
nies. The distribution of p-values is shown as an empirical cumulative distribution function (ECDF)
(red), compared to the uniform CDF(black).

4.5 Improving the detection of relaxed selection

4.5.1 Motivation: a pathological case of Influenza

Among the scenarios that were simulated in chapter 3 to assess the ability of methods to detect
changes in the fitness landscape, one of them involved the relaxation of purifying selection. It is one
particular situation of differential selection, were the fitness profile in the MutSel simulation model
shifts from favoring a few amino acids in the ancestral condition under purifying selection, to a flat
profile were all amino acids have equal fitnesses in the relaxed condition. This should produce some
signal that Pelican could exploit, by inferring distinct amino acid stationary distributions between
conditions.

We found that, in the majority of the datasets subjected to the benchmark, Pelican could distin-
guish sites that went through a shift towards neutral selection from sites under constant purifying
selection almost as well as codeml, which was found to be the best at detecting them (figure 3.5).
However, the precision-recall measured for Pelican on the Influenza dataset under relaxed selection
was surprisingly bad, positioning the method as the worst one in this situation. I explore in this
section why Pelican fails so hard on this particular dataset, and what improvements could be done

to the method to make it more robust.

Diagnosis of the problem

The ancestral condition in the influenza tree spans the smaller sub-tree of strains residing in avian
hosts. It is under purifying selection in this experiment, where a few amino acids are favored, while
the others are strongly selected against. The other sub-tree depicts the phylogeny of human-specific
strains, under relaxed selection in our simulation with a flat fitness profile where all 20 amino acids

have equal fitness. The influenza tree (appendix figure B.6) is both large (432 leaves) and long as
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depicted in figure 4.11, with the two sub-trees defined by the host condition diverging from the root.

Because of these features, the sites simulated under differential selection nicely reflect the fitness
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Figure 4.11: The foreground sub-tree in the Influenza phylogeny is both larger and longer than the
background tree.

profiles: few distinct amino acids are displayed among avian-host strains'®, while human-host strains
regularly exhibit the almost complete amino acid alphabet, as depicted in figure 4.12.

On the basis of what I have discussed about Pelican so far, especially concerning the asymptotic
condition in section 4.4.1, this dataset appears to be ideal for analysis using Pelican: the effective
sample size is large enough so that we can expect that the null approximation using Wilks’ chi-
square distribution is accurate, and the stationary distributions are well represented in the sites.
Nevertheless, something is undoubtedly confusing the detection of selective pressure shifts. We
need to relate multiple factors to explain this: the features of the influenza tree, the nested models

constraint and parameter sparsity.
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Figure 4.12: Amino acid diversities observed across sites simulated under differential selection along
the Influenza and Orthomam phylogenies.

Under the homogeneous null model, the sparse representation involves a stationary distribution

wHo | with frequencies for all amino acids observed at one site: that is the union of the sets of amino

13The avian (background) sub-tree is quite small and may not be large enough to give a clear signal for accurate
estimation of the stationary distribution. However, it should be sufficient to detect differences between the background
and foreground amino acid frequencies.

101



4.5. Improving the detection of relaxed selection Chapter 4

acids observed at each host condition. Since the condition dependent model has to encapsulate the
null model so that hypothesis testing can be performed using Wilks’ theorem, the dimensions of

Hu and 4% have to be equal to that of 7!,

both condition-specific stationary distribution 7

As a result, in the avian host sub-tree where only a small subset of amino acids is tolerated, it
is thus likely that the substitution model is over-parameterized: most frequency parameters in the
stationary distribution do not contribute to better fit the model to the data. We are coerced into
fitting a model that is too rich in parameters (15 on average as seen figure 4.12) on the ancestral
sub-tree, where a simpler model would be sufficient to describe the process happening in this sub-tree
(2 equilibrium frequencies on average).

The unpleasant conclusion of this, is that when the likelihood ratio test is conducted, an overly
large number of degrees of freedom is used to shape the null chi-square distribution, resulting in a

drastic loss of power in the test and a large number of false negatives.

4.5.2 A better approximation of the null distribution of log-ratios

The problem seems to be that the null distribution of log-ratios as established by Wilks’ theorem
generally does not match the actual distribution of log-ratios when we compare the two alternative
models in Pelican. In the general case it is close enough, but the Influenza dataset magnifies this
divergence from the asymptotic theoretical distribution. Searching for a better approximation of
the null distribution of likelihood ratios, we attempted to mitigate the performance reduction by
altering the calculation of the number of degrees of freedom in the null y? distribution.

This simply consists in using the amino acid diversity observed in each condition as a measure
for the number of effective parameters in the alternative model. The number of degrees of freedom
is then obtained by calculating the difference between the sum of condition-specific diversities, and

the global diversity observed at the site'*.
df = div(fg) + div(bg) — div(total) (4.30)

By using this heuristic, we drift further away from Wilks’ theorem, but that appears to solve the issue
we had with the influenza dataset. Figure 4.13 compares the detection performance measured with
Pelican, when using the standard definition of degrees of freedom or using the heuristic. Evaluation
was performed in the context of relaxed selection, and differential selection (“shift”), to assess how
the heuristic performs in general. Precision-recall is greatly improved on the Influenza dataset in
the context of relaxation, but also when simulating directional selection. Performance remains quite
similar when switching to the heuristic on the other datasets; it is slightly improved on the HIV
dataset, and slightly decreased on the Echolocation dataset.

I have described in 4.4.2 how some amino acids are sometimes not observed at a site just because
the effective sample size is low: a small number of tips in the tree coupled with short branches. This
gives a plausible explanation for the slight performance drops induced by the use of the heuristic.
The alternative calculation that I describe gives, on average, a lower number of degrees of freedom
than the initial specification. As a consequence, the number of degrees of freedom calculated for
datasets with a small effective sample size is even more depleted when using the heuristic, which

would result in a further increased false positive rate.

14 This is equivalent to measuring the size of the intersection of the sets of amino acids in the background and
foreground conditions. The idea is that each amino acid that is observed in both conditions should involve an
additional frequency parameter in the alternative model.
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Figure 4.13: Calculation of degrees of freedom using the heuristic restores good performance on the
Influenza dataset.

4.5.3 Adapting the model to distinguish neutral from purifying selection

The root cause of the problem that we attempted to mitigate by tinkering with the degrees of
freedom to come up with a heuristic, is actually that our model is not best suited for detecting
relaxation. Indeed, under the alternative hypothesis where one condition is relaxed, we nonetheless
estimate equilibrium frequencies for each observed amino acid at the site. In that regard, relaxation
is modelled no differently than other selective regimes: we just expect to infer a flatter profile at the
relaxed condition.

In fact, we do not need so many parameters to detect relaxation, and we have shown a situation
where it is actually harmful, with the example of the Influenza dataset. Actually we expect that
the stationary distribution under the relaxed condition may look like a flat distribution where all
frequencies are equal, so that we do not need to infer each of its frequencies at maximum likelihood.

We can adapt Pelican’s models for detection of selective pressure shifts in general to specifically
detect shifts between neutral selection and purifying selection. Ideally, we would like to test the
null hypothesis Hy: “all conditions share the same stationary distribution” versus the alternative
hypothesis H 4: “each condition has a specific stationary distribution and the stationary distribution
of the relaxed condition is flat”. Unfortunately, this is not feasible in our framework, because of the
constraint that the model for Hy has to be nested within the model for H 4 in order to perform
likelihood ratio tests. The specification we propose does not enable us to observe this constraint:
we can not express the Hy model as a particular case of H4, because there are no free parameters
controlling the equilibrium frequencies in the relaxed condition.

We are then forced to test another null hypothesis, that we define as Hy: “all conditions are

under neutral selection, i.e. have a flat stationary distribution”. Using the same definition for H 4,
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we design the following two nested models

reduced : Bf =0, VieU

BE=0 VieU\V
BE free VieV (4.31)
ko exp(ﬂf)

T T en(89)

full :

where k denotes a phenotypic condition in the tree, U the set of amino acids observed at the site, and
V' the set of amino acids observed across non-relaxed conditions. Both models include a parameter
o controlling the substitution rate, in an analogous way to the original model.

The nesting of the two models is apparent, as the reduced model can be expressed as the full

k are derived from

model where all ¥ parameters are fixed to be null. Stationary distributions 7
each 8% vectors, using a softmax function, which guarantees that 7% sums to one, while giving the
necessary leeway during the inference of [3; parameters to adjust the relative importance of each
equilibrium frequency.

This model does not accurately describe relaxed selection, but somewhat does the reverse by
assuming that the site is in a neutral selection regime as a null hypothesis. Despite this relative
inadequacy, we implemented and evaluated this model on simulations conducted under relaxed

selection, to find out whether it would improve the detection performance on the Influenza dataset.

Parameter sparsity

Note that the parameter specification is also sparse in this model: the state alphabet is restricted
to the observed amino acids at the site. In a dense version of this model, the stationary distribution
under Hy would have equilibrium frequencies equal 1/20. In the sparse representation, the frequency
profile under relaxation has values equal /|u|, where U is the set of observed amino acids at the
site. Focusing on the definition of the H4 model, we have a second layer of parameter sparsity. (
parameters are only inferred for amino acids in V', the set of observed amino acid in all phenotypic
conditions, excluding the relaxed condition. The rationale for this is that amino acids only observed
in the relaxed condition are the outcome of the neutral substitution process, and their stationary
frequency is likely negligible in the other conditions. As a matter of practicality, we have to ignore
amino acids specific to the relaxed condition: otherwise the issues caused by over-parameterization

would manifest in this model, as they did in the original profile shift model.

Degrees of freedom

Under Wilks’ theorem, the number of degrees of freedom is the number of additional free parameters
in the nesting model. In the present situation, the null model has only one free parameter, the scale o.
The alternative model introduced one additional parameter for each amino acid in V. Consequently,
the number of degrees of freedom is calculated as the cardinality of V, the set of observed amino
acids outside of the relaxed condition. There is an exception when U = V, i.e. when all amino acids
in the tree are found in the non-relaxed conditions. In that situation, one parameter 3; can be set
to 0, because the softmax function has the same output when every coordinate in its argument is

translated by the same value. As a result, one of the §; parameter is null and does not need to be
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inferred.

Vi-1 if [U]= V]
df = (4.32)
V| otherwise

4.5.4 Performances obtained with the Pelican variants

Let us wrap this up with a comparison between Pelican and its two variants that I presented above,
when attempting to detect sites under relaxed selection. As a reference, codeml is also included in
the comparison. Figure 4.14 shows that good predictions are achieved on the Influenza dataset under
relaxed selection when using either of the two variants of Pelican, which was the initial motivation
for these developments. They also both have equal or better precision-recall when compared to
codeml.

However, it is not clear which of the two variants could be preferable to the other when searching
for sites under relaxed selection: indeed, neither of them is always better than the other indepen-
dently of the dataset. Moreover, their performance is sometimes even decreased when compared to
that of the original model of Pelican, and of codeml. For these reasons, these variants of the model
are not currently included in the main implementation of Pelican. Their use is for now limited to
highlighting and understanding pitfalls of the method when attempting to detect relaxed selection,

as we discussed in the present section.
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Figure 4.14: Performance in the detection of sites under relaxed selection, measured as precision-
recall. Using the heuristic or a specific model of relaxation for Pelican restores the quality of
prediction in the Influenza dataset.
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4.6 Filtering sites using Multinomial, a fast non-phylogenetic
method

In the previous chapters, I have described and evaluated the Multinomial model in several contexts.
It is a non-phylogenetic method, which is faster than phylogenetic methods that we have investigated
so far by orders of magnitude when analysing sequence alignments. It is of course less reliable, but
shows pretty good performance considering its simplicity.

It is expected that only a few sites within an alignment are associated to a phenotype. That
implies that when performing analyses with Pelican a large amount of computations is spent on
negative sites, and possibly that some fraction of them is very obviously not associated to the
phenotype — this includes, but is not limited to constant sites. Sorting out which sites are worth
investigating using a somewhat computationally costly phylogenetic model such as Pelican, seems
like a good use-case for a method such as Multinomial. It is extremely fast, and can easily be applied
on genome-scale dataset in a negligible time to act as a filter and identify a pool of candidate sites.
The stringency of the filter can be controlled simply by choosing a threshold on the p-values resulting
from the filtering phase.

This strategy is implemented in the Pelican software, and greatly increases the throughput when
it is employed, by reducing the number of sites that have to be run through the phylogenetic model.
This is however not a perfect strategy, because more stringent filtering is more prone to eliminate
sites that would have been potential good candidates for association to the phenotype. Figure 4.15
illustrates this trade-off for different filter thresholds, using measures obtained from the scan of the

Orthomam database for sites associated with echolocation.
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Figure 4.15: Proportion of best ranking sites retrieved (colored lines) and quantity of sites filtered
globally (dashed lines) depending on the multinomial threshold used in the first pass filtering. These
results were computed on empirical alignments from the Orthomam database. Each colored line
corresponds to a quantity of best ranking sites, a proportion of which will be filtered out when using
the multinomial filter. For example, using a threshold equal 0.1, about 80% of the top 10 000 sites in
Orthomam (blue line) pass the filter to be analyzed by Pelican; about 80% (~<4M) of the Orthomam
sites overall are discarded after filtering (dashed line).

In the current implementation, a scan using Multinomial is systematically performed, but no
filtering of sites is done except for constant sites which are assigned a p-value equal 1. The filtering
strategy can be tuned using the optional command-line flag ——multinomial-filter [thr], where

thr is an optional value for the filter threshold, which is equal to 0.1 by default.
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4.7 An alternative approach for fitting the model using au-

tomatic differentiation

When analysing alignments using Pelican, the overwhelming majority of the time is spent evaluating
the likelihood function at variable points in the parameter space of the model, in order to estimate
the parameter values that maximize the likelihood — in brief, fitting the model to the data is the
most computationally expensive task. Because alignment sites are modelled independently of each

119 a typical gene contains hundreds of sites, and

other, the problem is also embarrassingly paralle
genome scale alignments may contain millions. The current software implementation of Pelican
features parallel computation between genes, which helps increase the throughput of the method
when working with multiple alignments of gene families. However, this only leverages a small fraction
of the parallel nature of the problem, since ideally all sites should be treated in a parallel fashion.
This is easier said than done, simply because most computers do not dispose of such a large number
of CPUs.

Graphical Processing Units (GPU) are specialized hardware pieces that are specifically designed
to handle these “embarrassingly parallel” problems, such as 3D graphics rendering which is their
most common application. The recent advances in applications of deep-learning have leveraged GPU
computation to deal with the massive data inputs and models that are involved. In this context,
the problem under consideration is generally the optimization of an objective function, which is
generally a measure of prediction errors that must be minimized. The task of fitting this kind of
model is generally done using automatic differentiation and gradient descent.

The purpose of automatic differentiation is to compute the gradient of an objective function to
be optimized, along each dimension in the parameter space. This is done by calculating the partial
derivatives of the function with regard to each parameter in the model — which is hard to determine
analytically for complicated models. In practice, it consists in evaluating the partial derivatives of a
function at one point in the parameter space, by breaking it down as a computational graph which
is a structured representation of all of its internal elementary operations.

The result is a gradient along all parameter dimensions, which gives a linear approximation of the
derivative of the function, and can simply be “followed”: parameter values are updated by adding
to them a fraction of their respective gradient, in a process that is called gradient descent. These
steps can be repeated until the objective function stabilizes, hopefully indicating that parameters
have reached an optimum.

Several libraries have been made available that implement automatic differentiation and leverage
GPUs to perform high-dimensional computations. We use PyTorch [Paszke et al., 2019], a Python
library that provides data structures and bindings to efficient C implementations of a large variety
of operations, that can be executed either on CPU or GPU. In our problem, the objective function
is the likelihood of the alignment under a phylogenetic model, that we aim to maximize by adjusting
the parameters of the model. We made a differentiable implementation of Felsenstein’s algorithm
that computes this likelihood function using PyTorch’s API, and leverages parallel computation by

vectorizing operations across sites.

4.7.1 Vectorized implementation of Felsenstein algorithm

The primary data structure that we work with is the tensor, which is similar to an n-dimensional

array. Parameters of the model, inputs, and all intermediary variables are represented using tensors,

Bhttps://en.wikipedia.org/wiki/Embarrassingly_parallel
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Figure 4.16: Illustration of the computational graph (in blue) representing the function f(z,y) =
log(z x y), with the corresponding reverse-mode automatic differentiation (in green). In the forward
phase, the function is calculated progressively by following the computation graph, and the input
of each elementary operation is stored, to be used afterwards during the backward phase which
computes the gradient associated to each operation. This figure was extracted from the blog post
"Overview of PyTorch Autograd Engine” at PyTorch’s official website.

where the first dimension ranges across sites. For example, the scale parameter o in the model
is a scalar for each site, which gives a vector of n parameters in the vectorized representation for
n sites. Similarly, all stationary frequency parameters m; at each site ¢ are gathered in a single
2-dimensional tensor. However, this forces all sites to be described by models having the same
dimension: the sparse representation that I described in section 4.3.4 can not be fully implemented
because all elements in a tensor must have the same dimension. However, we can enforce some kind
of sparsity by constraining frequency parameters of unobserved states to be close to 0, as shown in
figure 4.17, as well as reduce the state space to have only the minimum size required to match the
most diverse site (4 in this case). As was discussed earlier, stationary frequencies can not be set
equal to 0, because that would prevent the computation of the matrix of transition probabilities.
Each sequence is also represented as a tensor, with 2 dimensions: it encodes as a one-hot vector on
the second dimension the observed state at each site on the first dimension.

Transition rate matrices are computed by taking the subset of the exchangeability matrix (e.g.
the WAG matrix) corresponding to the state space at each site, and padding it to obtain the same
dimension across all matrices. These pseudo-exchangeability matrices are then combined with scales
and stationary frequencies, in a vectorized way, to obtain the transition rate matrices that define the
Markov model at each site. In turn, eigen-decomposition is performed on each rate matrix, enabling
to compute its scaled exponential, i.e. a transition probability matrix for each site. As soon as
the transition probability matrix is available, Felsenstein’s tree pruning algorithm can be used to
compute the log-likelihood at each site, using an adequate implementation based on operations on

matrices and vectors.

Likelihood computation for large trees and underflow errors

A T mentioned in section 4.3.1, the direct computation of likelihoods using Felsenstein’s pruning

algorithm is prone to numerical errors, due to the limited memory allocated to represented floating
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Figure 4.17: Pseudo-sparse representation of parameters, sequences, and transition matrices as
PyTorch tensors for a dataset containing 4 sites which respectively display 2, 3, 2, and 4 distinct
amino acids. Top left is the tensor containing the 4 stationary frequency profiles, one line for each
site. Top right is a one-hot encoding of one sequence (ARLH), where the observed amino acid is
assigned probability 1 and the others 0. Each sequence in the alignment is encoded in the same way.
On the bottom are the corresponding transition rate matrices for each of the 4 sites, gathered in
a tridimensional tensor. All matrices are padded to have the same dimensions, using a small value
¢ for stationary profiles as null frequencies are not allowed in our framework, or zeros in the case
of sequences. The amino acid alphabet may differ between sites, but is kept consistent among all
tensors at a given site: e.g. columns at the first site always correspond to amino acids A, then S.

point numbers. In the current implementation of Pelican, this issue is tackled by scaling the likeli-
hoods whenever they are too low, as I explained as well in the section I am referencing to. However,
this strategy can not be applied in the context of automatic differentiation, because it is not dif-
ferentiable. We then resort to another approach classically used to overcome the issue of underflow
error, which consists in working with log likelihoods, so that product operations are turned into
sums, and the numbers that we manipulate can be accurately represented in memory.

The expression of the log likelihood at a node can easily be derived from equation 4.9

log L, (z) = log H ZP[C =yln = z,tne]Le(y)
ceC(n) yek

= Z logZP[c =yln =z, tnc]Le(y)

ceC(n) yek

(4.33)

At this point, we are still stuck with a sum of product of probabilities on the right hand term.

Another trick we can use is to introduce an exp log operation in the sum over states

log L, (z) = Z logz explog (Plc = y|n = @, tne]Le(y))
ceC(n) yek

= ) log )y exp (logPle = y|n =, tyc] +log Le(y))
ceC(n) yEk

(4.34)
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Now let us define a(z) = logPlc = y|n = x,tye] + log L.(y), so that

log Ly, (z) = Z log Z exp oy (z) (4.35)

ceC(n) yek

Looking at the definition of cv, (), we note that it is a sum of log probabilities, and would be typically
expected to be a large negative number. As a consequence, exp () can still cause underflow issues.

To address this, let us define a = max a, (z), so that:
y

log L, (z) = Z log Z exp(ay(z) —a+a)

ceC(n) yek

= Z log Z exp(ay(z) —a)expa

ceC(n) yek

(4.36)
= Z log (expazexp(ay(fﬂ) - a))
ceC(n) yek
= > (atlog) exp(ay(x)—a))
ceC(n) yek

The term in the exponential is now the difference between one value o, (z) and a, the maximum
value in the a(z) vector. The magnitude of this number is thus reduced in comparison to a,(z),
and underflow issues are less likely to happen when computing the exponential term. Nevertheless,
the procedure can still be somewhat prone to underflow errors when the value of one a, () is a lot
smaller than the maximum a. This does not hurt too much though, since the resulting approximation
error is then considered negligible with regard to the result of the sum over all y states.

The same trick can be applied to the calculation of the global likelihood across the tree, upon

reaching the root node.

log L = log Z o Lr(x)
zek
—10g ¥ explog(m, Li(2))
ek

= log Z exp (log 7y + log Lp(x)) (4.37)
z€k

Bz = logm, +log Lr(x
=b+ logZexp(ﬂx —b) where ~(@)
zek b= m;xx Be

This log-sum-exp formulation is commonly used for computations involving products of proba-
bilities. In our case, the resulting definition of the log likelihood function only consists in sums of
numbers having a magnitude that can be represented as floating point numbers without important

loss of precision in the result.

4.7.2 Optimisation of the parameters using L-BFGS

The output of our implementation of the pruning algorithm is a vector of log-likelihoods, one for
each site. Since we aim to maximize each of the individual log-likelihoods, and because sites are
independent in our model, we can simply maximise the sum of log-likelihoods across sites. In fact,

we actually use the mean log-likelihood across sites as a cost function — the sum, but divided by
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the number of sites — because it appears to work better with the optimization algorithm. This cost
function is minimized using the L-BFGS algorithm [Liu and Nocedal, 1989], which is a quasi-Newton
method that leverages the knowledge of the gradient at several points of the objective function to
find a local optimum.

Initial parameters of the reduced model are set to a scale equal 1, and stationary frequencies
equal to the observed frequencies at each site. As for the full model, initial scale is also set to 1,
and we choose at each site which stationary distribution gives the best log-likelihood, between (1)
using at both conditions the one estimated after fitting the reduced model (2) using the observed
frequencies at each site, after grouping amino acids by condition. This strategy hopefully gives a
better starting point for the estimation, and may help prevent getting stuck in local optima. During
the optimisation, parameters are represented in log scale, and are bounded in the same intervals as
in the reference implementation of Pelican.

After the full model is fitted, the resulting maximum log-likelihoods are compared to those from
the reduced model, so that sites where the full log-likelihood is lower than the reduced log-likelihood
can be identified. Indeed such situations are symptoms of optimisation gone wrong, as the full model
should be able to have at least equal likelihood with the reduced model. A “catch-up” optimisation
round is done on these sites, which are all reset to have stationary distributions as estimated by the

corresponding reduced models. This does help improve the fit of the sites identified in this manner.

4.7.3 Results

In order to evaluate the quality of the fit, I compare the maximum log-likelihood that were attained
using the reference implementation based on the Nelder-Mead algorithm, and the alternative one
that I described. To do so, an alignment of 20 000 sites was simulated using the Orthomam phylogeny
annotated with the echolocation phenotype, among which 12 050 sites were found to be non-constant,
i.e. had at least two distinct amino acid states. The full and reduced models of Pelican were fitted on
these sites using both implementations, so that the maximum likelihood and corresponding p-values
obtained for each of them could be compared.

Figure 4.18a shows that on most sites, the maximum log-likelihood of the reduced model matches
closely between the two implementations, except for a few sites where the optimisation seems to have
got stuck in a local optimum. The agreement is not as good when it comes to the full model, where
the fit of the alternative implementation is worse on a large fraction of sites. Even though the
absolute difference in the log-likelihood is quite small, the relative difference is sometimes more
noticeable depending on the composition of the site, as highlighted in panel 4.18b. Because of the
degraded fit on some sites compared to the Nelder-Mead procedure, the resulting p-values are not
in perfect agreement between the two methods, as seen figure 4.18c. In most cases, it is the full
model that is not as well adjusted, resulting in a bias towards higher p-values when using automatic
differentiation and L-BFGS to fit the model. The optimisation also gets stuck on non-optimal
parameters when fitting the reduced model, which results in lower p-values on a few sites compared
to the Nelder-Mead estimation. The comparison of p-values in a log scale on the right panel of
figure 4.18c highlights that the agreement between the two optimisation methods seems quite good
when it comes to p-values of a lower order of magnitude. This means that both methods are able
to correctly identify positions where there is a strong signal for genotype-phenotype association.

In terms of speed, the PyTorch implementation effectively leverages the parallel computing ca-
pabilities of the GPU, and achieves a complete scan of the alignment in 2m51s where the reference

implementation does so in 17m35 when executed sequentially on one CPU. Profiling of the imple-
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(¢) Comparison of p-values obtained after fitting the model using automatic differentiation and L-BFGS or
using the reference implementation based on the Nelder-Mead algorithm. Left panel displays the p-values in
a linear scale; right panel uses a log scale to give a better appreciation of the agreement on small p-values.

Figure 4.18: The maximum log-likelihood attained using automatic differentiation and gradient
descent tends to be lower than when using the Nelder-Mead optimizer (a and b). As a consequence,
p-values computed from the LRT are not always in good agreement between the two optimisation
approaches (¢), and tend to be higher when fitting the model using L-BFGS.
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mentation was conducted to detect and remove bottlenecks caused by unnecessary data transfers
between CPU and GPU — a very common issue in this context, leading to the under-exploitation
of the GPU — until it was clear that all necessary inputs and parameters were transferred on the

GPU once at the start of the program.

4.7.4 Discussion

The difficulty to consistently achieve a fit of the model at least as good as when using Nelder-
Meader to optimize the parameters might be tied to at least two reasons. First, it might be that
using a gradient descent does not allow enough freedom to explore the likelihood landscape, and
the algorithm could get more easily stuck in local optima compared to the Nelder-Mead approach.
Second, I suspect that the pseudo-sparse implementation that is illustrated in figure 4.17 could
deteriorate the quality of the fit. As I discussed in section 4.3.4, fitting Pelican’s model with a dense
parameterization where unobserved amino acids are accounted for is more difficult, and parameter
estimates are less stable even when using the Nelder-Mead optimizer. Because we are currently
forced to maintain the same state space dimension across all sites, so that parameters of the model
and all intermediary calculations in the pruning algorithm can be respectively gathered in a tensor,
we can not fit a model that is “truly” sparse for each site. Instead, the dimension of the model
at every site is that of the highest dimension, which is determined by the maximum amino acid
diversity across all sites. Even though we mitigate this problem by fixing the value of the stationary
frequencies for unobserved amino acids at a small value e, this might still have an effect on the
estimation of the other parameters.

This constraint brings another issue, which is more of a technical one. In the current pseudo-
sparse implementation, we instantiate tensors that are larger than they need be, as an important
fraction of their content ties to modeling substitutions involving unobserved amino acids and is
thus not relevant to us. Now, the computation of the gradient using automatic differentiation does
require that the input of each elementary operation in the computation graph is kept in memory,
so that the corresponding local gradient can be computed in the backward pass (as shown figure
4.16). As a consequence, the memory footprint of this implementation of the pruning algorithm
quickly becomes difficult to manage: it grows rapidly with the number of nodes in the tree, the
maximum amino acid diversity observed across sites, and of course the number of sites'®. A truly
sparse implementation could help to reduce drastically the memory requirements for the execution
of the pruning algorithm, as most sites have a lower diversity than the maximum in the alignment.
This problem could also be addressed by distributed computing on several GPUs, but this kind of
equipment is not easily available.

The PyTorch community is currently working on a feature that would precisely allow the repre-

”17 and that I believe would significantly

sentation of sparse tensors, which they call “nested tensors
improve the viability of this implementation. For now, PyTorch’s nested tensors are in a very
early stage of development, and support a set of operations that is too restrictive to implement
Felsenstein’s algorithm.

I expect that the speed improvement using this implementation would scale with the number

of sites in the dataset. In the setting from which the above results were obtained, the throughput

16 As an example, the maximum amino acid diversity was 8 in the alignment on which the experiment for which
results are presented figure 4.18. This sets the dimension of the tensor containing parameters for the stationary
frequencies to 12050 x 8. The GPU memory required to perform the pruning algorithm in this setting is about 5 GB,
which makes fitting larger alignments impracticable on a single GPU.

17See https://pytorch.org/docs/stable/nested.html
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was increased by a factor about equal 6.2. This is encouraging, but must be put in perspective
with the fact that this is a comparison to a sequential execution of the current implementation of
Pelican, that does have the capability to run in parallel across alignments. Moreover, because of
the memory limitations that were discussed, increasing the number of sites to process in parallel
would be difficult as of yet, while exploiting the parallelism of the current implementation is rather
easy: computing facilities generally have a large number of CPUs available, and the CPU memory
footprint of Pelican is very manageable.

All in all, I consider this work to be a proof of concept, more than a credible contender to the
current implementation. Given more time, it could still be interesting to evaluate a sparse version
when the relevant features are implemented in PyTorch. Another possible direction to explore
would be to let down automatic differentiation and gradient descent, which are the main source
of the memory issues that I exposed. This would require making an implementation of another
optimisation algorithm, e.g. Nelder-Mead, in a manner that would be suitable to run in parallel
on the GPU. The BEAGLE library [Ayres et al., 2012] is dedicated to performing computations
commonly involved in phylogenetic models, and might provide useful tools for this task. Finally, a
possible application for such parallel approaches could be fitting models that incorporate parameters
shared across sites: for example, a general bias towards a restricted set of amino acids among hyper-
thermophile species [Zeldovich et al., 2005], the estimation of which could benefit from a joint

estimation between all sites.
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| Chapter 4 summary: Pelican: a fast phylogenetic method to identify selective

pressure changes

This chapter gives more details on the model, implementation, features and
limitations of Pelican, which was introduced in the previous chapter. In a sense, it is
complementary to the previous chapter: after we have established that the approach gives a
good answer to our problem, it goes deeper into methodological aspects to better understand

its inner workings.

After I explain the original motivation for developing this method as an implementation
of the previously published model TDGO09, I detail the model itself. It is in fact a pair
of nested models of amino acid substitution: a reduced model where the substitu-
tion process is homogeneous across all branches in the tree, and a full model where
the substitution process depends on an annotation of phenotypic traits on each branch.
They are fitted at maximum-likelihood using Nelder-Mead’s algorithm and compared
using a likelihood ratio test. Some modeling choices are discussed as well, in particular

the reduction of the state space in the Markov process underlying the substitution model.

Looking back on a particular results in the previous chapter, that is the very low
performance of Pelican when detecting sites under relaxed selection on one specific
simulated dataset (Influenza), I explore the cause of these underwhelming results and
propose two workarounds to restore good predictive capability for Pelican. One consists in
adjusting the degrees of freedom in the LRT to account for the specificity of the dataset,
the other is a variation of the model specifically designed to detect relaxed selection. Both

approaches fulfill the intended goal, but are limited in terms of potential for generalization.

The end of this chapter focuses on improvements on the throughput of Pelican. Based
on the good trade-off between reliability and speed that is offered by the Multinomial
approach, we propose to use it as a first-pass filter with low stringency to eliminate sites
that are not likely to be good candidates. Remaining sites that are worth investigating with
a more accurate (and costly) method are then analyzed using Pelican. With similar goals
in mind, I explored the possibility to leverage the highly parallel nature of the problem of
fitting Pelican’s model independently on each site within alignments. I made an alternative
implementation of Felsenstein’s algorithm based on the PyTorch library, and massively
parallel computations on the GPU. This implementation computes the likelihood function
associated to a point in the parameter space of the model at one site, as well as the gradient
associated to each parameter using automatic differentiation, which can be followed to
reach the nearest optimum of the function. I show the potential of this approach as a proof-
of-concept to speed-up analyses conducted with the Pelican model, and possibly exploit
simultaneous optimisation of sites to incorporate parameters shared across sites in the model;

it is however limited for now by some missing features in PyTorch.
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Continuous trait associations

In Pelican’s implementation of the TDG09 model, we broaden the application scope of the original
model by allowing an arbitrary number of phenotype conditions to be accounted for, instead of
restricting analyses to binary traits. However, some phenotypic traits are continuous, and are
not naturally represented as a discrete variable without loss of information and without making
somewhat arbitrary choices in the discretization procedure. This is a motivation to propose a
variation on Pelican’s model that would be adapted to work directly with continuous traits. I
describe such a model in this chapter, that preserves the main formalism from the discrete model
by modeling the substitution process as a GTR model, driven by stationary distributions of amino
acid frequencies.

An important concern here is to keep the number of additional parameters low: we are working
indeed with a limited quantity of information — a single site in an alignment — to estimate pa-
rameters, which is already challenging in the discrete case. Our answer consists in a model which
estimates a stationary distribution for each extreme value of the phenotype, and interpolates amino
acid frequencies between them for intermediary trait values, using a sigmoid function. This model
thus introduces only two additional parameters, that determine the shape of the sigmoid interpo-
lation: one slope parameter that controls the steepness of the sigmoid, and one so-called “shift”

!, The underlying hypothesis is that, on sites associ-

parameter that controls its point of inflexion
ated to a continuous phenotype, amino acid preferences are correlated to the value of the trait. For
example, one amino acid could be very disadvantageous for species exhibiting the lowest trait values,
and strongly favored when the trait value is highest, and its frequency would continuously increase
with the value of the trait between these two extremes under this model.

As it is not immediately obvious that this approach would improve the quality of the detection of
sites associated to the phenotype, its performance is compared to the discrete model of Pelican using
several discretization strategies. This benchmark is conducted on simulations, using an adaptation
of the mutation-selection model that incorporates the sigmoid interpolation between amino acid
fitnesses, and the Orthomam phylogeny annotated with the adult body mass phenotype. Several
simulation settings are considered, where the steepness of the interpolation between fitnesses varies
up to a point where the simulation is akin to a discrete case.

To further validate our approach in an empirical setting, we also compare our findings to pub-

lished results [Farré et al., 2021] from a study of genomic factors tied to differences in longevity

LA small web application that illustrates this model and the interaction between its parameters is online at
https://1lsdch.shinyapps.io/continuous-model/.
Code repository: https://github.com/1lsdch/pelican-sigmoid.
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among mammal species, that used a specific approach based on a discretization of this continuous

trait.
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Abstract

Comparative genomic data provides the ability to look for substitutions that are associated to
particular phenotypic traits. A few methods have been proposed to deal with discrete phenotypic
traits, but not with continuous traits. Here we extend the method Pelican, which has been shown
to be powerful for detecting sites associated with discrete traits, to work with continuous traits. We
call model C the new model, and the base discrete version model D. Model C links a continuous
trait with amino acid preference at a site using a sigmoid function. We evaluate its performance on
simulated data and compare it to model D, working on data discretized into two or three categories.
We find that model C performs better than model D, even when the simulated sigmoid relationship
between the variable and the sites is really stepwise. We apply model C to three empirical alignments
and find that it identifies sites associated to variation in lifespan in mammals, with an enrichment in
functional protein domains. Our results show that Pelican can now be used with both discrete and
continuous phenotypes to search for sites associated with phenotypic variation. Pelican is available

at https://gitlab.in2p3.fr/phoogle/pelican.
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5.1 Introduction

Comparative genome data offers the possibility to associate substitutions to changes in the pheno-
types of the species. This has motivated a lot of methodological development, and a lot of empirical
studies. For example, many models have been developed to search for signs of adaptation in coding
sequences (e.g., [Goldman and Yang, 1994, Yang, 2007]), using the dy/dg approach. These models
can be used in a first step with a phylogeny annotated with species phenotypes to search for sites or
genes that undergo different types of selection depending on the phenotype. In a second step, one
can look at the amino acid substitutions at these sites to investigate if the likelihood of observing
particular amino acids depends on the phenotype. This two-step process can be replaced by a single
analysis using profile methods that directly identify an association between preferred amino acids
and phenotypic state (e.g., [Tamuri et al., 2009, Parto and Lartillot, 2018, Duchemin et al., 2022]).
We have shown that some of these methods, in particular the method Pelican, could be as powerful
and faster than dy/dgs methods [Duchemin et al., 2022].

So far profile methods have been used with discrete annotations of a phylogeny, whereby each
branch is linked to a particular phenotypic state. Such annotations are ill-suited for continuous
phenotypes, because they require discretizing a continuous distribution into categories. There are
several ways to do so: for instance, to discretize into two categories, one could split at the mean
or the median, or any other quantile. A priori, there is no reason to pick one method rather than
another. To circumvent this difficulty, some researchers have relied on two steps. Firstly, putative
sites where particular amino acids are associated to phenotypic values are identified by focusing on
species with the most extreme phenotypic values. Secondly, species with less extreme phenotypic
values are used to validate the sites identified in the first step. This approach has been used to
identify sites and genes associated with increased longevity in primates and mammals [Muntané
et al., 2018, Farré et al., 2021], but still depends on thresholds to identify “extreme” phenotypic
values.

In this report, we introduce a continuous variant for Pelican, called model C, that can work
naturally with continuous trait values. We compare its performances against the discrete variant
where trait values are discretized in different ways, using simulations to generate protein sequence
alignments under a mutation-selection model. Simulations are run along the Orthomam phylogeny
including 116 mammalian species, using body mass values as an example for a continuous trait.
We show that the continuous variant performs better than the discrete one, while exempting from
the need to determine a discretization procedure for the trait values. We apply model C to three
gene alignments that had been found to contain sites associated to variation in lifespan in mammals
[Farré et al., 2021], using a two-step approach relying on a discretization of the lifespan data. We
found that model C finds sites associated to lifespan in all three genes, including some that had
been identified previously [Farré et al., 2021]. When comparing to results obtained after shuffling
the lifespan data, we find that sites are enriched in functional domains of the proteins, suggesting

that they are indeed related to lifespan.

5.2 Methods

5.2.1 Models of sequence evolution

We use a model of codon sequence evolution to simulate sequences, and a model of protein se-

quence evolution for inference. Both models are continuous time Markov processes running along
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the branches of a phylogeny whose branch lengths are in units of expected number of substitutions
[Felsenstein, 1981]. At each branch b, substitution rates are described by a substitution matrix Qp,
which, combined with a branch length [ is used to compute a substitution probability matrix P, as
follows:

P, = el (5.1)

Individual sites are associated to specific amino acid preference parameters to account for hetero-
geneity in the process of evolution across sites. Different amino acid preferences may also be used
across branches, if the site is assumed to be associated to the continuous phenotype under con-
sideration. Such sites are called H, sites, whereas Hj sites are not associated to the continuous

phenotype. As a result, for Hy sites, Qp = @ for all branches b.

5.2.2 Model of codon sequence evolution

We use a mutation-selection model of codon sequence evolution [Halpern and Bruno, 1998, Yang
and Nielsen, 2008, Rodrigue et al., 2010, Tamuri et al., 2012, Bloom, 2014] to simulate sequence
evolution using the Gillespie algorithm [Gillespie, 1976]. Mutation-selection models handle muta-
tions at the DNA level, and selection at the amino acid level. Both are combined into a 61 x 61
codon substitution matrix. A matrix of mutation probabilities ;1 between individual nucleotides is
derived from exchangeabilities and equilibrium frequencies [Lanave et al., 1984, Tavaré et al., 1986].
Exchangeabilities are drawn from Gamma(l,1) distributions, and equilibrium frequencies from a
Dirichlet(10, 10, 10, 10) distribution, and are shared across sites. A 61 x 61 codon mutation matrix
is built from this nucleotide mutation matrix by considering that double and triple substitutions
between codons are not allowed.

Selection coefficients S§ (eq. 5.2) associated to the amino acids are defined as the difference in
scaled fitness F' between the ancestral amino acid X and the descendant amino acid Y, according
to the parameters applying on the current branch b.

The relative fixation probability u§(S) for a mutation at site ¢ and branch b is computed from

the selection coefficient S as per [Kimura, 1983]:

Sg(—)Y,b = F(Xv ¢, b) - F(Ya c, b) (52)

¢
u(S) = T (5.3)
Fitness values are drawn from a set of 263 preset frequency profiles [Rey et al., 2019] for each
site. These frequency profiles are transformed into fitness profiles by multiplying them by a factor
Ne = 4. As a result, values SS(HY’b are between —4 and 4. One profile needs to be drawn for Hy
sites, whereas two such profiles need to be drawn when simulating H 4 sites. Further, in H 4 sites,
at each branch, vectors of amino acid fitnesses ug(S) are determined by a sigmoid function linking
them to a continuous trait (see section 5.2.4).

Codon substitution rates @ are the product of mutation rates p and the relative probability of

fixation:

QS‘{*)Y,Z) = Ux-y X U’Z(S) (5.4)

5.2.3 Model of protein sequence evolution

For Hj sites, the model used for inference in Pelican is similar to commonly used models of protein

sequence evolution [Whelan and Goldman, 2001, Le and Gascuel, 2008]. In particular, it can be
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expressed as a combination of a 20 x 20 exchangeability matrix and a vector of 20 equilibrium amino
acid frequencies. However, our model has site-specific amino acid equilibrium frequencies. For H 4
sites, it also has branch-specific amino acid equilibrium frequencies. These equilibrium frequencies
are estimated in the maximum likelihood framework for model D, or are computed with the sigmoid

function as explained below.

5.2.4 Sigmoid function used to link phenotypic value and amino acid pref-

erence

In H 4 sites, we model amino acid preference at a site as depending on a continuous phenotypic
trait. In a mutation-selection framework operating at the codon level, this results in different amino
acid fitnesses depending on the phenotypic trait value. In a model of protein sequence evolution,
this results in different amino acid frequencies depending on the phenotypic trait value. We use the
mutation-selection framework for simulating sequences, and rely on the model of protein sequence
evolution for inference inside Pelican.

We model amino acid preferences Y at a particular site as depending on the trait value ¢ according
to a logistic function Y'(¢) (figure 5.1a). The logistic function depends on a left asymptote value of
the amino acid preference (A), a right asymptote value (K'), an inflexion point (ty), and a slope (5)

(Equation 5.5).

K—-A

V() = A+ T =t

(5.5)

Each amino acid preference is modelled independently from the other amino acid preferences,
resulting in two (left and right) asymptote parameters per amino acid, i.e., up to 40 parameters
total. However, in the model of protein sequence evolution, only 19 amino acid frequencies are
modelled, since the frequencies have to sum to 1.0, resulting in up to 38 parameters. In practice,
we set the frequencies of unobserved amino acids to 0.0 as in [Tamuri et al., 2009, Duchemin et al.,
2022], which strongly reduces the number of parameters (see section 5.2.5). The slope and inflexion
point parameters that control the shape of the sigmoid are shared across amino acids, adding two
parameters in the model. The 2 frequency parameters per amino acid combine with the slope and
inflexion parameter per site to provide flexibility in the shape of the function. This is used to suit
different trends in amino acid preferences as the phenotypic trait value varies, as shown figure 5.1b.
For instance, the three first plots describe functions estimated for an amino acid that would be
preferred for low values of the phenotype rather than for high values. However, the top right plot
corresponds to a situation where an abrupt shift is observed around phenotypes of value 4, whereas
the change in preference is much more gentle in the top left plot. In the bottom left plot, the change
is still abrupt, but is now observed around phenotypes of value 7. Finally, the bottom right plot
describes a situation where the amino acid is only slightly preferred for high values of the phenotype

than for low values.

5.2.5 Sparse parameter estimation at each site

At each site, not all 20 amino acids are observed. We set the equilibrium frequency for an amino
acid that is not observed at a site to 0. We use this to reduce the number of parameters to consider,
by only working with the subset of amino acids that are observed at the site. Therefore, during
estimation, fewer parameters need to be estimated per site. For instance, for a site that has only 5

different amino acids, model C includes only 11 parameters instead of 41. This technique reduces
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Figure 5.1: Interpolation of amino acid frequency profiles along a continuous trait using a sigmoid
function.
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(a) Sigmoid function Y () (orange) to describe the link between trait value and amino acid (AA) frequency.

For low values of the trait, the amino acid frequency tends towards A = 0.9, and for high values of the trait
towards K = 0.05. The slope is set to be S = 0.6, and the inflexion point is at to = 4.0.
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the number of free parameters in the likelihood ratio test, and improves the speed of the method.

5.2.6 Likelihood ratio test in model C

The discretized version of Pelican relies on a likelihood ratio test between a homogeneous model,
where the same parameters apply throughout the tree, and a model where different amino acid
equilibrium frequencies apply depending on the condition associated with the branch [Duchemin
et al., 2022]. We adopt the same framework to assign p-values to sites, because the homogeneous
model is also nested within model C'. The number of parameters that need to be considered in this
test is the two parameters in the sigmoid function, plus the number of amino acids present at the
site, minus one. For a site where 4 amino acids are observed, the likelihood ratio test (LRT) is

computed as follows. First, compute the log-ratio LR:
LR = 72<10g L(model H) — log L(model C)) (5.6)

where model H is the homogeneous model. Then compare LR to a x? distribution with 4—1+2 =5
degrees of freedom [Wilks, 1938].

5.2.7 Benchmark simulations
Tree and trait values

We chose a phylogeny of mammals present in the Orthomam database [Scornavacca et al., 2019]
and used in [Duchemin et al., 2022]. To annotate this phylogeny with a continuous trait, we chose
to use body mass. We gathered body mass values for every species in the tree from the databases
PanTheria [Jones et al., 2009] and EltonTraits [Wilman et al., 2014}, and from [Farré et al., 2021].
We provide a table of body mass values as supplementary material. Leaves were annotated with the
log,, of the species body mass, and internal nodes were annotated by reconstructing ancestral body
mass using a Brownian motion model [Felsenstein, 1985]. Here we want to stress that this ancestral
reconstruction is not meant as reliable estimates to discuss body mass evolution in mammals, but
only as a framework to simulate sites that depend on a continuous trait. The annotated phylogeny

is represented figure 5.2.

Simulations

Simulations were performed in a manner similar to [Duchemin et al., 2022], but adapted to continuous
phenotypes. More precisely, simulations were based on a mutation-selection model, where each site
is associated to site-specific amino acid fitness profiles. Two types of sites were simulated: sites not
associated to the phenotypic trait, and sites associated to the phenotypic trait. The former were
simulated under a constant mutation-selection model applying to all branches of the phylogeny. A
single vector of amino acid fitnesses was drawn as in [Duchemin et al., 2022] and applied throughout
the tree. The latter were simulated under mutation-selection models that changed at each branch
of the phylogeny. More precisely, equilibrium amino acid frequencies changed depending on the
phenotype value at the tip of the branch. To this end, 2 vectors of amino acid fitnesses were drawn
per site, and were used to provide left (A4 in Equation 5.5) and right (K in Equation 5.5) asymptotic
amino acid fitness values, for low and high values of the continuous phenotype respectively. Then,
at each branch, the end phenotypic value was used to compute branch-specific amino acid fitnesses,

according to the sigmoid link function between phenotype and amino acid frequency (figure 5.1a,
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Figure 5.2: Orthomam tree with log;, body mass value annotations
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Equation 5.5). Other parameters of the sigmoid were:

to ~ N(p, 1) where p is the trait value at the root of the tree (5.7)
S = \/sd(t) where ) is a scaling factor for slope steepness .

In this way, when A = 1, the shape of the sigmoid is such that all the trait values are distributed
around the inflexion point, mostly within the interval where the slope is substantial, avoiding the left
and right plateaus. We tested 9 values of A\ to investigate the performance of the inference method
as the steepness of the sigmoid function varies. For each value of A, 10000 sites were simulated
in total, with 1000 H4 sites associated to the phenotype, and 9000 Hj sites not associated to the
phenotype.

Evaluated methods

We compared the continuous version of Pelican to the discrete version, applied to the phenotype
after discretization of the log body mass into categories. We named the continuous model “C”,
and named the discretized models Dx. Model D2 mean works with 2 categories of log body mass,
based on whether they fall below or above of the mean of the log body mass observed at the tips.
Model D2 median is similar, except that the median is used instead of the mean, as is model D2
phylo-mean that uses the phylogenetic mean, which is the inferred trait value at the root of the
tree, assuming a Brownian model for the trait. Model D3 terciles discretizes log body mass into
3 categories based on terciles of log body mass observed at the tips. All methods were run on the
simulations described above, and their performance was measured using precision-recall area under
the curve (AUC) following the methodology of [Boyd et al., 2013].

5.3 Results

5.3.1 Simulations

We simulated sites along a phylogeny of 116 mammalian species using a mutation-selection model.
We simulated two types of sites: negative (Hy) sites for which the model of sequence evolution is
constant across the phylogeny, and positive (Hy4) sites for which the amino acid fitnesses depend
upon a continuous trait evolving along the phylogeny. This trait was chosen to be the log of
the empirical weights of the species included in the phylogeny. For inference, we compared our
new continuous model (C) to discretized models where the log weight has been divided in 2 or 3
categories. Categories were built by using the mean or the median (for two categories, models D2
mean and D2 median , respectively), or terciles (model D3 terciles). All models are implemented

in Pelican.
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Figure 5.3: Continuous model (C) performs better than Discrete models (D) across values of the
slope binding trait values to fitnesses. Slope values were chosen so that baseline value S = 0.68
would make the sigmoid span the range of trait value, and was scaled using several factors (top
x-axis).

Results are shown figure 5.3. We investigated the effect of varying the slope of the logistic function
linking amino acid preference to the log weight value. Overall performance across all methods
improves with the steepness of the slope, as stronger slopes introduce larger fitness differentials
during the simulation, leading to a stronger signal in the alignment. We observe that model C
performs better than discretized models in all considered situations. Even for large slopes, where the
shape of the logistic function is such that it basically becomes a step function, model C outperforms
the discretized models. Among discretized models, D3 terciles outperforms D2 mean and D2
median . Comparison of the three models discretized in two categories shows that the choice of the

threshold values to build the categories can have a strong effect on the power of the method.

5.3.2 Longevity in mammals

[Farré et al., 2021] analyzed thousands of gene families to look for protein coding sites associated
with variation in normalized lifespan across mammalian species. They used a two-step approach
to identify candidate sites. First, they looked for sites where all 6 longest-lived species had the
exact same amino acid, without gaps. Then among those they selected sites where the amino acids
for the 6 shortest-lived species were different from that found in the longest-lived species. With
this approach, they identified that three genes, WRN, ZC3HC1, and CASP10, previously linked
with lifespan, contained 2, 1 and 6 sites of interest, respectively. We reanalyze these three gene
alignments, using the same lifespan data. We use the continuous C model, as well as a discrete
model with 2 categories split at the mean of the distribution.

Figure 5.4 shows that the discrete and continuous model often identify similar candidates, as red

and black dots for the same site are often close to each other, in particular for low p-values. The C
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and D model p-values are correlated, with R? = 0.25.
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Figure 5.4: P-values for the continuous (red) and discrete (black) models for WRN (top), ZC3HC1
(middle), and CASP10 (bottom) genes. A dashed line indicates the 0.05 p-value threshold.

Estimating false discovery rates using the Benjamini-Hochberg procedure for multiple testing
shows that for all genes, very few sites can be considered statistically significant at a 5% FDR
threshold, in these data sets. Despite this it is still informative to use p-values to select the most
convincing sites, as shown below. To this end we arbitrarily choose to consider sites with p-value <
0.05.

We found that WRN contains 63 sites (out of 1433 in Homo sapiens) for which model C’s
p-value < 0.05. In itself, this number is not evidence for association with longevity in mammals: at
the 5% threshold, under a uniform distribution of p-values, we expect 72 such sites. In addition,
the two sites F1018L and N1055S/R/K/I/T identified by [Farré et al., 2021] have larger p-values,
at 0.06 and 0.21, respectively. These two sites had been deemed promising because they are part
of a RQC domain, in positions 949-1092 [von Kobbe et al., 2003]. RQC domains are involved in
DNA unwinding, which is necessary for the repair process ensured by WRN. We observed that 11
of the 102 positions in this domain, i.e., 11%, have p-value < 0.05, compared to 4% for the rest of
the protein (62 sites out of 1331 positions). This is more than the 5 sites expected under a uniform
distribution. In comparison, the discrete model identifies 26 sites at the 0.05 level, associates p-values
of 0.06 and 0.2 to the previously identified sites, and identified 6% of the RQC sites (6/102) with
p-value < 0.05, compared to 1.5% for the rest of the protein (20 sites out of 1331 positions).

To further evaluate whether the results of model C on the gene were significant, we performed

100 replicate analyses where the lifespan values had been shuffled. The numbers of sites with
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Figure 5.5: Distribution of the number of sites with p-value < 0.05 over the three proteins in
randomized replicates. The red line indicates the values obtained with the true lifespan data.
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p-value < 0.05 over the entire protein and in the RQC domain are shown figure 5.5a. In both cases,
an over-representation of positive sites is found with the true lifespan data. This over-representation
is particularly pronounced in the RQC domain. This suggests that adaptation for extended lifespan
may have taken place preferentially in the RQC domain.

We found that ZC3HC1 contains 19 sites (out of 482) for which model C’s p-value < 0.05.
Interestingly, site T366S/A, which was identified by [Farré et al., 2021], is model C’s best candidate,
with p-value = 4.6 x 10~4. Comparison of the asymptotic amino acid profiles at this site shows that
amino acid S has a much higher frequency in short-lived species whereas it’s amino acid T that has

the highest frequency in long-lived species (figure 5.6).
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Figure 5.6: Asymptotic amino acid frequency profiles for site 366 in protein ZC3H1. "Low end”
corresponds to amino acid frequencies estimated for short-lived species, and "High end” corresponds
to amino acid frequencies estimated for long-lived species.
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We performed 100 replicate analyses where the lifespan values had been shuffled, and obtained
the results shown figure 5.5b. In 6 replicates out of 100, more sites with p-value < 0.05 were
found. The discrete model identifies 11 sites, and also has site T366S/A as best candidate, with
p-value = 9 x 1072,

Finally, model C identified 65 positions with p-value < 0.05 in CASP10. This represents 12% of
the 521 amino acid positions in the gene. Out of the 6 positions that [Farré et al., 2021] identified,
only one has p-value < 0.05. However, 100 replicate analyses where the lifespan values had been
shuffled show that there is a clear excess of positions with p-value < 0.05 (figure 5.5¢). The discrete
model identifies 64 sites, 5 of which had already been identified by [Farré et al., 2021].

Based on this analysis of three genes, it appears that model C as well as the discrete model
identify more sites than the two-step approach used by [Farré et al., 2021], and propose different
candidates. Replicate analyses where the lifespan values have been shuffled suggest that, at least for

WRN and CASP10, there has been an enrichment for sites associated to lifespan.

5.4 Conclusion

In this article we have presented a new model to search for sites associated with a continuous
phenotype. We have implemented this model in our software Pelican, which can also search for sites
associated with discrete phenotypes. We have shown on simulations that the continuous model could
outperform discretized models. Looking forward, we expect that Pelican will be used in a variety
of clades to find new associations between sites in protein sequences and continuous or discrete

phenotypes.
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5.6 Supplementary material

The Orthomam phylogeny and the body-mass trait annotation for each of its species that we used
in our simulations are available as supplementary data at https://doi.org/10.5281/zenodo.
7414499. The corresponding code repository is available at https://gitlab.in2p3.fr/phoogle/

pelican-continuous-benchmark.

5.7 Additional remarks and discussion

The article draft that makes up the content of this chapter has not been submitted yet, as we think
further investigations are needed. The set of positions that we identify do not match those reported
in [Farré et al., 2021], and this calls for a more systematic comparison. The encouraging results
that we obtained using simulations must be mitigated by recalling the underlying hypothesis of our
simulation setting, in which we assume a sigmoid relationship between amino acid fitnesses and
trait values. This assumption might not be realistic enough to give us good confidence that the
predictions obtained on empirical data are accurate. More work is needed to validate and improve
this model, that we lacked the time to do yet.
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Reduced throughput compared to the discrete model Even though the continuous model
that T described in this chapter only involves two more parameters compared to the discrete
model of Pelican, it is quite a lot more costly in computation time. The reason for this is not
the extra parameters in the model, but rather the computation of the probability matrices
for each trait value. In the discrete model, using the procedure that I described in section
4.3.3, probability matrices are computed by first performing the eigen-decomposition of the
rate matrices. This decomposition only has to be done once for each rate matrix, i.e. once
for each trait condition, and is re-used at every branch that shares the same trait annotation.
In the continuous model, this is not true: each branch in the tree is very likely to have a
trait value this is unique in the tree. As a consequence, there is a different rate matrix for
each branch in the tree and eigen-decomposition has to be performed for every one of them,
increasing the computational cost of fitting the model. This additional cost could be mitigated
by identifying regions in the sigmoid curve where the frequency differential between a group
of trait values is small (i.e. flat regions, or clumps of trait values that are very similar) and
use a single rate matrix for all of these trait values. This approximation could reduce the total
number of different rate matrices that have to be decomposed and improve the computation

time, hopefully without degrading too much the quality of the fit.

Calibration As would be expected, p-values are not better calibrated than when using the discrete

model of Pelican (data not shown).

Ancestral traits inference We use a Brownian model of evolution to reconstruct ancestral phe-
notypes at maximum-likelihood. This is a naive approach, that is probably too simplistic: it
assumes that traits vary with regularity along the tree, and independently between species
after they have diverged. Inference of ancestral phenotypes is a research subject in itself, and
should be ideally done by integrating both genotype and phenotype data — a problem that is

far from being solved at the moment.
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[l Chapter 5 summary: Continuous trait associations

We built on the discrete model underlying Pelican to provide a variant that would enable
the analysis of continuous phenotypic traits, without the need to define a discrete categoriza-
tion for it, that can be somewhat arbitrary. This variation on the discrete model preserves its
general framework: it is a model of amino acid substitutions, shaped by amino acid station-
ary frequency profiles. Two asymptotic profiles that describe the stationary distribution for
extreme trait values are fitted on the data, and frequency profiles for values in-between them
are interpolated using a sigmoid function. The shape of this sigmoid function is controlled by
two additional parameters per site: a slope parameter that determines the steepness of the
curve, and a shift parameter that is its inflexion point on the axis of trait values. A specific
frequency profile for each trait value is thus determined in a continuous fashion.

This continuous model was first evaluated on simulations, using our mutation-selection
model which was adapted to simulate on continuous traits, using a similar sigmoid interpo-
lation on amino acid fitness profiles. Comparing the precision-recall of our continuous model
to the results obtained with the discrete model using several discretization strategies, we find
that the continuous model makes consistently better predictions.

We then compare our findings to previously published results [Farré et al., 2021] that
investigate the association of three genes to the longevity of mammal species using an ap-
proach based on discretization of the trait with an emphasis on extreme values. Our results
differ from those reported in this study, suggesting that more work is currently needed to

understand this discrepancy and further validate our approach.
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Gene-level predictions

Pelican implements the site-independent model of TDG09, and therefore produces predictions in
the form of p-values at each site in an alignment. In that sense, the result of running Pelican on
an alignment is the realisation of multiple independent tests for the same null hypothesis, which is
the independence of the site to the phenotype. There is thus an incentive to leverage all of this
information to ask other questions. For example, at the level of genes: how many sites are predicted
positive within a gene 7 Which genes are the most likely to be associated to the phenotype ? What
is their proportion in the genome 7

To answer these questions, we can look for patterns among genes that signal an enrichment in
low p-values, and would be unexpected under the null hypothesis that the gene is not associated to
the phenotype under consideration. Some statistical tools designed for this task exist, and I discuss
their application to our specific case, but they are often based on the hypothesis that the p-values
are calibrated, i.e. uniformly distributed under the null. This is generally a reasonable assumption,
since it is an expected property of p-values, but it is not verified in our case as figure 6.1 illustrates.

This calls for other approaches to work around the lack of calibration and still deliver reliable
predictions at the level of genes. I describe and compare in this chapter several approaches to
aggregate p-values across genes: conventional ones such as computing a false discovery rate (FDR)
and Fisher’s method, as well as other more specific methods designed to handle the particularities
of our problem. To evaluate the validity of these approaches, we rely once again on simulations of
genes under our mutation-selection model (as described chapter 1.3.1): 500 Hj genes are simulated,
each made up of 500 Hy sites whose fitness profile remains constant; 100 H4 genes are simulated,
which contain 490 Hj sites, and 10 H 4 sites whose fitness profile depends on the phenotype at each
branch in the tree. Simulations are conducted on the same six empirical phylogenies that we have
used so far.

These investigations completely overlook the question of the aggregation of results from the
continuous model of Pelican, and focus solely on the discrete model. It would be useful however
to question whether the results presented in this chapter remain similar when transposed to the
continuous model, so that we may know which aggregation approach is better adapted in this case.

The end of the chapter exposes results obtained from analysing an empirical dataset: the Or-
thomam database, a curated set of alignments of coding sequences for 116 mammal species. Analyses
are conducted looking for associations to several discrete phenotypes, and the resulting lists of best
gene candidates are confronted to the literature as well as Gene Ontology databases to evaluate the

quality of predictions.
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Figure 6.1: Site p-values resulting from Pelican scans are generally not uniformly distributed under
its null hypothesis: the cumulative distribution of p-values under the null for a well calibrated
method would follow the black straight line in these plots.
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6.1 How many positive sites are there within each gene ?

Predicting the number of sites within a gene that may be identified as positive can be done by
controlling the false discovery rate (FDR) within a gene. The idea is to leverage the independent
repetitions of the test performed using Pelican on each site to determine a threshold at which the
proportion of false positives is known. The most commonly used approach to achieve this is the
Benjamini-Hochberg procedure. It consists in ranking the site p-values in ascending order, denoting

k their rank within one gene, and setting a target proportion of false predictions . We then find
k

the largest p-value such that p < Fa, where n is the total number of tests (i.e. the number of
non-constant sites in the gene), and reject the null hypothesis for all sites having a p-value lower or
equal. The resulting list is expected to contain a proportion « of false predictions.

We must be cautious when using this procedure, as its premise is that p-values are uniformly
distributed. To evaluate how the actual quantity of false predictions we obtain compares to the
target proportion, we build the distribution of the fraction of false predictions on each simulated

dataset at a chosen FDR threshold av = 0.01 that is presented figure 6.2.
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Figure 6.2: Distribution of the false discovery rate for the task of predicting positive sites in a gene,
using a threshold corresponding to a target FDR of 0.01 using Benjamini-Hochberg procedure. Each
histogram corresponds to a different tree for which 500 genes were simulated. The red vertical line
shows the target FDR, and the distribution is expected to be on its left in favorable cases.

These results show that whenever genes include false predictions in their sites, their proportion
is generally in adequacy with the threshold that was chosen. It is less true for the Influenza dataset,
where the observed false discovery rate is more variable and often exceeds the desired threshold,
because of its small enrichment in low p-values under the null — I will come back to this through
this chapter. It appears that the Benjamini-Hochberg procedure can generally be applied at the
level of sites within each gene to control the false discovery rate, even though site-level predictions
are not calibrated. The proportions of p-values below the threshold are generally close enough to
the value of the threshold itself. They are not affected by the large deviations from the uniform of

higher p-values under the null.
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6.2 Which genes are most likely to be associated to the phe-
notype 7

Although predictions at the level of sites are informative, it would be useful to establish as well a list of
genes that are enriched in sites that are likely to be associated to the phenotype under consideration.
To that end, we investigate several procedures to aggregate p-values obtained from Pelican at the
level of sites, and produce scores at the level of genes. The problem of combining p-values from
multiple independent tests is common, e.g. when performing meta-analyses, and several approaches
have been reviewed and compared in [Loughin, 2004]. Some of these are evaluated in this chapter,
along other approaches tailored for our specific needs.

The ability of each aggregation method to correctly distinguish Hy genes from H,4 genes is
estimated using precision-recall AUC. Results are shown in figure 6.3 for each method that we

investigated, on all 6 phylogenies. The following sections present each aggregation method with
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Figure 6.3: Evaluation of several aggregation methods to compute a score on genes from the p-values
at each of their sites.

more details, and attempt to provide explanations for discrepancies in their performance.

6.2.1 Wailkinson’s method

Wilkinson’s method [Wilkinson, 1951] is an approach to integrate p-values resulting from multiple
independent tests into a single p-value. It has been previously used in a context similar to ours, to
compute gene-level p-values from sets of site-level p-values, when testing for evolutionary convergence
within sequences [Chabrol et al., 2018]. This approach stems from a simple idea, which consists in
counting for each gene the number of sites whose p-value is below a significance threshold . The
number of sites C; in gene i that pass the threshold is assumed to follow a binomial distribution,
under the null hypothesis that the gene is a negative (i.e. not convergent, or independent from the

phenotype under consideration in our case).

C; ~ Binom(, ;) where I; is the length of the gene i (6.1)
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A gene-level p-value can then be computed in a straightforward manner, as the fraction of the density
of the binomial distribution that lies above the value of C;.

Of note, this approach does require that we choose a significance threshold on site-level p-values,
which is problematic since they are not well calibrated. This implies that the threshold must be
set somewhat arbitrarily and does not accurately represents the risk of type 1 error. Moreover, as
would be expected, the choice of the significance threshold has a noticeable impact on the prediction
of genes using this method, and the optimal value is not constant across datasets as shown in figure
6.4.
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Figure 6.4: The choice of the significance threshold for site-level p-values is determinant for the
precision-recall performance at the level of genes when using Wilkinson’s method in our context.
The optimal threshold varies across datasets.

Based on these results, the value p = 0.01 for the significance threshold seems to be the best
compromise across datasets, and was chosen to compare this approach to other aggregation strategy
(figure 6.3 at the beginning of this section). This is a somewhat dubious way to proceed, as it gives

a slight advantage to this method that will not be accessible when working with real datasets.

6.2.2 Fisher’s method and derivatives
Fisher’s method

Fisher’s method [Fisher, 1932] provides a score that combines p-values from n independent tests all
having the same null hypothesis into one test statistic, that we call S. This test statistic follows
a chi-square distribution with 2n degrees of freedom under the null hypothesis that all p-values
are uniformly distributed. This null hypothesis can also be reformulated a bit more clearly as “all

independent tests within the group fail to reject their own null hypothesis”.
n
S = —2Zlog(pi) ~ X3, (6.2)
i=1

The main limitation when applying Fisher’s method in our context arises from the deviation of
Pelican’s site-wise p-values from the uniform distribution, under its null hypothesis. I have already
discussed the calibration issues that are rampant in Pelican’s testing procedure, and exposed that the

distribution of p-values under the null hypothesis is generally not uniform. This calls for attempting
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to lean towards p-values that are better calibrated, which is the motivation for the approach I

describe next.

Empirical correction of p-values

We can use the prior that only a few sites within a dataset are expected to be associated to a phe-
notype, to take a random sample (m = 10000) within the global site pool (n = 300000). Since only
1000 sites were simulated under differential selection, we can make the reasonable assumption that
the sample only consists in negative sites. From this sample, we compute an empirical distribution
of p-values under the null, which we can leverage to correct the calibration of the p-values globally

in the dataset. “Corrected” p-values p* are then calculated as

*_1+F(p)><m

1+m (6:3)

where F' is the empirical cumulative distribution function (ECDF) of the sample of p-values, which
we apply to get the percentile in this distribution corresponding to each p-value in the output of
Pelican. We use pseudo-counts in this calculation by adding 1 to each term, in order to avoid the
generation of p* strictly equal 0. Fisher’s method, described above, is finally applied on each gene’s
p*.

Figure 6.5a shows that the resulting p* are quite a lot closer to the uniform than the non-
transformed p-values when we look at them globally across all genes. The calibration is also improved
at the level of each gene, as show in figure 6.5b, but was examined only for a small set of genes and
there is no guarantee that it is the general case.

The impact of this in term of precision-recall performance is a bit underwhelming: this correction
of site p-values does not improve the gene-level predictions that are made using Fisher’s method, as

shown figure 6.3.

Gene-wise Truncated Fisher’s method

The idea for this approach originally came from our colleague Anamaria Necgulea, who was at that
time giving a try at applying Pelican to scan for sites related to a morphological trait among bird
species. She found out that the direct application of Fisher’s method did not produce convincing
results at the level of genes, and tried a different approach: it consists in taking the k lowest p-values
in the global pool of site-wise results, with k being set arbitrarily (e.g. k¥ = 1000). A score for each
gene is then calculated using equation 6.2, on the restricted set of the lowest p-values — genes having
no p-values in this set are assigned a score equal zero. Because the method operates on a filtered
set of p-values, there is no way to test for the significance of each gene-level score. However, the
precision-recall AUC can be used to evaluate the ranking of the genes according to their assigned
score.

Building on this approach, we came up with the Gene-wise Truncated Fisher’s (GTF) method
which is a variation that retains the same core idea — looking at the lowest p-values — but allows
the calculation of p-values at the level of genes instead of Fisher scores only. The main difference
is that we select the k (e.g. k = 5) best p-values in each of the genes, instead of filtering across all
p-values pooled together. The underlying assumption is that the number of positive sites in each

gene is expected to be low: only a few positions within the protein sequence are expected to be
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(b) Comparison of distributions of p-values for five genes, with or without empirical correction. Calibration
of site p-values within genes seems to be improved, but is variable across genes: there is no guarantee that
this improvement is systematic across all genes.

Figure 6.5: Calibration of site p-values is improved when transformed using the empirical correction.
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associated to a given phenotype'. In this way, the inspection of the k lowest p-values in a given gene
should inform us on its association to the phenotype under consideration. This is simply done by
calculating a score GfC for each gene i, from the set of its k best p-values, using the Fisher’s score

expression from equation 6.2.

k
Gl = —2 3" log(r}) (6:4)
j=1

where pé ) denotes the ;' lowest p-value obtained in gene i. We can not compute a p-value for
each gene-level score using a chi-square distribution, as would be done in the Fisher’s method,
because only a subset of the site-level p-values are considered in the score. However, assuming that
the distribution of site-level p-values under the null hypothesis “There is no positive site in the
alignment” is close enough to the uniform distribution — at least locally for the first & of them —,
we can determine an empirical null distribution of the score. This can simply be done by drawing n
values from the uniform, where n is the number of non-constant sites in the gene, and computing the
G-score from the k lowest values that were drawn. Repeating this procedure gives us an empirical
distribution of G-scores under the null for each gene, allowing the computation of a p-value at the
gene level from the G-score.

The determination of the empirical null distribution can be done more efficiently by leveraging
order statistics of the uniform distribution. When drawing from a uniform distribution, the mth
lowest value Uj,,) in a sample with size n follows a beta distribution whose parameters depend on
m and n

Utm) ~ Beta(m,n +1—m) (6.5)

This property makes it possible to avoid repeatedly drawing n values from the uniform and sorting
them to obtain the k first p-values. Instead, we may directly draw values from k beta distributions
while adjusting their parameter m to range in {1,...,k}. The size of the corresponding uniform
sample n is still the number of non-constant sites in the gene.

Incidentally, as shown figure 6.6, the empirical null distribution of gene scores is well approxi-
mated by the log-normal distribution, with its mean and variance parameters estimated from the
sample of null scores. Despite the mathematical dissimilarity between the beta and log-normal dis-
tribution, the adequacy between the two have previously been reported [Barrett et al., 1991]. This
approximation is useful in two ways: first, the size of the sample required to accurately compute the
mean and variance is smaller than what is needed to build the empirical distribution, enabling faster
computation of the null distribution; second, the precision of gene-level p-values is less limited when
using a known distribution than when using an empirical distribution, where very small non-zero
p-values would require a very large sample size.

One potential pitfall in this procedure is obviously that the value of k is set somewhat arbitrarily.
It should reflect our prior that in positive genes, only a few positive sites should be present and have
low p-values as determined by Pelican. But how many is “few” ? How sensitive is the result to the
value that is chosen for £ ?

To answer these questions, we measured the precision-recall on our simulation for a range of
values for k € [1;30], that are shown figure 6.7. The true number of positive sites is 10 in each H4
gene, and we find that the quality of predictions is not very sensitive to using a k value that strays
away from this number, if the difference is not too high. As expected, Influenza is the exception

once again; see section 6.2.4 for an investigation of what is happening with this dataset.

L Although this may not always be the case: for example genes in the process of pseudogenization may have a larger
proportion of variable sites.
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Figure 6.6: The empirical distribution of null scores (blue line) can be approximated well using a log-
normal distribution (red line). The mean and variance parameters of the log-normal are estimated
from the empirical mean and variance of null scores. The distribution is shown for (k = 5;n = 500).
Distributions for other combinations of k and n are presented in appendix figure D.1.
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Figure 6.7: Performance of the GTF aggregation method depending on the rank threshold k that is
used to compute the score.

6.2.3 A mixture model for the distribution of p-values

We devised a different approach, where we attempt to model explicitly the distribution of p-values.
Under this model, the distribution of p-values of sites in a given gene is expected to follow a mixture
of uniform and beta distributions, with proportions controlled by a parameter g. The distribution
of p-values for positive sites is expected to be enriched in low values, and is represented as a beta
distribution, controlled by a shape parameter #. On the other hand, p-values obtained for negative
sites are uniformly distributed.

This model thus makes the assumption that the method generating the p-values is well calibrated,
and produces uniform p-values under the null. This hypothesis is generally not verified for Pelican,

that produces p-values that are not uniformly distributed, and generally accumulate in the right
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Figure 6.8: The distribution of site p-values is modeled as a mixture between a uniform distribution
(Hy sites) and a beta (H 4 sites) whose shape is controlled by a parameter 6 >> 1.

quadrant of the distribution (figure 6.1). Although this implies this is not the “right” model for
the distribution of p-values, it could still work in practice since this clump of p-values should be
captured under the uniform distribution rather than the beta, assuming its shape is such that most
of its mass is accumulated on the left.

The model involves two parameters that must be estimated: the proportion ¢ of positive sites
within the gene, and the shape 0 of the beta distribution that captures the p-values of positive sites.

It also includes a “hidden” state C that indicates the category of a site s.

Fitting the model using the EM algorithm

Because we do not know with certainty which category a site belongs to, we must integrate over
all possible values of Cs when fitting the model. The expectation-maximisation (EM) algorithm
is well suited to fit the model in such situations. It is an iterative algorithm that works in two
phases: determine a function for the expectation (E) of the log-likelihood at the current estimate
of the model parameters, then compute new parameter estimates that maximize (M) this function.
These two steps are repeated until a condition is reached, e.g. when parameter estimates or the
log-likelihood remain stable between iterations. In our case, the condition for convergence is that
parameter values do not change by more than le™3 between iterations.

The equations for each step are specific to a given model, and their derivation is quite lengthy.
For this reason, the complete reasoning leading to the expressions used in both steps is provided in
the appendix section D.2.

The expectation step consists in determining a probability distribution for the latent variable
Cy, given some parameter values. Because Cy is a binary variable, this simply consists in defining
the probability that it is 1 or 0.

q % dbeta(X4, 1,0)

TG =1 = S dbeta(Xo, LO) + (1=9) o

In the maximisation step, parameter values are actualized with new values that maximize the log-

likelihood expectation function, assuming that the latent variable is distributed as determined in
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the expectation step.

> w(es =1)log(l - X,)
s

To prevent the beta distribution from capturing high p-values, or even taking a uniform shape
(¢ = 1), a minimum value is set for §. In order to avoid setting arbitrary lower bounds on 6, while
still guaranteeing that the beta distribution is sufficiently distinct from the uniform, we devised a
simple heuristic. It consists in setting a lower bound for 6 that is equal to the number of non-
constant sites in a gene. The idea is that when the pool of p-values is large, only very low p-values
identify positive sites, while this constraint can be relaxed when the pool is smaller. Constant sites
are ignored, since the corresponding p-value is always equal 1. This heuristic seems to work well
in most situations, as shown figure 6.9, and alleviates the need for finding an optimal bound on 6,

which is variable between datasets.
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Figure 6.9: Precision-recall performance of the method for several lower bounds on 6. The size
label denotes the use of the heuristic, which seems to provide optimal performance compared to
other strategies where the bound is fixed for all genes.

Hypothesis testing

Once the model is fitted to the data at maximum likelihood, we can then compare its fit to that
of a constrained version of itself, where § = 1 so that all sites have p-values uniformly distributed,
regardless of their nature. As the two models are nested within each other, their comparison can
be done using a likelihood ratio test (LRT) with 1 degree of freedom, as I previously described in
section 4.2.4.
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6.2.4 Influenza strikes back

Gene-level predictions on simulations with the Influenza phylogeny are a lot less accurate than those
obtained for the other phylogenies, as is shown figure 6.3. This is unexpected, since this dataset
seems to fulfill the asymptotic conditions for the likelihood ratio test, that we have identified in sec-
tion 4.4. Something else must be at play in this case, that could explain the underwhelming quality
of predictions in this dataset. Although the Influenza tree is both large and long, and represents
a large effective sample size, it was already problematic in one specific situation when simulating
relaxed selection, as discussed in section 4.5. Whereas in the current instance, simulations are con-
ducted under differential selection, which suggests that we are still missing part of the explanation.
Understanding what causes this situation is important to identify which features of a dataset should

be watched out for in the usage of Pelican.
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Figure 6.10: Distribution of site p-values (left panel) and gene aggregated p-values (right panel)
obtained on the simulated alignments using the Influenza phylogeny. Results on the Echolocation
dataset are included for comparison. This highlights that the small enrichment in low p-values at the
level of sites translates at the level of genes, resulting in a larger overlap between the distributions
of Hy and H 4 genes.

As a first step, let us examine whether the reduced performance results from an overly large
number of false positives, or from a situation similar to the relaxed selection experiment where the
power of the test is reduced and leads to an increase in the number of false negatives. The left panel
of figure 6.10 shows that H 4 sites are enriched in low p-values, as expected, and that the distribution
of p-values for Hy sites matches closely the uniform for the Influenza dataset (blue lines). However,
if we take a closer look, this distribution under the null has a small but noticeable accumulation of
low p-values, which is not present in the case of the echolocation dataset. How does that translate
at the level of gene prediction?

The distribution of gene-level p-values, after aggregation of site results using the GTF method,
is depicted in the right panel for both the Influenza and Echolocation dataset so that they can
be compared. Let us notice that in the echolocation dataset, the overlap between the Hy and
H 4 distributions of gene p-values is very limited: the two kinds of genes are well distinguished by
the method; in contrast, there is a lot more overlap between the Hy and H 4 distributions on the

Influenza dataset. These observations combined suggest that the bad prediction performance on

142



6.2. Which genes are most likely to be associated to the phenotype ? Chapter 6

the Influenza dataset is the result of an enrichment in low p-values among sites, which causes an
increased number of false positive gene predictions.
To identify the cause of this enrichment in low p-values under the null, we conducted several

experiments that test three hypotheses:

1. the unbalanced annotation of the tree could be the cause of the enrichment in false positive
sites. The avian host (background) sub-tree is a lot smaller and shorter than the human
host (foreground) sub-tree. A possible consequence is that the foreground sub-tree better
reflects the amino acid fitness profile that was used in the simulation under the null, while the
background sub-tree carries a more partial signal for the inference of the profile. For example,
some amino acids with a relatively low fitness in the simulation profile might not be visible at
all in the background sub-tree, even though they are represented in the foreground sub-tree,

which induces a difference in the estimated frequency profile for each condition.

2. the distinctive comb-like shape of the Influenza tree, where the length from root to tips increases

progressively, could also be a culprit although it is not clear how that would affect the results.

3. Influenza is the only dataset without convergence in its phenotype annotation, and has only
one transition occurring at its root. Although we initially dismissed this possibility, as we
previously observed that the precision-recall of site predictions was rather insensitive to the
number of transitions (see figure 3.5), it remains possible that it may be related to the slight

increase in false positive sites that disrupts gene-level predictions.

We tested these hypotheses by building artificial variants of the Influenza tree, which are depicted
figure 6.12, and reenacting the simulation-prediction-evaluation pipeline. To test the first hypothesis,
we replaced the background sub-tree with a copy of the foreground one: the resulting tree is both
large and symmetric. To test the second one, we built an ultrametric version of the tree where all
tips are at the same distance from the root. Finally, considering that both features might be the
cause of the problem, a phylogeny that is both symmetric and ultrametric was also evaluated. The
third hypothesis was tested by changing the annotation of several clades in the foreground sub-tree
to background, resulting in a more balanced annotation of the tree and a total of 5 transitions

between traits.
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Figure 6.11: Modifications of the tree either decrease the quality of predictions at the level of genes

(transformations to symmetric and/or ultrametric tree; hypotheses 1 and 2), or improve them when
increasing the number of transitions from 1 to 5, which seems to support our third hypothesis.
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Figure 6.12: Original Influenza tree (a), and modifications of it that were used to investigate the
causes of reduced performance in gene-level predictions. Panel (b) is an ultrametric transformation
to test the effect of the comb-like shape of the phylogeny. Panel (c) is a change in the topology to
investigate whether the issue was the unbalanced annotation of phenotype. Panel (d) introduces ad-
ditional transition events between phenotypes, to test the hypothesis that the absence of convergence
has consequences on the quality of predictions.
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We find that gene predictions obtained on simulations using trees with either or both symmetric
and ultrametric modifications are even further decreased when compared to those using the original
tree, as shown figure 6.11. This suggests that neither of the factors we considered in the first two
hypotheses are the cause of the production of false positives. However, precision-recall performance

obtained on gene predictions is improved when we introduce additional phenotype transitions.

Transitions — 1 — 5 Regime — HO ---- HA

0.75- 1

0.50- -

Cumulative distribution
5

Cumulative distribution

1 1 1 1 1 1 1 1 1
0.00 0.25 0.50 0.75 1.00 < 1e-60 1e-40 1e-30 1e-20 1e-10 1
Site p-value GTF p-value

Figure 6.13: Comparison of empirical cumulative distributions of site p-values (left panel) and gene
p-values (right panel) between the original dataset with one transition and the modified one with
five transitions. The power to reject the null hypothesis is increased with the number of transitions
(dashed lines), first at the level of sites, and then translates at the level of genes.

Increasing the number of transitions does not eliminate the false positive predictions at the level
of sites, but gives more power to reject the null hypothesis and identify H 4 sites, as shown figure 6.13.
As a consequence, gene-level p-values better discriminate H4 from Hj genes. Although the initial
observation of the enrichment in low p-values under Hj is still relevant to understand the causes of
the problem, I posit that the more general issue we have with this dataset is a lack of power, due to
having a single event of phenotype transition in the tree. This interpretation is consistent with the
idea that evidences for adaptation are stronger when they are repeatedly observed through events

of convergence.

6.3 How many genes are associated to a given phenotype ?

This question could be answered much like we did at the level of sites within a gene in section 6.1,
by setting a threshold that controls the false discovery rate (FDR) using the Benjamini-Hochberg
procedure. Again, this builds on the assumption that p-values are calibrated under the null, referring
this time to p-values obtained at the level of genes after aggregating site-level p-values. Figure 6.14
illustrates that gene-level p-values are generally not uniformly distributed under the null. However,
correcting the site p-values before applying Fisher’s method improves the uniformity of gene p-values
under the null (“Corrected” label in figure 6.14), but degrades precision-recall performance (figure
6.3). We therefore choose it as an investigation target, along with the GTF method which provided
with the best precision-recall (figure 6.3), for the applicability of the Benjamini-Hochberg procedure

on gene-level predictions.

145



6.3. How many genes are associated to a given phenotype ? Chapter 6

Dataset Correction + Fisher GTF
Amaranthaceae 0 0
Cyperaceae 0.00167 0.0233
Echolocation 0 0.0133
HIV 0 0.00167
Influenza 0.245 0.705
Rodents 0 0

Table 6.1: Observed false discovery rate at the gene level for each dataset using either Fisher’s
method with p-value correction or the GTF method, at a threshold o = 0.01.

Table 6.1 presents the observed proportion of false discoveries in our simulations, when using a
target FDR threshold o = 1%. It appears that the procedure is rather conservative, as the observed
FDR is generally lower than the threshold. The number of positive predictions is therefore a lower
bound on the number of positive genes. However this is not always the case, when the false positive

rate is increased, as in results obtained on the Influenza dataset — and Cyperaceae to a lesser extent.
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Figure 6.14: Empirical distribution of p-values under the null at the gene level for each aggregation
method.
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6.4 Detection of genotype-phenotype associations

in the Orthomam database

After spending so much effort on validating our methods on simulations, now is (finally!) the time
to confront it to empirical data and assess the credibility of results in a realistic setting. For this,
we use the Orthomam dataset [Scornavacca et al., 2019]: a carefully reviewed database of 14509
alignments of coding sequences that spans 116 mammalian species. The corresponding phylogenetic
tree is reconstructed at maximum likelihood using the IQ-TREE software [Minh et al., 2020] and
the resulting topology is used for all subsequent analyses. We select 8 discrete phenotypic traits as

scan targets for genotype associations:

¢ life in aquatic, marine, or subterranean environments

e echolocation using high-frequency vocalizations, that was independently evolved among bats

and cetaceans
e diurnal or nocturnal predominance in the circadian rhythm
o three-part categorisation of diet as herbivore, carnivore or omnivore
o ability to learn and reproduce vocalization (vocal learning)

e partition between domesticated and wild species

For each phenotype, we manually annotated tips of the tree and reconstructed ancestral traits at
maximum parsimony using Fitch’s algorithm. The resulting phylogenies are available in appendix
E, and are also displayed in the section for each respective analysis. The duration for a complete
scan ranged from 42 to 47 hours per phenotype, using 16 computation cores.

Pelican is run against each trait on every site in the dataset, and gene predictions are performed
using the GTF method using the £ = 5 best p-values obtained for each gene. This method for
gene-level aggregation of predictions is described in section 6.2.2. Results presented here include
a list of best ranking genes. The corresponding false discovery rate (FDR) values computed using
the Benjamini-Hochberg procedure are also provided; the corresponding number of genes below the
0.01 FDR threshold is provided for each dataset. Based on our simulations this estimation of the
number of positive genes is expected to be rather conservative. We also conducted gene ontology
(GO) enrichment analyses on genes predictions having p-values lower than 0.05, using the package
gprofiler2 [Kolberg et al., 2020] and functional annotations from the Reactome (REAC) database
[Fabregat et al., 2018]. We provide for each phenotype a list of REAC terms that are enriched in
the corresponding list of genes. In some cases, we also compare our ranking of genes related to a
specific REAC pathway between all phenotypes considered, to evaluate whether an enrichment is
specific to the phenotype under consideration.

Annotated phylogenies and results obtained from screening Orthomam using Pelican are made
available at https://doi.org/10.5281/zenodo.7501985. The code repository to download and
reproduce the analysis of these results is available at:

https://gitlab.in2p3.fr/phoogle/orthomam-pelican.
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6.4.1 Echolocation

The phylogeny shown figure 6.15 is annotated with the ability to perform echolocation, a trait that
is common to some cetacean and bat species. There is an abundant literature on the genomic
convergence underlying the independent emergence of echolocation among bats and cetacean, which
makes this phenotype a good case study for Pelican and allows us to compare the results we obtain

to those previously reported.

Trait

— Background
— Echolocator

Figure 6.15: Orthomam phylogeny annotated with the echolocation trait. See appendix figure E.1
for a larger version including leaf labels.

Table 6.2: Best gene candidates for association to the echolocation trait.

Alignment p-value FDR Functional or adaptive role
PCDH15  3.38x10727 4.90x1072% echolocation®>7
ALKAL1 1.84x10717 1.33x107'3 cytokine ligand
TMC1 6.21x1071¢ 3.00x107'2 echolocation!*?
LOXHD1  3.33x107'% 1.21x107!'! echolocation!:®
CDH23 4.81x1071 1.39x107' echolocation®*
NKPD1 3.22x10713 7.78x10710 NTPase
CAT 1.24x107'2 2.56x107? carbonic anhydrase
CHRNA4  1.45x107' 2.58x10™% neuronal processing of visual and auditory stimuli*
ZNF536 1.60x1071? 2.58x107° neuronal development; vocal learning®
ABTB1 3.47x107"2 5.03x107? mediation of protein-protein interactions
! [Davies et al., 2012] 2 [Dong et al., 2013] 3 [Parker et al., 2013] 4 [Espeseth et al., 2007]  ® [Shen et al., 2012]

6 [McGowen et al., 2020]

7 [Davies et al., 2013]

8 [Wirthlin et al., 2022]

Table 6.2 shows the best gene candidates that we obtained from the scan of the Orthomam

database. Among them, we find that the best ranking genes were already reported to be associated
with high-frequency hearing and to have convergently evolved in echolocating mammals. We also
find other genes that were not identified to be associated to echolocation in the literature that we

know of, but some of them have functional roles that are related to auditory or sensory perception,
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and are plausible candidates. In total, 271 genes are predicted to be associated to this trait at a 1%
FDR threshold.

Some genes reported to have an adaptive role with regard to echolocation are missing from
this list. SLC26A5 (rank 16; p = 6.21 x 10~!!) codes for the Prestin protein and is well known
for its role in the molecular adaptation to echolocation [Parker et al., 2013, Liu et al., 2010, Li
et al., 2010, Shen et al., 2012]. We focus on this gene in the next section, where we compare our
predictions at the level of sites to those reported in the literature in the next section. KCNQ4
(rank 149; p = 1.66 x 107°) [Liu et al., 2011], PJVK (rank 297; p = 2.76 x 10~%) [Davies et al.,
2012] and OTOF (rank 304; p = 3.08 x 10~%) [Parker et al., 2013] are among the top 1% genes in
our predictions. In contrast, OTOS and OTOG [Dong et al., 2013, Shen et al., 2012] rank 4366
and 13205, and were not identified as positive genes in our analyses. This can be explained by the
fact that their adaptive role for echolocation was mediated by an increase in their expression level,
instead of modifications in their sequence [Dong et al., 2013]. It is a typical example of adaptation

that can not be uncovered using Pelican.

Table 6.3: Genes annotated with a functional role in auditory perception are over-represented among
genes associated to the echolocation phenotype.

REAC ID Term name p-value

R-HSA-9659379 Sensory processing of sound 6.04x1078 s
R-HSA-9662360 Sensory processing of sound, inner hair cells of the cochlea  1.33x1077  sxx
R-HSA-9662361  Sensory processing of sound, outer hair cells of the cochlea 1.45x1075  #*

R-HSA-9709957 Sensory Perception 4.18%x1075 e
R-HSA-3000471 Scavenging by Class B Receptors 3.58x1072 =
R-HSA-9603505 NTRKS3 as a dependence receptor 3.89x1072 =
R-HSA-8964058 HDL remodeling 1.03x107!
R-HSA-187015  Activation of TRKA receptors 1.32x107!

p <0001 Tp<00l  Tp<0.05
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Figure 6.16: Best ranking genes predicted to be associated to echolocation have functional roles in
auditory processing. Lower panel is a zoom over the colored area in top panel showing the complete
ranking, to highlight the best ranking genes.
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GO term enrichment analysis of the ranked list of genes shows that it is strongly enriched in terms
related to auditory processing pathways from the REAC database, as shown table 6.3. Comparing
the enrichment in genes related to the sound processing pathway across all phenotypes included in
our analysis, we find that the echolocation phenotype has a stronger representation among its best

ranking genes, as shown figure 6.16.

Focus on the Prestin gene (SLC26A5)

We were particularly expecting the presence of the Prestin gene (SLC26A5), which comes at position
16 in our list of predictions, and codes for a transmembrane protein expressed in the inner ear of
the mammalian cochlea. Its specific function is motility: using the electric force released from
transfers of anions across the membrane, it moves outer hair cells which act as sound amplifiers.
There are multiple reports in the literature of this gene having undergone convergent substitutions
in echolocating bats and cetaceans [Parker et al., 2013, Shen et al., 2012, Li et al., 2010, Liu et al.,
2010]. This is comforting for the validity of our approach, but it also gives us an example of a
well-studied gene that can be used to confront our findings to the existing literature. Specifically,
we compare the positions that we find associated to the echolocation trait to those reported in [Li
et al., 2010], where a list of positions was identified by comparing the phylogeny of mammals to one
that is inferred using only an alignment of Prestin. Figure 6.17 shows the p-value for each site in the
Prestin, obtained from the application of Pelican. Comparing our results to those of [Li et al., 2010],
we find that most sites that have the lowest p-values were also detected positive in their study. The
site at position 7 was reported to be involved in the dimerization of the Prestin. Positions 308, 384,
392 and 497 are located in transmembrane domains, and the other highlighted sites are part of a
so-called STAS domain that interacts with enzymes transporting anions.

The third “best” site that we detect at position 186 was not identified in the study we are
comparing to. However, looking at its location in the 3D structure of the human Prestin (PDB:
7LGU), we find that the residue at this site interacts through a hydrogen bond with the one at position
392, for which there is evidence in the literature. The identification of this position as associated to
the function of Prestin for echolocation is thus consistent with the rest of our findings, since it is
plausible that one of these two substitutions did occur as an adaptation to the other one. We also
notice that the residue at position 384 is located in the same area in the tertiary structure of the
protein, although it does not interact with the other two through a hydrogen bond. Nonetheless this
may suggest that the conformation of this region is modified in echolocating mammals compared to
what it is in the human Prestin structure. Site 423 also exhibits a strong signal according to our
results, and is located in a transmembrane domain, but was not identified in the publication we used

as reference.
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(a) Comparison of site predictions obtained with Pelican on the Prestin gene to those reported in [Liu
et al., 2010]. A hydrogen interaction between sites 186 and 392 is highlighted, suggesting that they may be
co-evolving.
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bond in the human Prestin. in the same area in the tertiary structure.

Figure 6.17: Predictions of sites within the Prestin that are associated to the echolocation trait are
in good agreement with the literature. The two sites having the strongest signal are in interaction
through a hydrogen bond, according to the 3D structure of the human Prestin (PDB ID: 7LGU).
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6.4.2 Diet

The phylogeny depicted figure 6.18 is annotated with alimentary diets, that fall into three possible

categories: herbivory, carnivory or omnivory.

Diet
— Carnivore

— Herbivore
— Omnivore

Figure 6.18: Orthomam phylogeny annotated with the diet trait. See appendix figure E.2 for a
larger version including leaf labels.

We find that the best ranking genes code for proteins having roles in the digestive process, in
particular the metabolism and assimilation of lipids and proteins, as shown table 6.4. Some of
them have already been reported to have evolved in association with the herbivore or carnivore diet
among some mammal species [Wu, 2022]. Only 2 gene predictions pass the 1% FDR threshold. Gene
ontology analysis of our list of genes reveals that it is enriched in genes having functional roles in the
digestion, metabolism and absorption of nutrients. Looking at the ranks of genes having functions
related to digestion, we find that association to the diet phenotype is over-represented among the
best ranking genes compared to other phenotypes, as shown figure 6.19. This strong enrichment
in genes associated to digestion might suggest that for this dataset, the number of positive genes
estimates at the 1% FDR threshold is overly conservative, and might be related to a lack of power

resulting from the tripartite categorization of the phenotype.
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Table 6.4: Best gene candidates for association to diet (herbivore, carnivore, omnivore) trait.

Alignment p-value FDR Functional or adaptive role
PNLIP 1.93x107'2 2.80x10~® pancretic lipase, carnivory!
ENPEP 1.44x10~% 1.05x10~* protein digestion
CPB1 1.94x107° 8.17x1072 protein digestion, carnivory!
CPA1 2.25%107° 8.17x1072 protein digestion, carnivory!
OTOF 9.13x107° 2.65x107! audition
CEL 8.04x10* 1.00 cholesterol and vitamin assimilation
SLC6A12  1.66x1073 1.00 GABA transporter
ACSS3 3.41x1073  1.00 fatty acid metabolism
PLA2G1B  1.31x1072 1.00 phospholipase, fatty acid digestion®
RAPGEF2 1.88x1072 1.00 cell growth and differentiation

T [Wu, 2022]

Table 6.5: Predictions associated to diet are enriched in genes having functional roles in digestion.

Term ID Term name p-value
R-HSA-192456  Digestion of dietary lipid 4.5 x107%  wxx
R-HSA-2022377 Metabolism of Angiotensinogen to Angiotensins 9.2 x1074  wx
R-HSA-8935690 Digestion 6.9 x1073  **
R-HSA-8963743 Digestion and absorption 9.7 x1073  **
R-HSA-2980736  Peptide hormone metabolism 2.4 x1072 =
R-HSA-888593  Reuptake of GABA 4.1 x1071
R-HSA-975634  Retinoid metabolism and transport 6.4 x10~!
R-HSA-6806667 Metabolism of fat-soluble vitamins 7.0 x107!
"p<005 Tp<0.01 p<0.001
—o— Aquatic —= Diurnality -#- Echolocation — Subterranean
dataset ) . ) .
—+— Diet —+— Domestication —% Marine — Vocal learning
15-
10-
5_

g o
c
o)
()]
c
Q9
k)
S75-
o

5.0-

25-

(I) 2é0 5(I)0 7éO
Rank

Figure 6.19: Genes having functions related to digestion have higher ranking in the list of predictions
for the diet traits than for other phenotypes. Lower panel is a zoom over the colored area in top
panel showing the complete ranking, to highlight the best ranking genes.
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6.4.3 Aquatic and marine

Annotations of the phylogeny using marine or aquatic traits are quite similar as shown figure 6.20,

and the results we obtain from screening the Orthomam database for genotype associations are thus

unsurprisingly similar between the two traits.

Trait

— Background
— Aquatic

(a) Aquatic

Trait

— Background
— Marine

(b) Marine

Figure 6.20: Orthomam phylogeny annotated with the aquatic or marine traits. See appendix figures
E.3 and E.4 for larger versions including leaf labels.

The list of best ranking genes regarding the adaptation to life in marine environments is presented

table 6.6. Those relative to adaptation to life in aquatic environments have less obvious interpreta-

tions to me, although some are present in both lists and have functional roles consistent with our

expectations; for these reasons and for the sake of brevity, the list of best ranking aquatic genes is

shown separately in appendix (table E.6). In total, we find 72 genes related to marine adaptations
under the 1% FDR threshold, and 17 genes related to aquatic adaptations. This suggests that the

marine annotation might give more power to identify gene associations, as it is more specific than

the aquatic annotation.

Alignment Rank. p-value FDR Functional or adaptive role
aquatic

_ _14 Sulfation of polysaccharides;
SULTICS 2 L15x107" 1.67x107 aquatic adaptation [Hettle et al., 2018]
TGM1 16 1.08x10711 7.81x10~®  Structural role in the formation of epidermis
KRTS80 10 3.08x10710 1.49x107% Keratinization

_ _g Sensory perception of temperature;
TRPVS 3 4.19x107%% 1.52x107° hair formation [Imura et al., 2007]
PERP 30 6.47x10719 1.87x107% Epithelial development [Ihrie et al., 2005]
TUBA3C 4 1.59x107? 3.84x107% Formation of microtubules
MYL1 37 2.35x107Y  4.86x10~¢ Muscle contraction [Zhou et al., 2015]
KRT4 5 9.70x107% 1.76x10~° Keratinization
VSIGS 25 2.01x107% 3.02x107° Immunoglobulin
S100A5 7 2.19x107%  3.02x10~°  Calcium-binding protein

Table 6.6: Best ranking genes predicted for association with life in marine environments.

SULT1C3 is the best ranking gene in the list of marine genes, and the second best in the list
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of aquatic genes. It encodes a sulfotransferase protein, whose relation with aquatic living is rather
obscure at first. However, the introduction of [Hettle et al., 2018] summarizes the important role of
sulfation to “regulate the physicochemical properties of the polysaccharide structures, such as gelling
and flexibility, thereby enabling adaptation of these polymers to specialized roles in the aquatic
environment [Kloareg and Quatrano, 1988]. The common use of sulfate modifications in highly
abundant marine polysaccharides suggests this biomass is one of the largest reservoirs of sulfated
biomolecules. As a consequence, many marine microbes have acquired the metabolic machinery that
allows them to utilize this carbon source [...]. The presence of sulfatases in these marine microbes
likely allows them to remove sulfate modifications from these complex polysaccharides, thereby
enabling their complete depolymerization and eventual metabolism”. Our identification of this gene
is thus consistent with this literature, and suggests that substitutions in SULT1C3 could have played
an analogous role in the adaptation of mammals to life in aquatic environment, by either allowing
structural modifications of polysaccharides, or their metabolism, or both.

Looking at other genes in our list, we find that a large proportion of them have roles related
to skin and hair formation. This observation on the 10 best ranking genes is corroborated by a
more formal analysis of gene ontology terms, which reveals an enrichment in functions related to
the development of skin (cornification) and hair (keratinization) in the lists of predictions for both
phenotypes (aquatic or marine) as presented in tables 6.7 and 6.8. Moreover, predictions on both
of these traits include more genes related to the keratinization pathway in their best ranking ones
than other phenotypes, as shown figure 6.21. These results are consistent with reports of convergent
adaption in marine mammals in [Chikina et al., 2016], who also identify genes related to these
functions. Adaptation of marine mammals is also reported to have left genomic signatures in the
a-keratin genes [Sun et al., 2017], although we do not identify as many genes from this family,
possibly because Pelican lacks power to detect relaxed selection.

Finally, we notice that the first GO term that is enriched in the predictions from the marine
phenotype is Muscle contraction, which is corroborated by reports of convergent adaptation in

several genes associated to synaptic transmission and muscle contraction in [Zhou et al., 2015].

Table 6.7: Functional enrichments for gene predictions associated to life in aquatic environments.

Term ID Term name p-value
R-HSA-6809371 Formation of the cornified envelope 1.4 x107% e
R-HSA-1266738 Developmental Biology 2.2 x1073
R-HSA-6805567 Keratinization 4.4 x1073
R-HSA-112316  Neuronal System 2.7 x1072 =
R-HSA-9619483  Activation of AMPK downstream of NMDARs 4.1 x1072 =
R-HSA-9663891  Selective autophagy 4.6 x1072 =
R-HSA-1296072 Voltage gated Potassium channels 9.1 x1072
R-HSA-397014  Muscle contraction 9.3 x1072
"p<0.05 Tp<0.0l p<o0.001
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Table 6.8: Functional enrichments for gene predictions associated to life in marine environments.

Term ID Term name p-value
R-HSA-397014  Muscle contraction 4.7 x107° s
R-HSA-6809371 Formation of the cornified envelope 1.9 x107% e
R-HSA-390522  Striated Muscle Contraction 4.5 x1074  eex
R-HSA-6805567 Keratinization 7.1 x107% e
R-HSA-9709957 Sensory Perception 1.7 x1072 =
R-HSA-1266738 Developmental Biology 6.0 x1072
R-HSA-9619483  Activation of AMPK downstream of NMDARs 8.5 x1072
R-HSA-217271  FMO oxidises nucleophiles 9.3 x1072
"p<0.05 Tp<0.01 p<0.001
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Figure 6.21: Best ranking predictions of genes associated to life in aquatic and/or marine environ-
ments are enriched in functions related to keratinization (e.g. hair formation).
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6.4.4 Subterranean

We screen mammal genomes for adaptations to life in subterranean environments, using the Or-
thomam phylogeny with annotations displayed figure 6.22, and present our list of best ranking genes
in table 6.9. Among our predictions, 10 of them pass the 1% FDR threshold.

Trait

— Background
— Subterranean

Figure 6.22: Orthomam phylogeny annotated with the subterranean trait. See appendix figure E.5
for a larger version including leaf labels.

Table 6.9: Best ranking predictions associated to the subterranean living phenotype.

Alignment p-value FDR Functional or adaptive role

MITD1 9.56x1072 1.39x10~* Mitosis and cell differentiation
CRYBA1 257x1077 1.86x10~% Crystallin®*

ALAD 3.89x1077 1.88x10™% Heme synthesis
GNAT1 3.37x107%  8.58x10~% Visual transduction'”
TMIE 3.57x107% 8.58x107%  Auditory perception

CRYBB3  3.78x107% 8.58x1073 Crystallin'*

CRYGC 4.15%x107% 8.58x1073 Crystallin'"

RPE65 5.86x107%  9.34x107® Retin"

GLRA1 6.06x107% 9.34x10™3 Nervous system, startle reflexes
NUP98 6.45x107% 9.34x10~3 Nuclear pore

! [Partha et al., 2017] ~ * Related to vision

We find several genes coding for proteins of the crystallin family that are essential components
of the eyes of mammals, and more generally genes related to visual perception. Genes involved with
visual perception have previously been reported to have undergone convergent regression among
underground-dwelling mammals [Partha et al., 2017], consistently with our results. However, genes
related to vision are generally higher ranking in the list established by [Partha et al., 2017] than in
ours. This is most probably due to the fact that the change of evolutionary dynamics associated to

subterranean living for these genes is mostly, if not exclusively, relaxation of the selective pressure
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and loss of function. Indeed, the pressure for maintaining functional eyes is less stringent in dark
underground environments. This illustrates how approaches based on detecting changes in the
substitution rate, such as what is done in [Partha et al., 2017], are more powerful that profile based
methods such as Pelican to detect relaxation of selective pressure. This was already suggested by
our comparison of detection performance using simulations under relaxed selection in chapter three
(figure 3.5). However, this also shows that we still manage to detect some of the genes under relaxed
selection using Pelican, although we lack power to assemble a more exhaustive list. Results of gene
ontology term analysis presented in table 6.10 display an enrichment, albeit weak, in our list of genes
for terms associated to visual perception. This enrichment in vision-related terms is stronger in the

subterranean dataset than in any other dataset that we analyzed, as shown figure 6.23.

Table 6.10: Functional enrichments for gene predictions associated to subterranean adaptation.

REAC ID Term name p-value

Inactivation, recovery and regulation

- - -2
R-HSA-2514859 of the phototransduction cascade 1.6 <10
R-HSA-2514856 The phototransduction cascade 1.8 x1072 =
R-HSA-2187338 Visual phototransduction 2.3 x1072 =
R-HSA-2485179  Activation of the phototransduction cascade 4.7 x1072
R-HSA-9709957 Sensory Perception 1.2 x107!
R-HSA-9009391 Extra-nuclear estrogen signaling 1.3 x107!
R-HSA-8939211 ESR-mediated signaling 8.1 x1071
R-HSA-432040  Vasopressin regulates renal water homeostasis via Aquaporins 1.0

*p<0.05
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Figure 6.23: Best ranking predictions of genes associated to life in subterranean environments are
weakly enriched in functions related to visual perception.

Other predictions in our list have less obvious interpretations, and we did not find any literature
that could explain a possible adaptive role to subterranean living. One could speculate that ALAD,
related to heme synthesis, could improve Oy binding in oxygen-deprived underground environments;
or that TMIE, related to auditory perception, could suggest a sensory adaptation to compensate for

reduced visual acuity; however these are merely hypotheses which should be individually tested. It
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is also possible that our list of predictions contains more false positives than we obtained with other
phenotypes, as the quantity of subterranean species in the tree is limited to five. We suspect this
could favor the existence of sites where the amino acid composition differs between trait conditions,
as a consequence of random sampling effects — the importance of such unbalance in the annotation
is not clear yet. The lack of GO enrichment for terms other than vision-related ones seems to

corroborate this interpretation.
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6.4.5 Other phenotypes

Our results on the last three phenotypes that we considered are less striking, possibly because of
the choice of the phenotype themselves. Although I do not present these results in detail here, they

are available in appendices.

Diurnal /nocturnal

Gene predictions associated to the diurnal/nocturnal annotation do not exhibit a clear pattern of
adaptation, however the first and second best ranking genes have functional roles that could be
related to adaptation to nocturnal life. The first gene is PITPNCI1, and has a key role in the
generation of heat from brown adipose tissue [Tang et al., 2022]; it might be that substitutions
in this gene could improve the adaptation of nocturnal species to lower night-time temperatures,
although we did not find literature that corroborate this hypothesis. The second one is RHO, and
codes for a rhodopsin protein which is involved in vision in dimly-lit environments [Sugawara et al.,
2010]. Other genes in the list have less clear functional interpretations with regard to this phenotype,
and it is possible that the definition of the trait that we used here is not specific enough to discover
a larger set of genes. We report 4 gene predictions under the 1% FDR threshold. GO analysis did
not present significant enrichment for any term. The annotated phylogeny, along with the list of

best ranking genes and GO enrichment results are available in appendix section E.G.

Vocal learning

Vocal learning is the ability to learn and reproduce vocalisations, a trait that is shared by several
mammal groups, mainly primates, cetaceans, pinnipeds and bats [Janik and Knornschild, 2021].
However the underlying mechanisms for the production of vocalisations may strongly differ between
these groups, e.g. rely on different organs and have widly variable acoustic signatures. Vocal learning
is also better represented as a spectrum than as a clear separation between vocal learners and non-
learners. With that in mind, we nonetheless attempted to search for some common molecular bases
shared across vocal learning mammals that are considered as a homogeneous group. The list of best
ranking genes displays some genes associated to auditory perception like PCDH15 and LOXHDI.
The first gene codes for an olfactory receptor, which is a bit puzzling. In the literature, FOXP2
is the first gene that was reported to be involved in language development in humans [Webb and
Zhang, 2005]; however this gene comes only in position 859 (p = 4.76 x 10~2) in our list. However,
ZNF536 (rank 40; p = 2.52 x 10~7) ranks higher in the list, and is corroborated by experimental
evidence [Wirthlin et al., 2022]. Looking at the GO enrichment of terms in our list, we find that it
is significantly enriched in genes having functions in sound processing and sensory perception. We
suspect that these results may be steered by the fact that the majority of vocal learning species are
also echolocators, which may act as a confounding factor in this analysis. Our predictions include
133 genes under the 1% FDR threshold. The annotated phylogeny, along with the list of best ranking

genes and GO enrichment results are available in appendix section E.7.

Domestication

The best ranking gene in our list of predictions is DNAJBI1, and codes for a heat-shock protein
(HSP) that is involved in the response to temperature variation. This finding can be related to
existing literature on the importance of heat stress on the growth, reproduction and milk production

of livestock [Archana et al., 2017]. The next two genes are involved in glycogen metabolism and
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response to stress through corticoid signaling, which might be related to domestication — although
the link is not clear and quite speculative as there is no literature to support this. Other genes
in the best ranking list are more difficult to relate to the trait under consideration. In total, 46
gene predictions pass the 1% FDR threshold. GO enrichment analysis provides for a large set of
significantly enriched terms, but that do not have clear ties with the domesticated trait. It is likely
that this phenotype annotation mixes domesticated species that were not selected for the same set of
traits, e.g. the desired traits are widely different between dogs and cattle. The annotated phylogeny,
along with the list of best ranking genes and GO enrichment results are available in appendix section
E.8.
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[l Chapter 6 summary: Gene-level predictions

In this chapter, I presented our explorations to perform inference at the level of genes
using predictions made with Pelican on sites within simulated genes. First, we used the
Benjamini-Hochberg procedure to estimate the number of positive sites within genes while
controlling the false discovery rate (FDR). Although Pelican is not calibrated, we empirically
confirm that on average the proportion of false positives matches the expectation or is more
conservative (figure 6.2).

We then investigated several methods to aggregate site-level p-values to produce gene-level
ones, and compare the precision-recall of their predictions on genes (figure 6.3). Wilkinson’s
method based on a binomial distribution had good precision-recall, but was too sensitive to
a significance threshold that has to be chosen on site p-values. Fisher’s method relies on the
hypothesis that p-values are uniformly distributed under the null, which is not true in our
case. We compared its performance to a variant where site p-values are corrected empiri-
cally beforehand. Empirical correction of p-values only marginally improves the performance,
but noticeably improves the calibration of gene-level predictions (figure 6.14). We also con-
sidered another variation on Fisher’s method that focuses on the distribution of the lowest
p-values, and that we name the Genewise Truncated Fisher (GTF) method. This approach
has improved precision-recall compared to Fisher’s method and has more power to distin-
guish positive from negative genes. As an alternative method, we designed a mixture model
of site p-values, that distinguishes their distribution between positive and negative sites. It
is fitted at maximum likelihood using an efficient expectation-maximisation algorithm. Its
predictive performance was however not on par with the GTF method, which remains our
best candidate so far.

In the results of our benchmark, predictions where degraded on simulations conducted
on the Influenza phylogeny. We highlighted that this bad performance was caused by a
small accumulation of low site p-values under the null, despite that their distribution is
quite close to the uniform. This led to a large amount of false positives, i.e. negative
genes that are not well distinguished from positive ones. To better understand this issue,
we conducted several experiments using modified versions of the Influenza phylogeny (figure
6.12). Our results suggest that the main problem could be a lack of power of Pelican on this
dataset due to it having only one transition between phenotypes, unlike the others (figure
6.13). This interpretation would be consistent with the expectation that cases of molecular
convergence provide stronger evidence for directional selection, due to repetitions in the
pattern of substitution.

The second part of this chapter focuses on an analysis of empirical data from the Or-
thomam database. The dataset consists in 14508 coding sequence alignments for 116 species
of mammals, in which we searched for genes associated to several discrete phenotypes: echolo-
cation, diet, aquatic and marine life, subterranean life, diurnal/nocturnal life, vocal learning,
and domestication. We reported our predictions of genes associated to each trait using Peli-
can combined to the GTF method for gene aggregation. We compared them to the literature,
to find that our results generally had some level of agreement with it. We also compared our
predictions of sites within the Prestin gene associated to the echolocation trait, and found

them to be corroborated by previous studies, and to be consistent when confronted to the
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tertiary structure of the protein. The support for our finding was not equally good across
traits, which could be possibly explained by either an improper choice or annotation of some
phenotypes, shortcomings inherent to our methodology, or incomplete literature on the sub-
ject. However, our approach appears to produce convincing results for most of the phenotypic
traits that we considered, and is further validated by gene ontology (GO) enrichment analysis

of our list of predictions.
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Chapter 7

Relevance and limitations of the

approach

In this chapter, I intent to take a step back and try to draw conclusions from all the results that have
been presented so far in this work. I think that at least two elements naturally appear as important
points to be discussed: the application scope for Pelican, i.e. identify the main characteristics of
settings in which Pelican is expected to give the best results, and those where more precautions
should be taken; then have some hindsight on the results obtained from Pelican, both at the level of
sites and genes, and the kind of biological interpretations that we can draw from them. This is also
the occasion to discuss with more depth the hypotheses that are made in the model of TDG09 and
Pelican, with regard to actual biological processes that they aim to represent. I address as well the
question of inputs, specifically the uncertainty that they convey, and a few ideas on how to account
for it in some cases.

I strive throughout this chapter to identify general guidelines for achieving good predictions using
this tool, “good” in the sense that they should give reliable biological insights. Accounting for the
limitations that are identified throughout this chapter and this thesis as a whole, I propose some
possible improvements on Pelican to make the method either faster, more robust, more accurate, or
better adapted to model a wider diversity of situations. Some other research perspectives are also
given, that stray further away from the original model and could be fruitful for a better identification

or understanding of relations between genotypes and phenotypes.
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7.1 What problem are we solving ?

We propose Pelican as a method to detect genotype-phenotype associations, which is based on a
model of amino acid preferences that drive the evolution of protein sites. It is simple and fast enough
to enable the analysis of genome scale datasets in a timely manner. However, it must be clarified
that we do not claim that it is the fastest method available, as we did not perform an exhaustive
benchmark of every available model implementations. Specifically, alternative implementations of
the underlying model of PAML, such as FastCodeML [Valle et al., 2014] or SlimCodeML [Schabauer
et al., 2012], might compare favorably to our proposed method in terms of speed.

We do claim nonetheless that Pelican fills a gap in proposing a readily applicable implementation
of a profile-based evolution model [Tamuri et al., 2009, Tamuri et al., 2012, Parto and Lartillot, 2017].
Existing profile methods are computationally costly, and difficult to apply at the genome scale, which
is enabled by Pelican. The models underlying profile methods rely on a different approach to detect
variation of the selection dynamics compared to dy/ds models: instead of comparing substitution
rates, they infer amino acid preferences — either as fitness or frequency vectors — which gives an
estimation of the direction of the selection pressure. Although we shall be cautious regarding the
confidence that we can give to these estimates, they could be exploited to obtain additional insights

on the process of adaptation.
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7.2 On the interpretation of Pelican results

7.2.1 Pelican identifies sites whose evolution correlates to variations of

the phenotype

This point could be quickly summarized as the common trite that “correlation does not equal causa-
tion”, but let us go into more details on what that means in our case. Pelican’s predictions are indeed
correlative by nature: it does not model the evolution of the phenotype at all, instead phenotypic
traits — both extent and ancestral — are treated as input data. In contrast, an investigation of the
causal relationship between the genotype and phenotype should model causality in some way, for
example by modeling variations of a trait as a response to genotypic changes. The implication for
Pelican is that it detects any site that shows a correlative pattern with the phenotype annotation
that its underlying model is able to capture, but it does not say anything on the nature of the
relationship between a given site and the phenotype. The expectation is that most sites discovered
by Pelican have functional roles with regard to the phenotype under consideration, but there are
several ways in which this might not be the case.

For example, every echolocating species in the Orthomam phylogeny is either a bat or a cetacean.
There is evidence in the literature for the loss of umami perception — the taste of amino acids
[Nelson et al., 2002]— in both these groups. The taste receptor TASIR1 is “absent, unamplifiable,
or pseudogenized” in bat species [Zhao et al., 2012], and under relaxed selection in cetaceans [Zhu
et al., 2014], although it is quite conserved among vertebrates [Shi and Zhang, 2006]. This would
be a good example of two entirely different functions (echolocation and umami perception) that
coincide in the phenotype annotation. The convergent loss of taste would act as a confounding
variable and could thus be a source of false interpretations if predictions were not checked carefully
enough. Luckily, if I may say so, two factors protect us from finding TAS1R1 as a false positive: first,
among the majority of echolocating species in Orthomam, a sequence for TASIR1 is not even found
in the alignment'; second, the power to detect relaxed selection using Pelican is reduced compared
to its ability to identify directional selection, and would further reduce the significance of sites in
pseudogenes such as TASIR1. As a result, TASIR1 has rank 2806 (among 14509) in our list of
predictions and was not identified as a candidate for association to the echolocation trait.

Nonetheless, this type of situation may arise in less favourable cases, and the possibility that
another confounding trait may alter the results should be always considered. The case of ZNF536,
which we identified to be associated both to echolocation and vocal learning, might be another
example of this. There is experimental evidence for this gene to be involved in vocal learning
[Wirthlin et al., 2022], and finding it among genes associated to echolocation might simply be
explained by the fact that most vocal learners are also echolocators in the Orthomam dataset.
However, we can not rule out that this gene may have a role in auditory perception in general and
also has an adaptive function in performing echolocation.

Beyond this issue of colliding phenotypes, other sources of confusion are plausible, that tie
to molecular mechanisms. I have already discussed one of them in this thesis: GC-biased gene
conversion (¢gBGC) produces a signal in sequences that is akin to that of positive selection, and was
found to increase the proportion of false discoveries in all methods that we evaluated in chapter three.
Instead of repeating here the discussion on the effect of this confounding factor, I propose to discuss

another one that may also lead to false discoveries when scanning alignments with Pelican. In

LOur model does not include insertion and deletion events yet, so that species without a sequence in the alignment
are removed altogether.
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comparison to the subject of the previous paragraph, genetic hitchhiking [Barton, 2000] has to do
with an unaccounted for correlation between genes, instead of phenotypes. When an advantageous
mutation appears and becomes fixed in the population, in a process sometimes called selective sweep,
the frequency of other alleles close enough in the sequence — in “genetic linkage” — may also
increase. As a consequence, these hitchhiker genes show patterns of positive selection in alignments
of their sequences. If they are genetically linked to genes having a functional role with regard to
the phenotype under consideration, they might be captured by Pelican, even though they have no
functional association to the phenotype.

Now, let us consider the case when a position in a coding sequence was found to be associated
with the phenotype by Pelican, e.g. by finding that it belongs to a protein that has a known
functional role relevant for the phenotype under consideration. Even assuming that it is a signature
for adaptation, the most information that we can draw from this is that there is an association
between this gene and the phenotypic trait, and identify positions within the genes that are of
particular importance in this association. But we can not say anything on the causal link between
the two, in terms of evolutionary history. Did substitutions in the gene lead to the emergence of the
trait 7 Or did they occur subsequently to a primitive version of the trait, improving its viability ?

These are questions that can not be answered solely from the application of this method.

7.2.2 On the interpretation of estimated parameters

There are two kinds of parameter estimates in the model of Pelican: the scale o that controls the rate
of evolution at one site, and frequency profiles 7 that give a direction for the substitution process.

A Dbenefit of profile methods at large compared to dy/ds methods, is that they not only enable
the identification of selective pressure changes, but also give a direction for it. This is a useful
information, that can be interpreted in terms of functional changes related to the phenotype [Parto
and Lartillot, 2017].

In the case of Pelican, we should keep in mind that the estimated profiles are not equivalent to
amino acid fitnesses: in the best case, they are a reflection of the fitness profiles, that is distorted
by the mutational and other non-adaptive processes. Moreover, they are generally incomplete,
because of the sparse specification of the model (section 4.3.4), which does not consider unobserved
amino acids that would have non-zero frequencies given an infinite sample size. That said, one
might nonetheless exploit these frequency estimates at positive sites to make comparisons of the
general direction of the substitution process between trait conditions. We have not identified yet a
good metric that could allow the comparison of profiles. Kullback-Leibler divergence is a potential
candidate, a measure of the divergence between two distributions that is difficult to interpret in our
case and is not symmetric; it also does not not behave well when some frequencies are null. A measure
of angle between profiles such as the cosine function may also be considered. Profiles could also be
characterized by physico-chemical properties of their amino acid content: for example, identifying
at a site that the profile at condition A favors polar residues, while profile at condition B favors
non-polar ones, could give insights on the kind of adaptation that occurred when confronted to the

protein structure. More work is needed to validate the inference of profiles, and their interpretation.

7.2.3 On the choice of the phenotypic trait

The choice of the phenotypic trait affects the kind of results that can be expected from Pelican.
There is of course the case of biological functions that are implemented in very different ways: for

example the ability to fly that is shared between, say, birds and insects relies on entirely different
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biological structures and is very unlikely to involve similar genes — not even considering that their
genomes may have diverged too far to identify and align enough gene families.

A less obvious case is that of morphological structures in general, the evolution of which is posited
to be driven mainly by variations in the regulation of gene expression (e.g. [Prud’homme et al.,
2007]). This kind of adaptation would be undetectable by Pelican, which only focuses on coding
sequences and does not account for transcriptional information. However, there is one instance
where Pelican was successfully used to detect genomic substitutions correlated to a morphological
traits. Some species of birds exhibit helmet-like structures that stem from their upper beak or their
skull, and are a research interest of our colleague Anamaria Necsulea who applied Pelican to one of
her dataset. She found that among the best ranking sites she obtained, some of them belonged to
genes known to be involved with cranio-facial development.

This is also an interesting case regarding the choice of trait categories: bird species in this dataset
could be assigned in binary categories (“helmet” or “no helmet”), or to a finer level in three categories
depending on the helmet stemming from the beak or the skull. The latter strategy produced more
convincing results when looking at the functional role of the best ranking genes. This highlights
that the delimitation of categories is important when annotating discrete phenotypic traits. In that
regard, I would recommend that attention is paid to the sample size available within each category,
and that the number of species is not too unbalanced across categories. One should also keep in
mind that the partition of traits in more than two categories makes the hypothesis that is tested
less obvious, and may also reduce the power of this test. In our genomic screen for adaptation to
different alimentary diets among mammals, we considered three categories: herbivore, carnivore and
omnivore. By doing this, we actually test on each site that at least one condition has a different
substitution dynamics from the others, with the null hypothesis that all conditions share a common
substitution process. The power to reject this null hypothesis when molecular adaptation occurred in
only one of the condition is decreased when compared to a more specific model where this condition
is contrasted to the rest of the tree: the model with three categories involves more parameters, and
thus requires a stronger signal to reject the homogeneous model in favor of the heterogeneous model.
It is thus best suited to detect sites where each condition has a specific substitution dynamics?.

Finally, a complementary approach could be implemented in our testing framework to compare
a tripartite model to a bipartite one and answer more specific questions. For instance, a null model
with a partition between aquatic and terrestrial clades could be confronted to a full model with
a partition between freshwater, saltwater and terrestrial species. In this setting, both models are
nested, as the reduced model could be represented using the full model by constraining amino acid
profiles in the freshwater and saltwater conditions to be equal. This approach might be well suited to
test for associations specific to life in freshwater or saltwater, excluding those related to adaptation

to aquatic environments in general, and might be worth exploring.

7.2.4 The issue of calibration

We dedicated a lot of efforts to characterize the statistical behaviour of Pelican, and particularly
on the calibration of p-values, because this an essential prerequisite to enable the determination
of significance thresholds. We conclude that, although the distribution of p-values is generally not
uniform under the null hypothesis, the deviation from it is low enough in particular when it comes

to small p-values. This allows fixing a false discovery rate (FDR) threshold at the level of site

2Furthermore, the categories we chose for this trait may be too naive, as the omnivorous diet may involve adapta-
tions at the intersection of the carnivorous and herbivorous ones.
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predictions that actually informs on the number of false positives; regarding gene-level predictions,
deviation from the uniform is generally larger, and tends to be conservative, although it is not always
the case.

More attempts could be made at improving the calibration of the method, possibly using a
procedure based on permutations of observations and simulations, as in [Saputra et al., 2021]. We
resorted to a similar (but coarser) approach in chapter five to estimate the number of positive sites
in genes associated to longevity. However, it is not clear whether this method actually ensures
calibration across sites, as it might be that it guarantees instead p-values uniformity under the null

across alternative annotations of the phylogeny at one site.

7.3 On input data, and uncertainties

In the current implementation of Pelican, several kinds of data used by the methods are treated as
input, and are assumed to be accurate. However, most of these elements are themselves the result
of algorithmic or statistical treatments, and carry their own uncertainties that should be quanti-
fied and accounted for further down in any analysis pipeline. Ideally, investigations in the field of
molecular evolution should integrate every level of the analysis of sequences as “documents of evo-
lutionary history” [Boussau and Daubin, 2010], from the building of alignments, the reconstruction
of phylogenies, to the inference of evolutionary processes. Gene families are generally identified
based on sequence similarity, a signal that can be altered by gene duplications or losses, or even
non-homologous events such as exon shuffling (e.g [Long et al., 2003]). Sequence alignment then
identifies homologous sites within homologous sequences, a process that depends on the phylogenetic
relationship between sequences, which is often roughly estimated for that need. In turn, the inference
of phylogenetic relationships between species in the form of phylogenetic trees, is performed from the
alignment of their genome sequences: the cyclic dependency between the two procedures becomes
obvious. This illustrates that gene family annotations, sequence alignments and phylogenetic trees
are nothing but estimates, that should be jointly optimized, instead of successively reaching for
individual optima. In practice, this is generally unreasonable, due to the computational complexity
involved: the typical workflow is rather a step-by-step process, where the product of each stage (e.g
the alignment) is used as input for subsequent stages (e.g. phylogenetic inference), carrying over

uncertainties unaccounted for at each stage of the analysis.

7.3.1 Uncertainties in the sequences, and their use as representations of

the genotype of species

Starting from the most elementary level of complexity in our inputs, that is amino acid or nucleotide
sequences, | see at least two possible sources of noise in the data. First, even though sequencing
technologies have tremendously improved as a whole in the recent years, the signal for identifying
a position in the sequence is not always perfectly unambiguous, and does not indicate clearly the
nature of the position. Assuming that we can assign a probability to the possible states that could
be signaled as such, this is then easily accounted for due to the stochastic approach in Felsenstein’s
algorithm. Since leaf states are represented by a vector of probabilities, when they are known with
certainty they are represented as one-hot encoding of the observed state, but encoding uncertainty
in the leaf state would be achievable if coupled with a model of sequencing error.

Second, in all of this work, we assume that the genome of a species could be represented as a single

sequence. Since it is well known that there is genotypic variability within species and populations,
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this is a gross simplification that completely overlooks intra-specific polymorphism. Therefore, the
implicit hypothesis that is made is that each sequence we input to the method is a good consensus
representation of the genotype of the species. This might be a reasonable assumption regarding
sites that are highly conserved within the species, but not so much on highly polymorphic sites.
Moreover, polymorphism is a richer information than a single consensus sequence, which could be
exploited to improve the quality of predictions. Simple approaches have been proposed, such as
the McDonald-Kreitman test [McDonald and Kreitman, 1991], but more complex models can be
used to achieve this. This research path was beyond the scope of this thesis, but is a subject of
interest in the community : some polymorphism aware models of evolution have been proposed (e.g.
PoMo [De Maio et al., 2013]) and are an active area of research [Borges et al., 2022, Wilson et al.,
2011, Mugal et al., 2020].

7.3.2 Uncertainties in the alignment

This latter point addressed the question of the content of the alignment, but we also must be wary of
the quality of the alignment itself. It depends of course on the quality of each individual sequence (e.g.
the quality of the assembly, and the amount of effort dedicated to its validation and curation), which
I already discussed. It is also impacted by the degree of similarity between the sequences, as well as
the choice of the algorithm used to perform their alignment — and the interaction between the two.
Highly divergent sequences can be more difficult to align, as alignment algorithms typically require
some degree of conservation to identify common patterns across the sequences. These misaligned
sites may turn to be a source of misleading signal for positive selection On another note, pseudogenes
in particular might be difficult to identify and position in an alignment. A short review of these
issues, with relevant references to the literature, can be found in [Kosiol and Anisimova, 2019b].
Another obstacle in the inference of multiple sequence alignments is that they generally require
a guide phylogeny, and that, in turn, they are used to perform inference of phylogenetic trees. This
creates a circular dependency that is generally not properly resolved, as the inference is performed
step by step. However, approaches have been proposed to perform joint inference of alignments and

phylogenies, as in e.g. [Pecerska et al., 2021].

7.3.3 Uncertainties in phylogenetic trees

Since we did not observe the history of speciation events, phylogenetic trees are necessarily the result
of an inference from observable data, in this case sequence alignments mainly®. The consequence
is that the reconstruction of the phylogeny adds uncertainty to what was carried over from the
sequencing and alignment steps. So we do not know whether the tree we are working with is an
accurate depiction of the evolutionary relationship between the species under consideration: we
assume it is the best one, but we have no idea if other candidates could also be credible alternatives.

Since Pelican’s model is certainly not well-suited to infer phylogenies — if only because it operates
at the amino acid level, and independently on each site — thus preventing the joint estimation of the
tree and model parameters, other strategies must be resorted to. A possible alternative would consist
in integrating over a distribution of possible trees, by running the method against these different
trees and aggregating the results, accounting for the likelihood of each tree. The cost of such an
approach would nonetheless be increased with the number of alternative trees that are considered,
with no guarantees that this would have a noticeable effect on the quality of the predictions. This

might hinder the applicability of such an approach at larger scales.

3 Although other kinds of data, e.g. the fossil registry, can be accounted for.
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7.3.4 Uncertainties in the phenotype

For our usage, phylogenies are also enriched with an additional feature: each of the branches is
annotated with a phenotypic trait. These annotations are used when fitting the heterogeneous
model of Pelican to determine the substitution process on each branch, and are thus critical for the
application of the method. I identify two sources of variance for phenotypic traits: variability of
the trait within each species between individuals, which can be measured; and then uncertainty on
ancestral traits, which can not be observed anymore — fossils excepted — and must be inferred
from data on extant species using statistical methods.

Much like in the previous paragraph regarding other tree features, the issue arises that we may
be giving too much credit to a single estimate among many other possibilities, that are completely
overlooked. Currently, we do not address this in a satisfactory manner, and assume that ancestral
traits were reconstructed using a perfectly reliable method: only point estimates can be treated,
without the possibility to account for confidence intervals or probability distributions on traits. In
the case of discrete traits, we could handle their annotation in the tree as probability distributions
instead of point estimates, by integrating over each possible state during the application of the
pruning algorithm. The expression of the likelihood at a node n, conditionally to its state being x
and the state at child ¢ being y, assumes that the trait Z,,. on the branch connecting n and ¢ with

length t,. is known with 100% confidence

Ly(z) = H ZP[ZJW, tnelLe(y) where C(n) is the set of children of node n
ceC(n) yek
(7.1)
- H Z (Z Ply|@, tne, Zne = 2]P[Zne = Z]> Le(y)
ceC(n) yek \zeT

where 7 is the set of trait modalities.

In this expression, P[Z,,. = z| acts as a prior probability, which is equal 1 since we currently con-
sider only one possibility. But we could also use an annotation of traits as probability distributions
to provide us with a different prior at each branch, and integrate over each possible state. At the
time of writing, we are considering to implement this strategy to handle discrete trait distributions
in the near future. It would not be applicable to continuous traits, as the integration over all possible
states is more difficult and costly for continuous distributions.

Another kind of uncertainty we should deal with is that of the position of transitions between
phenotype traits. In the current implementation, traits are annotated on branches using the value
that is found at the child node, which implies that when a change of the trait occur in the tree it
happens at one node and that a trait is constant along a given branch. This is overly simplistic,
as variations of the trait may actually occur at any point within a branch, and not only at its
extremities. This could be addressed by introducing pseudo-nodes within branches at positions
where transitions were inferred to occur, allowing to switch between substitution processes at the
adequate time, but I expect that their position would be difficult to infer.

These solutions do not however handle the problem of phenotype inference: they merely allow
more flexibility to handle uncertainties in the estimates obtained beforehand. Our software imple-
ments rough approaches for the inference of ancestral traits, using Fitch’s algorithm to reconstruct
discrete traits at maximum parsimony, and a Brownian evolution model for continuous traits at
maximum likelihood. These features are provided for convenience, but I am convinced that other
approaches better adapted to each dataset exist and should be privileged, associated to human

expertise whenever possible.
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7.4 Hypotheses of the Pelican model, and their biological
implications

At this point in the discussion, it might be useful to explicitly revisit the hypotheses that are made
in the model of Pelican. The intent is to examine critically the modeling choices that were made,

their scope and expected consequences on the results produced by this method.

7.4.1 Adaptation happens through coding sequences modifications

The scope of this work was restricted beforehand to identifying sites within genomes that are associ-
ated to a phenotypic trait. Pelican is the answer we came up with, that is based on a site-independent
model of amino acid substitution. As a consequence, a variety of biological processes apart from
substitutions are not considered, even though they could have a relationship with the phenotype
under consideration. As I mentioned in the introduction, the equivalence between genotype and
phenotype is only very partial: phenotypes are not completely determined by a single genotype,
but are the result of complex interactions between genes and their environment at large, including
other genes. In particular, genes are not expressed in the same way across species, individuals,
developmental stages and tissues, and the expression of a gene is determinant of its functional effect
at the scale of an organism.

Let us illustrate this with an example, drawn from our search for associations to the ability
to echolocate in the Orthomam database. When confronting our results to the literature on the
subject of the genomic bases for echolocation, we note that two genes (OTOS and OTOG) were
found to be over-expressed among echolocating species [Dong et al., 2013], but were not discovered
by Pelican (p = 0.616 and p = 1, respectively). These two genes code for proteins involved in the
auditory system, which increases the credibility of their adaptive role with regard to the echolocation
trait. However, this adaptation does not manifest through modifications of the sequence, but rather

through variation of their expression level, which can not be uncovered using our approach.

7.4.2 Sites evolve independently from each other

Pelican, like a majority of models of sequence evolution, is built on the hypothesis that sites and genes
evolve independently for each other. This hypothesis contradicts the current knowledge of molecular
evolution, that establishes the existence of evolutionary interactions between genes, a process known
as epistasis. This also includes the dependence between sites within genes, as mutations at one
site may alter the tertiary structure of the protein, which is the product of complex biochemical
interactions between amino acids. As the tertiary structure is determinant for the functional role of
the protein, which may affect the fitness of the individual, these interactions between amino acids
manifest an evolutionary dependence between codons in the sequence.

The simplifying hypothesis of site-independence is generally made purposefully, because it is a
convenient one: it greatly simplifies the model and the process of fitting it to the data. In our case
in particular, because of the constraint on the scalability of the method that should be applicable to
analyses of large datasets in reasonable time, making the hypothesis of site-independence is somewhat
necessary. However, modeling the co-evolution of sites could help to provide richer interpretations in
some cases. For instance, I have discussed in section 6.4.1, on the analysis of molecular convergence
in the Prestin gene, how the two sites having the most signal are in interaction in the tertiary

structure of the human protein. Although we may compare the amino acid frequency profiles between
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echolocating and non-echolocating species, it would be even more informative to examine what

combinations of amino acids are found across echolocating species.

7.4.3 Similar traits involve similar genes across species

This hypothesis is not explicit in the model of Pelican, but rather has to do with the approach in
general: we assume that an association can be made between a gene family and a phenotypic trait,
on the basis of the molecular divergence observed between species. However, the evolutionary history
of a gene may include events that makes the composition of orthologous gene families more difficult:
for instance, duplications of genes may occur without speciation, which sometimes allows copies of
the gene to be repurposed to other functions, or degenerate into pseudogenes. Identifying which
copies of a gene should be compared between species is thus a challenge in itself, and is expected
to have an impact on our predictions. Fortunately, we have not been confronted to this problem in
our analyses of empirical data, because orthologous gene families in Orthomam had already been
carefully delimited. However, it is expected that this issue will commonly appear when working
with other datasets, and can not easily be accounted for in our model as we do not know a priori
which copies are under selective pressure to maintain a function related to the phenotype under
consideration.

Situations also exist where a similar trait is observed across different species, but has independent
molecular bases. A striking example of this is the biosynthesis of caffeine, that has convergently
evolved across numerous plant species. [Huang et al., 2016] reveal that several plant species like
cacao, citrus, guarand, coffee and tea have independently evolved to produce the exact same caffeine
molecule, but that the underlying metabolic pathway varies across species. This implies that, if we
were to study the molecular convergence of caffeine biosynthesis, it would be particularly important
to distinguish clades on the basis of the metabolic pathway involved in caffeine production: gathering
clades without this distinction would blend the signal for molecular adaptation between groups and
is likely to yield misleading or partial results. In such a situation, a reasonable approach would be

to take advantage of the categorisation into multiple conditions that is enabled in Pelican.

7.4.4 Modeling substitutions at the level of amino acids

Our work that I presented in chapter three shows that for the task of detecting sites whose substi-
tution history is associated to a phenotype, modeling the substitution process directly at the level
of amino acids appears to be sufficient and gives similar performance to that of codon-based mod-
els. Amino acid substitution models are simpler and involve reduced computational costs, mainly
because the dimension of the state space for substitutions is smaller compared to codon models. In
contrast to codon-based models that have the potential to distinguish selective from non-selective
effects that shape the substitution process (e.g. [Ratnakumar et al., 2010]), modeling substitutions
at the amino acid level makes it difficult to account for confounding factors. In chapter three we
simulated a worst-case scenario for the effect of gBGC (figure 3.6), where its presence coincides per-
fectly with the phenotype annotation, and showed that it had a strong negative effect on prediction
performance. This confounding effect is thus expected to be weaker when performing analysis of
empirical datasets. The results we obtained on the Orthomam database might be affected by gBGC
which could be a source of false predictions; to evaluate which genes are more susceptible to this
effect, our results could be confronted to an estimation of the quantity of recombination hotspots

for each gene within species in Orthomam reported in [Galtier, 2021].
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7.5 Perspectives

In my opinion, an immediate improvement on the model could be achieved by incorporating insertion
and deletion of amino acids, possibly following the methodology from [Rivas and Eddy, 2008] or
[Bouchard-Coté and Jordan, 2013, Jowkar et al., 2022]. For now, gaps within sequence alignments
are ignored altogether by trimming the tree at each alignment site to only include species where
an amino acid is present. This is expected to cause a loss of power for the method, among other
possible statistical problems, by reducing the sample size as well as removing a signal that could be
informative on the evolutionary dynamics at one site. This is a motivation for explicitly modeling
indels in Pelican, as it should contribute to make the model better adapted to handle such common
situations.

We have paid attention in the software implementation of Pelican to make it a pleasant experience
for the user, but it is still in an early stage and could be further improved; efforts still need to be
made to improve the documentation and general accessibility. Some quality-of-life features for the
command line interface, such as command auto-completion, are missing yet; they require little
development efforts and could facilitate the use of the software. We also have been considering for
a while the idea of including tools for the visualisation and interpretation of results, in the form
of a local web application. We imagine it could allow the exploration of gene and site predictions
across runs and a clear representation of positive sites within proteins. Such representation would
be particularly helpful if it could be confronted to the tertiary structure of said protein, either using
databases of known structures (e.g. Protein Data Bank) or resorting to inference using AlphaFold 2
[Jumper et al., 2021]. Visualisation of estimated amino acid profiles would also be a desirable feature,
which could be enriched with physicochemical properties: e.g. this could inform on which kind of
amino acid was favored in sites associated to the phenotype. The definition of a metric measuring
the divergence between amino acid profiles could also be useful, in that it would summarize an effect
size of the variation in amino acid preferences between phenotypes at one site. This would also be an
opportunity to investigate in more details the results that we obtained from scanning the Orthomam
database for associations to various phenotypes.

In these investigations on Orthomam, we have found that Pelican produces convincing results; the
method was also extensively validated using simulations. But it would be comforting to corroborate
that the method works well on a diversity of empirical datasets, involving other tree topologies,
species and alignments, to further validate the robustness of the method. For example, we have
identified with our experiments on simulations with the Influenza phylogeny, a case where our
predictions did not distinguish well positive from negative sites (and then genes). Our results
suggest that this stemmed from the absence of phenotype convergence in the tree, that resulted
in a loss of power to identify positive sites in the simulated alignments. However, this seems to
contradict our previous results that showed that the detection performance of Pelican was rather
insensitive to the number of transitions. Further research would be needed to understand better
the effect of the number of transitions, and to make it clear which features of a dataset might be
problematic; it is however a challenging task to come up with an exhaustive knowledge of unfavorable
instances. It would be particularly important to further validate the continuous model of Pelican in
a variety of settings: at the moment, it was only applied to the analysis of a few genes, and should
be confronted to other empirical datasets. Moreover, the results we obtained were not consistent
with those reported in a previous study of these genes and their effect on the longevity of mammal
species [Farré et al., 2021], and should be more thoroughly examined to understand the source of

this discrepancy.
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Going forward, some other methodological developments seem promising to further increase the
throughput of the method. Exploiting the highly parallel nature of fitting the model on each site in
a set of alignments using computations on the GPU might further increase the throughput of the
method, as is suggested in section 4.7. Alternatively, another approach to estimate parameters of the
model at maximum likelihood using distributions of substitution histories, also known as substitution
mappings [Nielsen, 2002, Rodrigue et al., 2008, de Koning et al., 2010], is expected to drastically
decrease the cost of evaluating the likelihood at one parameter point, thus improving the overall
speed of the method. Importantly, the majority of the computation time in this case would be the
generation of substitution mappings, a cost that could be mitigated by the fact that these mappings
might be reused for different phenotype annotations of the same dataset. We have been working
on a prototype implementation using substitution mappings that has been achieving promising
results. I also speculate that the generation of substitution mappings could be accomplished using
computation on GPU to considerably increase the throughput. GPU computation has also been
reported to have a lesser carbon footprint than CPU for some bioinformatics applications [Grealey
et al., 2022], but that is not always the case. A comparison of the carbon cost efficiency between
potential implementations would also be relevant in the choice of future development directions.

Finally, I would find it interesting to explore variations of our approach that integrate other
biological variables that could be relevant. Specifically, I expect that a structurally aware extension
of the model that incorporates information on the side-chain angle of amino acid [Perron et al.,
2019] could improve its ability to detect meaningful substitutions with regard to the phenotype
under consideration. Perron et al. have shown that their model performs better than models using
exclusively amino acid alphabets for a variety of inference tasks in a phylogenetic context, which
hopefully could be translated to our setting.

In the long run, I hope that this work could provide a basis to perform large scale, systematic
functional annotations of genomes based on predicted associations to a range of phenotypic traits.
It would certainly not be as trustworthy as experimental evidence, but could be utilized to orient
the focus on genes candidate for further investigation, to answer questions on their functional or
adaptive role. More specifically, this could be useful to provide functional annotations of genes in

non-model species, for which knowledge on the genome is generally more scarce.
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Appendix A

Summarized remarks on the usage

of Pelican

Dataset features Pelican detects genotype-phenotype associations within coding sequences by
comparing two alternative models (4.2.3) using a likelihood ratio test (4.2.4). This test relies
on an asymptotic condition that requires the sample size (here, the number of sequences) to
be large enough for it to be accurate. Because we work in a phylogenetic context, sequences
are not independent observations; this correlation tends to decrease when the divergence time
between them increases. The interaction between these two elements constitutes an effective
sample size, that should ideally be as high as possible: trees both large and long are expected
to give the best results (4.4). We have also shown evidence that trait annotations with a single
transition might be problematic (6.2.4), even when the effective sample size is large, and advise

for caution when working with such phylogenies — particularly regarding false positives.

Like any other approach in comparative genomics, the quality of results obtained from Pelican
is sensitive to the quality of the alignment (7.3.2), that should be carefully checked beforehand.
The same goes for the phylogeny (7.3.3), and the afferent phenotype annotation (7.3.4), that
are also expected to determine the confidence that can be put into the predictions. Special
care should be devoted to reviewing trait annotations, and in the case of discrete traits the
number of relevant categories should be considered: one case have been reported where three
categories were more realistic than two, even though it was not immediately obvious, and

improved the quality of results.

Gene-level predictions (6) Because of the difficulties stemming from the lack of calibration of
Pelican, there is no completely satisfying solution to make gene-level predictions yet. Nonethe-
less, it appears that the GTF method (6.2.2) can be recommended, as it gives predictions re-
liable enough, both on simulations and empirical data (6.4). It is however not well calibrated,
thus making the application of statistical tools to compute false discovery rates at the gene
level unreliable. Importantly, because constant sites in alignments are not tested, they must
not be included in the gene aggregation. An R package implementation of GTF is available
at https://github.com/lsdch/gtfisher. Example usage (note the filtering clause for non

constant sites):

site_pvals = readr::read_tsv("/path/to/pelican/output/all_sites.tsv")

gene_pvals = gtfisher::gtf_predict(site_pvals, alignment, aagtr_pval, naa > 1)
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Appendix A: Summarized remarks on the usage of Pelican

Multinomial filter feature It is provided as a way to quickly scan large datasets for sites as-
sociated to a phenotype, at the expense of a loss in sensitivity (4.6). In this setting, it is
discouraged to directly attempt aggregation of site results at the level of genes, because only
a few sites are actually tested using Pelican. Instead, a strategy that consists in identifying a
subset of best candidate sites in a filtered run, perform an unfiltered scan of genes that they
belong to, and then aggregate predictions on these genes seems like a reasonable approach.
Recommended values for the filtering threshold range from le™2 to le~! depending on the

desired stringency and speed increase, but should be adapted to each individual case.
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Appendix B
Empirical phylogenies

Empirical phylogenies as first described in chapter one, then used for simulating datasets so that

performance of detection methods can be evaluated in chapter two and chapter three.
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Figure B.1: Rodents tree annotated with adaptation to life in arid environments [Rey et al., 2019]
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Figure B.4: Amaranthaceae tree annotated with photosynthesis type [Kapralov et al., 2012]
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\M

Trait

— Background

— Drug resistance

Figure B.5: HIV Reverse-transcriptase tree with annotation for drug resistance treatment [Murrell
et al., 2012b]
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Trait

— Avian host
— Human host

Figure B.6: Influenza H1 segment tree annotated with host species [Tamuri et al., 2009]
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C.1 Synthetic trees

’ 1 transitions l I 2 transitions ‘ I 4 transitions

8 transitions l I 16 transitions ‘ I 32 transitions

64 transitions

Figure C.1: Synthetic trees with variable number of transitions on terminal branches
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1 transitions | | 2 transitions ‘ | 4 transitions

8 transitions | | 16 transitions ‘ | 32 transitions

64 transitions

Figure C.2: Synthetic trees ensuring a constant amount of time is spent in a condition
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Figure C.3: Tree topology and annotation used in the experiment where variation in branch lengths
is investigated.
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C.2 Study of the calibration of the methods

Dataset Diffsel Gemma Multinomial PCOC Pelican TDG09 codeml
Cyperaceae 0.00 0.02 0.07 0.00 0.02 0.03 0.00
Amaranthaceae 0.00 0.00 0.05 0.00 0.01 0.02 0.00
Rodents 0.00 0.00 0.00 0.00 0.00 0.01 0.00
Echolocation 0.00 0.01 0.02 0.00 0.01 0.02 0.00
HIV NA 0.00 0.00 NA 0.01 0.01 0.00
Influenza NA 0.04 0.23 0.01 0.05 NA 0.02

Table C.1: Observed false positive rate at the 0.05 threshold. A well calibrated method should yield
a proportion of 0.05 false positives.

Dataset Diffsel Gemma Multinomial PCOC Pelican TDG09 codeml
Cyperaceae 0.00 0.08 0.24 0.00 0.06 0.12 0.00
Amaranthaceae  0.00 0.02 0.24 NA 0.02 0.10 0.00
Rodents 0.00 0.02 0.01 0.00 0.02 0.11 0.00
Echolocation 0.00 0.05 0.10 0.00 0.05 0.10 0.00
HIV NA 0.00 0.00 NA 0.02 0.04 0.00
Influenza NA 0.07 0.41 0.01 0.09 NA 0.25

Table C.2: Observed false positive rate at the 0.05 threshold, after removing constant sites from the
data. A well calibrated method should yield a proportion of 0.05 false positives.
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C.3 Benchmark results with confounding factors

Evaluations on empirical phylogenies in the presence of confounding factors are presented here.
They include persistent positive selection (PPS) and non selective forces: GC-biased gene conversion
(¢BGC) and CpG hypermutability. HIV and Influenza datasets were excluded from this analysis,
because of their larger size and the associated computational costs.

. . Base BGC=5 PPS=2 (Ne=4
Simulation ’ - 0 ’ ¢ )
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Figure C.4: Precision-recall AUC for all methods in the presence of confounding factors measured
on the Rodents dataset.
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Figure C.5: Precision-recall AUC for all methods in the presence of confounding factors measured
on the Cyperaceae dataset.
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Figure C.6: Precision-recall AUC for all methods in the presence of confounding factors measured
on the Amaranthaceae dataset.
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Figure C.7: Evaluation of the confusions made by two methods when detecting episodic positive
selection on a background of persistent positive selection (PPS) or purifying selection. PPS can
be more easily mistaken for episodic positive selection, resulting in an increased quantity of false
positives, and a reduction in the number of false negatives compared to those measured when
detecting against a background of purifying selection. Results are extracted from the experiments
conducted on the Orthomam phylogeny annotated with echolocation phenotypes, where 9000 Hy
and 1000 H 4 sites are simulated.
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C.4 Evaluation of Pelican using different degrees of freedom
in the LRT

In TDGO9 [Tamuri et al., 2009], the degrees of freedom for the LRT were computed as the number
of amino acid types observed at one site minus one, corresponding to the number of additional
adjustable parameters in the alternative (H4) model compared to Hy. Our implementation of this
model, named Pelican, uses the same specification for the computation of degrees of freedom.

In response to the observation that Pelican shows strongly decreased performance for detecting
relaxations of selective pressure (main fig. 3.5), we investigated a different specification for the
computation of the degrees of freedom as the difference between the sum of the numbers of amino
acid types observed in each condition, and the total number of amino acid types observed at one

site:

df = <Z |AAC(site)|> — |AA(site)| where ¢ is a condition

We name this alternative specification Pelican alt. Both specifications were evaluated on all
empirical phylogenies (sup. fig. C.8).

The alternative specification appears to be a good trade-off, as performance is slightly decreased
on some datasets (e.g Echolocation), but strongly increased on others (e.g Influenza, HIV). However,
it differs from the specification in the original implementation of the model [Tamuri et al., 2009],
and from the usual specification of a LRT [Wilks, 1938], and needs to be more thoroughly tested.
Altogether, these results suggest that further improvements can be made to Pelican by improving
how the LRT is computed.
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Figure C.8: Evaluation of Pelican using two different specifications for the computation of degrees
of freedom in the likelihood ratio test. Pelican is the version that was evaluated throughout the
main manuscript, and uses the original specification from [Tamuri et al., 2009]. Pelican alt uses
a different specification that is defined in the manuscript (Material and methods).
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D.1 Null distribution for the Gene-wise Truncated Fisher
(GTF) method

The Genewise Truncated Fisher (GTF) method is an aggregation method of site p-values as gene

p-values and is described in section 6.2.2.
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Figure D.1: The empirical cumulative distribution function (ECDF) of the truncated Fisher score
used in the GTF method is well approximated by a log-normal distribution, with mean and variance
parameters estimated from simulated samples. k is the maximum rank that is considered in the
computation of the score, and size is the simulation sample size.
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D.2 Mixture model: derivation of EM equations

In this model all sites are independent, identically distributed. It can be applied gene by gene, or
genome-wide, irrespective of the gene they are in.
Cs ~ Bern(q)
U(0,1) ifCs=0
Beta(1,0) if Cs=1

Tg

where (' indicates whether site s is undergoing a shift in directional selection or not, and zg is the

p-value distribution at site s.

D.2.1 Expectation step
Jensen’s inequality provides a lower bound on the likelihood function:
log L(g, 0) > Ec~rllog P(X,C = c|q,0)] = fx(q,0)

fﬂ(Qa 9) = ECN‘H’(IOgP(Xr C|Qa 9))
=Y m(c)log P(X,C = c|q,0)

The likelihood of X conditionally to the latent variable C' being equal c is:

log P(X, C = c|q,0) = log(P(X|C = ¢, q,0)P(C = clq,))
= log(P(Xh'"aXN|C’207Qa0)P(Cl = Cla“'aCN :CN|Q79))
= ZIOg(P(Xs|C =649, G)P(Cs = Cs|q))
= Zlog(dum’f(XS, 0, 1)(1_05) x dbeta(Xg,1,0)%q% (1 — q)(l_cS))
= Z(l —¢s)(logdunif(Xs,0,1) +log(l — q)) + ¢s(log dbeta(Xs, 1,0) + logq)

S

= Z(l —¢s)log(l — q) + cs(log dbeta(Xs, 1,0) + logq)

S
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The posterior distribution of C' at site s is:

m(Cs = ¢s) = P(Cs = ¢4|X, q,0)
P(Os = Cs|XaQ70)

_ P(X|Cy = 0.0.0)P(Cs = c.la.0)
P(X[q.1.0)

o8 P(X|CS = CstaG)P(CS = Cs‘q’e)
= P(X|Cy = ¢5,¢,0)¢°(1 — q)*~°

<HP(Xt|Cs = cs,q,0)> qC(l _ q)lfc

= P(Xslcs = csane) HP(Xt|Cs = Cs,y (4, 9)) qc(l - Q)l_c
t#s

= P(Xs|cs = Csaqae) HP(Xt|q70) qc(]- - q)lic
t#s

does not depend on ¢,
o P(X|Cs = ¢5,q,0)¢°(1 —q)'~¢
= (dum’f(Xs, 0,1)! " “dbeta(X,, 1, 9)6) )
= ((1 — ¢)dunif(X,,0,1))*¢(¢dbeta(X,, 1,0))°
= (1 —q)'“(¢gdbeta(X,, 1,0))°

gdbeta(Xs,1,0)
s = 1) =
MG =1 = dheta(X. 1,0) + (1—9)
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The lower bound on the likelihood function is then:
f(a,1,0) = 7(c)log P(X,C = c|g, 0)
:Z ZlogP X, Cs = ¢slq,0)
—ZZ ¢)log P(Xs,Cs = ¢slq,0)
_Z Z Z ¢)log P(X5,Cs = r|q,0)

s ref0,1} c,es=r

=> Y logP(X,,Cs =rlg,1,0) ( > 7T(C))

s re{0,1} ¢,cs=T
- Z Z IOgP stc - T|Qa 1 6) (Z ( )W(C(s)|cs = T))
s re{0,1}

=3 Y (ogP(X,,Co=rlg,1,0) m(ce =7) | D mleqles =7)

s ref{0,1} c
=1
= Z = 0)(log(1 — q) +logdunif(Xs,0,1)) + m(cs = 1)(log g + log dbeta(Xs, 1,0))
= Z 0)log(l — q) + m(cs = 1)(log g + log dbeta (X, 1,6))

D.2.2 Maximisation step

Find optima where the derivative is null:

afﬂ' . ﬂ-(cs = 0) 7T(Cs = 1)
[

% _ Z m(cs = 1) (log(1 — Xs) + ¥(1 + ) — (0))

Parameter estimates:

Sow(es =1)
(17@28: (cszl):z;w(cs O)qﬁﬁ_zsﬂ(csi0)+z ( 1)
_Ertes
= 4= N
. ) Zw(cs—l)
=Yoo = Dlog(1 = X) = 53 Swlen =1) = 0= — ety
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Scans of Orthomam for

genotype-phenotype associations

Supplementary data for the analyses conducted on the Orthomam database in chapter six: Gene-

level predictions section 6.4, scanning for genes associated to several phenotypic traits.
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E.1 Echolocation

Supplementary material for section 6.4.1.
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Figure E.1: Orthomam phylogeny with echolocation trait annotation.

Table E.1: Best gene candidates for association to the echolocation trait.

Alignment p-value FDR Functional or adaptive role

PCDH15 3.38x10727 4.90x10~2% echolocation®>7"

ALKAL1  1.84x107'7 1.33x10™'3 cytokine ligand

TMC1 6.21x10716 3.00x107'2 echolocation!s?3

LOXHD1  3.33x107'% 1.21x107'' echolocation!®

CDH23 4.81x1071* 1.39x1071% echolocation®®

NKPD1 3.22x10713 7.78x10710 NTPase

CAT 1.24x1071? 2.56x107° carbonic anhydrase

CHRNA4  1.45x107'2 2.58x107Y neuronal processing of visual and auditory stimuli*
ZNF536 1.60x107'2 2.58x107° neuronal development; vocal learning®
ABTBI1 3.47x107"2 5.03x107° mediation of protein-protein interactions

I [Davies et al., 2012]
6 [McGowen et al., 2020]

2 [Dong et al., 2013]
7 [Davies et al., 2013]

3 [Parker et al., 2013]

4 [Espeseth et al., 2007)
8 [Wirthlin et al., 2022

5 [Shen et al., 2012]
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Table E.2: Genes annotated with a functional role in auditory perception are over-represented among
genes associated to the echolocation phenotype.

REAC ID Term name p-value

R-HSA-9659379 Sensory processing of sound 6.04x1078  ox
R-HSA-9662360 Sensory processing of sound, inner hair cells of the cochlea  1.33x1077  sxx
R-HSA-9662361 Sensory processing of sound, outer hair cells of the cochlea 1.45x1075  #*

R-HSA-9709957 Sensory Perception 4.18x1075  wxx
R-HSA-3000471 Scavenging by Class B Receptors 3.58x1072 =
R-HSA-9603505 NTRKS3 as a dependence receptor 3.89x1072 =
R-HSA-8964058 HDL remodeling 1.03x10~1
R-HSA-187015  Activation of TRKA receptors 1.32x1071

sk

*p<0001 Tp<001l “p<0.05
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E.2 Diet

Supplementary material for section 6.4.2.
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Figure E.2: Orthomam phylogeny with diet trait annotation

Table E.3: Best gene candidates for association to the diet (herbivore, carnivore, omnivore) trait.

Alignment p-value FDR Functional or adaptive role
PNLIP 1.93x107'? 2.80x10~® pancretic lipase, carnivory!
ENPEP 1.44x107% 1.05x10~* protein digestion
CPB1 1.94x107° 8.17x1072 protein digestion, carnivory"
CPA1 2.25x107° 8.17x1072 protein digestion, carnivory!
OTOF 9.13x107° 2.65x10~! audition
CEL 8.04x107% 1.00 cholesterol and vitamin assimilation
SLC6A12 1.66x1072  1.00 GABA transporter
ACSS3 3.41x1073  1.00 fatty acid metabolism
PLA2G1B  1.31x1072 1.00 phospholipase, fatty acid digestion®
RAPGEF2 1.88x1072 1.00 cell growth and differentiation
L [Wu, 2022]

219



Appendix E: Scans of Orthomam for genotype-phenotype associations

Table E.4: Predictions associated to diet are enriched in genes having functional roles in digestion.

Term ID Term name p-value
R-HSA-192456  Digestion of dietary lipid 4.5 x1074 s
R-HSA-2022377 Metabolism of Angiotensinogen to Angiotensins 0.2 x1074  wwx
R-HSA-8935690 Digestion 6.9 x1073
R-HSA-8963743 Digestion and absorption 9.7 x1073  *x
R-HSA-2980736  Peptide hormone metabolism 2.4 x1072 =
R-HSA-888593  Reuptake of GABA 4.1 x107!
R-HSA-975634  Retinoid metabolism and transport 6.4 x107t
R-HSA-6806667 Metabolism of fat-soluble vitamins 7.0 x107!
"p<0.05 Tp<0.0l p<o0.001
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E.3 Adaptation to life in aquatic environments

Supplementary material for section 6.4.3.
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Figure E.3: Orthomam phylogeny with adaptation to aquatic environment trait annotation.

Table E.5: Functional enrichments for gene predictions associated to life in aquatic environments.

Term ID Term name p-value
R-HSA-6809371 Formation of the cornified envelope 1.4 x107% e
R-HSA-1266738 Developmental Biology 2.2 x1073
R-HSA-6805567 Keratinization 4.4 x1073
R-HSA-112316  Neuronal System 2.7 x1072 =
R-HSA-9619483  Activation of AMPK downstream of NMDARs 4.1 x1072 =
R-HSA-9663891  Selective autophagy 4.6 x1072 =
R-HSA-1296072 Voltage gated Potassium channels 9.1 x1072
R-HSA-397014  Muscle contraction 9.3 x1072

*

*p<0.05

*p<0.01

ok

*p < 0.001

221



Appendix E: Scans of Orthomam for genotype-phenotype associations

Table E.6: Best ranking gene predictions associated to life in aquatic environments.

Alignment p-value FDR Functional or adaptive role

NCOA2 3.87x10711 5.61x10~7 Transcription coactivator; response to hypoxia [Tsai
et al., 2015)

SULT1C3 2.27x107% 1.65x10~° Sulfation of polysaccharides; adaptation to aquatic envi-
ronments [Hettle et al., 2018]

VANGL2  9.23x1079 4.46x10~° mammary glands development [Smith et al., 2019]

TUBA3C  1.54x107%® 5.59x107° Formation of microtubules

KRT4 1.08x107" 3.13x10™* Keratinization

ADPRH 1.88x1077 4.52x10™* membrane repair, immunity, tumor suppression
[Ishiwata-Endo et al., 2020]

VPS33B 2.18x1077 4.52x10™* vesicle mediated protein sorting

S100A5 7.66x1077  1.39x1072 calcium binding

MAPKS 8.74x1077 1.41x1073% MAP kinase; osmotic regulation [Tian et al., 2019]

KRT80 3.11x107% 4.51x10~% Keratinization
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Figure E.4: Orthomam phylogeny with adaptation to marine environment trait annotation.

Table E.7: Functional enrichments for gene predictions associated to life in marine environments.

Term ID Term name p-value
R-HSA-397014  Muscle contraction 4.7 x107%
R-HSA-6809371 Formation of the cornified envelope 1.9 x10™%  wxx
R-HSA-390522  Striated Muscle Contraction 4.5 x1074  eex
R-HSA-6805567 Keratinization 7.1 x1074 e
R-HSA-9709957 Sensory Perception 1.7 x1072  =*
R-HSA-1266738 Developmental Biology 6.0 x1072
R-HSA-9619483  Activation of AMPK downstream of NMDARSs 8.5 x1072
R-HSA-217271 FMO oxidises nucleophiles 9.3 x1072

*

*p<0.05

*p<0.01

ok

*p < 0.001
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Table E.8: Best ranking genes predicted for association with life in marine environments.

Alignment Rank. p-value FDR Functional or adaptive role
aquatic

_ _14 Sulfation of polysaccharides;
SULT1C3 2 L15x107"% 1.67x1071 aquatic adaptation [Hettle et al., 2018]
TGM1 16 1.08x107 ! 7.81x10~®  Structural role in the formation of epidermis
KRTS80 10 3.08x10710 1.49x107% Keratinization

_ _¢ Sensory perception of temperature;
TRPVS 35 419x107%° 1.52x107° hair formation [Imura et al., 2007]
PERP 30 6.47x10719 1.87x107% Epithelial development [Ihrie et al., 2005]
TUBA3C 4 1.59x107° 3.84x107% Formation of microtubules
MYL1 37 2.35x107%  4.86x107% Muscle contraction [Zhou et al., 2015]
KRT4 5 9.70x107? 1.76x107° Keratinization
VSIGS 25 2.01x1078  3.02x10~° Immunoglobulin
S100A5 7 2.19x1078  3.02x10~°  Calcium-binding protein
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E.5 Adaptation to life in subterranean environments

Supplementary material for section 6.4.4.
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Figure E.5: Orthomam phylogeny with subterranean trait annotation.

Table E.9: Best ranking predictions associated to the subterranean living phenotype.

Alignment p-value FDR Functional or adaptive role
MITD1 9.56x107% 1.39x10~* Mitosis and cell differentiation
CRYBA1  257x10°7 1.86x10~® Crystallin'"

ALAD 3.89x1077 1.88x107% Heme synthesis

GNAT1 3.37x107%  8.58x10~3  Visual transduction'”

TMIE 3.57x107% 8.58x10™3  Auditory perception

CRYBB3  3.78x107% 8.58x1073 Crystallin'*

CRYGC  4.15x10°% 8.58x10~® Crystallin'"

RPE65 5.86x1070  9.34x107% Retin"

GLRA1 6.06x107% 9.34x10™3 Nervous system, startle reflexes
NUP98 6.45x107%  9.34x10~3 Nuclear pore

L [Partha et al., 2017]  * Related to vision
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Table E.10: Functional enrichments for gene predictions associated to life in subterranean environ-
ments.

REAC ID Term name p-value

Inactivation, recovery and regulation

R-HSA-2514859 of the phototransduction cascade L6 x1072
R-HSA-2514856  The phototransduction cascade 1.8 x1072 =
R-HSA-2187338 Visual phototransduction 2.3 x1072 =
R-HSA-2485179  Activation of the phototransduction cascade 4.7 x1072 =
R-HSA-9709957 Sensory Perception 1.2 x107!
R-HSA-9009391 Extra-nuclear estrogen signaling 1.3 x107!
R-HSA-8939211 ESR-mediated signaling 8.1 x107!

R-HSA-432040  Vasopressin regulates renal water homeostasis via Aquaporins 1.0

*p<0.05
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E.6 Diurnality and nocturnality

Supplementary data for associations to diurnal/nocturnal life in section 6.4.5.
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Figure E.6: Orthomam phylogeny with diurnal/nocturnal trait annotation.

Table E.11: Best ranking gene predictions associated to diurnal/nocturnal life.

Alignment p-value Functional or adaptive role

PITPNC1  1.83x107'% thermogenesis from adipose tissue [Tang et al., 2022]
RHO 1.30x10~?  rhodopsin, dim light vision [Sugawara et al., 2010]
GADD45B  1.60x10~7 DNA damage repair

AKRI1E2 2.62x107%  ketone metabolism; involvement in cataract formation
KCNAB1  3.45x107% potassium ion channel

ATP4B 7.68x107° potassium ion channel

PINLYP 8.66x10~°  phospholipase inhibiting
COMMD9 2.16x10™% sodium ion transport

GPT 2.61x10™* glucose and AA metabolism
CELF3 2.66x10~* involved in language disorders
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Table E.12: Functional enrichments for gene predictions associated to diurnal/nocturnal life.

REAC ID Term name p-value

R-HSA-8964540  Alanine metabolism 2.0 x107!
R-HSA-419771  Opsins 4.1 x10~1
R-HSA-2485179  Activation of the phototransduction cascade 5.0 x107!
R-HSA-2514859 Inactivation, recovery and regulation of the phototransduction cascade 5.3 x107*
R-HSA-2514856  The phototransduction cascade 5.6 x107!
R-HSA-6782210 Gap-filling DNA repair synthesis and ligation in TC-NER 6.1 x10~1
R-HSA-6782135 Dual incision in TC-NER 6.3 x107!
R-HSA-8939211 ESR-mediated signaling 8.7 x10~1
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E.7 Vocal learning

Supplementary data for associations to vocal learning in section 6.4.5.
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Figure E.7: Orthomam phylogeny with vocal learning trait annotation.
Table E.13: Best ranking genes predictions associated to vocal learning.
Alignment p-value FDR Functional or adaptive role
OR52N1 3.48x10717 5.05x10713 olfactory receptor
PCDH15  2.36x107'3 1.71x107° retinal and cochlear function
LOXHD1  8.17x107'3 3.95x107° auditory perception
NOS1AP 1.49x107'2 5.40x107° neuronal nitric oxide synthesis regulation
PPFIA4 1.68x107 1 4.88x107% cytoskeleton
KDM5B 1.37x10710 3.32x10~7 tumor suppression; cognitive disorders
FCRLB 1.69x1071% 3.49x10~7 immune response
CA3 8.38x10710 1.39x107% carbonic anhydrase
VSIGS 8.65x10710 1.39x107% immune response
AMIGO1  3.63x1072 5.26x107%  cell adhesion
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Table E.14: Functional enrichments for gene predictions associated to vocal learning.

REAC ID

Term name

p-value

R-HSA-9659379
R-HSA-9662360
R-HSA-9662361
R-HSA-9709957
R-HSA-112316

R-HSA-2142753
R-HSA-8978868
R-HSA-112314

Sensory processing of sound

Sensory processing of sound, inner hair cells of the cochlea

Sensory processing of sound, outer hair cells of the cochlea

Sensory Perception

Neuronal System

Arachidonic acid metabolism

Fatty acid metabolism

Neurotransmitter receptors and postsynaptic signal trans-
mission

2.1
7.5
9.1
3.7
5.1
9.0
1.6
1.6

x1073
x1073
x1073
x1072
x1072
x1072
x1071
x1071

ok

*ok

kk

*p<0.05 p<o0.01

ok

*p < 0.001
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E.8 Domestication

Supplementary data for associations to domestication in section 6.4.5.
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Figure E.8: Orthomam phylogeny with domesticated trait annotation.

Table E.15: List of best ranking gene predictions associated to domestication.

alignment p-value FDR Functional or adaptive role

DNAJB1  2.19x107' 3.17x10™2 heat shock protein

PPPICB  2.52x107'2 1.83x1078 protein phosphatase; glycogen metabolism
ARGLU1  7.47x10712 3.29x107% embryonic development and stress response [Magomedova et al., 2019]
VDAC3 1.13x107 ' 3.29x10~® anion transport

BPIFB4  1.14x10~' 3.29x10~% longevity

NXPH1 2.15x107 5.20x107®  neuronal signaling

GPM6B 4.59%10 9.51x10~% nervous system development

CUL1 9.94x107™ 1.80x10~7 protein degradation and ubiquitination
GNAL 8.09x10719 1.30x10~% olfactory perception

C1QBP 3.16x1072  4.59x107% multifunctional protein
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Table E.16: Functional enrichments for gene predictions associated to domestication.

REAC ID Term name p-value

R-HSA-8951664 Neddylation 9.1 x1076 o=
R-HSA-9010553 Regulation of expression of SLITs and ROBOs 1.2 x1077 e
R-HSA-195721  Signaling by WNT 2.0 x1072  wex
R-HSA-376176  Signaling by ROBO receptors 2.3 x107°  wxx

R-HSA-983168

R-HSA-3858494
R-HSA-983169

R-HSA-1234176

Antigen processing: Ubiquitination & Proteasome degrada- 5.0 x107°
tion

Beta-catenin independent WNT signaling 9.6 x107°
Class I MHC mediated antigen processing & presentation 1.2 x10~*
Oxygen-dependent proline hydroxylation 34 x10-4
of Hypoxia-inducible Factor Alpha ’

*ok sk

koK

kokk

*okk

*

" p < 0.001
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Appendix F

Other work

The first year of my PhD coincided with the onset of the Covid-19 pandemics, during which we joined
our efforts to the numerous research initiatives on the subject. The following article is a small study
of the spreading dynamics of SARS-CoV-2, early 2020 in France. We adapted a Bayesian model of
epidemiology published by [Flaxman et al., 2020] that investigates the effect of non-pharmaceutical
interventions across countries, to analyse mortality data in hospitals due to Covid-19, across regions
in France. Although the original model distinguished several types of sanitary measures (e.g. schools
closing, lockdown...), policies in France were limited to enforcing a full lockdown. We find that the
lockdown had a noticeable effect in reducing the mortality. We also looked for a signal for increased
mortality due to maintaining municipal elections right before the lockdown was decreed, but did
not find evidence in the data for such an effect. However, since every day of delay for enacting
the lockdown would result in a strongly increased mortality over the period we considered, the
municipal elections could have been indirectly a cause for an increased number of casualties if they

were a reason for delaying the application of the lockdown.
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of the largest death tolls in Europe. It provides an opportunity to examine the effect of
the lockdown and of other events on the dynamics of the epidemic. In particular, it has
been suggested that municipal elections held just before lockdown was ordered may
have helped spread the virus. In this manuscript we use Bayesian models of the num-
ber of deaths through time to study the epidemic in 13 regions of France. We found
that the models accurately predict the number of deaths 2 to 3 weeks in advance, and
recover estimates that are in agreement with recent models that rely on a different struc-
ture and different input data. In particular, the lockdown reduced the viral reproduction
number by ~ 80%. However, using a mixture model, we found that the lockdown had
had different effectiveness depending on the region, and that it had been slightly more
effective in decreasing the reproduction number in denser regions. The mixture model
predicts that 2.08 (95% Cl: 1.85-2.47) million people had been infected by May 11, and
that there were 2567 (95% Cl: 1781-5182) new infections on May 10. We found no evi-
dence that the reproduction numbers differ between week-ends and week days, and no
evidence that the reproduction numbers increased on the election day. Finally, we eval-
uated counterfactual scenarios showing that ordering the lockdown 1 to 7 days sooner
would have resulted in 19% to 76% fewer deaths, but that ordering it 1 to 7 days later
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total number of deaths, unless it motivated a delay in imposing the lockdown.
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1. Introduction

The World Health Organization (WHO) declared a pandemic of coronavirus disease 2019
(SARS-CoV-2) on March 11, 2020 following its spread to 114 countries (World Health Organiza-
tion, 2020) with an estimated 118, 000 cases at the time. In France, a first patient was diagnosed
with the disease on January 24th 2020 (Bernard Stoecklin et al., 2020). By May 1st, the number
of SARS-CoV-2 related deaths in France was 24, 594 (French Government, 2020). On March 17
at noon, a lockdown was enforced that required a self-authorisation to leave home. This lock-
down followed a series of less severe measures such as the prohibition of gatherings above 100
people (March 13) and school closures (March 14).

These measures surrounded already planned nation-wide municipal elections on Sunday
March 15. With enforced distancing measures in polling stations, they were maintained, which
led to criticism (Cédric Pietralunga, Alexandre Lemarié, Olivier Faye, 2020), as this could have
favored the spread of the virus by increasing the number of contacts on a week-end day. It is
therefore of interest to investigate whether these elections did have an effect on SARS-CoV-2
related deaths in France.

There has also been suggestions that different parts of France may have adhered to the lock-
down requirements with different observance. Behaviours susceptible to favour the spread of
the virus may have been more widespread in some regions than in others. In particular, news-
papers reported that large numbers of people were not following the strict lockdown rules and
instead spent time outside, typically on the banks of the Seine river, in Paris (Elsa Ponchon, 2020).
If such differences between regions were true, one might expect to see an effect on region-wise
numbers of SARS-CoV-2 related deaths. In particular, the fle-de-France (Paris) region would be
expected to show higher mortality rates.

The lockdown was eventually lifted on May 11, when the authorities estimated that the
epidemic was sufficiently under control. Given the importance of such a decision, it is important
to assess the state of the epidemic on May 11 using several methodological approaches.
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Various approaches have been used to monitor the epidemic. Most are compartmental mod-
els, which include Susceptible Infected Removed/Recovered (SIR) or Susceptible Exposed In-
fected Removed/Recovered (SEIR) models. Such models can be used in a deterministic frame-
work, as in (Magal and Webb, 2020; Massonnaud et al., 2020; Roux et al., 2020; Sofonea et
al., 2020), can be used for performing simulations by including stochasticity through resampling
steps in an otherwise deterministic framework (Neher et al., 2020), or can be used in a completely
stochastic framework, as in (Flaxman et al., 2020; Salje et al., 2020). Deterministic models have
small computational requirements, but probabilistic approaches lend themselves to statistical
inference, e.g. Bayesian inference.

In this paper we used Bayesian inference to study SARS-CoV-2 related deaths in France. We
build upon work by Flaxman et al. (Flaxman et al., 2020) to investigate heterogeneity of the viral
reproduction number R; due to both temporal (lockdown, week-ends, election day) and spatial
variations (inter-regional heterogeneity), and to evaluate the status of the epidemic when the
lockdown was lifted on May 11.

Flaxman et al. proposed a Bayesian method to estimate decreases of the reproduction num-
ber (R;) of the virus due to various interventions such as school closures and lockdowns among
11 countries. We adapted this model from its released version 2. Version 2 improves upon ver-
sion 1 by accounting for the fact that R; decreases as the pandemic progresses because a larger
portion of the population has been infected and can no longer be infected. We applied the model
to the 13 French regions and notably computed region-wise Infection Fatality Rates (IFR) by tak-
ing into account region-specific demographic data. First, we investigated the ability of the model
to predict the progression of the epidemic in France. Second, we examined the effect of the lock-
down on the reproduction number of the disease. Third, we examined the ability of the model
to detect two types of temporal heterogeneities: week-ends, during which a smaller portion of
workers go to work, and March 15th election day. We used simulations to assess the effect size
necessary for the model to detect these heterogeneities, and then applied the model to the
empirical data. Fourth, we developed a mixture model to study potential heterogeneities among
regions. We found that this model had a better fit than the first model. Fifth, we used both model
1 and the mixture model to assess the total number of infections as of May 11, and the new in-
fections on that day. Finally, we investigated counterfactual scenarios in which the lockdown is
imposed 1 to 7 days before or after the actual date.

2. Material and methods
2.1. Models.

2.1.1. Basic model. Here we present the version 2 of the model by Flaxman et al. (Flaxman et al.,
2020) briefly, and direct the interested reader to the original publication for more details. We
have kept the original authors’ symbols for clarity. Version 2 models the evolution of the number
of deaths day by day by assuming a discrete renewal process, where portions of the population
are susceptible, infected, or recovered/dead. This process describes the evolution of the num-
ber of infections over time, and serves as an input to a model of the time between infection and
death. In the original model, heterogeneities between countries were induced by different input
parameter values. For instance, each country had its own population size. All the countries how-
ever shared the same estimated parameter values, apart from parameters setting the number of
seed infections, which describe the numbers of infections happening during the first 6 days of
the epidemic in a given country, and are necessary to initiate the epidemic. The model accounted
for variations in the reproduction number of the virus due to non-pharmaceutical interventions.
It estimated parameter values for each of the interventions, which were shared by all countries.

More specifically, deaths on a given day are the consequence of infections that took place
some infection-to-death time in the past. The model allows for variation across individuals
in this infection-to-death time by assigning it a probabilistic distribution 7. In practice = is
the convolution of two Gamma distributions whose parameters are obtained from the literature.
That is, the infection-to-death time is modeled as the sum of two independent random times
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: the incubation period, and the time between onset of symptoms and death. Both time compo-
nents are Gamma distributed. The observed daily numbers of deaths D; ,, on day t for region m
are drawn from a negative binomial distribution with parameters that vary day by day:

dt%m)
(0
where ¢ ~ Normal™(0,5) is a half-Normal distribution. d; ,, = i;%) Cr.mTt—r.m IS the ex-
pected number of deaths on day t for region m. It is a discrete sum of the number of new infec-
tions ¢, , per day 7 and region m since the first day of data, times the probability w;_. ,, that
people infected on that day 7 die on day t. The number c; ., of new infections on day = and
region mis the result of a discrete renewal process. This process depends first on a distribution
g of time between infection and the ability to infect other individuals, and second on a country-
specific reproduction number R; .. g is set to be a Gamma distribution with parameters fixed.
R: m models the average number of secondary infections at time t for country m. It depends on:

e the population size of the country: R; ,, will tend to be larger in larger populations as there
are more people to infect. However, as the number of infected and recovered individuals
increases in a country, R; ,, decreases because there are fewer individuals to infect. This
is handled in the version 2 model deterministically based on population sizes given as
input to the model.

e the age structure of the country to account for the variable susceptibility of the different
age classes in a population. R; ,, will tend to be larger in countries with older populations.
This is handled in the version 2 model deterministically based on infection fatality ratios
(IFR) given as input to the model.

e non-pharmaceutical interventions such as a lockdown. By reducing the number of con-
tacts between individuals, these interventions will tend to reduce R; ,,,. The effect of each
intervention is quantified by a single parameter that we seek to estimate from the data.
It is assumed to be homogeneous over all days during which it is enforced.

D¢ m ~ NegativeBinomial(dy,m, di m +

2.1.2. Model extensions. Our models reproduce the general structure of the version 2 model.
However we applied it to French regions, with changes in the type and number of interventions,
and, in one case, allowing for different estimated parameter values for different regions.

We used four models: one model where only the lockdown is included, one model with lock-
down and week-ends, one model with lockdown and election day, and one mixture model with
lockdown allowing for heterogeneities among regions in the efficiency of the lockdown.

(1) Model with lockdown. The model with lockdown is basically the same as in (Flaxman
et al., 2020) except that a single intervention was considered. Lockdown was considered
to have an homogeneous effect throughout all m regions and from its start to its end. It
was assumed to have an effect on the reproduction number R; ,, of the virus according
to equation 1:

(1) Rt m= RO m X e*ltxo‘lockdown

where Ry ., stands for the reproduction number at day O in region m and incorporates
demographic parameters, and /; stands for an indicator function for day t taking value 1
on lockdown days and 0 otherwise.

The prior distribution of a/ockdown is @ Gamma distribution of shape 0.1667 and rate
1.0, shifted to the left to allow for decreasing or increasing effects with about a 50/50
chance. For this intervention, large decreasing effects are expected, so the distribution
was mirrored around O by taking its negative, leading to the prior shown in 2.

 log(1.05)

(2) Xlockdown = where Z ~ r(01667, 1)

(2) Model with lockdown and week-ends. The second model builds upon the first model by
including the influence of week-ends. These were modelled as an additional intervention
with the same prior as for the lockdown, assuming less work on week-ends compared
to weekdays should induce lower reproduction numbers (Eq. 3). However, let it be clear
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that this model is not intended to explain the irregularities in mortality reporting during
week-ends.

(3) Rt m= RO m X e It lockdown X Clockdown — It, weekends X Ctweekends

(3) Model with lockdown and election day. The third model builds upon the first model and
includes the influence of the election day. On this single day, another intervention is
added, with a prior very similar to that used for the two other interventions, except that
we expect here an increase of the reproduction number. Therefore, we used the same
prior as for the other interventions except for the negative sign, yielding equation 4.

where Z ~ (0.1667, 1)

log(1.05
(4) Qelections = £ — %

(5) Rt — RO m X e_ It,lockdown X Qfockdown — It,elections X Qelections

(4) Model with heterogeneity among regions.

The fourth model builds upon the first model but allows for heterogeneity among re-
gions with two categories. These two categories of regions are allowed to differ in how
much the lockdown changed the transmissibility of SARS-CoV-2. To this end, we imple-
mented a mixture model on a,ckdown Parameters, with two categories, resulting in two
parameters, al .. and a2 .. A region m can choose between the two possible
values, and this is indicated with a Bernoulli distributed variable C,, € {1,2}. We called 0
the parameter of the Bernoulli distribution, and chose a uniform prior for it. In summary:

6 ~ Beta(1,1)
Cm ~ Bern(0)
Then we defined R;, ., the reproduction number for region m as:

G
(6) Rt m= RO m X e_lt,/ockdownxa/o?kdown

We draw both af 4. Values from the same prior distributions as for the first and sec-
ond models, but enforce that a2 , . is larger than ol ...~ by using a dedicated vari-
able type in Stan (Stan Development Team, 2019). Since Stan does not handle mixture
models explicitly, we encoded a marginalized version of our model as proposed in Stan’s
manual and developed a posterior decoding method (described in Supplementary Mate-
rial 4.1) to extract results for individual regions.

2.2. Data.

2.2.1. Mortality data.

Mortality data per region were downloaded on May 11 2020 from two sources: OpenCovid
(OpenCOVID19 contributors, 2020), and Santé Publique France (SPF) (French Ministry of Health,
2020). OpenCovid is a citizen-based initiative, whose aim is to assemble and provide data sets
to study the epidemic in France and abroad. SPF is a governmental agency that provides data
related to the epidemic at national and sub-national levels. Both datasets were merged into one,
prioritizing data from SPF on the days when observations from both sources were available..
Data for regions Guadeloupe, Guyane, La Réunion, Martinique, and Mayotte, which have low
mortality numbers in the studied period, were not included in this analysis. The first day for
which we have data in all regions is February 15. The amount of missing data from this day
onward is low: 14 days at most for regions lle-de-France, Occitanie and Pays de la Loire, and
10.92 days on average (fig. 1)..

2.2.2. Infection Fatality Ratios. Infection Fatality Ratios (IFRs) provide the probability of death
given infection, and vary depending on the age of the infected individual. Based on data from
China, IFRs were estimated for 9 age classes: [0 — 9], [10 — 19], ..., [70 — 79], [80 <] by (Verity
et al., 2020). Those estimates cannot be used directly for French regions as many parameters
susceptible to affect IFRs differ between the two countries. However Flaxman et al. (Flaxman
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Figure 1 - Mortality data for 13 regions in France, from the first day when all regions
have data. Colors are scaled as log mortality for a given day and region. Gray tiles indicate
missing data. All data from March 19th onwards originate from the SPF dataset.

et al., 2020) estimated country-specific Case Fatality Rates (CFRs), providing the probability of
death given a diagnosed infection. We used the country-wise CFRs for China (0.0138) and France
(0.011526) to scale the Chinese age-specific IFRs. More specifically, we use proportionality to
scale all Chinese age-specific IFRs by 0.011526,/0.0138 to obtain French age-specific IFRs. Finally,
we obtain region-wise IFRs by computing the sum of the French age-specific IFRs weighted by
the population size of the corresponding age class in each region.

2.3. Choice of interventions.

In (Flaxman et al., 2020), different interventions had been used: school closure ordered, case-
based measures such as self-isolation, public events banned, social distancing encouraged, lock-
down decreed. In France, these different interventions happen in close temporal proximity, at
the same time in all regions, between March 13 and March 17. This makes identifying their in-
dividual contributions very challenging. Therefore we chose to only use one intervention, the
full lockdown, on March 17. We also considered two additional events, that were treated in the
model as additional interventions: week-ends and the election day, as each could have an effect
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on the viral reproduction number. In particular, week-ends may decrease R; because more busi-
nesses are closed on week-ends, and the election day may increase R; by gathering many voters
in polling stations.

2.4. Simulations to estimate effect sizes.

We investigated the ability of the model to detect the effect of one-day events, like the
elections, or of week-ends, depending on the size of the effect.

To do so, we relied on simulations reproducing the model’s dynamics, and accounting for the
effect of the events to be investigated (elections or week-ends) as described in section 2.1.2.
Each simulation was initialized with parameters sampled from a previous fit of the model. The
reference model used to sample these parameters accounted for the lockdown effect, and was
fitted on mortality data up to May 11, yielding 2000 samples of parameter values. 500 sets of
parameters were randomly sampled from this pool in order to run 500 simulations per conditions.

Conditions were defined as a fold-change applied to the adjusted R; during the elections or
week-end days. With our prior hypotheses that week-ends would cause a decrease in R;, we
ran simulations assuming fold-changes : 1 (no change), 0.9, 0.75, 0.5. Similarly, to evaluate the
consequences of a putative R; spike during the elections, we ran simulations with fold-changes
:1,1.25, 1.5, 2. We then compared the simulated mortality between conditions to evaluate the
possibility to retrieve such a change in R; from mortality observations.

2.5. Implementation.

The models described in paragraph 2.1.2 were encoded using Stan’s probabilistic language
(Stan Development Team, 2019), as variants of the code developed by Flaxman et al. (Flaxman et
al., 2020) (version 2). Inference was performed using Stan via the R library rstan. Stan implements
a variant of Markov Chain Monte Carlo (MCMC) inference algorithms, called Hamiltonian Monte
Carlo (HMC). Given a model with unknown parameters and data, this algorithm generates a
sequence of parameter values whose distribution converges to the posterior distribution of the
parameters given the data. In our inferences, we used 4 independent chains. We discarded the
initial 2000 iterations of each chain (burnin) and used the next 4000 iterations for our posterior
sample. Convergence of the chains was assessed by checking the Rhat statistic which is based
on comparing inter-chain to intra-chain variance, as recommended in Stan’s manual.

2.6. Availability.

The code used for the experimentsis available at https://gitlab.in2p3.fr/boussau/corona_
french_regions

3. Results

We first investigate whether model 1 can capture the major trends of the epidemic in the
French regions. Second, we use it to evaluate the efficacy of the lockdown. Third, we study the
ability of models 2 and 3 (section 2.1.2) to identify changes in the reproduction number due to
the elections or to week-ends, both on simulated and empirical data. Fourth, we investigate po-
tential differences among regions in the efficacy of the lockdown. Fifth, we study counterfactual
scenarios where the lockdown is enforced a few days before or after March 17 to evaluate the
effect on the total number of deaths.

3.1. Evaluation of Model 1 and of the efficiency of the lockdown.

3.1.1. Model fit. (Flaxman et al., 2020) investigated the fit of their model by cross validation.
To do so, they pruned from their data set 3 days for which they have data and compared the
inferred numbers of deaths to the empirical numbers of deaths. They repeated this procedure
several times. The model was found to behave well, with a correlation of 93% between the
inferred and empirical country-wise numbers of deaths. We challenged our model a bit further
by predicting the number of deaths in the 13 regions of France after hiding large parts of the
data. Each run was performed by removing the k last weeks of data, with k ranging from O to 8,
and comparing the inferred and empirical numbers of deaths up to May 11 when the lockdown
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was lifted. Remaining data points used for estimation after removing those weeks are refered to
as "prefix" in this section.

Mortality 95% CI B Average 50% ClI Data prefix
B Average 95% ClI i Lockdown
7500 1 i 3001
«» 5000 2001
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8 2500- 100 P
5
5 0 o 4
Q i
€ 3001 300
c
= 2001 2001
[a
100 1 100+
0 e —————
X (P & & 4 & & R R R CEOIROIRG
NSIPRSIS SR o NSPRSIS U L N

Figure 2 - Model fits using prefixes of data for region lle-de-France. The dashed vertical
line corresponds to March 17, when the lockdown was enforced. Data right of the plain
vertical line were hidden from the model. The observed numbers of deaths are repre-
sented with a brown histogram, and the predictions of the model are in blue. Dark blue
ribbons correspond to the 50% credibility intervals and light blue ribbons to the 95%
credibility intervals of the expected numbers of death. Blue dashed lines represent the
95% credibility interval of the predicted numbers of deaths D ,, (see section 2.1).

Fig. 2 shows the results when different numbers of days are given as input for region "ile
de France". Data for other regions are presented in Supp. Mat. and show the same trends. The
data shows weekly trends of low numbers of deaths on week-ends compared to high numbers
just after the week-ends. This can be explained by the fact that the counts provided by French
public health agencies are based on the date each event was reported, and not the date it oc-
curred (Luc Peillon, 2020). However in practice there is always a latency between the events
occuring during the treatment process (e.g hospitalization, admission in ICU, decease) and their
reporting. This latency is longer during the week-ends, possibly because of reduced workforce,
leading to increased numbers reported on the following Monday. The model does not explicitly
handle under-reporting and instead smoothes these irregularities out.

The model both predicts the expected numbers of deaths per day and the actual numbers
of deaths, which are simulated thanks to a negative binomial distribution around the expected
numbers of deaths. The model performs poorly when the last 8 weeks of data are held out (upper
left panel), and vastly overestimates the numbers of deaths. This is likely due to the fact that with
such an early censoring of the data, no information about the lockdown is given to the model. The
three other panels show that when 4 or more additional weeks of data are provided, the model
does a good job at predicting the dynamics of the epidemic. These 4 additional weeks provide
the data necessary for the model to estimate the effect of the lockdown on the reproduction
number.

For instance, the model estimates that in total there had been 6231 deaths [Cl: 5456-7160]
in region "lle de France" when all the data up to May 11 is used, 6502 deaths [Cl: 5698-7403]
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when the data stops one week before May 11 (bottom right panel), 6829 deaths [Cl: 5908-7882]
when the data stops two weeks before May 11 (bottom left panel), and 5894 deaths [Cl: 4854-
7443] when the data stops four weeks before May 11 (top right panel). The actual total number
of deaths on May 11 in this region is 6643, which is in the credibility interval for all estimates.

To focus on the predictive ability of the model, i.e. its ability to estimate the number of deaths
for unobserved weeks, we computed the total squared error only on the last unobserved week
of data, and varied the prefix size. With a prefix that stops right before this last week, the total
squared error is 12350 (95% Cl : 7051-25307). If the prefix stops 2 weeks before the last week,
itis 14956 (95% Cl : 8036;35293), and 18001 (95% Cl : 11420;27495) if the prefix stops four
weeks before the last week. The error made by the model when predicting 4 weeks in advance
is thus 45% worse than when predicting one week in advance. We conclude from the above that
the model can be used to predict the number of deaths several weeks in advance while keeping
a useful level of accuracy.

Figure 3 presents fitted mortality for three regions, using data up to May 11. Equivalent
figures for all regions in this analysis are provided as supplementary material.

If we focus on the total number of deaths in France using data up to May 11, we observe
that the model is able to reproduce the trends in the observed numbers very accurately, making
errors ranging from 0.86% (9750 estimated deaths for 9834 observed in data) to 6.70% (7300
estimated for 7824 observed) per day over the month of April (Fig. 4). This shows that the in-
ability of the model to capture weekly irregularities in the reporting of deaths has not had a
noticeable effect on the estimation of the total numbers of deaths through time.

Overall, the model appears to capture well the dynamics of the epidemic in French regions.
In the following, we use the model to investigate whether particular events in the pandemics in
France have left a footprint in the number of deaths.

3.1.2. Reduction of viral transmissibility due to the lockdown. Model 1 allows estimating the effect
of the lockdown on the reproduction number of the virus. This is done through a parameter
Qlockdown Whose prior distribution is a shifted Gamma (see section 2.1). The posterior distribution
clearly differs from the prior distribution meaning that there is information in the data to estimate
the ojockdown Parameter value (Supplementary Figure 11).

As shown Fig. 5, the reproduction number in fle-de-France decreases markedly with the lock-
down, shifting from about 3.58 (95% Cl : 3.34 - 3.86) before the lockdown to 0.69 (95% Cl : 0.65
- 0.73) after the lockdown, i.e. a reduction of 80.78%.

At the national level, the average R; among regions weighted by their population size is 3.34
(95% Cl : 3.19 - 3.51) before lockdown and decreasing to 0.65 (95% Cl : 0.62, 0.67) after.

3.2. Effect of week-ends.

Model 2 combines the effects of the lockdown and of week-ends. First we investigated what
effect size would be necessary to detect an effect of week-ends on viral transmissibility, and
then we assessed whether week-ends had had a detectable impact on viral transmissibility.

3.2.1. Effect size required to observe an effect of week-ends. Fig. 6 shows the effect on mortality

in Tle-de-France through time and total mortality at national scale of decreases in R; due to a
reduction of contacts between individuals on week-ends, when fewer workers are active. They
reveal that a R; fold change of around 0.75 seems necessary for it to have a detectable impact on
the number of deaths, because the distributions obtained with an R; fold change of 0.9 overlap
largely with the distributions obtained without a fold change. In terms of contacts, this would
mean that there should be 25% fewer contacts during week-ends than during a week-day for the
effect to be detectable. Simulation results for all regions are available as supplementary material.

3.2.2. No detectable effect of week-ends on viral spread. The model finds little effect of changes of
individual behaviour on week-ends on the dynamics of the number of deaths through time. Fig.
7 shows that the resulting posterior of R; looks very similar to the posterior obtained without
accounting for behavioural changes on week-ends (see Supplementary Figure 14 for comparison
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Figure 3 - Model fit on the complete dataset for three different regions.

with base model R;). The associated posterior distribution of o yeekend is presented in Supplemen-
tary Figure 12.

3.3. Effect of the elections.

The first round of voting in the municipal elections took place on Sunday March 15, just
two days before the nation-wide lockdown was enacted. The voter turnout amounted to 41.6%.
Following measures were enforced : safety distancing, and a maximum of three voters were
allowed at once in polling stations ; hydroalcoholic gel was available in every polling station, and
masks were mandatory ; voters were encouraged to bring their own pen and ballot paper which
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Figure 4 - Cumulated mortality over time, fitting data up to May 11.
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Figure 5 - Prior and posterior samples of R; in region ile-de-France.

was sometimes sent by mail. Even with these precautions, such an event is expected to increase
the number of contacts that occurs during the day, as well as the reproduction rate.

Model 3 combines the effects of the lockdown and of the election day. First we investigated
what effect size would be necessary to detect an effect of the election day on viral transmissibil-
ity. Using simulations, we investigated different fold change values for the R; parameter. Second,
we assessed whether the election day had had a detectable impact on viral transmissibility using
the French mortality data.

3.3.1. Effect size required to observe an effect of the election day. Fig. 8 suggest that in order to
detect an increase of the transmission rate R; on the election day based on mortality data, this
effect would have to be a change in R; of at least a factor 2. This suggests that a model based of
the number of deaths through time could only detect strong increases of R; during the election
day. Additional simulation results for all regions are presented as supplementary material.

3.3.2. No detectable effect of the election day on viral spread. The model finds no evidence for an
increase in the number of contacts during election day on the dynamics of the number of deaths
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Figure 6 - Simulated distributions of deaths, assuming different effect sizes of week-ends
on R;. (a) Simulated distribution of deaths through time in region fle-de-France. Median
values are represented with a solid line, and shaded areas correspond to 95% credibility
intervals. (b) Distributions of the total numbers of deaths in four regions. Each box shows
(from top to bottom) the 3rd quartile, median and 1st quartile of the distribution. The
vertical line on top of each box extends up to the largest value of the sample no further
from the 3rd quartile than 1.5 times the inter-quartile difference; larger values are then
represented as dots and can be interpreted as possible outliers. The vertical lines below
each box are constructed in an analogous way for low values.

through time. Fig. 9 shows that the resulting posterior on the R; value is much flatter on March
15 than the prior. The associated posterior distribution of cvejections iS presented in Supplementary
Figure 13.
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Figure 7 - Prior and posterior samples of R, in region ile-de-France

3.4. Evidence for heterogeneity between regions in the efficacy of the lockdown.

It has been suggested that the lockdown may have not been applied as strictly in different
French regions. To investigate this, we used a mixture model to allow for two categories of re-
duction of the transmissibility due to the lockdown. We estimated two o/,ckdown Values, one for
each category of the mixture, and estimated a proportion 6; associated to each category. We
found that the two categories almost had the same share among the 13 regions, with 6; = 0.52
and 6, = 0.48; comparison between the prior and the posterior distributions indicates that the
data informed the model (Supplementary Figure 7). The corresponding reduction factors were
} down = 1.57 (95 %C.I. 1.46 - 1.65) and a2 ..~ = 1.79 (95% C.I. 1.67 - 1.94). We used
posterior decoding to assign to each region a distribution of the R; fold change due to the lock-
down (Fig. 10), defined as exp(—«) in equation 1. The distributions appear to be bimodal, which
is expected given the underlying two categories of a/yckgonn Used in the mixture model. The sizes
of the modes vary depending on the region, which reveals that the two «jockdown Values fit the
regions differently. The lower R; fold change fits best the regions lle de France or Corse, while
the higher R; fold change fits best Hauts de France and Occitanie.

Median fold changes vary between 0.174 for ile de France and 0.207 for Hauts de France. lle
de France is the region where the lockdown has had the strongest effect on the R;, contrary
to expectations based on news reports. We used a linear model to investigate the relations be-
tween R; fold change as a dependent variable and regional population size, population density,
and difference between pre- and post-lockdown population sizes as explanatory variables. This
difference between pre- and post-lockdown population sizes is due to migrations between re-
gions during the few days surrounding the lockdown decree. Our linear model has an adjusted
R? of 0.45. For each variable included in the model, we asked whether the corresponding coeffi-
cient in the linear regression was significantly different from O. The most significant association
we found was with population density, with a p-value of 0.02 and a negative correlation.

We compared the adjustement of the mixture model compared to that of model 1 by comput-
ing sums of squared errors over each day up to May 11. Squared errors are calculated for each
sample between daily numbers of deaths and the numbers of deaths as predicted by each model.
We found that the mixture model has a smaller error at 257950 (95% Cl : 193776-345351) than
model 1 at 283397 (95% Cl : 211504-379692), representing a reduction of about 9% (Supple-
mentary Figure 9). The reduction in error made by using a mixture model also varies depending
on the region (Supplementary Figure 10), with the largest improvement observed in ile de France.
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Figure 8 - Simulated distributions of deaths count, assuming different effect sizes of
the election day on R;. (a) Simulated distribution of deaths through time in region ile-de-
France. Median values are represented with a solid line, and shaded areas correspond to
95% credibility intervals. (b) Distributions of the total numbers of deaths in four regions.
See Figure 6b for details on the representation.

There is support in the data for using a mixture model as shown by the difference between pos-
terior and prior distributions (Supplementary Figure 7).

However, predictions on the last week of data when fitting on the corresponding prefix of
data are not enhanced through the mixture model with total squared error equal 12975 (95% Cl
: 7335 ; 34699) when compared to model 1 (12350 [95% Cl : 7051 ; 25307]). A more thorough
evaluation of prediction performances, such as cross-validation, would be necessary to conclude
on the general predictive capacity of both models.

The estimates of the national average reproduction number according to the mixture model
are 3.25 (95% Cl : 3.10 - 3.44) before lockdown and 0.63 (95% Cl : 0.59 - 0.67) after.
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Figure 9 - Prior and posterior samples of R, in region ile-de-France
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Figure 10 - Posterior distribution of R; fold change per region

3.5. Status of the epidemic on May 11.

We used both the mixture model and model 1 to assess the status of the epidemic on May
11, the day before the lockdown was lifted. Model 1 estimates that on May 11 2.09 (95% ClI
1 1.69-2.66) million people had been infected. This represents 3.22% (95% Cl: 2.61-4.09) of
the population. Further, the model estimates that there were 2793 (95% Cl : 1761-4543) new
infections on May 11.

Peer Community Journal, Vol. 2 (2022), article e6 https://doi.org/10.24072 /pcjournal .84



16

Louis Duchemin et al.

The mixture model estimates that until this date 2.08 (95% Cl : 1.85-2.47) million people
had been infected, representing 3.20% (95% Cl : 2.85-3.81) of the population. According to this
model there were 2567 (95% Cl : 1781-5182) new infections on May 11.

3.6. Counterfactual investigation of alternative lockdown enforcements.

We used our models to investigate the effect of putting the lockdown in place either earlier
or later than the actual lockdown date on March 17. To do so, we assessed the total number of
deaths predicted by the model as of May 11, a quantity that is well estimated by model 1 and by
the mixture model as seen on Fig. 4. For the mixture model, Fig. 11 shows that delays in starting
the lockdown result in excess deaths: from 21% (3575) additional deaths for one day of delay
to 266% (45932) for 7 days of delay. Conversely, an earlier lockdown results in lower numbers
of deaths, 76% (13044) fewer deaths for 7 days, and 19% (3204) for one day. For model 1, the
trend is very similar with respectively: 21% (3666), 262% (45172), 75% (12997), 18% (3098).

- - observed Model -I base - mixture

60000 - +
40000 +; .

20000
_______________________ g+ T

Total mortality

Mar 09 Mar 11 Mar 13 Mar 15 Mar 17 Mar 19 Mar 21 Mar 23 Mar 25
Lockdown start

Figure 11 - Effect of different lockdown dates in counterfactual scenarios. Both models
were used to predict the total number of deaths on May 11 if the lockdown was put in
place up to 7 days before or 7 days after the actual lockdown date on March 17.

4. Discussion

In this manuscript, we studied the ability of a Bayesian model to fit the mortality data of the
SARS-CoV-2 epidemic in France. These mortality data are incomplete, as they only include the
numbers of deaths in hospitals of patients positive for the virus. In particular, they do not include
deaths at home, or deaths in retirement facilities. Such input data also neglect other potentially
useful sources of information, such as the number of cases, or the number of hospitalizations.
Despite their shortcomings, numbers of deaths in hospitals have been widely used to study the
epidemic in France and in other countries as it unfolded, notably because they were more readily
available than other statistics.

We assessed the ability of our model to predict the number of deaths based on censoring of
the data, and found that the model was able to accurately predict the number of deaths weeks
in advance (Fig. 2).
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We further explored the ability of our model using solely the number of deaths through time
to detect the effect of week-ends or of single-day events, such as the election day. Week-ends
would need to incur a decrease of about 20% in e.g. the number of contacts to be detectable
by the model. This was not found in the empirical data. The difference between week days and
week-end days is probably weaker during lockdown, because fewer people go to work on any
day during the lockdown. A single-day event would need to e.g. multiply the number of contacts
on that day by a factor of 2 to be detectable; expectedly, the model found no evidence for
such a large effect of the elections on the number of deaths. Accordingly, another study using
admissions and deaths together with regional participation to the election has also found an
absence of evidence that the elections had had a detectable impact on viral spread (Zeitoun et
al., 2020).

We investigated whether the lockdown had had different effects on the reproduction number
in the 13 French regions. Our mixture model identified differences between regions, with ile
de France showing the largest effect of the lockdown. This heterogeneity is not significantly
correlated to differences in pre-lockdown Ry, population sizes, areas, or the difference between
the number of inhabitants pre and post lockdown. However, it is weakly negatively correlated
to population density: the lockdown tends to be more efficient in denser regions.

Estimates obtained with the mixture model differ slightly from those obtained with model
1. For instance, nationally the average reproduction number is a bit smaller before and after
lockdown (3.25 vs 3.34, and 0.62 vs 0.65). These estimates of the reproduction number can be
compared to the values estimated by other groups. We focus on two works: those of (Salje et al.,
2020) and (Sofonea et al., 2020).

(Salje et al., 2020) and (Sofonea et al., 2020) found results that are a bit different from ours, in
particular for the reproduction number before the lockdown. The former estimated a reproduc-
tion number of 2.90 (95% Cl:2.80-2.99) before the lockdown, and of 0.67 (95% Cl:0.65-0.68)
after the lockdown, and the latter a reproduction number of 2.99 (95% likelihood interval 2.59-
3.39), and "between 21.3 and 27.1% of its value after the lockdown", i.e. between 0.64 and 0.81.
Our credibility intervals thus overlap with the intervals of (Sofonea et al., 2020). This is interest-
ing as (Sofonea et al., 2020) used a different model from ours, that did not take into account
heterogeneities between regions, but that is based on a probabilistic fine-grain compartmental
model. (Salje et al., 2020) used a Bayesian model similar to ours, except that they used both hos-
pitalization and deaths data, but did not model the saturation of the population as the epidemic
progresses and the proportion of susceptible individuals decreases in the population, and did not
use a mixture model to account for heterogeneities in the lockdown efficacy between regions.

A source of difference between our model, the model of (Sofonea et al., 2020), and theirs
is the values of the Infection Fatality Ratios that were used. They based their IFR on the data
from the Diamond Princess cruise ship, while (Sofonea et al., 2020) and we based ours on data
from Wuhan, in China. As a result, their average IFR, nation-wide, is 0.7, while ours is 0.99. We
performed a test by scaling down our IFRs by multiplying them by 0.7/0.99 in model 1. We find
reproduction numbers in our results are virtually unchanged by this scaling of the IFR.

Values of the reproduction number in turn affect the estimates of the total number of infected
people and the total number of new infections on May 11. (Salje et al., 2020) estimate that 2.8
(range : 1.8-4.7) million people have been infected by May 11, when the lockdown was lifted,
and that there were 3900 (range 2600-6300) new infections on May 11. A series of sensitivity
analyses yielded a larger range of values, notably between 1700 and 9600 new infections on
May 11. These values are consistent with our estimates of the number of new infections on
May 11. However, the mixture model infers that only 2.08 million people had been infected by
May 11 (vs 2.09 for model 1), with 2567 new infections (vs 2794 for model 1). The difference
in the total number of infections with (Salje et al., 2020) is likely explained by our higher IFR:
fewer infections are required to explain a given number of deaths. Indeed, down-scaling our
IFRs resulted in an increase of the total number of infections to 2.71 millions (95% Cl : 2.19 -
3.49) as of May 10 for model 1, closer to the estimate reported by (Salje et al., 2020). Better
estimates of regional IFRs might be obtained by updating the work of (Roques et al., 2020) with
more data. However, the better fit of the mixture model over model 1 suggests that the total
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number of infections is probably overestimated by model 1 and by (Salje et al., 2020). Overall,
this comparison with (Salje et al., 2020) and (Sofonea et al., 2020) suggests that the estimates
of key parameters of the epidemic are similar across a range of models and data sources, even
if they do not fully agree.

Our study of counterfactual scenarios suggests that imposing the lockdown early results in
fewer deaths, and imposing the lockdown late results in more deaths, which is unsurprising given
the dynamics of any epidemic. It can be put in perspective with our study of the effect of the
elections on the French epidemic. Although holding the elections on Sunday March 15th did not
leave a noticeable footprint in the number of deaths, it may have caused a delay in imposing the
lockdown. For instance, and according to the projections of our mixture model, setting up the
lockdown on Friday March 13 instead of Tuesday March 17 would have resulted in 50% fewer
deaths nationwide (8557 fewer deaths as of May 11, while the estimate according to model 1 is
55% (9466 fewer deaths as of May 11)).

5. Conclusion

We used Bayesian models of the number of SARS-CoV-2 related deaths through time to study
the epidemic, assess the influence of various events, and evaluate counterfactual scenarios. We
found that the model accurately predicts the number of deaths a few weeks in advance, and
recovers estimates that are in agreement with recent models that rely on a different structure and
different input data. We also found evidence for heterogeneity between regions in the efficacy
of the lockdown on epidemic spread. The predictions of the model indicate that holding the
elections on March 15 did not have a detectable impact on the total number of deaths, unless it
motivated a delay in imposing the lockdown.
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