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Abstract xiii

Gain through filtering in fiber cavity resonators

Abstract

In this work, we study the phenomenon of modulation instability (IM) in fiber ring
resonators, induced by asymmetric spectral losses in the form of a filter. The phe-
nomenon, known as gain through filtering (GTF), consists in the modification of the
phase matching condition of the resonator, given by the phase signature of the filter.
We first characterised this phenomenon theoretically and experimentally in a passive
fibre resonator for both normal and anomalous dispersion regimes, highlighting the
relationship between GTF instabilities and parametric MI. We then developed a the-
oretical model to describe the formation of GTFs in a polarisation-maintaining (PM)
cavity. Using this model, we have shown how it is theoretically possible to obtain two
MI spectra with detuned spectral peaks. This is made possible by using a PM filter with
a different loss profile in the two polarisation axes. In the more general context of fibre
cavities, we have studied the effect of a synchronisation mismatch between the repetition
rate of the pulse train driving the cavity and the natural repetition rate of the cavity.
The mismatch results in a shift of the sideband of the MI spectra due to the competition
between two MI regimes: absolute and convective. Finally, we built two active cavity
devices. They consist of a fibre cavity in which a section of doped fibre (erbium or
thulium dopant) is embedded in the coil to act as an amplifier. By carefully adjusting
the gain of the amplifier, it’s possible to compensate for the losses and still remain in
a passive regime (below the lasing threshold). By using erbium-doped fiber as active
media we were able to obtain GTF at very low power, while by using thulium-doped
fiber we were able to generate MI at a wavelength of 2µm.

Keywords: nonlinear optics, optical fiber, passive fiber cavity, modulation instability,
gain through filtering, active cavity

Laboratoire de Physique des Lasers, Atomes et Molécules - PhLam
2, Av. Jean Perrin – 59650 Villeneuve-d’Ascq – France



xiv Abstract

Gain induit par des filtres dans les cavités fibrées passives

Résumé

Dans ce travail, nous étudions le phénomène d’instabilité de la modulation (IM) dans les
résonateurs en anneau à fibre, induit par des pertes spectrales asymétriques. Le phéno-
mène, connu sous le nom de gain through filtering (GTF), consiste en la modification de
la condition accord de phase du résonateur, donnée par la signature de phase du filtre.
Nous avons d’abord caractérisé ce phénomène théoriquement et expérimentalement
dans un résonateur à fibre passif pour les régimes de dispersion normale et anormale,
en mettant en évidence la relation entre les instabilités GTF et le MI paramétrique.
Nous avons ensuite développé un modèle théorique pour décrire la formation des GTF
dans une cavité à maintien de polarisation (PM). En utilisant ce modèle, nous avons
montré comment il est théoriquement possible d’obtenir deux spectres MI avec des pics
spectraux désaccordés. Ceci est possible en utilisant un filtre PM avec un profil de perte
différent dans les deux axes de polarisation. Dans le contexte plus général des cavités
à fibres, nous avons étudié l’effet d’un décalage de synchronisation entre le taux de
répétition du train d’impulsions qui alimente la cavité et le taux de répétition naturel de
la cavité. Le décalage entraîne un déplacement de la bande latérale des spectres MI en
raison de la concurrence entre deux régimes MI : absolu et convectif.Enfin, nous avons
construit deux dispositifs à cavité active. Ils consistent en une cavité à fibre dans laquelle
une section de fibre dopée (dopant erbium ou thulium) est incorporée dans la bobine
pour agir comme un amplificateur. En ajustant soigneusement le gain de l’amplificateur,
il est possible de compenser les pertes tout en restant dans un régime passif (en dessous
du seuil de télédiffusion). En utilisant une fibre dopée à l’erbium comme média actif,
nous avons pu obtenir une FGT à très faible puissance, tandis qu’en utilisant une fibre
dopée au thulium, nous avons pu générer un MI à une longueur d’onde de 2µm.

Mots clés : optique non linéaire, fibre optique, cavité de fibre passive, instabilité de la
modulation, gain par filtrage, cavité active
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Introduction

Of all the physical phenomena that human kind has tamed in history, light is one

of the most interesting and useful. Not only it allows the peregrine traveller to

find its path into the night, but it has always been used to communicate messages

faster and far away, like the lighthouses around the coast of every sea or, in more

recent time, the fiber optical based communication networks.

The science that studies light and its interaction with matter is called optics.

When the interaction of light and matter produces intensity dependent changes

in the physical properties of the medium through which the light travels, we

enter the domain of nonlinear optics. The history of non-linear effects is rel-

atively recent: Kerr effects were first theorised by John Kerr in 1850. Raman

scattering [1] was actually discovered and measured by Raman and Krishnan in

1928, and two-photon absorption was first theorised by Maria Göppert-Mayer

[2] in 1930. The discovery of laser radiation by T. Maiman in 1960 [3, 4] was a

real milestone in the history of optical technologies, no exception for the study

of nonlinear phenomena. In 1961, second harmonic generation was observed by

Franken [5], and soon after two-photon absorption by Kaiser [6]. Then, in very

fast succession, stimulated Raman scattering (SRS) [7, 8], stimulated Brillouin

scattering (SBS) [9], four-wave mixing [10] and intensity dependent refractive

index [11] where observed by means of lasers.

With the discovery of low loss silica fibres in 1970 [12] another major rev-

olution in telecommunications began, giving to the laser an efficient medium

for light transmission. The high photon density provided by laser sources con-

fined in the small diameter of the core of a low-loss fibre created the perfect

environment for studying nonlinear effects. Indeed, since 1972, a number of

nonlinear effects have been characterised in fibre optics, including SBS [13], SRS

1



2 Introduction

[14], self-phase modulation [15], optical Kerr effect [16], FWM [17] and also fibre

solitons [18, 19].

In the 1980s [20], a nonlinear phenomenon already known in other fields of

physics [21, 22], was theorised in the field of optical fibres: Modulation Insta-

bility (MI). In this context, MI can appear in the anomalous dispersion regime

of an optical fibre thanks to the interplay between dispersion and nonlinear

Kerr effect. This leads to a phase matching between the pump and a specific

frequency that, as a consequence, is amplified and grows in space. In the time

domain, this lead to the formation of a train of pulses [23, 24], while in the

frequency domain the spectrum develops sidebands around the central pump

[25]. After the first experimental observation, MI has to be a fundamental effect

for triggering effects such as supercontinuum generation [26] or rogue wave

formation [27, 28, 29].

The first studies of MI in optical fibres were made using an anomalous

dispersion fibre as the medium, as this was a critical requirement for the phase

matching condition. The generation of MI in the positive dispersion regime has

been explored with new degrees of freedom added to the system such as periodic

variation of power [30], periodic variation of nonlinearity [31], birefringence [32,

33] and dispersion modulation [34, 35, 36, 37, 38, 39, 40].

The efficiency of non-linear effects can be increased by using resonant cavi-

ties. These systems consist of loops created with mirrors, optical fibres or bulk

materials in which light can circulate and interact with the input signal. The

structure of such devices leads to a variety of complex phenomena such as optical

bistability, self-oscillation and chaotic behaviour [41, 42, 43].

Regarding cavity modulation instability, the phenomenon was first observed

in 1988 [44] in an unstabilised cavity. In the early ’90s, theoretical studies of

Healterman et al. deeply explored MI in cavity devices [45, 46], but only in 1997

Coen et al. created a suitable stabilised setup for studying the phenomenon [47].

Since then, a number of interesting phenomena have been demonstrated such as

MI-induced bistable switching [43, 48] or the stable generation of pulse trains

[49]. Fibre cavities then proved to be an optimal platform for the formation and

study of temporal cavity solitons [50]. Besides the fundamental interest, some

interesting applications of cavity solitons have been proposed, such as their use
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as bits in all-optical buffers, especially in microresonators [51, 52, 53]. It has also

been shown how MI is the fundamental phenomenon that allows the creation

of Kerr frequency combs, with applications ranging from metrology, precision

spectroscopy or sensing [54, 55, 56].

An important parameter which rule the MI dynamics in optical fiber is the

loss term. In long range communications, MI can be a limiting factor. In this

context many studies have been conducted to characterise the dependency of

MI from losses [57, 25, 58]. From a more fundamental point of view, in a

fascinating study of 2004, Tanemura et al. demonstrated that it is possible to

stimulate MI in normal dispersion fiber, by means of wavelength-depending

losses, asymmetric respect a central pump. More recently, this study has been

expanded, showing how loss-induced MI is actually very general phenomenon

in nonlinear optical system [59] which can be exploited in fiber amplifiers,

optical parametric oscillators and frequency combs generation. The existence of

spectral-dependent losses can also indirectly lead to phase matching by altering

the system’s phase mismatch parameter. This can be achieved thanks to the phase

profile naturally associated to the dissipation of the filter by the Kramers-Kronig

(KK) relations. That means that loss-induced MI can be conveniently obtained

with narrow filters, such as Fiber Bragg Grating (FBG). In the context of fiber

cavity resonator, the theory of this phenomenon, called Gain-Through-Filtering

(GTF), has been extensively illustrated by Perego et al. [60], and the phenomenon

has been experimentally demonstrated by Bessin [61] in 2019. In the latter, the

authors exploited GTF to generate frequency tuneable optical frequency combs

in a fiber cavity, by changing the frequency distance between the filter and the

pump of the system.

In this work, we aim to characterise GTF in fibre cavities from a broader

perspective. In particular, we investigate how GTF instabilities coexist with

parametric instabilities and how parameters such as phase detuning, input

power and dispersion influence their evolution. We have generalised the theory

of GTF [60] to the case of a polarization-maintaining (PM) fibre cavity. The aim of

this theoretical study is to demonstrate the generation of a dual-frequency comb

in a fiber resonator, which have grate interest in domain such as spectroscopy

[62, 63]. Enhancing the efficiency of our experimental setup is an important
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point of this study. Inspired by the work of Englebert et al., we developed an

active cavity resonator [64, 65, 66], with which we are able to generate GTF at

ultra-low input power. We also developed a dedicated theory for modeling GTF

in an active cavity. Using the same idea, we were able to record MI spectra in

a resonator pumped at 2µm for the first time. Finally, we present a study to

understand the effect of a synchronisation mismatch between the pulse drive

train and the natural repetition rate of the cavity.

We would like to mention that part of this work was possible thanks to the

collaboration of several people. In particular: Nicolas Englebert, of the ULB,

for the development of the active cavity; Auro M. Perego and Minji Shi, for

the theory of GTF in the active cavity; Moritz Bartnick, within the ITN Mefista

project, for the study of MI at 2 µm, and Saliya Coulibaly for the study of the

effects of synchronisation mismatch in fibre cavities.

The manuscript is organized as follows:

In Chapter 1 we give a general overview of light propagation in optical

fibres and optical fibre resonators, describing the characteristics of these devices.

We also introduce the two models used to describe the propagation of light

and nonlinear effects in fibre resonators: The Ikeda map [67] and the Lugiato-

Lefever equation [68]. In Chapter 2 we formally introduce MI by performing

a linear stability analysis for both Ikeda map and LLE models. With the same

analysis we describe the main feature of GTF. In Chapter 3 we describe the

main experimental setup, focusing on the adaptation of the Pound-Drever-Hall

stabilisation technique. We then theoretically and experimentally characterise

the coexistence of GTF and parametric MI, both in the normal and anomalous

dispersion regime of a fibre resonator. In particular, we focus on the dependence

of these instabilities on parameters such as linear phase detuning and input

power. In Chapter 4 we develop a model to describe polarization maintaining

GTF, with the goal of developing dual-frequency-comb spectra. We adapted

the Ikeda Map and LLE models to a polarization maintaining (PM) resonators,

and performed a linear stability analysis to compute the parametric gain. Both

the parametric gain and the MI spectra are then characterized, as functions of

the main parameters of the model. In Chapter 5 we illustrate our theoretical

and experimental investigation of the effects of pump-cavity synchronisation
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mismatch. Thanks to the implementation of a time-lens system in the setup, we

are able to show the round-trip-to-roundtrip time drift of the modulated signal.

In the frequency domain, a much less intuitive frequency shift of the MI sideband

is recorded. In Chapter 6 we describe the implementation of the active cavity

experimental setup and GTF theory adapted to this device. With these elements,

we are able to record GTF with dramatically lower power threshold, compared

to the passive cavity case. Finally, in Appendix A, we report a preliminary study

on the formation of MI in a cavity setup pumped at 2µm. This is possible thanks

to a further adaptation of the active cavity setup, which allows to compensate

the losses that are normally too high to allow MI. To the best of our knowledge,

this is the first experimental proof of MI at these wavelengths and paves the way

for very interesting studies such as solitons formation and direct generation of

optical frequency combs in the 2µm range.



6 Introduction



Chapter1
Fiber Optic cavity

In this chapter we propose a general overview of the main concepts involved in

the propagation of light. The concept of optical resonator is then introduced,

together with the two main models usually used to describe it: the full Ikeda

map and Lugiato-Lefever equation. For both formulations, we will present some

fundamental characterisations of the steady states of the cavity, both in the linear

and nonlinear regime.

1.1 Light propagation in optical fiber

An optical fibre is a waveguide and, in its simplest form, is structured as a

coaxial cylinder of silica glass of different compositions. The inner part, called

core, is characterised by its refractive index n1. An intermediate part, called

cladding, is characterised by a slightly lower refractive index nc. The outermost

part is called jacket and has a protective purpose. The difference between the

refractive indices of the core and the cladding gives this structure its guiding

properties. In particular, the light that satisfies the condition of total internal

reflection (TIR) [69], remains contained in the core and will propagate along the

fibre. In general, the refractive index difference between the core and cladding

is obtained by doping the glass during the manufacturing process.

This is just the simplest structure an optical fibre can have and it is called

step index. By varying the geometry of the core and cladding, a wide range of

7
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different fibres can be obtained: from graded index fibres (GRIN), in which the

difference between the two indexes decreases gradually from one to the other, to

hollow core fibres [70], in which the core is, as the name suggests, hollow, which

are themselves a special type of photonic crystal fibre (PCF). The geometrical

characteristics, as well as the refractive index, define the main properties of an

optical fibre, such as losses, dispersion, birefringence, non-linear properties and

number of modes. The mode is the transverse profile that the intensity of the

light acquires as it propagates through a fibre, and for the purposes of this thesis

we will focus only on single mode fibres, meaning that only the fundamental

mode is sustained during propagation.

1.1.1 Losses

When light propagates through any material, it suffers losses. In optical fibres, a

common way to define losses is by the attenuation factor α. If P0 is the power

launched at the input of an optical fibre, then after a propagation of L metres,

the transmitted power PT can be expressed as PT = P0 exp(−αL).

Fibre losses depend on the wavelength of the light. In particular, for a

standard fibre, there is a minimum value of about 0.2dB/km in the region around

1.55 µm, which is therefore the "standard" wavelength in telecommunications.

Several factors contribute to the losses α: material absorption, physical

bending that causes the light to escape the waveguide, dispersion losses and

Rayleigh scattering. The latter is due to the intrinsic fluctuation of the density

of the fibres, resulting in a fluctuation of the refractive index which causes the

light to be scattered in all directions.

1.1.2 Chromatic dispersion

A fundamental property of light propagating in a dielectric medium is chromatic

dispersion. This property is the result of the interaction between the light and

the bound electrons of a medium, and results in a frequency dependence of the

refractive index of the material n(ω). This means that the chromatic components

of a wave packet travelling in a dielectric medium, such as an optical fibre, will

travel at different speeds c/n(ω). In the low power regime, where non-linear
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effects are not significant, this behaviour can lead to dispersion-induced pulse

broadening, which is particularly detrimental in the propagation of short pulses.

Assuming that the spectral width of an electromagnetic wave is much smaller

than its centre frequency (∆ω << ω0), the effect of fibre dispersion is accounted

for by expanding the propagation constant β in a Taylor series around the carrier

frequency ω0:

β(ω) = n(ω)
ω
c

= β0 + β1(ω −ω0) +
1
2
β2(ω −ω0)2 + . . . , (1.1)

where

βm =
( dmβ
dωm

)
ω=ω0

(m = 0,1,2, . . . ). (1.2)

The parameter β1 is the inverse of the group velocity, i.e., the velocity at which

the envelope of a pulse moves in a medium, while β2 represents the group

velocity dispersion (GVD). The GVD consist in the alteration of the velocity of

propagation of different frequencies that compose a wave envelope which, at

linear power, leads to the broadening of the envelope. It can also be expressed

with a different parameter, D, defined as:

D =
dβ1

dλ
= −2πc

dλ2β2 = −λ
c
d2n

dλ2 . (1.3)

One can define zero-dispersion-wavelength (ZDW) that wavelength at which the

GVD equals zero and, in standard single-mode fibers, its value is approximately

λD ≈ 1.3µm.

The value of D and β2 depends on the materials and geometric characteristics

of the waveguide, so it is possible to shift the optical fibre ZDW through the

typical telecom values of 1.55µm, which is a common method to better control

the pulse shape over long distances. This type of fibre is typically referred to as

Dispersion Shift Fibers (DSF). The sign of the sign of β2 identifies two different

propagation regimes: normal (β2 > 0), where the red components of the spectrum

will travel faster than the blue components, and anomalous (β2 < 0), where the

the opposite is true. At low power, chromatic dispersion bring to the broadening

of light pulses no matter the dispersion regime, but at high power the sign of β2
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could lead to fundamentally different effects, like in the self-phase modulation

case (SPM) [71].

1.1.3 Fiber non-linearities and Kerr Effect

Nonlinear phenomena can occur in any dielectric medium exposed to a high

intensity electromagnetic field. At a fundamental level, the non-linear response

is related to the harmonic motion of the bound electrons under the influence of

the optical fields. As a result, the total vector P induced by the electric field E is

non-linear and satisfies

P = ε0

(
χ(1) ·E +χ(3)...EEE

)
(1.4)

where ε0 is the vacuum permittivity, χ(j) is the jth order susceptibility and E is

the electric field. We limited the expansion of P to the first and third order of

χ(j). For the focus of this dissertation, higher order susceptibilities are not taken

into consideration, while the second order χ(2) can be neglected considering the

centro-symmetric nature of silica fibers. On the other hand, χ(3) is responsible

for a wide range of nonlinear phenomena, such as third-harmonic-generation,

four-wave-mixing and non linear refraction. The first two are generally not very

efficient in optical fibers, but a large number of non linear effects in optical fibers

are a consequence of non-linear refraction. A typical example is Kerr effect,

that consists in the dependency of the refractive index of the fiber from the

intensity of the light intensity. In particular, the refractive index takes the form

n = n0 + n2I , where n2 is the nonlinear-index coefficient, and I is the intensity

of light. Often, it is practical to define the non-linear parameter of an optical

fiber as γ = n2ω0/cAef f , where ω0 is the frequency of the light, and Aef f is the

effective mode area. In standard optical fibers ranges in Aef f ≈ 1 − 100µm2,

leading to a γ ≈ 1− 100W −1/km with n2 ≈ 2.6× 10−20m2/W [72].

1.1.4 Nonlinear Schrödinger Equation

One common model to describe the propagation of a pulse in an optical fiber is

called Non Linear Shrödinger Equation (NLSE) [73] which, in its simpler form,
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P

P
in Pout

Figure 1.1 – Basic scheme of a fiber ring cavity. Pin is the power of the input
signal, which is injected inside the resonator through the coupler, characterized
by the reflection and transmission parameter, ρ and θ respectively. P is the
intracavity power and Pout is the power of the signal coupled out of the cavity.

can be written as:

∂E(z,τ)
∂z

= −α
2
E(z,τ)− i

β2

2
∂2E(z,τ)
∂τ2 + iγ |E(z,τ)|2E(z,τ) (1.5)

where τ is the time defined in the reference frame travelling at the same group

velocity of the pulse at the carrier frequency ω0, E is the envelope of the pulse

and z is the longitudinal coordinate. In the equation there are several elements

described in the previous paragraphs: α takes into account the fibre losses, β2

describes the GVD and γ the non-linearities. This equation is the basic model

used to simulate the evolution in time and space of a pulse propagating along

optical fibers. If necessary, the model can be extended to include, for example,

the effects of higher order dispersion (β3,β4, . . . ) [74, 75] or other effects (Raman

responses, self-steepening [76]).

1.2 Passive Optical Resonator

The model described in the previous section 1.1.4 illustrates the propagation

of light in an optical fiber. The main devices analysed in this thesis are fiber

optical cavities, which is a remarkably simple type of optical resonators. They

are composed by piece of optical fiber, closed into a loop through an optical
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coupler [47]. The coupler used for this kind of application is usually a 2x2 fiber

coupler, described through its transmission (θ) and reflection (ρ) parameters.

Without taking into account the losses of the coupler, those two parameters

satisfy the relation ρ2 + θ2 = 1. A schematic example of that a fiber cavity is

provided in Fig 1.1. The optical power is injected through the input port, where

it is partially coupled inside the cavity. The injected light travels along the

cavity and, once it reaches the coupler, a portion is re-coupled inside the cavity,

interfering with the input signal, while a portion is coupled outside the cavity

through the output port. This continuous interaction between the intracavity

and input fields, in a so called multi-pass configuration, is the fundamental

mechanism which allows to enhance dynamics which would be difficult to study

in a single-pass configuration, i.e. a simple optical fiber. In particular it allows

the creation of complex dynamics, such as bistability [42, 43], and nonlinear

effects such as chaos [41, 45]. The propagation of light inside the cavity is

described by the NLSE Eq. (1.5), which takes into account the effects of losses,

chromatic dispersion and the nonlinearity of the material. To complete the

model of the system, one has to include the cavity boundary conditions, which

takes into account the effect of the coupler. Mathematically:

E(m+1)(0, τ) = θEin + ρE(m)(L,τ)eiφ0 , (1.6)

where E(m)(z,τ) is the optical field at the mth round-trip in the cavity, Ein is the

input field, and φ0 is the phase collected by the signal during propagation in

the cavity. Eq. (1.6) has a very simple interpretation: the intracavity fields at the

round trip m+ 1 are equal to the superposition of the input field θEin with the

recirculated intracavity field at the end of the round trip m ρE(m)(L,τ)eiφ0 . This

equation describes the interferometric nature of the device and in particular

highlights the crucial role of φ0, which can be described as φ0 = β0L with

β0 = ω0n/c = 2πn/λ0. This linear phase can depend on the frequency of the

signal ω0, the length of the cavity L and its refractive index n. We will describe

later the effect of the Kerr nonlinearity on the phase accumulated by the signal

inside the cavity and how it fundamentally changes the behaviour.

In summary, the dynamics of a fiber cavity can be described by a mathemati-
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cal model commonly knows as Ikeda map [77], which pair together NLSE and

boundary condition equations, and reads:
∂E(z,τ)(m)

∂z
= −α

2
E(z,τ)− i

β2

2
∂2E(z,τ)(m)

∂τ2 + iγ |E(z,τ)(m)|2E(z,τ)(m)

E(m+1)(0, τ) = θEin + ρE(m)(L,τ)eiφ0 .
(1.7)

This map can be extended to include the effect of, for example, higher order

dispersion or additional components in the cavity, such as filters, as we will see

in the next chapters.

1.2.1 Steady-states and cavity resonances

Given the description of the system, the first characterisation that can be done

is the analysis of the steady state of the cavity. We consider a continuous wave

(
∂2E(z,τ)(m)

∂τ2 = 0). The cw solution at the roundtrip m reads as:

E(m)(z) = Ē exp(iγP z), P = |Ē|2 (1.8)

where E(m)(z) is the intracavity field of the cavity at round trip m, Ē is the

stationary field solution, and P is the power associated with the stationary field.

Stationary means that the field doesn’t change from roundtrip to roundtrip, thus

E(m+1)(0) = E(m)(0) = Ē. We can now calculate the steady state of the cavity using

the boundary conditions of the Eqs (1.6), which leads to:

Ē =
θEin

1 + ρeiφ0
(1.9)

which in terms of measurable powers becomes:

P =
θ2Pin

1 + ρ2 − 2ρcos(φ0)
(1.10)

Up to now, we considered the coupler in its ideal form, thus without taking into

account the losses. There are two main kind of losses to consider: excess losses

of the coupler (typically from 5 − 10%) and linear losses of the fiber, already
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Figure 1.2 – Representation of the linear resonances of the cavity: (a) intracavity
linear response of the cavity (Eq. (1.10)), (b) zoom of the response around
the central resonance. (c) Output response of the cavity (Eq. (1.11)) and the
relative zoom (d). For all the figures, the computation has been made with the
following parameters: L = 50m, Pin = 1W , ρ =

√
0.9, θ =

√
0.1, k0 = 5% and the

losses a = [0.97,0.92,0.87] relatively, corresponding to a Finesse of 15,20 and 30
relatively.

introduced before. One can simply lump all the losses in the coupler description,

by re-defying the reflection and transmission coefficient as follows: ρ = aα0ρ and

θ = α0θ, with α0 =
√

1− k0 and k0 being the excess losses of the coupler, while

a = exp(αf L/2) accounts for the linear losses. It is also possible to describe the

relation between the input and output power as [78]:

Pout = α2
0Pin − (1− (aα0)2)P . (1.11)
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A simple analysis of Eq. (1.10) shows that its maximum is reached for φ0 =

2kπk ∈ N , the condition at which the cavity is said to be resonant. Remembering

the linear phase φ0 =ω0nL/c = 2πf0nL/c, we can see that it is proportional to the

frequency of the driving pump. Thus, the 2π intervals between two successive

resonances correspond to a frequency spacing usually referred to as the free
spectral range (FSR = c/nL). From a practical point of view, this quantity is useful

because it allows to define the fineness F as the ratio between the FSR and the

full-width half-maximum (FWHM) of the resonance F = FRS/FWHM. Then,

knowing F , one can estimate the losses of the cavity by the relation F = π/α,

where α is the total power loss of the cavity (both linear and coupler excess

losses).

Another practical use of the finesse parameter is to calculate the ρ factor

directly, implicitly including all losses with the definition F = π
√
ρ/(1 − ρ)

[78, 79]. Losses can also be related to the quality factor of a cavity, defined

as Q = F × 2πω0/FSR. Figures 1.2 illustrate the ratio P /Pin derived from Eq.

(1.10) as a function of the linear phase φ0 at different values of fineness. In

particular, in Fig. 1.2(a) it is possible to see the typical Airy function profile of

the resonance, which is periodically repeated for φ0 = 2kπk ∈ N . Fig. 1.2 (b) is a

zoom on the resonance corresponding to φ = 0 rad, the blue, green and red traces

represent a fineness of [15,20,30] respectively. Physically, these plots represent

the amount of power stored in the cavity and, as expected, the maximum is at

φ0 = 0 mod (2π) rad. The cavity can store more power than is injected at the

input, and when the driving input field is resonant, the intracavity power is at

its maximum. The effect of losses is visible in the finesse evolution: the higher

the losses, the lower and wider the resonance, and thus the lower the finesse.

Figures 1.2(c) and (d), are a plot of Eq. (1.11) as a function of the linear phase

φ0 at different finesse value. The interpretation of this function is complemen-

tary to that of the resonance function. Being the ratio between the output and

input power, this function has values strictly in the interval [0,1]. In ideal condi-

tions (no losses), at the resonant frequency Pout/Pin is zero because all the input

power is transmitted and stored inside the cavity, while outside resonance the

same ratio is one because all the light bypasses the cavity. In reality, a percentage

of the input light is always coupled to the output of the cavity (θ2), and the
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coupler suffers excess losses, so these two theoretical values are never reached

in reality. The use of the transmission or resonance function to characterise

the cavity depends on the situation. Getting access to the Pin of a cavity means

having an additional coupler [47, 80], which can be convenient but adds more

losses due to the additional splicing that has to be done.

To obtain a good quality cavity, it is desirable to work with the lowest possible

losses. Typical values of finesse are in the range of [10,50] in passive fibre

resonators [80, 81, 82], which are relatively small compared to other types of

resonators [56, 53]. Recently, an interesting approach to dramatically improve

the finesse of passive fibre cavities has been proposed by Englebert et al.. It

consists of embedding an active medium in the cavity, such as an erbium-doped

fibre, by keeping the gain below the lasing threshold. This makes it possible

to compensate for the losses while keeping the entire cavity "passive" [64, 65].

With this method, finenesses of the order of 100 can be achieved, which is a huge

improvement compared to a traditional passive fibre resonator.

1.2.2 Effect of Kerr non-linearities

At high optical powers, the guiding medium begins to behave in a non-linear

manner. In particular, the signal propagating in the cavity at high power under-

goes a phenomenon of self-phase modulation (SPM), as consequence of the Kerr

effect. In this state, the total phase accumulated by the signal can be described

as Φ = φ0 + γLP , where φ0 is the linear phase, P is the intracavity power, L is

the length of the cavity and γ is the nonlinear coefficient (or Kerr coefficient).

Taking this into account, the intracavity power function is modified as follows:

P =
θ2Pin

1 + ρ2 − 2cos(φ0 +γLP )
(1.12)

Eq. (1.12) can be solved numerically by fixing an input power as a function of φ0.

The result is shown in Fig. 1.3, where we have plotted it for Pin = [0.1,0.5,1]W

for the red, green and blue traces respectively. The first obvious difference from

the linear case is the tilting effect due to the non-linear phase shift. Looking at

the zoom of Fig. 1.3 (b), one can see that the shift of the peak of the resonances
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Figure 1.3 – Representation of the tilting action of the Kerr effect on the reso-
nances of the cavity: (a) intracavity linear response of the cavity (Eq. (1.12)), (b)
zoom of the response around the central resonance. The computation has been
made with the following parameters: L = 50m , ρ =

√
0.9, θ =

√
0.1, k0 = 5%,

γ = 5/W /km, a = 0.97 corresponding to a Finesse of 30. The input power is
Pin = [0.1,0.5,1]W for the red, green and blue traces respectively.

is proportional to the input power: the higher the input power, the steeper the

resonance. The physical meaning of a tilted resonance is that, for a given φ0, the

cavity can manifest more than one intracavity power, of which only some are

stable. For example, in Fig. 1.3(b), the solid lines are the stable state that can

be maintained inside the cavity, while the dashed lines are the unstable state.

This situation is called "multi-stability" and it is the starting point for many

non-linear phenomena such as soliton formation and shock waves [83, 42, 84,

41, 43, 85, 51, 86, 87].

1.2.3 Lugiato-Lefever Model

Under certain restrictions (listed below) it is indeed possible to derive from the

Ikeda map of the system (1.7) a more compact model known as the Lugiato-

Lefever equation (LLE) [68, 46, 88, 89]. This model is also known as the mean-
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Figure 1.4 – Comparison between the resonances computed with the Ikeda
map model (blue) and LLE model (cyan). The resonances for Ikeda map are
computed from Eq. (1.12), while for the LLE Eq. (1.14) is used. In both cases, the
parameters are: L = 50m, Pin = 0.5W , ρ =

√
0.9, θ =

√
0.1, k0 = 5%, γ = 5/W /km,

losses a = 0.97 relatively, corresponding to a finesse of 30.

field approximation and, as the name suggests, it is derived by averaging the

NLSE over a round trip, including the boundary conditions. In order to be valid,

several assumptions have to be made, the first of which is that the field does not

vary much from round trip to round trip. It is also assumed that the total losses

of the cavity are relatively small (α << 1), that the phase of the input signal is

relatively close to resonance (|φ0 − 2kπ| << 1, γLP << 1), and that the dispersion

length of the fibre is greater than the length of the cavity. If these assumptions

are met, the Lugiato-Lefever equation becomes:

∂E(z,τ)
∂z

= −α
L
E(z,τ)− i δ0

L
− i
β2

2
∂2E(z,τ)
∂τ2 + iγ |E(z,τ)|2E(z,τ) +

θ
L
Ein (1.13)

where δ0 = 2kπ −φ0 is called the cavity phase detuning, it describes the phase

shift between the pump signal and the nearest cavity resonance, and α = 1− ρ is

the total power dissipation of the cavity.

It is possible to compute the steady states (∂E/∂z = 0, ∂E2/∂τ2 = 0), which
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Figure 1.5 – Bistable response of a cavity. (a) is a zoom of the function for
Pin = [0,2]W . (b) plot of the same function for higher Pin interval, one can
note the major difference between this models: the Ikeda map always present
multiple branches, corresponding to multiple steady state, even if they occur
for prohibitive input powers. The parameters are: L = 50m, ρ =

√
0.9, θ =

√
0.1,

k0 = 5%,losses a = 0.97, γ = 5/W /km, α = 1 − ρ, φ0 = [0,α
√

3,3α] for the red,
green and blue traces respectively.

correspond to the following equation:

P
Pin

=
θ2

(δ0 −γLP )2 +α2 . (1.14)

To highlight the differences between the Ikeda map model and the LLE model,

we show in Fig. (1.4) a plot where we compare the steady state for the two models.

The blue trace is for the Ikeda map and the cyan trace is for the LLE. The first and

most obvious difference is that, as expected from the mathematical description,

the LLE trace has only a single resonance. This is a direct consequence of the
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single longitudinal mode hypotheses, and can indeed become a limiting factor

when the intracavity power P becomes relatively high. Indeed, the effect of the

power P is to tilt the resonance of the cavity through the Kerr effect (γLP ). For

sufficiently high powers, the resonances computed with the Ikeda map model

can actually superimpose each other, but this is not the case with the LLE model

due to the lack of neighbouring resonances.

Further differences between the two models can be highlighted by analysing

P as function of Pin at a fixed phase detuning. In Fig. 1.5 we plot P = f (Pin)

for different linear phases. The solid lines are the curves for the Ikeda map

model and the dashed lines are for the LLE model. The red traces have a linear

phase of zero, then the green and blue traces are increasingly detuned. In

particular, in Fig. 1.5 (a) it is interesting to see that as the phase increases, the

curves begin to take on a typical "S" shape, meaning that for a given φ0, a single

value of Pin corresponds to several possible values of P . This is an equivalent

representation of the "multi-stable" regime described in the previous section, but

using this description it is possible to identify the phase detuning at which the

S-shaped function becomes multivalued. This phase is δ0 = α
√

3 and whenever

this threshold is crossed the cavity is in a multi-stable state.

For low power regimes, as in Fig. 1.5 (a), the overall difference between

the Ikeda and LLE model is not very pronounced. A discrepancy is visible at

high powers, as in Fig. 1.5 (b), where the Ikeda traces actually manifest more

multi-valued branches, while the LLE traces continue without deviation. Again,

the reason for this lies in the approximations made to derive the LL model, one

of which is a low P . We note that these levels of input power (> 100W ) are

prohibitive in our context, but the deviation between the two models starts to

be relevant already around (20/30W ), which can be easily reached in pulsed

driven systems.

The S-shape function helps to understand if the cavity can develop more

stable states, but to understand if a state (Pin, P ) is stable, another level of

analysis has to be done. The stability of a given state (Pin, P ,φ0) can be studied

by performing a linear stability analysis for the LLE relative to the ansatz E =

Ē + bexpλt [90, 45]. After some simple calculation, one finds that the system is
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Figure 1.6 – Example of the hysteresis cycle of P (Pin) in case of a bistable cavity.
The green arrows shows the path followed by P when starting from the lower
branch of the curve and rising the input power, the red arrows shows the path of
P when starting on the upper branch and lower the input power. The parameters
are: L = 50m, ρ =

√
0.9, θ =

√
0.1, k0 = 5%,losses a = 0.97, α = 1− ρ, φ0 = 3α.

unstable whenever the following expression is positive:

λ = −α
L
±
√

4γP
δ0

L
−
(δ0

L

)2
− 3(γP )2. (1.15)

In case of bistability, it is easy to demonstrate that the intracavity powers relatives

to the negative sloped branch of the curves are unstable. In particular, it is

possible to delimit the intracavity power P corresponding to the negative branch

by calculating the roots of ∂Pin/∂P = 0 which reads:

P± =
2δ0 ±

√
δ2

0 − 3α2

3γL
. (1.16)

These points are usually referred to as the up-switch knee (P ↑in;P−) and the down-

switch knee (P ↓in;P+), so named because whenever the input power approaches
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these values, the intracavity power jumps directly to the upper (or lower, de-

pending on the sign of the change) stable state without entering the unstable

negative-sloped branch. This mechanism is illustrated in Fig. 1.6: the blue

curve is the representation of the S-shaped function at a fixed phase detuning

δ0 for the LLE. By increasing the input power, the intracavity power increases,

following the green arrows on the lower branch of the curve. As soon as the

input power reaches the up-switch knee value (P−), the intracavity power jumps

to the upper branch where it continues to follow the curve. On the other hand,

if we start from the upper branch and reduce the input power, the intracavity

power will fall, following the red arrows, to the down-switch knee point, where

it will fall to the lower branch if it is exceeded. it is possible to note how, in this

cycle, the intermediate branch is never reached by the intracavity field [80].

1.3 Summary

• In this chapter we have introduced the main notion behind light propa-

gation in dispersive media, describing losses, chromatic dispersion and

the nonlinear response of the medium. With that, we introduced the Non-

Linear Schrödinger Equation (NLSE), which can be used to describe the

propagation of light in non linear media.

• We introduced the basic structure of a fibre-optic resonator and define

two of the main models used for its description: the Ikeda map and the

Lugiato Lefever Equation (LLE) model. With these models we were able to

characterise the basic feature of the resonator: steady states and resonances

in the linear regime. We then considered the effect of non-linearities with

the Kerr effect, and showed the main differences between the Ikeda map

and the LLE model.



Chapter2
Modulation Instability and Gain

Through Filtering

This chapter is dedicated to the general description of Modulation Instability

(MI) in fibre ring resonators and more specifically to the Gain-Through-Filtering

(GTF) phenomenon, a particular method of inducing MI. In general, MI is a

common nonlinear phenomenon [91] that can be found in many different fields

of physics [21, 22, 92, 93], including optics [23]. In nonlinear optics, MI appears

as the amplification of phase-matched frequencies rising symmetrically with

respect to a high-power pump. In optical fibres, such an effect can be achieved

thanks to the interplay between nonlinear and dispersive effects, and it’s first

observation in fibre optics dates back to 1986 [25]. The simpler form of MI is

observed in the anomalous dispersion regime, unless the system has additional

degrees of freedom, such as strong birefringence [94, 95], higher order dispersion

[96], or multimode propagation [97]. In optical cavities, this additional degree

of freedom is given by the interaction between the input and intracavity fields,

which interfere with each other in a constructive way, depending on the phase

mismatch between the pump and the resonant frequency of the cavity. The

first experimental observation of this phenomenon was made in 1988 [44] in

a non-stabilised cavity and in 1997 in a properly stabilised fibre-optic cavity

[47].Since then, MI has been widely studied [90, 98, 47, 80]. Unlike the "single-

pass" configuration of an optical fibre, in an optical resonator the geometry of the

23
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system provides another degree of freedom in the phase matching process [46,

90], represented by linear phase detuning. Recently, it has been shown that the

inclusion of spectrally localised losses is a counterintuitive mechanism that can

lead to MI gain [58, 59]. In the context of optical fibre cavities, narrow filters can

induce a modification of the phase matching condition of the resonator, resulting

in the formation of MI spectra [60, 61]. Part of this work will be dedicated to the

characterisation of the GTF phenomenon in fibre ring cavities, and we will start

this analysis from a theoretical description of the phenomenon.

2.1 Theory of Modulation Instability

In this section we will describe the stability analysis for the Ikeda map [67] and

the LLE [68]. The result of this analysis will be the calculation of the growth rate

of a given frequency during its propagation, which we will refer to as parametric
gain.

2.1.1 Linear stability analysis of Ikeda Map

We begin by describing the stability analysis of the Ikeda map. For the sake of

clarity, we assume that the losses of the cavity are combined in the factor ρ which

is linked to the finesse with F = π
√
ρ/(1− ρ). Equation (1.7) takes the form:

i
∂En(z,τ)
∂z

−
β2

2
∂2En(z,τ)
∂τ2 +γ |En(z,τ)|2En(z,τ) = 0, 0 < z < L

En+1(z = 0, τ) = θEin + ρeiφ0En(z = L,τ)
(2.1)

The CW reads as:

En(z,τ) = ĒeiγP z, P = |Ē|2.

As shown in the previous chapter, the complex field and power steady states,

can be written as:

Ē =
θ

1− ρeiφ
Ein, (2.2)

P =
θ2

1 + ρ2 − 2ρcos(φ)
Pin. (2.3)
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with φ = φ0 + γP L. To study the stability of the steady state, we consider the

following perturbation:

En(z,τ) = [
√
P + ηn(z, t)]eiγP z, |ηn| �

√
P . (2.4)

We can assume that the intracavity field is real, since the steady state phase does

not affect the solution of the system in this case. By linearising the NLSE Eq.(2.1)

with respect to the small perturbation, we obtain

i
∂ηn
∂z
−
β2

2
∂2ηn
∂τ2 + P γ(ηn + η∗n) = 0.

This equation describes the evolution of the perturbation in z. Now we can write

the perturbation explicitly as ηn = an + ibn (an,bn ∈ R). Since we are interested

in the spectra of the perturbation, we define ân = ân(z,ω), b̂n = b̂n(z,ω) (where

the symbolˆrepresents the Fourier transform), and split the real and imaginary

parts in the following system
∂ân
∂z = −β2

2 ω
2b̂n,

∂b̂n
∂z =

(
β2
2 ω

2 + 2γP
)
ân.

(2.5)

The solution over a roundtrip, thus from z = 0 to z = L, can be found by calculat-

ing the matrix exponential relative to the system, and it reads:ân(L)

b̂n(L)

 =

 cos(KL) −β2ω
2

2K sin(KL)

− 2K
β2ω2 sin(KL) cos(KL)


ân(0)

b̂n(0)

 , (2.6)

with K(ω) =
√
β2ω2

2 (β2ω2

2 + 2γP ) being the wave number of the perturbation. To

complete the analysis one has to consider the boundary condition of the cavity.

In particular, by plugging the perturbed steady state equation (2.4) into the

boundary condition of the system (2.1) and splitting the real and imaginary
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parts in the frequency domain, we obtain:ân+1(0)

b̂n+1(0)

 = ρ

cos(φ) −sin(φ)

sin(φ) cos(φ)

ân(L)

b̂n(L)

 . (2.7)

At this point we have all the elements to describe the perturbation’s spectrum.

First, the complete system can be written by substituting Eq. (2.6) into Eq.(2.7),

which gives:ân+1(0)

b̂n+1(0)

 = ρ

cos(φ) −sin(φ)

sin(φ) cos(φ)


 cos(KL) −β2ω

2

2K sin(KL)

− 2K
β2ω2 sin(KL) cos(KL)


ân(L)

b̂n(L)

 .
(2.8)

The eigenvalue of the product of the boundary condition and propagation matrix

can be written as:

λ1,2 =
∆

2
±

√
∆2

4
− ρ2, (2.9)

where ∆ = ρ[2cos(φ)cos(KL)− β2ω
2+2γP
K sin(φ)sin(KL)]. Whenever |λ1,2| > 1, the

CW solution of the system Eq. (2.2) is unstable, and the perturbation grow

exponentially as exp(gMAP (ω)z), where the MI gain is defined as:

gMAP (ω) =
2
L

lnmax{|λ1|, |λ2|}. (2.10)

It is possible to verify that the gain is positive for |∆| > 1 + ρ2. In the good cavity

limit (ρ ' 1), threshold becomes |∆| = 2, and at moderate powers we also have

that β2ω
2+2γP
K ' 2. Under those assumption, we find that the most unstable

frequencies satisfy the following condition:

K +
γP L+φ0

L
=mπ/L, m = ±0,±1,±2, . . . . (2.11)

The solution for m = 0 can be interpreted as a phase matching condition, while

m , 0 describes parametric resonance [99], associated to the round-trip periodicity

of the system. This stability analysis allows us to understand the conditions

under which the system can modulationally unstable. In Fig. (2.1) we propose

a series of plots describing gMAP (ω), from Eq. (2.10), as a function of the intra-
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Frequency (THz)Pin (W) Frequency (THz)

Frequency (THz)Pin (W) Frequency (THz)

Figure 2.1 – (a) intracavity vs input power for φ0 = 0 rad. (b) gain as function of
intracavity power, (c) an example of gain for P = 1W . (d) intracavity vs input
power for φ0 = −π/4 rad, with a zoom on the upper branch switching knee. (e)
gain as function of intracavity power, (f) two example of gains: P = 0.5W in blue,
parametric instability, P = 4.5W . The parameters used in the calculations are:
β2 = −19 ps2/km, γ = 5 /W /m, L = 50m, ρ =

√
0.95, θ =

√
0.05.

cavity power P in the case of anomalous dispersion (β2 < 0). In particular, Fig.

(2.1) (b) and (c) show the gain and a snapshot for P = 1W , respectively. In Fig.

(2.1) (a) we have plotted the steady state relation P = f (Pin). Since φ0 = 0 rad,

the function doesn’t show a negatively sloped branch at such low power, so the

system is monostable.

By analysing the gain we can see a pair of bands growing and moving outward

respect to the pump as the power increases. At higher powers, around Pin = 1.3

W, it’s also possible to spot two very thin additional bands. Those are referred to

as parametric gain bands, and they can be interpreted as solution for m , 0 of Eq.

(2.11).
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Frequency (THz) Frequency (THz)Pin(W)

Frequency (THz) Frequency (THz)Pin(W)

Figure 2.2 – (a) intracavity vs input power for φ0 = 0 rad. (b) gain as function of
intracavity power, (c) an example of gain for P = 2W . (d) intracavity vs input
power for φ0 = −π/4 rad, and a zoom on the upper switching knee. (e) gain
as function of intracavity power, (f) two example of gains: P = 0.5W in blue,
P = 4W in red. The parameters used in the calculations are: β2 = 19 ps2/km,
γ = 5 /W /m, L = 50m, ρ =

√
0.95, θ =

√
0.05.

In Fig. 2.1 (e) and (f) we have plotted the same function as in the panels above,

but with the cavity in a bistable regime φ0 = −π/4 rad. In particular, we can see

in Fig. 2.1 (d) that the steady state relation acquires a negatively sloped branch.

In chap 1.2.3 we discussed why such branches contain unstable solutions, and

by looking at the gain it’s immediately clear why. Indeed, by considering at the

shaded area in Fig. 2.1 (e), which corresponds to the negatively sloped branch

in Fig. 2.1 (d), we can see how the gain positive for f = 0 THz, which is the

frequency of the pump. On the contrary, on both the lower and upper branches

of the S-shaped curve, the MI gain band does not includes the zero frequency.
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In Fig. (2.2) we have done the same analysis but with a normally dispersive

fibre (β2 > 0). This time, as shown in Fig. (2.2) (b). We also propose an example

in the bistable regime, the panels (d), (e), (f) of the same figure. In particular, we

can see that the system can sustain MI bands in the lower branch as well as in

the upper branch of the bistable curve. All parameters are listed in the figure

captions.

2.1.2 Linear stability analysis of LLE

The LLE model reads as follows:

L
∂E
∂z

= (−α + iφ0)E − i
β2L

2
∂2E

∂τ2 + iLγ |E|2E +θ
√
Pin. (2.12)

The steady state complex field and power are:

Ē =
θ
√
Pin

α − i(φ0 +LγP̄ )
(2.13)

P̄ =
θ2Pin

α2 + (φ0 +LγP̄ )2
(2.14)

The perturbed steady state can be written as:

E = E0 + a(z)eiωτ + b(z)e−iωτ , E0 =
√
P̄ eiζ , |a|, |b| � |E0|. (2.15)

Similar to what was done for the Ikeda model, one can substitute Eq. (2.15), into

Eq. (2.12), and then split the component of the opposite oscillation ±ω, to get

the following system:

L
∂
∂z

 ab∗
 =

−α + iµ(ω) iLγE0

−iLγE∗0 −α − iµ(ω)

 ab∗
 , (2.16)

with µ(ω) = φ0 +β2ω
2L/2 + 2γLP̄ , which can be interpreted as a phase mismatch

parameter. At this point the calculation of the eigenvalue of the matrix in eq.
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(2.16) is relatively simple, and it reads

λ± = −α ±
√

(LγP̄ )2 −µ(ω)2, (2.17)

from which the one can define the MI gain as:

gLLE(ω) = 2
max<(λ±)

L
. (2.18)

Whenever gLLE(ω) > 0, the amplitude of the perturbation grows exponentially

as exp[gLLE(ω)z]. One of the advantages of the LLE model is that it’s possible to

obtain a single expression for of the most unstable frequency and the maximum

gain as:

ωT =

√
2
β2

(
δ0

L
− 2γP̄ ), gLLE(ωT ) =

−α
L

+γP . (2.19)

The cavity will sustain the MI only if gLLE(ω) > 0 and ωT is real. From those

relation one can identify two necessary conditions, depending on the sign of β2,

under which the cavity can sustain MI:

• β2 < 0 : P > Pth, P > Pω

• β2 > 0 : P > Pth, P < Pω

with Pth = α/Lγ derived from the condition gLLE(ωT ) = 0 and Pω = δ0/2γL

derived from the constraint that ωT must be real. These conditions are not suffi-

cient to define the range in which the system can sustain modulation instability.

In fact, it’s also necessary that the intracavity power does not fall in the unsta-

ble part of the steady state relation. We recall that, thanks to the formulation

of the LLE model, we can define the up-switch and down-switch powers as

P± = 2δ0±
√
δ2

0−3α2

3γL . Any intracavity power between the up and down switch values

corresponds to an unstable state.

The chart of instability is drawn in Fig. 2.3, where panel (a) shows the case

of anomalous dispersion and (b) the case of normal dispersion. The x-axes of

the figure represent the normalised phase detuning (δ0/α) and the y-axes the

intracavity power. For both the anomalous and normal dispersion cases, the
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Figure 2.3 – Instability chart for the LLE model. (a) the anomalous dispersion
regime, (b) normal dispersion regimes. The parameters used for the computation
are: L = 50m, β2 = ±19ps2/m, γ = 5/W /m, ρ =

√
0.95 and α = 1− ρ.

blue curves represent P±, which delimits the region in the (P ,∆) plane where the

homogeneous steady state of the cavity is unstable. The vertical line at ∆ =
√

3 is

the border between mono and bistability of the cavity. The cyan area in the two

figures represent the domain of existence of modulation instability and, for both

anomalous and normal dispersion, when the power is below the threshold Pth,

the system remains stable. In Fig. 2.3 (a) MI is predicted for P > Pth and P > P+

(cyan area).In the case of the normal dispersion, Fig. 2.3(b), the map shows that

MI is only possible if P− < P < Pth.

These two maps gives a summary of the stability conditions of the cavity, but

no information about the spectral characteristic of the MI. Thus, as done for the

Ikeda Map model in the previous section, we propose a couple of example of

gain maps computed computed with Eq. 2.17, to illustrate the shape of the MI

gain in the anomalous and normal dispersion regime.

In Fig. 2.4 (b) we propose the gain for anomalous dispersion (β2 < 0), in the

monostable regime φ0 = 0 rad. In Fig. 2.4 (c), the plot illustrates a snapshot of

the gain for P = 1W , and in Fig. 2.4 (a), the steady state relation between P and

Pin is illustrated. In Fig. 2.4 (e) we have plotted the same function but in the

bistable case φ0 = −π/4 rad. Again, the shaded area indicates the homogeneous

unstable states of the cavity, so MI is only possible when the intracavity power is

on the upper stable branch of the curve in Fig. 2.4 (d). An example of the gain
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Frequency (THz) Frequency (THz)Pin (W)

Frequency (THz) Frequency (THz)Pin (W)

Figure 2.4 – (a) intracavity vs input power for φ0 = 0 rad. (b) gain as function of
intracavity power, (c) an example of gain for P = 1W . (d) intracavity vs input
power for φ0 = −π/4 rad, with a zoom on the up switching knee. (e) gain as
function of intracavity power, (f) an example of gain: P = 1W . The parameters
used in the calculations are: β2 = −19 ps2/km, γ = 5 /W /m, L = 50m, ρ =

√
0.95,

θ =
√

0.05.

for P = 4W is shown in Fig. 2.4 (e).

Finally, we propose in Fig. 2.5 an example for the normal dispersion case.

This time MI is destabilized only in the bistable case, because of the conditions

analysed above. In particular, from Fig. 2.5 (b), the gain shows MI only in

the lower branch of the bistable curve of Fig 2.5 (a). As can be seen, these

results are basically identical to those shown in Figs. 2.1 and 2.2, with the main

difference being the absence of parametric instabilities. The Ikeda model, due

to its periodic nature, allows the prediction of parametric instabilities that are

"lost" in the derivation of the mean-field approximation. On the other hand, the

LLE is more compact and can be much faster in terms of numerical integration.

For these reasons, in this dissertation we will use either the LLE or the Ikeda
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Figure 2.5 – (a) intracavity vs input power for φ0 = −π/4rad. (b) gain as function
of intracavity power, (c) an example of gain: P = 0.5W . To note that with
this model, the cavity seems to not sustain gain in monostable regime, when
normally dispersive. The parameters used in the calculations are: β2 = 19ps2/km,
γ = 5 /W /m, L = 50m, ρ =

√
0.95, θ =

√
0.05.

model, depending on the topic we are analysing.

2.2 Gain Through Filtering

In section, we are going to analyse the theory of the Gain-Through-Filtering

(GTF) process [60, 61], which consist in the destabilization of MI sidebands given

by the presence of unbalanced losses respect a strong pump. We propose here

the stability analysis GTF, with the aim of calculating a parametric gain model

for both the Ikeda map and the LLE. We also propose an overall analysis of the

dependence of the parametric gain on the most common parameters of the filter.

2.2.1 Filter model

Before going into the detailed stability analysis of the process, we present the

model of the filter used. In particular, we use a Fibre Bragg Grating (FGB), which

is particularly suitable for this application because it can be spliced directly

into the cavity with minimal losses. Due to causality, the real and imaginary

parts of the transfer function of the filter can be conveniently related by the

Kramer-Kronig relations [100]. In particular, KK relates the transfer function
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and phase of the filter with the following relation:

ψ(ω) =H[F(ω)] =H[ln |H(ω)|], (2.20)

where the Hilbert transform is defined as H[f (x)] = 1
πP.V.

∫ +∞
−∞

f (y)dy
x−t , P.V. denot-

ing the principal value of the integral [60]. The transfer function of the filter is

defined as

H(ω) = eF(ω)+iψ(ω) = F [h(t)], (2.21)

with F representing the Fourier transform, and h(t) the impulse response of the

filter. In this dissertation, we will consider a higher order Lorentzian to fit the

amplitude response of the filter (F(ω)), which allows an analytical formulation

of the Hilbert transform for the phase (ψ(ω)), as follow:

F(ω) = b
a4

(ω −ωf )4 + a4 (2.22)

ψ(ω) = ba
(ω −ωf )[(ω −ωf )2 + a2]√

(2)[(ω −ωf )4 + a4]
(2.23)

with a being related to the bandwidth of the filter, and b < 0 being a non-

dimensional number which sets the maximum attenuation of the filter. This

model is very convenient to use, not only because it provides an analytical

description of the filter, but also because it accurately describes the amplitude of

the FBG. An example of a fitted filter is shown in Fig. 2.6: (a) reports a plot of

the measured (red) and fitted (blue) power loss profile of the filter, and (b) a plot

of the phases. As can be seen, the parameters a = 78 (rad/ns) and b = −2.35 allow

a very good fit for both amplitude and phase. In the following we will use the

description of the filter given by the analytical model of equations 2.22 and 2.23.

2.2.2 Stability analysis with Ikeda map

Having already developed all the calculation for the stability analysis of the

Ikeda Map, in this section we will report only the main passages, also reported
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ra
d

Figure 2.6 – Measured and fitted characteristic of the filter: (a) power attenuation
profile; (b) phase profile. The fitting has been done with the model of Eqs. (2.22)
and (2.23), with a = 78 rad/ns and b = −2.35.

in [60]. An advantage of using the Ikeda map model is that it is very easy

to generalize for studying GTF. Indeed, it’s sufficient to rewrite the boundary

condition of the map. By assuming that the filter is located just before the

coupler (z = L), the model reads:i
∂En(z,τ)
∂z

−
β2

2
∂2En(z,τ)
∂τ2 +γ |En(z,τ)|2En(z,τ) = 0, 0 < z < L

En+1(z = 0, τ) = θEin + ρeiφ0h(t) ? En(z = L,τ)
(2.24)

where ? indicates the convolution operation. Note that the only difference

with the Ikeda map of eqs. (2.1) is the presence of the filter in the boundary

condition, whose impulsive response is convoluted with the envelope of the

signal En(z = L,τ) at the end of the nth round trip.

As before, the first step is to look for the stationary CW field inside the fiber,
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that can be found by assuming the solution to take the form

En(z = L,τ) = Ēeiγz, P = |Ē|2.

Given that field formulation, one can obtain the complex field and power of the

steady state of the cavity as

Ē =
θ

1− ρeiφH(0)
Ein (2.25)

Ē =
θ2

1 + ρ2|H(0)|2 − 2ρ|H(0)|cos(φ+ψ(0))
Pin, (2.26)

where φ = φ0+γLP is the total power accumulated by the signal inside the cavity,

Ein and Pin are the field and power of the input signal. Note that, compared

to the homogeneous cavity steady states in Eqs. (2.2) and (2.3), we have the

contribution of the filter amplitude H(0), which acts as an additive loss, and its

phase ψ(0) as an additive phase shift. The stability of the steady states is done in

exactly the same way as before. We assume a small perturbation superimposed

on the field as:

En(z, t) = [
√
P + ηn(z, t)]eiγP z, |ηn| �

√
P

The description of the propagation of the pulse inside the fibre of the cavity,

from z = 0 to z = L, can be done by again linearising the system and calculating

the matrix exponent for z = L. The result is:ân(L)

b̂n(L)

 =

 cos(KL) −β2ω
2

2K sin(KL)

− 2K
β2ω2 sin(KL) cos(KL)


ân(0)

b̂n(0)

 , (2.27)

The difference is in the boundary condition matrix. In particular, the effect

of the filter and coupler on the perturbation (in the frequency domain) can be

described as follows:ân+1(0)

b̂n+1(0)

 = ρ

cos(φ) −sin(φ)

sin(φ) cos(φ)

He(ω) −Ho(ω)

Ho(ω) He(ω)

ân(L)

b̂n(L)

 . (2.28)
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where the even and odd part of the filter are defined as:

He(ω) = F {<[h(t)]} = H(ω) +H ∗(−ω)
2

,

Ho(ω) = F {=[h(t)]} = H(ω)−H ∗(−ω)
2i

.

At this point, by combining the matrices (2.27) and (2.28), we get the total

evolution of the perturbation inside the fibre, the filter and the coupler as:

ân(L)

b̂n(L)

 = ρ

 cos(KL) −β2ω
2

2K sin(KL)

− 2K
β2ω2 sin(KL) cos(KL)

xcos(φ) −sin(φ)

sin(φ) cos(φ)

He(ω) −Ho(ω)

Ho(ω) He(ω)

ân(0)

b̂n(0)

 , (2.29)

Despite its cumbersome description, the total matrix formulation is actually

quite convenient because it isolates the three main elements: the propagation

in the fibre, the boundary conditions and the filter. It follows that these three

elements can be easily modified in the event of a change in the system, such as

multiple fibres or different types of filter. The eigenvalues of total matrix reads

as

λ1,2 =
∆

2
±

√
∆2

4
−W, (2.30)

where

W = ρ2(He(ω)2 +Ho(ω)2),

∆ = ρ
[
2cos(KL)(He(ω)cos(φ)−Ho(ω)sin(φ))

−
β2ω

2 + 2γP
K

sin(KL)(Ho(ω)cos(φ) +He(ω)sin(φ))
]

(2.31)

When |λ1,2| > 1, the perturbation power grows as exp[gMAP (ω)z], so the MI gain

can be defined as:

gMAP (ω) =
2
L

lnmax |λ1|, |λ1|. (2.32)
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2.2.3 Stability analysis with LLE

A generalised Lugiato-Lefever model that describe the propagation in a cavity

including a filter has been derived in [60]:

L
∂E
∂z

= [−α + iφ0 +Φ ? +iΨ ?]E −
iLβ2

2
∂2E

∂τ2 + iLγ |E|2E +θ
√
Pin. (2.33)

The only differences with respect to the LLE, are the filters terms Φ(t) = F −1[F(ω)]

and Ψ (t) = F −1[ψ(ω)].

The steady states relation for complex field and power with:

Ē =
θ
√
Pin

α −Φ − i(φ0 +γLP +Ψ ?)
, (2.34)

P̄ =
θ2Pin

(−α +F(0))2 + (φ0 +LγP̄ +ψ(0))2
. (2.35)

The stability analysis is performed by considering the following perturbed state:

E(z, t) = E0 + a(z)e−iωτ + b(z)eiωτ , E0 =
√
P̄ eiζ , |a,b| � |E0| (2.36)

where a,b is the amplitude of the small disturbances oscillating at ∓ω and ζ is

the phase of the steady state. In order to better highlight the role of the filter,

we have decomposed the loss profile and the phase function into their even and

odd parts:

Fe(ω) =
F(ω) +F(−ω)

2
,

Fo(ω) =
F(ω)−F(−ω)

2
,

(2.37)

ψe(ω) =
ψ(ω) +ψ(−ω)

2
,

ψo(ω) =
ψ(ω)−ψ(−ω)

2
.

(2.38)

At this point, linearizing with respect to the small perturbation brings to the
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following system (we omitted the dependency from ω for a better readability):

L
∂
∂z

 ab∗
 =

−α +Fe + iψo + iµ+Fo iE2
0Lγ

−iE2
0Lγ −α +Fe + iψo − iµ−Fo

 ab∗
 , (2.39)

with

µ(ω) = φ0 +ψe(ω) +L
β2

2
ω2 + 2γLP (2.40)

being a phase mismatch parameter. The eigenvalue of the system reads:

λ± = −α +Fe + iψo ±
√

(P̄ γL)2 − (µ(ω)− iFo)2, (2.41)

from which we can define the gain as:

gLLE(ω) = 2
<(λ+)
L

. (2.42)

Whenever gLLE(ω) > 0, the power of perturbation grows exponentially as

exp[gLLE(ω)z].

2.2.4 Approximation of the Phase matching relation

In order to better understand the physical interpretation of the process, it’s

possible to derive an approximate phase-matching relation, valid when the MI

process is mainly driven by the phase of the filter [60]. In Fig. 2.7 (a) we report a

plot of the parametric gain, computed with the Ikeda model Eq. (2.30), for three

different filters: a filter described by Eq. (2.21) in blue, a filter without the phase

term in red, and a filter with unitary modulus in black. The exact parametric

gain is the one given by the description of the "full" filter of Eq. (2.21), while the

other two are only approximations.

Looking at Fig. 2.7 we can see that the gain obtained with the filter with

no phase contribution, red trace, is always negative. In other words, it doesn’t

predict the amplification of any frequency. On the contrary, the gain relative to

the filter with unitary modulus, even if it overestimate the real value, predict

the formation of gain bands basically in the same position of the real model.

Therefore, to approximate a phase matching relation, we can consider a filter
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Figure 2.7 – (a) Example of the gain computed with Eq. (2.30) withe three
different filter models: the blue trace has complete the filter of Eq. (2.21). For
the red trace, the filter does not have the phase contribution; For the black trace,
the filter has unitary modulus. (b) Plot phase matching of the phase matching
function and its components: green trace is the contribution of the cavity, the
blue trace is the even part of the phase of the filter, red trace is the total phase
matching function and in black is the gain, normalized to its maximum value.
The parameters are : a = 200 (rad/ns), b = −2.45, L = 100m, β2 = 0.5 ps2/m,
γ = 2.5/W /Km, ρ =

√
0.9, θ =

√
0.1, φ0 = 0 rad, ωf = 193.48x2π (THz), λp =

1545 (nm).

with a unitary modulus, which allows us to simplify the calculation. In particular,

by considering a filter as

H(ω) = exp iψ(ω) (2.43)

the even and odd part of H(ω) becomes:

He(ω) = eiψo(ω) cos[ψe(ω)],

Ho(ω) = eiψo(ω) sin[ψe(ω)],
(2.44)

where ψe,o are defined in Eq.(2.38). That assumption allows to simplify the
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Eqs.(2.31) as follows:

W =ρ2ei2ψo ,

∆ =ρeiψo
[
2cos(kL)cos(φ+ψe)−

β2ω
2 + 2γP
k

sin(kL)sin(φ+ψe)
]
∆= eiψo∆̃

(2.45)

that if one substitute in the eigenvalue formula Eq. (2.30), reads:

λ1,2 = eiψo
∆̃2 ±

√
∆̃2

4
− ρ2

. (2.46)

Apart from the exponential term, the eigenvalue is identical to that obtained for

the standard cavity equation (2.9). As for the filter-less case, we have that the

instability is reached when |∆̃| > 1 + ρ2 (note that the exponential factor doesn’t

modify the modulus of λ1,2, so it has no effect on the gain). By expanding the

wavenumber k(ω) =
√
β2ω2

2

(
β2ω2

2 + 2γP
)
≈ β2ω

2

2 +γP , we obtain:

∆̃ ≈ 2ρcos[kL+ψe(ω+Φ)]. (2.47)

The unstable frequencies that maximise |∆̃|, satisfy the following conditions:

k(ω)L+Φ +ψe(ω) =mπm = 0,±1, . . . (2.48)

Solutions for m , 0 corresponds to parametric resonances, as shown in the

standard case [99]. The solution for m = 0, can be considered as the simple phase

matching relation:

β2ω
2

2
L+ 2γP L+φ+ψe(ω) =mπm = 0,±1, . . . (2.49)

which, is identical to the phase mismatch term of the LLE Eqs. (2.40), and apart

from the ψe term, is the same relation found in the standard cavity analysis [99].

The physical interpretation of GTF is quite simple at this point. Parametric

amplification is achieved when the phase acquired by the perturbation during
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propagation (β2ω
2

2 L+γP L), plus the total phase shift of the cavity (φ0+γP L), plus

the even part of the phase of the filter (ψe(ω)) is equal to zero. This means that

the filters represent an additional degree of freedom for triggering the MI process

in cavities. We show an example in Fig. 2.7(b): in this graph we summarise the

element of the phase matching condition, isolated by contribution. The green

dashed lines are the contribution of the cavity with dispersion, non-linearity and

linear phase detuning (β2ω
2

2 L+φ0+2γP L). Since in this case φ0 = 0rad and β2 > 0,

the cavity itself does not fulfil the conditions for modulation instability. The blue

dashed line is the even part of the phase of the filter ψe(ω), and it is possible to

see the characteristic shape of the phase at the frequency of the filter. By adding

this contribution to the other parameter of the phase matching condition, we

can see how the total phase matching reaches zero, in red, and gives rise to the

parametric gain, in black. This is only an approximate formulation, but it gives

a good physical interpretation of the phenomenon and relates to a gain that is

reasonably close to the real case. It’s important to note that the maximum gain

does not coincide with the Bragg wavelength of the FBG. Looking at the phase

matching if Fig. 2.7 (b), it is quite clear how the main contribution is given by

the peaks of the phase function that lie to the sides of the Bragg frequency.

2.2.5 GTF Characterization

We now proceed to illustrate some of the characteristics and differences between

the Ikeda map and LLE models, by studying the parametric gain as a function of

several important parameters, focusing mainly on the filter parameters. Firstly,

we illustrate the gain as a function of the input power, the depth of the loss and

the width of the filter. For the depth and width, we use the b and a parameters

described in the previous section.

In Fig. 2.8 we propose a comparison between the parametric gains computed

with the Ikeda Map model and the LLE model. In Fig. 2.8 (a) and (b) we have

plotted the gain as a function of input power for the Ikeda and LLE models,

respectively. To give a better insight, in Fig. 2.8 (c) we have plotted an example

of the gain at Pin = 1W in blue (LLE) and red (Ikeda). The black dashed line,

here and in all other plots, represents the central frequency of the filter. In both
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Ikeda map LLE 

(a) (b) (c)

(e)(d) (f)

(g) (h) (i)

Figure 2.8 – Comparison between Ikeda and LLE parametric gain for different
filter parameters: (a)-(b) is a plot as a function of Pin, (c) an example at Pin = 1W ,
red for Ikeda and blue for LLE (same color code in the following panels). (d)-(e)
are plots as a function of loss depth b, (f) an example at b = −2. (g)-(h) is a plot
as a function of width a (rad/ns), (i) an example at a = 2 (rad/ns). The parameter
used are: λp = 1545 (nm), ωf = 193.48 (THz), L = 100 (m) , β2 = 0.5 (ps2/m),
γ = 2.5 /W /m, φ0 = 0 rad, ρ =

√
0.9, θ =

√
0.1, α = 1− ρ.

plots (a) and (b) the gain increases with power and the main gain bands rise

close to the central frequency of the filter. In Fig. 2.8(c) we can see that there

is a small difference in the maximum value of the two models, as well as in the

position. Indeed the LLE is derived with a number of approximations, which

can lead to small differences in the gain characteristics. In any case, the two

description are basically identical.
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In Fig. 2.8(d) and (e) we have plotted the gain for Ikeda and LLE by varying

the b parameters of the filter, which control the maximum depth of the loss pro-

file. The more negative the value of b, the greater the loss at the centre frequency

of the filter ωf . In the plot we can see that stronger losses are associated with

stronger gain intensities, and this can be explained by knowing the relationship

between the loss profile and the phase. As described in the section 2.2.1, phase

and loss profile are related by KK relations. The greater the losses, the greater

the phase detuning imposed by the filter. In the previous section we showed

how the gain is mainly based on the even part of the phase of the filters, so that

a stronger phase profile translates into a higher gain intensity. In the plot of

Fig. 2.8 (f), we compare together two gains for the Ikeda, red, and LLE, blue, for

b = −2, and again there is a small difference in intensity, but the two parametric

gain profiles are equivalent.

Finally, in Figs. 2.8(g) and (h), we propose the plot of the parametric gain

of the Ikeda and LLE models as a function of the width of the filter, modelled

by the control parameter a. First of all, in both plots it is possible to see a shift

in the unstable frequency. This is due to the fact that increasing the width of

the filter changes the phase matching frequency. By looking at the 2D Map of

Figs. 2.8(g), we can see that at higher "a" correspond the maximum gain becomes

lower (see the color bar) at a fixed power. Finally in Fig. 2.8(i) the gain calculated

with the two models is basically the same, except for a little difference in the

maximum of the gain.

Another important parameter to analyse is the relative frequency shift be-

tween the pump and the the filter. Indeed, one of the main points of interest of

GTF is that the position of the unstable band can be easily tuned by changing the

frequency difference between the pump and filter [61]. The gain maps related to

this behaviour are plotted in figure 2.9 (a) and (f) for Ikeda and LLE respectively.

On the y-axis we report the difference between the wavelength of the filter λf
and the wavelength of the pump λp, defined as ∆λ = λf − λp (nm), while on

x-axis we report the frequencies. The black dashed line shows the frequency

shift between the pump and the filter for any given ∆λ.

The first main feature we can describe is the peculiar X shape developed

from the parametric gains for both Figs. 2.9 (a) and (f). This shape is given
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Figure 2.9 – Comparison between Ikeda and LLE parametric gain as functions of
the ∆λ = λf −λp. (b)-(e) are four example at ∆λ = [10,5,−5,−10] (nm) for Ikeda
Map model, respectively. (g)-(l) are four example at ∆λ = [10,5,−5,−10] (nm) for
LLE model, respectively. The diagonal black dashed line represent the position
of the central wavelength of the filter λf respect to the pump. The parameter
used are: λp = 1545 (nm), ωf = 193.48 (THz), L = 100 (m) , β2 = 0.5 (ps2/m),
γ = 2.5 /W /m, φ0 = 0 rad, ρ =

√
0.9, θ =

√
0.1, α = 1− ρ, Pin = 5W .

by the GTF gain bands whose position changes according to the ∆λ shift. The

closer the pump and filter are, the closer the bands are to the pump. The

gain also becomes more intense as the bands get closer to the pump on the

positive ∆λ interval. This is because in this case the Pin is kept constant while

the intracavity power P is free to change. The closer the filter and pump are,

the more important the effect of the phase of the filter. This strongly changes
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the intracavity power, which consequently changes the amplitude of the gain.

To better illustrate the phenomenon, we have plotted four examples extracted

for ∆λ = [10,5,−5,−10]nm (see corresponding arrows) in Figs. 2.9 (b)-(e) for the

Ikeda model and (g)-(i) for the LLE.

The Ikeda map plots show some additional bands whose position remains

fixed in the ∆λ interval analysed, particularly visible in the negative interval

plots (d) and (e). These bands can be interpreted as parametric instabilities that

we have already encountered in the section 2.1.1.

Despite the nature of those bands is not linked to filter, but only due to the

cavity itself, their amplitude changes with ∆λ, and they actually completely

vanish in the interval ∆λ = [0,10] (nm). This is due to the influence of the phase

of the filter, which is not symmetric respect λf , thus modify the dispersion

relation differently on ∆λ > 0 or ∆λ < 0.

As show in Fig. 2.9 (f) the LLE does not predicts parametric gain bands.

This because the periodicity of the system, which is the physical cause of these

parametric instabilities, is lost during the derivation of the model.In Figs. 2.9

(g)-(l) we show four examples at the same ∆λ as the Ikeda map example: in

particular, (h) and (i) show GTF bands, but (g) and (l) don’t show any kind of

parametric gain. The absence of the parametric bands is the biggest difference

between the Ikeda map and LLE models.

2.3 Summary

• In the first part of this chapter, we described the general characteristic of

MI in a uniform cavity with the most common models: Ikeda Map and LLE.

We summarized the condition of instability, and highlighted the analogy

and differences between the two models.

• We introduced the GTF phenomenon as trigger for MI. We performed the

stability analysis, again for both Ikeda and LLE model, in order to get a

compact description for the gain. We compared the parametric gain for the

two models under various filter’s parameters. The main difference between

the two models, already encountered in the uniform cavity case, is that the
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Ikeda Map allows to predict parametric instability, whose nature is linked

to the periodicity of the system.
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Chapter3
Coexistence between GTF and

parametric MI

The analysis of the parametric gain done in the previous chapter, suggest that a

fiber cavity can sustain different kind of instability at the same time. In particular,

there exists some situations in which bot GTF and parametric instability are

predicted by the Ikeda map gain. The goal of this chapter is to theoretically

and experimentally analyse the relation between this two kind of instability,

and characterize their coexistence. In particular, the first part of this chapter is

dedicated to the experimental setup, with a brief focus on the Pound-Drever-Hall

(PDH) stabilization technique used. In the second part of this chapter, we will

show the characterization of coexistence between GTF and parametric instability

in a normal and anomalous dispersive cavity, analysing the evolution of the

phenomenon as function φ0 and Pin.

3.1 Experimental Setup

The experimental setup must meet two requirements: first, it must generate

a strong pulsed signal synchronised with the cavity. Secondly, it must keep

the cavity stable, with the possibility of determining the linear phase detuning,

which is very important in our case of study. These constraints where firstly met

by Coen et.al. [47, 80, 43, 48], when they first proposed a feedback stabilized

49
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Figure 3.1 – (a) Illustration of the main experimental setup. IM: optical inten-
sity modulator; AOM: acusto-optical modulator; EDFA: Erbium-Doped-Fiber
Amplifier; BPF1,2: Optical Band pass filter; PC1,2: polarization controller pad-
dles; PWM: power meter; PM: phase modulator; OA: optical amplifier; FBG:
fiber Bragg grating; PD1: photodiode; PDH: Pound-Drever-Hall module; PID:
proportional-integrative-derivative control module; OSC: oscilloscope; OSA: op-
tical spectrum analyzer. (b) Example of a cavity resonance, in red, a modulated
cavity resonance, in blue and the PDH error function in black. (c) A plot of a
typical pulse and (d) example of the gating function that drive the AOM.

cavity, for the study of MI. Here we propose a modified version of those setup,

with some improvements in the stabilization technique used, which proved to

be very effective for the study of intracavity dynamics [101, 74, 75, 82, 61].
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3.1.1 Fiber cavity

Before going into the detailed description of the experimental setup, we spend

a few words about the fiber cavity. Given the nature of the phenomenon that

we wanted to study, the cavity can not be simply a uniform fiber resonator. In

particular, we wanted to characterize the GTF phenomenon in both normal and

anomalous dispersion. To change the dispersion of a cavity the main approaches

are, either to change the driving frequency of the pump, either to manage the

average dispersion [99, 101] of the resonator, by splicing together different kind

of fibers inside the cavity. The FBG used has been engraved into standard SMF-

28 fibre, while the two tap couplers have been chosen to be normally dispersive

at 1550nm. The main body of the cavity was made from 100 to 200 metres

of dispersion-shift fibre, to which an additional piece of normally dispersive

fibre was spliced in order to obtain the correct value of normal dispersion. All

parameters are described in detail in the following sections.

3.1.2 Driving of the cavity

In the theoretical studies proposed in the previous chapter, all calculations are

made under the assumption of a continuous wave laser. Even if for some kind

of resonator, such as micro-resonators [63, 56], this assumption holds also at

the experimental level, in fiber ring cavities this will bring to a critical prob-

lem, that is the Stimulated-Brillouin-Scattering (SBS) [102]. This phenomenon

occurs when an incident photon is converted into a backscattered photon and

an acoustic phonon, which deplete the pump. In addition, the interferometric

nature of the cavity could lead to an increase in the intracavity power, further

increasing the efficiency of SB and leading to Stimulated Brillouin Scattering [9,

13, 103], that results in a strong alteration of the pump. This non-linear dynamic

is detrimental for our investigation, because, the threshold power of SBS is lower

respect to the MI power threshold.

There are several approaches to limit or avoid the development of SBS in a

cavity configuration. Among the most common are the inclusion of an isolator

inside the cavity, which restricts the light to travelling in one direction only[61,

64]. This is not a good approach in our case because the isolators have high
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insertion losses and we needed to circulate the light in both directions (see next

section on stabilisation).

A different methods involves modulating the phase of the pump to reduce

the Brillouin gain, or controlling the exact length of the cavity [103, 104]. One

of the most effective ways of avoiding SBS is to modulate the amplitude of the

CW laser into pulses. Indeed, by shortening the duration of the beam under a

phonon lifetime (≈ 10ns), one can strongly increase the power threshold of SBS.

In addition to that, by using a train of pulses, it is possible to reach high peak

powers by maintaining the average intracavity power relatively low, which is

particularly convenient for the study of nonlinear effects. For this reason, we

have implemented a pulsed pump setup. The cavity can operate in a quasi-CW

regime as long as the duration of the pulse is much longer than the period of the

phenomena we want to study, a condition that will always be respected in this

thesis. The disadvantage of this technique is the criticality of the synchronisation

between the natural repetition rate of the cavity and the train of pulses. In fact,

even a synchronisation mismatch of a few femto seconds can lead to significant

changes in the behaviour of the MI [105].

Fig. 3.1 shows a scheme of the experimental setup. The laser pump is a CW

tunable laser with a maximum output power of 44mW and a line width of less

than 100Hz. A small line width is essential for this application, especially when

working with a fibre cavity where the FWHM of the resonance can easily be

in the order of 100KHz. The laser can be thermally tuned over an interval of

1nm with respect to its centre frequency and allows a fast tuning method via an

externally controllable piezo.

The driving path is highlighted in red in the scheme: the pump is first divided

into two via a 90/10 coupler, 90% used to generate the strong nonlinear beam

(red path in Fig. 3.1 ), and 10% for the control beam (blue path in Fig. 3.1).

Regarding the nonlinear beam: the wave is shaped into pulses, from 1 to 2

ns, using an intensity modulator (IM), the IM is driven by an arbitrary wave

generator (AWG), which is used to generate the pulses and control their period.

An example of a pulse is shown in Fig. 3.1(c) in the scheme.

The pulses are then frequency modulated by an acousto-optical modulator

(AOM) driven by a signal generator (SG). We do this for two reasons: firstly, we
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want to modulate the frequency of the pump ω0, around 200MHz, to control

the phase detuning of the cavity (see relation in section 1.2.1). Secondly, it serves

a gating function: AOM can reach an extinction ratio of up to 50 dB, further

assuring the absence of SBS. By synchronising the SG with the AWG, it’s possible

to generate the sinusoidal signal corresponding to the pulse generated by the IM.

Considering that the period of the pulses is of the order of 500µs, and the gating

sinusoidal signal has a typical width of 0.4µs, we guarantee a 50 dB extinction

ratio for this more than 90% of the period, minimising the possibility of any SBS

insurgences between the pulses.

The use of the AOM to control the frequency, hence the phase detuning, of

the driving signal is one of the main developments with respect to previous

cavity setups [74, 61] and allows a very precise control of the phase at the cost of

very little extra complexity.

The pulse train is then amplified by an erbium-doped amplifier (EDFA1) to

reach power levels suitable for observing non-linear phenomena. To avoid traces

of spontaneous emission from the EDFA1, the signal is filtered with a tunable

bandpass filter (BPF1) before injection into the cavity. The signal then passes

through a polarisation controller (PC1) to align it with one of the polarisation

axes of the cavity, and an isolator to prevent any back reflection to the amplifier.

Just before injection into the cavity, a small portion of the signal is diverted to

an optical power meter (PM), which allows the Pin to be measured. The signal

is then injected into the cavity via the 90/10 input coupler. The driving field

travels inside the cavity and is extracted through a tap coupler, [90], and then

processed with an oscilloscope and optical spectrum analyser. The use of the

tap coupler is a convenient compromise in the design of the cavity. Although an

additional coupler adds more losses to the fibre loop, it makes the separation

of the control and drive signals trivial. Other approaches are either to lock the

laser directly to a part of the driving field [64] or, to propagate the control and

driving signals in the same direction, multiplexed in time and polarisation [61].
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3.1.3 Stabilization of the cavity

One of the requirements of the experimental setup is to ensure the stability of

the cavity. In this case, we are talking about the stability of the laser frequency

with respect to one resonance of the cavity. In fact, when the cavity is made

up of several metres of fibre, it becomes very sensitive to any small acoustic or

mechanical vibration in the environment. The fact that the cavity acts as an

interferometer is critical: the generation of the non-linear effects depends on

the interference between the input and the intracavity fields, and therefore on

the phase shift between the two, which must remain stable to obtain consistent

results.

There are two main approaches to stabilising the phase of the system: locking

the cavity to the laser, or vice versa, locking the laser to the cavity. In the

first approach [80], the idea was to compensate for the phase perturbation by

instantly changing the length of the cavity. This was achieved by rolling a

certain amount of fibre from the cavity spool around a piezoelectric ring. The

ring’s electrodes were then connected to a proportional-integral-derivative (PID)

controller, which provided the correction signal. The expansion or contraction of

the piezo changed the total length of the cavity, hence the phase detuning. The

error signal was simply the intracavity field extracted from the cavity, similar to

what is done in our setup of Fig. 3.1, and this created a closed-loop system that

was able to compensate for any perturbation of the laser directly at the cavity.

This method worked, but it was not the best approach. In fact, the correction was

made by a physical modification of the fibre, which itself induces some vibration

inside the cavity. When the technology allows it, as in our case, it is more effective

to lock the laser to the cavity, i.e. to let the laser frequency "follow" the phase

perturbations of the cavity. The idea is to create a closed loop between the cavity

and the laser, but this time the locking is done by changing the frequency of the

laser. This method has been used in several cavity experiments [101, 74, 75, 82,

105], with good performances.

In our setup, the control loop is highlighted in the blue path in Fig. 3.1. A

small percentage (10%) of the pump is sent to a phase modulator (PM). The

modulated signal is amplified, to compensate for the any losses. The power level
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of the control signal is kept relatively low to avoid unwanted effects such as

SBS. The amplified signal is then filtered (BPF2) and its polarisation adjusted

to one of the axes of the cavity. An isolator prevents any leakage of power from

the drive fields, then the control signal is injected into the cavity. As for the

drive field, the signal is collected from a port of the tap coupler and sent to a

photodiode (PD1), which converts the optical signal into an electrical signal

ready to be processed by the control system and fed to the laser’s piezo.

For this work we decided to adapt a control technology usually used in

precision laser interferometry, known as Pound-Drever-Hall (PDH) stabilization

technique. There are three main block implied in this technique, that are the

phase modulator (PM), the PDH and the PID modules as in Fig. 3.1. We provide

a brief introduction of this technique in the following section.

Pound-Drever-Hall stabilization technique

This technique, named after its developers [106], is a powerful method for

improving the frequency stability of lasers. It is mostly used in interferometry

applications, such as gravitational wave detection [107], and in atomic physics

for probing optical resonances [108]. A detailed description of this technique

can be found in [109], and we suggest here a general overview to understand the

system.

The concept of PDH is straightforward: to measure a laser frequency and

eliminate any fluctuations using a cavity, (typically a Fabry-Perot cavity), regard-

less of the laser intensity changes. In our situation, we are utilising a fiber ring

cavity, but the principle remains unchanged.

In Fig. 3.2 (a) we reported in red a typical reflected power of a Fabry-Perot

cavity, which is equivalent to the output power of a fiber ring cavity as described

in Chap. 1. When the incident field is resonant with the cavity, the reflected

power is at its minimum because all the light is coupled inside the cavity (in

the ideal case of zero losses). If the frequency of the field varies slightly, the

reflected power changes. Intuitively, we can think of a system that allows us to

compensate for the variation of the frequency of the laser in order to keep the

laser exactly at resonance. Unfortunately, the reflected power alone does not
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Figure 3.2 – (a) in red, plot of a typical profile of the reflected power of a
Fabry-Perot cavity; In black it’s a plot of its derivative. (b) approximation of
the derivative mechanism operated by the PDH technique: for the point d,
when the frequency increases, the relative power increases while when the
frequency decreases the power decreases. Conversely, for the point c, when the
frequency increases, the power decreases and vice-versa. This mechanism allows
to approximate the asymmetric nature of the derivative of the reflected power.

provide sufficient information to determine whether the laser frequency needs to

be increased or decreased, due to the symmetric nature of the resonant function

with respect to its central value. Alternatively, the derivative of the reflected

field, the black plot in Fig. 3.2(a), is asymmetric with respect to the resonance

condition. This means that a variation of the frequency in the derivative of the

reflected power gives a clear indication of how to adjust the laser frequency to

return to resonance.

Basically, the PDH technique allows to calculate an error function that is

proportional to the derivative of the reflected field, providing a correction that is

independent of the intensity of the field itself. In practice, instead of calculating

the derivative of the resonance, it’s possible to apply a small frequency modu-

lation to the incident field and see how the reflected beam responds. We offer

a graphical representation of the process in Fig. 3.2 (b). If the reflected power

is above the resonance, as for the point d, a positive frequency variation corre-

sponds to an increase in reflected power, while a negative frequency variation

corresponds to a decrease in reflected power. Conversely, if the field is below

resonance, as for the point c, a positive variation in frequency corresponds to a
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Figure 3.3 – (a) Plot of the reflected power, in red, and the error function
computed by the PDH system, in black. Dashed vertical lines refers to the
modulation sidebands at ±ωm = 0.35 GHz from the resonance. (b) zoom in the
center of the figure.

decrease in reflected power and vice versa for a negative variation in frequency.

Thus, by comparing the modulation frequency sign with the reflected signal

variation, it is possible to determine on which side of resonance the laser falls.

This information can be processed and used to derive an error signal to correct

the frequency of the laser.

In practice, this operation is achieved by modulating the phase of the signal

(this is the role of the PM in the setup shown in Fig. 3.1). The modulation creates

two sidebands, which contain a phase relation to the modulation signal and

reflected beams of the cavity. By beating the modulated reflected signal with

the local oscillation of the modulation, it’s possible to extract an error function

proportional to the derivative of the signal [109], which is plotted in black in Fig.

3.3 (a). Note that the slope of the error function is opposite to the slope of the

derivative, as it gives an indication of the correction to be made to the frequency

of the laser, see the zoom in Fig. 3.3 (b). To keep the laser locked on top of the

resonance of the cavity, a PID module can be use to keep the error signal near its

zero.

Apart from the phase modulation, all the operation are made internally the

PDH module (Digilock 110, Feedback controlizer, Toptica), so this technique

is particularly simple to implement. In Fig. 3.1 (b) we have plotted the typical

profile of a resonance in red. The blue trace is the modulated reflected field,
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showing the two sidebands of the phase modulation, and the black trace is the

internally calculated error signal. It should be noted that for this experiment

we used the PDH in transmission mode [110], i.e. we used the intracavity

(transmitted) field instead of the reflected (output) field. In principle, this

could be detrimental, since transmitting the modulated band within the cavity

reduces the instantaneous phase noise obtained from the error signal. In our

setup, we have experimentally tested both configurations (PDH in reflection and

transmission mode) without noticeable differences. Therefore, since access to

the intracavity field was necessary to characterise the nonlinear phenomenon,

we stayed with the transmission mode as shown in Fig. 3.1. In addition to the

improved stability, the other major advantage of using the PDH technique is

that the laser is stabilised at the top of the cavity resonance, which means that

the estimation of the detuning is easier compared to the "classical" side-of-fringe

locking achievable with a simple PID controller.

3.2 Experimental investigation

In chapter 2 we gave a general description of the GTF phenomenon, showing its

dependence on different filter parameters, such as bandwidth, loss depth and

the relative wavelength shift between the pump and the Bragg frequency. The

latter example is the one that shows one of the most interesting characteristics

of this phenomenon, that is the possibility of tuning the position of the MI band,

by changing the λp or λf [61]. In the first experimental demonstration, the

cavity was kept in a state where only GTF instability was possible, but in Fig.

2.9 we have shown how, in the right configuration, the parametric gain predicts

not only GTF but also parametric MI bands. Parameters such as β2, P and φ0

play a central role in the parametric process that governs the generation and

characteristics of MI bands, so we decided to conduct a study of the dependence

of GTF and parametric MI bands on these notable parameters.
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3.2.1 GTF and parametric instabilities: Anomalous dispersion

Before going into the detailed explanation of the results, we will describe the

structure of the cavity as it will change from the anomalous to the normal

dispersion case. As previously mentioned, the dispersion of the cavity can be

controlled by adding different fibres to the spool.

In this case, the cavity had a length of 114 metres, corresponding to a repe-

tition rate of 1.766MHz. In particular, the cavity was composed of two main

types of fibre: 3.77 metres of SMF-28 fibre, (including the two couplers and the

FBG filter), whose dispersion was estimated to −21 ps2/km, and approximately

110.23 metres of DSF, whose dispersion was about 0.44 ps2/km. The resulting

average dispersion was β2 = −0.26 ps2/km.

The main objective of this investigation was to study the evolution of the

parametric instability bands and the GTF in a state where both can be stimulated

inside the cavity. In particular, we decided to study this behaviour focusing on

φ0, since it’s a key parameter for intracavity MI, and this kind of characterisation

was still lacking in the GTF domain. We note here that, for simplicity, we have

always kept the cavity in a monostable regime.

To get an idea of what kind of behaviour we should expect from such an

investigation, we analysed Eq. (2.32), which is the parametric gain for the Ikeda

map model. The parameters used are listed in the caption of the figure 3.4, but

we stress that the value of β2 used is the averaged value obtained by fitting the

parametric instability bands. Fig. 3.4(a), (c) and (e), are the 2D plots of the gain

as a function of the input power Pin, for φ0 =-0.1, 0 and 0.1 rad respectively.

Plots (b),(d) and (f) are three snapshots of the parametric gain for Pin = 2W . In

all 2D plots, we have marked the power threshold of the parametric instability

with a horizontal blue dashed line, and the power threshold of the GTF with a

dashed red line. The vertical black dashed line represents the central frequency

of the filter. The two types of bands can be easily identified by their position:

in all plots, the bands around 1 THz are the parametric MI bands, and they

follow the typical outward trajectory as the power increases, while the GTF

bands always grow next to the central position of the filter.

Looking at the thresholds of the two instabilities in Fig. 3.4, one can see
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Figure 3.4 – Parametric gain as a function of Pin for three different cavity de-
tunings. Only the negative frequencies are shown do to the symmetry of the
gain. Plot (a) is the gain computed for φ0 = −0.1 (rad), and (b) is the plot of
the gain for Pin = 2 W. Plot (c) is the gain computed for φ0 = 0 (rad), and (d) is
the plot of the gain for Pin = 2 W and, finally, plot (e) is the gain computed for
φ0 = 0.1 (rad), and (b) is the plot of the gain for Pin = 2 W. The black dashed line
indicates the central frequency position of the filter. The parameter used in the
computation of the gain are: ρ =

√
0.65,θ =

√
0.05, γ = 2.5/W /mm, L = 113 m,

β2 = −0.28 ps2/km, λp = 1545.4nm, λf = 1549.4nm .

how they change with the detuning φ0. In particular, the thresholds of the two

instabilities changes differently with the detuning. Indeed, it’s possible to see

that as the detuning increases, so does the thresholds value. In particular from

Pin = 0.75 W for φ0 = −0.1 rad, to Pin = 1.93 W for φ0 = 0.1 rad. But if you look
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Figure 3.5 – Plot of measured spectra, in red, compared to numerical simulations,
in blue, for a detuning φ0 = −0.1 rad. (a) spectra corresponding to Pin = 1.785
W, (b) spectra corresponding to Pin = 1.95 W. The parameters used for the
numerical simulations are: LSMF = 3.77 m,β2SMF = −21 ps2/km, LDSF = 110.23
m, β2DSF = 0.44 ps2/km,γ = 2.5/W /km, ρ =

√
0.65,θ =

√
0.05, λp = 1545.4 nm,

λf = 1549.4nm.

at the variation of the GTF bands, the difference in the thresholds is steeper:

Pin = 0.80 W for φ0 = −0.1 rad, to Pin = 3.11 W for φ0 = 0.1 rad.

This feature can be better appreciated by looking at the snapshots plots of

Fig. 3.4 (b)-(d) and (f), which show the gain at a fixed Pin = 2 W. In Fig. 3.4 (b),

where φ0 = −0.1 rad, the two instabilities have almost the same gain,2 km−1 ,

for the parametric bands and about 1.5 km−1 for the GTF bands. In Fig. 3.4 (d),

the intensity of the parametric bands is more than twice that of the GTF bands,

and finally in Fig. 3.4 (f), only the parametric bands are visible. This dynamic

shows that by increasing the detuning, the bands become less intense at the

same power level and, more importantly, the two instabilities behave differently,

with the threshold of the GTF bands growing faster than the threshold of the

parametric MI.

This simple analysis of the parametric gain shows an interesting behaviour

of the two instabilities, so we decided to proceed with an experimental and

numerical study of the spectra generated inside the cavity. Our setup allows an

easy way to control the detuning by acting on the modulation frequency of the

AOM, while the input power is controlled with the EDFA 1 (see Fig. 3.1). Fig. 3.5

shows the results for φ0 = −0.1 rad and in particular in plot (a) P in = 1.785 W

and in plot (b) P in = 1.95 W. The red traces are the measurements, the blue are
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numerical simulations and the yellow trace is the loss profile of the filter. The

numerical simulations are obtained by integrating the Ikeda Map model of Eqs.

(2.1) with a split-step Fourier method [111] and are performed by adiabatically

increasing the power, starting from a state where the system is stable. In Fig.
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Figure 3.6 – Plot of measured spectra, in red, compared to numerical simulations,
in blue, for a detuning φ0 = 0.1 rad. (a) spectra corresponding to Pin = 0.95
W , (b) spectra corresponding to Pin = 1.05 W . The parameters used for the
numerical simulations are: LSMF = 3.77 m,β2SMF = −21 ps2/km, LDSF = 110.23
m, β2DSF = 0.44 ps2/km,γ = 2.5/W /km, ρ =

√
0.65,θ =

√
0.05, λp = 1545.4 nm,

λf = 1549.4nm.

3.5(a), as predicted by the previous theoretical study, it can be seen that the

GTF bands, positioned at about ±0.5 THz from the pump, and the parametric

bands, positioned at about ±0.8 THz from the pump, coexist with almost the

same intensity. By increasing the power, as in the case of Fig. 3.5 (b), the GTF

gain bands become more intense, especially close to the pump, and almost merge

with the parametric gain MI bands. The numerical simulation agrees quite well

with the measurements and it can be seen that the position of the bands is well

respected. In order to obtain such an agreement, the Ikeda map integration

includes the different type of fibre used in the experiment. The position of the

bands fits quite well with the values given by the theoretical gain, calculated

with an averaged value of β2, but the dynamic growth of the band with the

input power was not well predicted by modelling the system with a single piece

of fibre with averaged dispersion. In Fig. 3.6 we show the result at φ0 = +0.1

rad, for P in = 0.95 W in the panel (a) and P in = 1.05 W in panel (b). In this
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Figure 3.7 – Theoretical (a) and measured (b) thresholds of parametric (blue)
and GTF instabilities (red). The numerical calculation of the threshold has been
done with the same parameters found in the caption of Fig. 3.6.

example, we can see that the parametric instability, situated at about ±1.1 THz

from the pump, rises alone, as predicted by the theoretical gain of Fig. 3.4

(e). Interestingly, at an higher power, plot of Fig. 3.6 (b), the GTF instability

bands seems to almost completely overcome the parametric instabilities. The

numerical simulations fits quite well with the measurements, even if a perfect

separation of the two instabilities was very hard to get at low power. Indeed it is

possible to see a residue of the GTF bands in the blue trace of plot (a), even if

the bands doesn’t grows in space, differently from the parametric band.

As final result for the anomalous dispersion case, we measured the power

threshold of the two instability as function of φ0. In Fig. 3.7 (a) we plotted the

theoretical thresholds, and in Fig. 3.7 (b) is the measured thresholds. As shown

in the plots, the dynamic is well respected but the value of the power shows a

discrepancy. Once again, the difficulty of perfectly matching the values of the

thresholds could be linked to the different kind of fiber used.

In conclusion, we have been able to characterise theoretically, numerically

and experimentally the GTF and parametric instabilities dynamics in an anoma-

lous dispersive cavity. In particular, we have highlighted the difference in the

thresholds power of the two instabilities as a function of the phase detuning.
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3.2.2 GTF and parametric instabilities: Normal Dispersion

We now analyse this dynamics in a normal dispersion fiber cavity. To reach the

right dispersion we followed several steps: first we first doubled length of the

DSF, for a total of about 203 metres. Then we added piece of about 1.8 metres

of normally dispersive fibre with a dispersion of β2DSF = 6 ps2/km. The input

and tap couplers were also replaced with DSF couplers to be as homogeneous as

possible with the rest of the cavity. With this structure, the only SMF left was

that of the FBG filter, with a length of LSMF = 0.5 m and the typical value of

β2SMF = −20 ps2/km. The result of the dispersion management was an average

value of β2 = 0.43ps2/km, at the cost of slightly higher losses due to the increased

number of splices within the cavity.

To have an idea of the behaviour of the thresholds, we first look at the MI

gain as a function of the input power and the phase detuning φ0. In Fig. 3.8 we

plot three examples of gain as a function of Pin, with φ0 = −0.3 rad for plot (a),

φ0 = 0 rad in (c) and φ0 = 0.3 rad in (e). Subplots (b), (d) and (f) are examples of

the relative gains for Pin = 15.3 W. We have highlighted the threshold of the GTF

with red dashed lines, the threshold of the parametric instabilities with a blue

dashed line and the vertical black dashed line represents the centre frequency of

the filter. We remark the presence of both the GTF and the parametric MI bands

in the gain plots.

Looking at the thresholds, we can see a significant difference with respect to

the anomalous case. In fact, looking at Fig. 3.8(a), we can see that GTF has a

much lower power threshold than its parametric counterpart, which are Pin = 9

W and Pin = 11 W respectively. By increasing the detuning, as in Fig. 3.8(c) and

(d), the thresholds of the GTF and parametric instabilities come closer together,

Pin = 13.6 W parametric and Pin = 13.7 W for the GTF, to finally reverse their

position, as shown in Fig. 3.8 (e), where the parametric instability starts at

Pin = 14.8 W, while the GTF starts at Pin = 18 W. If the different evolution of

the threshold of the two instabilities was already observed in the anomalous

case, the inversion of the threshold is a completely peculiar characteristic of the

normal dispersion regime.

In order to better analyse this behaviour, we have carried out some mea-
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Figure 3.8 – Three examples of parametric gain as function of different phase
φ0. Only the negative frequencies are shown do to the symmetry of the gain.
Plot (a) is the gain computed for φ0 = −0.3 (rad), and (b) is the plot of the gain
for Pin = 15.3 W. Plot (c) is the gain computed for φ0 = 0 (rad), and (d) is the
plot of the gain for Pin = 15.3 W and, finally, plot (e) is the gain computed
for φ0 = 0.3 (rad), and (f) is the plot of the gain for Pin = 15.3 W. The black
dashed line indicates the central frequency position of the filter. The parameter
are: ρ =

√
0.635,θ =

√
0.05, γ = 2.5/W /km, L = 205.3 m, β2 = 0.43 ps2/km,

λp = 1545.4nm, λf = 1549.4nm .

surements and numerical simulations of the spectrum. In Fig. 3.9 we show an

example of two different spectra taken with a detuning of φ0 = −0.26 rad. In

Fig. 3.9 (a) Pin = 14.1 W, while in Fig. 3.9 (b) Pin = 18 W. The red traces are the

measurements, while the blue traces are the simulations. The yellow trace is the
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Figure 3.9 – Plot of measured spectra, in red, compared to numerical simulations,
in blue, for a detuning φ0 = −0.26 rad. (a) spectra corresponding to Pin =
14.1W , (b) spectra corresponding to Pin = 18 W. The parameters used for the
numerical simulations are: LNORM = β2NORM = 6ps2/km LSMF = 3.77 m,β2SMF =
−21ps2/km, LDSF = 110.23 m, β2DSF = 0.44ps2/km,γ = 2.5/W /km, ρ =

√
0.65,θ =√

0.05, λp = 1545.4nm, λf = 1549.4nm.

power loss profile of the filter. It’s already visible how, at the lower power, only

GTF bands are visible at ±0.61 THz from the pump. By increasing the power, as

shown in Fig. 3.9 (b), parametric MI bands begin to appear at ±0.97 THz from

the pump, and also generate spurious components at ±0.36 THz from the pump.

This coexistence is similar to the one observed in the anomalous case, but unlike

before, there is a condition where the GTF exists without any other instability.

The numerical simulations are obtained by integrating the complete Ikeda Map

model of Eq. (2.24) are in good agreement with the measurements. Similarly, in

Fig. 3.10 we report two plot, measured with φ0 = 0.26 rad, an Pin = 21 W in plot

(a) and Pin = 26 W in plot (b). The color coding of the traces is the same as before.

As suggested by the theoretical results, for this value of detuning, parametric

instabilities rises first, as depicted in plot (a), at about ±0.95 THz from the pump,

and by raising the power some GTF instability bands arises at around ±0.57 THz

from the pump, creating once again some spurious components at ±0.38 THz.

Interestingly, we note that it’s possible to get different spectra, and switch

from one to another by changing the linear detuning. This behaviour was not

obvious in the anomalous case analysed in this work, and it was never analysed
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Figure 3.10 – Plot of measured spectra, in red, compared to numerical sim-
ulations, in blue, for a detuning φ0 = 0.26 rad. (a) spectra corresponding to
Pin = 21 W, (b) spectra corresponding to Pin = 26 W. The parameters used
for the numerical simulations are: LNORM = β2NORM = 6 ps2/km LSMF = 3.77
m,β2SMF = −21 ps2/km, LDSF = 110.23 m, β2DSF = 0.44 ps2/km,γ = 2.5/W /km,
ρ =
√

0.65,θ =
√

0.05, λp = 1545.4nm, λf = 1549.4nm.

in previous work about GTF [61, 60, 59]. To conclude this study, we performed a

measurement of the thresholds of the two instabilities as a function of detuning.

Figures 3.11 show the parametric (blue) and GTF (red) thresholds from the

analytical (Eq. (2.32), Fig. 3.11 (a) ) and numerical (Eq. (2.24), Fig. 3.11 (b) )

predictions, compared to experiments (Fig. 3.11 (c)). First of all, we have a fairly

good qualitative agreement between the theoretical predictions (Fig. 3.11 (a)

and (b)) and the experimental results (Fig. 3.11 (c)). For small values of cavity

detuning, GTF instabilities appear first, while for large values the situation is

reversed.

The agreement between numerical simulations and experiments is quite good,

considering that the threshold can be affected by noise, slight fluctuations of the

stabilisation system or drifts of the synchronisation mismatch. The analytical

model, assuming a uniform cavity, gives a very good qualitative description of

the dynamics of the system and can be used to get a quick physical insight into

the process.

In conclusion, we have theoretically and experimentally characterised the

coexistence of GTF and parametric instabilities in a fiber ring cavity, for both
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Figure 3.11 – The theoretical (a), numerical (b) and measured (c) thresholds of
parametric (blue) and GTF instabilities (red). The numerical calculation of the
threshold has been done with the same parameters found in the caption of Fig.
3.6.

anomalous and normal dispersion regimes. In particular, we analysed and

measured the behavior of the power thresholds of GTF and parametric instability,

and demonstrated how it is possible, in case of normal dispersion, to modify

the type of spectra by simply changing the linear phase detuning. In both cases

we obtained a good agreement between experimental results and numerical

simulations. This study helps to complete the analysis on GTF phenomenon,

and gives a more in-depth analysis on how it can interact with other instabilities,

extending the knowledge of previous studies on the topic [61].

3.3 Summary

• We described the main structure of the experimental setup used in the

experiment. In particular, we described the driving and the stabilization

of the cavity, with a focus on the PDH technique.

• Using the theory developed in the previous chapter, we show analytically

how the GTF phenomenon can coexist with parametric instability in fibre
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cavities. In particular, we have studied the phenomenon on two different

cavities, in the anomalous and the normal dispersion regimes. In both

cases, we show how the power thresholds of the two instabilities depend

on the linear phase detuning of the cavity. In the case of normal dispersion,

we observe the inversion of the order of appearance of the instability

type, which depends on the phase detuning. We also obtained a good

overall agreement between the measurements, the numerical results and

the theoretical results.
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Chapter4
Polarization Maintaining GTF

4.1 GTF in Polarization Maintaining Fibers

In this chapter, we will derive a model to study GTF in polarisation-maintaining

(PM) fibers, along with a theoretical and numerical investigation of the phe-

nomenon. Several studies have been carried out on MI in optical fibres and

resonators [112, 113, 114]. Often the idea is to obtain an additional degree of

freedom in the phase matching relation by exploiting the different phase detun-

ing in the two polarisation axes, mostly when the balance between chromatic

dispersion and nonlinearities is not sufficient to obtain MI [115, 32, 116, 117].

With this work, we wanted to combine the different degrees of freedom

offered by the GTF [60, 61] with those offered by the PM fibres. In particular,

the idea is to exploit the characteristic of PM fibers, such as the difference in the

refractive index of the two polarisation axes, to generate optical spectra with

different FSR, as is done in some dual-frequency comb laser architectures [118,

119]. First, we will describe the particular type of filter we will use in GTF

generation, then we will derive the Ikeda map and LLE equations to describe

the parametric gain. After that, we will propose a theoretical study of the two

models to determine the parametric gain. In the final section, we will present

the numerical simulation of dual-frequency comb-like MI spectra, in a PM fibre

with PM FBG as a filter with realistic parameters.

71
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4.1.1 PM Fiber Bragg Grating

In this section we introduce a model for a PM fiber Bragg grating that, due to

the difference in the refractive index of the two polarisation axes, manifests

two different loss profiles with slightly different Bragg wavelength, one for each

polarisation axis [120, 121]. The model of the filter previously derived for the

GTF analysis can be easily adapted to this new form: in fact, it is enough to

define the FBG with two independent components, x and y, which will have the

same shapes (i.e. the same a and b parameters [60]) but slightly different central

frequencies. We will therefore use the following definition for the filter’s transfer

function:

Hx,y(ω) = eFx,y(ω)+iψx,y(ω) = F [hx,y(t)], (4.1)

with F representing the Fourier transform, and hx,y(t) the impulse response of

the filter, where the amplitude and phase are defined as:

Fx,y(ω) = b
a4

(ω −ωfx,y )4 + a4 (4.2)

ψx,y(ω) = ba
(ω −ωfx,y )[(ω −ωfx,y )

2 + a2]√
(2)[(ω −ωfx,y )4 + a4]

(4.3)

This description is identical to the one used for the single polarisation case,

but the subscript x,y defines the different polarisation angles. In the following

analysis, whenever these subscripts are given, we consider the effect of the two

separate polarisation axes.

4.2 Ikeda map

In the following, we introduce a vectorial Ikeda map, taking into account the

two polarisation axes of the fibre and the interaction between them.

The propagation of the orthogonal linearly polarised field can be described
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by the following system of coupled NLSEs:
∂Ex
∂z

= ∆β1
∂Ex
∂t
− i
β2

2
∂2Ex
∂t2

+ iγ(|Ex|2 + σ |Ey |2)Ex
∂Ey
∂z

= −∆β1
∂Ey
∂t
− i
β2

2

∂2Ey
∂t2

+ iγ(|Ey |2 + σ |Ex|2)Ey

(4.4)

Where Ex,y are the envelopes of the signal propagating in the slow and fast

polarisation axesy, ∆β1 = (β1x − β1y)/2 is the group velocity mismatch between

the two axes, β2 is the group velocity dispersion parameter and γ is the Kerr non-

linear parameter. The parameter σ = 2/3 [122] describes the cross-polarisation

interaction.

The birefringence introduced by the PM structure leads to the appearance

of the first order dispersion term ∆β1 in the equations, due to the difference

in the speed of propagation of the light in the two polarisation axes. The two

polarisation components Ex,y are coupled by a cross-polarisation factor σ .

Since we are describing a ring cavity, we need to add the boundary condition

term to complete the description of the system. As in the previous description of

the GTF in section 2.2.5, we consider all losses, except those induced by the filter,

combined in the loss factor ρ. Given this, the boundary conditions connecting

the fields at the end of the round trip n, Enx,y(L,t), to those at the beginning of

the following round trip n+ 1, En+1
x,y (0, t), can be described as follows:E

n+1
x (0, t) = θEinx + ρeiφ0xhx(t) ? Enx (L,t),

En+1
y (0, t) = θEiny + ρeiφ0yhy(t) ? Eny (L,t).

(4.5)

where Einx = Ein cos(χ) and Einy = Ein sin(χ) are the input fields distributed

along the two polarisation axes depending on the injection angle χ, and L is the

total length of the cavity. For simplicity, we assume that the coupler characteristic

is the same on both polarisation axes, so we keep θ = θx = θy and ρ = ρx = ρy .

The conditions can be formulated in the frequency domain:Ê
n+1
x (0,ω) = θEinxδ(ω) + ρeiφ0xHx(ω)Ênx (L,ω),

Ên+1
y (0,ω) = θEinyδ(ω) + ρeiφ0yHy(ω)Êny (L,ω).

(4.6)
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4.2.1 Stationary solutions of the Ikeda Map

It’s possible to compute the CW steady state inside the fiber as:E
n
x (z, t) = E

iγ(Px+σPy )z
0x , E0x = E0xe

iζx =
√
Pxe

iζx ,

Eny (z, t) = E
iγ(Py+σPx)z
0y , E0y = E0ye

iζy =
√
Pye

iζy .
(4.7)

where ζx,y are the steady state phases of the fast and slow axes, respectively. With

these relations we can calculate the relation between the input and intracavity

fields and powers: 
E0x = θEinx

1−ρHx(0)eiφx
,

E0y =
θEiny

1−ρHy(0)eiφy
.

(4.8)

Px = θ2Px
1+ρ2|Hx(0)|2−2ρ|Hx(0)|cos(φx+ψx(0)) ,

Py =
θ2Py

1+ρ2|Hy(0)|2−2ρ|Hy(0)|cos(φy+ψy(0)) .
(4.9)

where the total phases accumulated during the propagation on the fast and slow

axes are φx = γ(Px + σPy)L+φ0x + ζx and , φy = γ(Py + σPx)L+φ0y + ζy .

Except for the case where the injection angle is a multiple of π/2, the two

states are always coupled, so the computation of Px and Py is done numeri-

cally. From this solution it’s possible to calculate the phase of the steady states,

according to the definition Ēx,y =
√
Px,ye

iζx,y .

The evolution of the steady state allows to characterise the usual features of

the cavity, such as the typical S-shaped function P (Pin). A particularly interesting

analysis can be made by studying the dependence of the steady states on the

injection angle of the pump.

Assuming that Pin linearly polarized, by changing its injection angle the two

polarisations perceive a fraction of the input power equal to Pinx = Pin cos2 (χ)

and Piny = Pin sin2 (χ). This is illustrated in Fig. (4.1), in which we plot the

steady states for the two polarisation intracavity power Px,y as function of the

input power Pin, for three different injection angles χ in a monostable case

φ0x = −arg(Hx(0)) and φ0y = −arg(Hy(0)). In Fig. (4.1) (a) χ = π/6 (rad), meaning

that the x axes receive more power that the y axes, and its steady states is indeed
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Figure 4.1 – Three examples of steady states in the monostable regime for the
two axis of polarization. For all figures, the red traces are Px and the blue
dotted traces are Py . In plot (a) the injection angle is χ = π/6 (rad), in (b) is
χ = π/4 (rad) and in (c) χ = π/3 (rad). The other parameters are: L = 100m,
ρ =
√

0.95, θ =
√

0.05, γ = 2.5e−3 /W /m , β2 = 0.5 ps2/Km, φ0x,y = −arg(Hx,y(0)),
a = 85e9ns/rad, b = −2.45, fpump = 194.12 THz fcx = fcy = 193.49 THz.

higher. In Fig. (4.1) (b) χ = π/4 rad, the input power are exactly the same, and

since all the other parameter are equals, the steady states are also equals. Finally,

in Fig. (4.1) (b) χ = π/3 rad, and it’s possible to see that Py > Px.

By varying the linear phase detuning φ0x,y of the two polarisations, one

obtains the typical S-shaped bistable function. Fig. (4.2) (a) is an example of

the steady states for χ = π/4 rad and φ0x = φ0y = −0.1 rad. Given the injection

angle, the power of the two steady states is the same. Fig. (4.2) (b), χ = π/4

rad, but this time φ0x = −0.1 rad while φ0y = 0.0 rad. Clearly, the evolution no

longer resembles the classical S-shaped function, because the two polarisations

perceive two different detunings. In the next section, we will describe the

stability analysis which allows to calculate the parametric gain.

4.2.2 Stability Analysis: Ikeda Map

Here we perform a stability analysis the system described by Eqs. (4.4) (4.5).

First of all, we can define the following perturbed steady state at the nth rountrip
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Figure 4.2 – Two example of bistable steady states. For all figures, the red trace
is Px and the blue dotted trace is Py . In plot (a) the injection angle is χ = π/4
(rad) and φ0x = φ0y = −0.1 (rad), in (b) is χ = π/4 (rad) φ0x = −0.1(rad) while
φ0y = 0.0 (rad). The other parameters are listed in the caption of Fig. 4.1

as:

Enx =(
√
Pxe

iζx + ηnx (z, t))eγP1z, |ηnx | �
√
Px,

Eny =(
√
Pye

iζy + ηny (z, t))eγP2z, |ηny | �
√
Py .

where we have defined P1 = (Px + σPy) and P2 = (Py + σPx), where Px,y and ζx,y
are the powers of the steady state phases, respectively. By linearising, we find

the following system that describes the evolution of the perturbations for each

roundtrip n:

∂ηnx
∂z

= ∆β1
∂ηnx
∂t
− i
β2

2
∂2ηnx
∂t2

+ iγPx(η
n
x + η∗nx e

i2ζx) + iγσ
√
P xPy(ηny e

i(ζx−ζy ) + η∗ny e
i(ζx+ζy ))

(4.10)

∂ηny
∂z

= −∆β1
∂ηny
∂t
− i
β2

2

∂2ηny
∂t2

+ iγPy(ηny + η∗ny e
i2ζy ) + iγσ

√
P xPy(ηnx e

i(ζy−ζx) + η∗nx e
i(ζy+ζx)).

(4.11)

By splitting the real and imaginary part of the two perturbations as ηx,y(z, t) =

ax,y(z, t) + ibx,y(z, t), and transform the result in the frequency domain η̂x,y(z,ω) =
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âx,y(z,ω) + ib̂x,y(z,ω), the system can be rewritten in matrix form as:

∂
∂z


ânx(z,ω)

b̂nx (z,ω)

âny (z,ω)

b̂ny (z,ω)

 =M


ânx(z,ω)

b̂nx (z,ω)

âny (z,ω)

b̂ny (z,ω)

 (4.12)

The components of the matrix are listed below. The notation Mi,j element on the

ith row and jth column:

M1,1 =i∆β1 −γPx sin(2ζx) M1,2 =− β2/2ω
2 −γPx(1− cos(2ζx))

M1,3 =− 2γσ
√
PxPy sin(ζx)cos(ζy) M1,4 =− 2γσ

√
PxPy cos(ζx)cos(ζy)

M2,1 =β2/2ω
2 +γPx(1 + cos(2ζx)) M2,2 =i∆β1 +γPx sin(2ζx)

M2,3 =2γσ
√
PxPy cos(ζx)sin(ζy) M2,4 =−M1,4

M3,1 =− 2γσ
√
PxPy sin(ζy)cos(ζx) M3,2 =− 2γσ

√
PxPy sin(ζy)sin(ζx)

M3,3 =− i∆β1 −γPy sin(2ζx) M3,4 =− β2/2ω
2 +γPy(−1 + cos(2ζy))

M4,1 =−M1,4 M4,2 =−M1,3

M4,3 =β2/2ω
2 +γPy(1 + cos(2ζy)) M4,4 =− i∆β1 +γPy sin(2ζx)

By computing the exponential matrix of M ×L, with L the cavity length, one gets

the propagation matrixMp = eM×L, which contains the coefficients of the system

that describes the evolution of the perturbed signal over one roundtrip. For

clarity, we hide the dependency from the frequency, thus the system takes the
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following form: 
ânx(L)

b̂nx (L)

âny (L)

b̂ny (L)

 =Mp


ânx(0)

b̂nx (0)

âny (0)

b̂ny (0)

 . (4.13)

To complete the analysis, the system must be supplemented by the coupler

matrix Mc and the filter matrix Mf (ω), as done for the single polarization case.

In our model, filter and coupler does not couple the x and y components of the

filter, they are described by two block-diagonal matrix that reads:

Mc = ρ


cos(Φx) −sin(Φx) 0 0

sin(Φx) cos(Φx) 0 0

0 0 cos(Φy) −sin(Φy)

0 0 sin(Φy) cos(Φy)

 , (4.14)

Mf (ω) =


Hex(ω) −Hox(ω) 0 0

Hox(ω) Hex(ω) 0 0

0 0 Hey(ω) −H0y(ω)

0 0 H0y(ω) Hey(ω)

 . (4.15)

where Φx = φ0x+(Px+σPy)γL, Φy = φ0y+(Py+σPx)γL accounts for the total phase

accumulated over a roundtrip (excluding the filter phase shift), and Hex,y(ω) =

(Hx,y(ω)+H ∗x,y(−ω))/2 andHx,y(ω) = (Hx,y(ω)+H ∗x,y(−ω))/2i are the even and odd

parts of the two polarisation components of the filter. The perturbation at round

trip n+ 1 can be described by
ân+1
x (0)

b̂n+1
x (0)

ân+1
y (0)

b̂n+1
y (0)

 =Mc ×Mf (ω)


ânx(L)

b̂nx (L)

âny (L)

b̂ny (L)

 . (4.16)

By combining Eqs.(4.13) and Eqs. (4.16), one gets the complete model that allows

to describe the propagation of the perturbed signal at the roundtrip n + 1 as
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function of the perturbation at the roundtrip n:
ân+1
x (0)

b̂n+1
x (0)

ân+1
y (0)

b̂n+1
y (0)

 =Mp ×Mc ×Mf (ω)


ânx(0)

b̂nx (0)

âny (0)

b̂ny (0)

 . (4.17)

The parametric gain is finally obtained by computing the four eigenvalues of the

total matrix Mp ×Mc ×Mf . As for the simple MI cases, whenever |λ1,2,3,4| > 1, the

CW solution of the system is unstable and the power of the perturbations grows

as exp(gMAP (ω)z), where the parametric gain is defined as

gMAP (ω) =
2
L

lnmax |λ1,2,3,4|. (4.18)

Since the matrix is 4x4, it is possible in principle to obtain closed formulas

for gMAP (ω). However, the result will be very cumbersome, so we decided to

compute the eigenvalue numerically.

We completed this semi analytical calculation of the parametric gain, by

comparing it with the numerical simulation of full Ikeda map of Eq. (4.4) and

(4.5).

The parametric gain express the growth rate of the power of the spectrum of

the intracavity field, such that when g(ω) > 0 the spectral component ω grows

as exp(g(ω)z). For small a propagation length z = Ls, when the perturbation

are small enough, the ratio between the intracavity power at the length z = Ls
and the initial intracavity power at z = 0, corresponds to the growth rate of

the spectrum. By computing the natural logarithm one basically obtain the

parametric gain g(ω). This is a simple check that can be done to verify that the

theoretical result of the gain correspond to the numerical solution of the model

(Ikeda map or LLE).

Fig. 4.3 (a) and (b) are two plots of the ratio ln
Px,y(ω,Ls)
Px,y(ω,0) /Ls, compared to

the parametric gain calculated with Eq. 4.18. Fig 4.3 (a) is for the negative

frequencies, and (b) for the positive frequencies. The red trace is the growth

rate of the x axes, the blue is growth rate for the y axes, while the green is the

parametric gain trace. The Px,y are computed by numerical integration of Eq.
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Figure 4.3 – Plot of the growth rate for the Ikeda map model. (a) plot of the
negative frequencies; (b) plot of the positive frequencies. Blue traces are the y
polarization axis, red are the x polarization axis. The green trace is the parametric
gain. The parameter used are:ρ =

√
0.95, θ =

√
0.05, γ = 2.5 /W /km , β2 =

0.5 ps2/Km, ∆β1 = 0.5 ps/Km, χ = π/4 rad, a = 85e9 ns/rad, b = −2.45, fcx =
193.49 THz, fcy = 193.4837 THz, round-trip number=300.

4.10 corresponding to 300 rountrips, and the parametric gain is computed with

Eq.4.18. The red and blue traces, although slightly noisy, are very similar to the

green trace. This suggests that the parametric gain correctly predicts the growth

rate of the spectrum.

4.3 Lugiato Lefever Equations

The LLE approach can be useful to simplify the theoretical description and, most

importantly, to speed up the numerical computation. Under the usual scope of

the mean-field model [60, 116, 115], it’s possible to obtain the following coupled

LLE equations for the fast and slow axis:

L
∂Ex
∂z

=[−α + iφ0x +Φx ? +iΨx?]Ex+[
L∆β1

∂
∂t
−
iLβ2

2
∂2

∂t2
+ iLγ(|Ex|2 + σ |Ey |2)

]
Ex +θEinx,

(4.19)
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L
∂Ey
∂z

=[−α + iφ0y +Φy ? +iΨy?]Ey+[
−L∆β1

∂
∂t
−
iLβ2

2
∂2

∂t2
+ iLγ(|Ey |2 + σ |Ex|2)

]
Ey +θEiny .

(4.20)

The losses are α = 1− ρ, and we assumed to be the same for both axes, as well

as θ. φ0x,y is the linear detuning of the two polarisation axes, Φx,y and Ψx,y are

the Fourier transform of the loss profile and phase of the filter, respectively. All

other parameters are the same as described for the Ikeda map model.

4.3.1 Stationary Solution of the LLE

The steady CW solutions (
∂
∂z

= 0,
∂
∂t

= 0) of Eq.(4.19) and Eq.(4.20) to get the

relation between the intracavity field and the power in the frequency domain:

E0x =
θEinx

(α − iφ0x −Fx(0)− iψx(0))− iLγ(P̄x + σP̄y)
(4.21)

E0y =
θEiny

(α − iφ0y −Fy(0)− iψy(0))− iLγ(P̄y + σP̄x)
(4.22)

P̄x =
θ2Pinx

(−α +Fx(0))2 + (φ0x +ψx(0) +γL(P̄x + σP̄y))2
, (4.23)

P̄y =
θ2Piny

(−α +Fy(0))2 + (φ0y +ψy(0) +γL(P̄y + σP̄x))2
. (4.24)

The steady states solution are defined as E0x,y =
√
P̄x,ye

iζx,y , with ζx,y being the

phase of the steady states.

We show the dependency of the stable states of the two polarization axes as

function of the injection angle in Fig. 4.4 for a monostable case and in Fig. 4.5

for a bistable case. As expected, in the monostable case, the angle of injection

influences the amount of power that each polarization receive. In particular in

Fig. 4.4 (a), for χ = π/6, Px > Py , in Fig. 4.4 (b) χ = π/4, Px = Py and, finally in

Fig. 4.4 (c), for χ = π/3, Px < Py . The bistable case is characterized by the typical

S-shaped in Fig. 4.5 (a), where χ = π/4 and Px = Py and the phase detuning is

the same for both polarizations. In Fig. 4.5 (b), χ = π/4 but the detuning is
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Figure 4.4 – Three examples of monostable steady states for the two axis of
polarization, for the LLE model. Red traces are Px and the blue dotted traces are
Py . In plot (a) the injection angle is χ = π/6 (rad), in (b) is χ = π/4 (rad) and in (c)
χ = π/3 (rad). The other parameters are: L = 100m, ρ =

√
0.95, θ =

√
0.05, γ =

2.5e−3 /W /m , β2 = 0.5 ps2/Km, φ0x,y = −arg(Hx,y(0)), a = 85e9ns/rad, b = −2.45,
fpump = 194.12 THz fcx = fcy = 193.49 THz.

φ0x = −0.1 rad and φ0y = 0 rad, resulting in the odd shaped of Px and Py curves.

4.3.2 Stability Analysis of the LLE

The stability analysis is performed by considering the following perturbed steady

states:

Ex(z, t) = E0x +E+
x (z)e−iωt +E−x (z)eiωt, |E±x | << |E0x|,

Ey(z, t) = E0y +E+
y (z)e−iωt +E−y (z)eiωt, |E±y | << |E0y |.

(4.25)

In this case, we describe the additive perturbation as two space-dependent

signals at ±ω, with a small amplitude E±x,y . By linearizing Eqs. (4.19) and (4.20)

in the frequency domain, and separate the elements oscillating at ±ω, one gets

the following matrix description:

∂
∂z


E+
x

E∗−x
E+
y

E∗−y

 =


M1,1 iγLE2

0x iσγLE0xE
∗
0y iσγLE0xE0y

−iγLE2∗
0x M2,2 −iσγLE∗0xE

∗
0y −iσγLE

∗
0xE0y

iσγLE∗0xE0y iσγLE0xE0y M3,3 iσγLE2
0y

−iσγLE∗0xE
∗
0y −iσγLE0xE

∗
0y −iσγLE∗20y M4,4




E+
x

E∗−x
E+
y

E∗−y

 .
(4.26)
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Figure 4.5 – Two example of bistable steady states for the LLE model.Red traces
are Px and the blue dotted traces are Py . In plot (a) the injection angle is χ = π/4
(rad) and φ0x = φ0y = −0.1 (rad), in (b) is χ = π/4 (rad) φ0x = −0.1(rad) while
φ0y = 0.0 (rad). For the other parameters see caption of Fig.4.4.

For sake of clarity, we define the elements of the diagonal of the matrix M below:

M1,1 =Cx(ω)L− iωβ1L+Liω2β2/2 + iγL(2Px + σP y)

M2,2 =C∗x(−ω)L− iωβ1 −Liω2β2/2− iγL(2Px + σP y)

M3,3 =Cy(ω)L+ iωβ1L+Liω2β2/2 + iγL(2Py + σP x)

M4,4 =C∗y(−ω)L+ iωβ1 −Liω2β2/2− iγL(2Px + σP y)

where we have lumped together the following:

Cx(ω) =[−α + iφ0x +Fx(ω) + iψx(ω))]/L;

Cy(ω) =[−α + iφ0y +Fy(ω) + iψy(ω))]/L;

The eigenvalues of the 4x4 matrix M can be efficiently calculated for each

ω. Whenever one of the eigenvalues is positive, the respective frequency ω is

unstable, and the amplitude of the oscillation will grows in spaces as:

gLLE(ω) = 2maxRe[λ1,2,3,4(ω)]/L (4.27)
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Figure 4.6 – Plot of the growth rate for the LLE model. (a) plot of the negative
frequencies; (b) plot of the positive frequencies. Blue traces are the y polarization
axis, red are the x polarization axis. The green trace is the parametric gain. The
parameter used are:ρ =

√
0.95, θ =

√
0.05, γ = 2.5 /W /km , β2 = 0.5 ps2/Km,

∆β1 = 0.5 ps/Km, χ = π/4 rad, a = 85e9 ns/rad, b = −2.45, fcx = 193.49 THz,
fcy = 193.4837 THz, round-trip number=300.

To validate these theoretical results, we compare the parametric gain obtained

with Eq. (4.27), with the growth rate of the integrated PM-LLE model. The

results are shown in Fig. 4.3. Here, plots (a) and (b) refer to the negative and

positive frequencies of the spectrum, respectively. The red traces is the growth

rate for the x-polarisation axes while the blue traces are for the y-polarisation

axes. The green trace is the gain calculated with Eq. (4.27). The agreement

between the integrated growth rate and the theoretical gain is good, which means

that the parametric gain correctly predicts the growth rate of the intracavity

power.

4.3.3 Gain characterization: Ikeda and LLE models

In this section we characterise the parametric gain as a function of several pa-

rameters: the input power Pin, the injection angle χ, the relative frequency shift

between the x and y filter components and the group velocity difference ∆β1. To

keep the analysis as simple as possible, ρ and θ, γ , β2, are kept identical for both

polarisations. The linear phase detuning is defined as φ0x,y = −arg(Hx,y(0)) to

compensate for the phase detuning imposed by the filters in the two polarisations.

Only monostable cases are considered.
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LLE

Figure 4.7 – (a)-(b) 2D plots of the evolution of the parametric gain as function
of input power. (c) Examples of gains taken for Pin = 0.05W (blue maker) and
Pin = 0.25W (red marker). The black and red dashed lines refer to the central
frequency of the x and y components of the FBG respectively. The parameter used
are: L = 100m, ρ =

√
0.95, θ =

√
0.05, γ = 2.5e−3 /W /m , β2 = 0.5 ps2/Km, φ0x,y =

−arg(Hx,y(0)), ∆β1 = 0.5 ps/Km, a = 85e9 ns/rad, b = −2.45, fcx = 193.49 THz,
fcy = 193.4837 THz. For the LLE model, α = 1− ρ.

We analyse here the parametric gain as function of the input power Pin, with

the result shown in Fig. 4.7. In particular Fig. 4.7 (a) and (b) are 2D plots of the

evolution of the gain bands for the negative frequencies for the Ikeda and LLE

models, respectively (the positive side is symmetric). The dashed lines are the

two central frequencies of the filter, red for the x polarization and black for the

y.

For both models, we can clearly see two different sidebands, the position of

which can be related to the two filter components. The sideband closer to the

pump is slightly more pronounced than the other, and it can be seen that the

LLE and Ikeda maps give the same qualitative results.

To better appreciate the difference between the two models, in Fig. 4.7 (c) we

report two examples of gains taken at Pin = 0.05W (blue curve) and Pin = 0.25W

(red curve), both for the Ikeda model in the solid line and the LLE model in the

dashed lines. The LLE model predicts a gain that is slightly higher pronounced

than the Ikeda Map model but, most importantly, the frequency corresponding

to the peaks of the gain are the same for both models.

We continue this analysis, with the study of the gain as function of χ angle.
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Figure 4.8 – (a)-(b) 2D plot of the evolution of the parametric gain band as func-
tion of the injection angle χ. (c) three examples of gain for χ = [0.2,π/4,1.5] rad
(blue, green and red trace respectively). The parameters used are: L = 100m, ρ =√

0.95, θ =
√

0.05, γ = 2.5e−3/W /m , β2 = 0.5ps2/Km,φ0x,y = −arg(Hx,y(0)), ∆β1 =
0.5ps/Km, a = 85e9ns/rad, b = −2.45, fcx = 193.49THz, fcy = 193.4837THz and
a total input power Pin = 0.15 W. For the LLE α = 1− ρ.

Fig 4.8 (a) and (b) are 2D plots of the PM GTF gain for χ ∈ [0,π/2]. The plots

clearly show two distinct "tongues" that merge in the middle as the injection

angle approaches χ = π/4 rad. This behaviour is quite intuitive: for example,

at χ = 0 rad, only the x axis are pumped, so only the x components of the fibre

and filter receive power. As the χ angle increases, the y components start to

become more important, up to the point where in the centre, for χ ≈ π/4 rad, the

gain manifests a "dual peak" feature. As χ approaches π/2, the y components

become dominant and the parametric gain collapse on a single band, relative

to the y axes of the filter. In Fig 4.8 (c) there are three examples of gains for

both the Ikeda and LLE model, the latter corresponding to the dotted lines. The

injection angles χ = [0.2,π/4,1.5] rad correspond to the blue, red and green lines,

respectively. The blue and green traces, are composed by singles parametric

bands, while the red traces, relatives to χ = π/4 rad, show a dual-peak feature.

The next case is the study of the gain as a function of the distance between

the central wavelengths of the filters. Fig. 4.9 (a) and (b) are 2D plots of the gain

as a function relative shift ∆λc = λcx −λcy within the interval [−0.15,+0.15]nm,

for the Ikeda map and LLE model, respectively. In the calculation of the gain

the central wavelength of the x-component of the filter λcx is fixed, while the
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Figure 4.9 – (a)-(b) 2D plots of the parametric gain as a function of the shift
between the central wavelengths of the filters, defined as ∆λc . The black and
red dashed lines represent the central position of the y and x components of the
filter. (c) three examples of gain with ∆λc = [−0.1,0,0.1]nm for the blue, red and
green trace respectively.The parameters are : L = 100m, ρ =

√
0.95, θ =

√
0.05,

γ = 2.5e−3 /W /m, β2 = 0.5 ps2/Km, ∆β1 = 0.5 ps/Km, φ0x,y = −arg(Hx,y(0)), χ =
π/4 rad, a = 85e9 ns/rad, b = −2.45, fcx = 193.49 THz, fcy = fcx +∆λf c THz and
Pin = 0.1 W.

y-component λcy is shifted. For reference, the red dashed line represents the x

central wavelength, while the black dashed line represents the y central wave-

length. As can be clearly seen from the 2D plots in Fig. 4.9 (a) and (b), the

trajectory of the Ikeda and LLE gains follows the trajectory of the filter compo-

nents. In Fig. 4.9 (c) we show three snapshots (solid lines for Ikeda and dotted

lines for LLE) where ∆γc = [−0.1,0,0.1] nm for the blue, red and green traces

respectively. Again, the main difference between the LLE and Ikeda traces is

the intensity of the bands. The position of the band is exactly the same for both

models. This kind of dynamics is interesting because it is the PM equivalent of

the tunability effect already described for GTF in [61]. In a real world scenario,

this type of tunability effect can be achieved by applying physical stress to the

FBG fibre, which results in a modification of the refractive characteristic and

thus the relative frequency shift [120].

As last example, we study the gain as function of the group velocity mismatch

∆β1. Fig 4.10 (a) and (b) are a 2D plot of the parametric gain as a function of

∆β1 for the Ikeda and LLE model, respectively. Rather surprisingly, the GTF

bands are not extremely effected by the value of the group velocity mismatch,
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Figure 4.10 – (a) 2D plots of the GTF parametric gain as a function of the group
velocity mismatch ∆β1. (b) Three examples of gain with ∆β1 = [−1.5,0,1.5]ps/km,
for the blue, red and green traces respectively. The parameter are:L = 100m,
ρ =
√

0.95, θ =
√

0.05, γ = 2.5e−3 /W /m , β2 = 0.5 ps2/Km, χ = π/4 rad, a =
85e9 ns/rad, b = −2.45, fcx = 193.49 THz, fcy = fcx +∆λf THz and a total input
power Pin = 0.1 W.

once it get over a certain threshold. The plot 4.10 (c) are three example at

∆β1 = [−1.5,0,1.5] ps/km for the blue, red and green trace, respectively. It’s

clearly visible how at the extremities, for opposite value of mismatch, the gain is

actually symmetrical, while in the center, only a single and more intense band is

present.

4.4 Passive dual frequency combs with PM GTF

In this section we characterise the PM GTF with a series of numerical simulations

that show how it’s possible to generate dual-frequency comb spectra. The

simulations are performed by integrating the PM LLE of Eq. (4.19) and (4.20),

which is as valid as the full Ikeda map under appropriate working conditions,

but much faster to integrate with a split-step Fourier method.

The aim of this part of the study is to identify a set of conditions under which

the spectra of the two polarisations develop sidebands with slightly different

spectral positions. In particular, we will focus on three parameters: the injection

angle χ, the relative frequency shift between the two components of the filter
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∆λf and the group velocity mismatch ∆β1.

4.4.1 Numerical simulations: injection angle

The first case considered is the evolution of the spectra for different injection

angle χ. The semi-analytical analysis performed in the previous section showed

that the parametric gain develops a dual-peak structure depending on χ. It

is therefore worth investigating how the actual spectrum evolves under these

conditions. The results are summarised in Fig. 4.11. In particular, Fig. 4.11(a)

shows the parametric gain as a function of χ computed with Eq. (4.27).

At the extremes of the interval analysed, χ = 0.7 rad and χ = 1 rad, the gain

is characterised by a single band. In the interval 0.77 < χ < 0.93 rad, the gain

bands overlap, producing the dual-peak profile.

In Fig. 4.11 (b) we superimposed the peak frequencies of the gain calculated

for the 2D plot (a) (coloured ’x’ and ’o’ symbols) with the peak frequencies of the

numerical simulation of PM LLE of Eq. (4.19) and Eq. (4.20) (blue solid lines for

the y component and red solid line for the x component). For illustrate the effects

of the injection angle, the plots in Figs. (c), (d), (e) and (f) show the spectral

bands relative to the black markers in plot (b) at χ = [0.87,0.82,0.77,0.746] rad,

(red curves are the x-axis, blue curves are the y-axis). The yellow trace in the

plots is the parametric gain relative to the same χ.

First of all, from the superposition of the theoretical and numerically simu-

lated peaks of Fig. 4.11 (b) we can note that the theoretical model predicts the

spectral bands with great accuracy. The only discrepancy is that the χ interval

in which the parametric gain predicts the double peaks is not the same as the

simulated one. In particular, the simulations show that the x and y components

of the spectra have different peaks when χ is between 0.76 and 0.86 rad, while

the theoretical results predict the double peak gain in the region 0.76 < χ < 0.94

rad. This is due to the imbalance between the amplitudes of the parametric gain

peaks, which can be clearly seen in the 2D evolution of plot of Fig. 4.11 (a). If

one of the two peaks is much more pronounced than the other, it will dominates

and the x and y spectra will grow at the same frequency.

Finally, to better illustrate the characteristic of the spectra, we show some
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Figure 4.11 – (a) Evolution of the parametric gain as a function of the injection
angle χ. (b) comparison between the peak positions of the parametric gain
(colored symbols), and the numerical simulations peak positions (blue dashed
lines for the y axes, red solid lines for the x axis). Finally, plots (c), (d), (e) and
(f) are the negative spectral band for χ = [0.87,0.82,0.77,0.746] rad respectively.
The parameters are: L = 100m, ρ =

√
0.95, θ =

√
0.05, γ = 2.5 /W /km , β2 =

0.5 ps2/Km,∆β1 = 0.5 ps/Km, φ0x,y = −arg[Hx,y(0)], Pin = 0.1W , a = 85e9ns/rad,
b = −2.45, fcx = 193.49 THz, fcy = fcx + 0.25 THz.

specific examples (see the black marker in Fig. 4.11 (b)). In particular, in Fig.

4.11 (f) χ = 0.746 rad, and the parametric gain shows a single band on the

x-polarisation side, so both spectra grow accordingly. In Fig. 4.11 (e), where

χ = 0.77 rad, the two gain peaks are almost identical, with the x side slightly

higher, and the spectra following the same evolution. In Fig. 4.11 (d) χ = 0.82

rad, the opposite is true, the gain of the two components is high enough to get a

double peaked spectrum, but the y component is more intense than the x side.
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In Fig. 4.11(c),χ = 0.87 rad, the y component of the gain is so intense that it

overpowers the other and both axes develop a spectrum around this frequency.

In conclusion, we shown how the injection angle influences the formation of

a double peaked parametric gain and how this is reflected in the spectra of the

two polarisations.

4.4.2 Numerical results: filter central wavelengths

We will now analyse the dependence of the power spectra on the relative filter

components position ∆λf = λf x −λf y , where λfx,y are the central components of

the filter. As explained earlier, assuming that a PM FBG is used as a filter, the

x and y components generate two slightly detuned spectral losses due to the

different refractive index of the polarisation axes. The relative spectral distance

between the two components can be altered by applying physical stress to the

filter [120].

In Fig. 4.12(a) we show the 2D plot of the LLE parametric gain of Eq. (4.27),

in a ∆λf = ±0.02nm. In particular, λf x is kept fixed and λf y is shifted. In the

plot of Fig. 4.12 (b) we have compared the theoretical maxima of the parametric

gain (yellow and black symbols) with the simulated maxima of the x and y

components of the spectra (blue solid lines for the y polarisation and red solid

line for the x polarisation).

Between −0.006 nm and 0.012 nm the parametric gain is composed of a single

band (black ’+’ symbols in Fig. 4.12 (b) ), as λf x and λf y are too close together

to produce two distinct peaks, but the simulations still show the formation of

two detuned peaks in the two polarisation axes.

The black marks, correspond to four examples of simulated spectra, in par-

ticular at intervals of [0.015,0.0016,−0.003,−0.015] nm for the plots of Fig. 4.12

(c), (d), (e) and (f), respectively.

In this case as well, the theoretical and numerical result are in good agree-

ment. As predicted, the position of the bands on the x axes remains the same for

each simulation, while the peak of the y axes moves accordingly with the shift

of the filter. In the plots of Fig. 4.12 (c)-(f), one can appreciate the evolution in

the gap between the two spectral peaks. When the spectra become very close
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Figure 4.12 – (a) 2D evolution of the parametric gain band as a function of
∆λc (b) Comparison between the theoretical gain peaks and the peaks of the
simulated spectra. (c)-(f) examples of the first negative sidebands of GTF, for
∆λc = [0.015,0.0016,−0.003,−0.015] nm, respectively. The red traces are the x
polarization components, while blue traces are for the y polarization components.
The parameters used are: L = 100m, ρ =

√
0.95, θ =

√
0.05, γ = 2.5 /W /km , β2 =

0.5 ps2/km,∆β1 = 0.5 ps/km, φ0x,y = −arg[Hx,y(0)], Pin = 0.1W , a = 85e9 ns/rad,
b = −2.45, λcx = 193.49nm, λcy = λcx +∆λc nm.

together, as in the case of plot (e), it can be useful to look at the interference

pattern in the time domain.

If the spectra on the two polarisations grow at different frequencies, the

period of the modulation in the time domain will also be different. Since it might

be difficult to measure the difference between the periods of the two signals

directly, one way to visualise this characteristic is to study the interference
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Figure 4.13 – (a) Examples of first sideband of the spectra, for ∆λ = 0.015 nm.
(b) and (c) are the delayed time windows of the time domain signal of the two
polarizations. (d) is the respective interference pattern, where this time one can
clearly see the modulation given by the beating of the two polarizations signals.
The parameters are the same of Fig. 4.12.

pattern that the two signals produce when beaten together in the time domain.

The x and y signals are coherent because they come from the same source. In

a numerical simulation the interference pattern can be visualised by plotting

|Ex(t, z) +Ey(t, z)|2, and in a real experiment this can be done by simply beating

the two signals on the same photodiode.

In Fig. 4.13 we show an example of time domain dynamics with ∆λc =

0.015 nm, with spectra depicted in Fig. 4.12 (a). The plots in Fig. 4.13 (b) and

(c) show the modulated time signal in two slightly delayed time windows of

10 ps. In windows (b), the red and blue signal (x and y polarization components)

are perfectly synchronized and their frequency equal to the first harmonic of

the MI spectra. In second window (c), the blue and red signals are delayed,

which suggest a difference in the period of the two components. Fig. 4.13

(d) shows the interference pattern Pint. The over-modulation visible upon the

signal has a period which is proportional to the period difference of the two
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signals, as expected. In this case the spectral shift between the two spectra is

2.6GHz, giving a interference pattern of with a mean period of 384 ps which is

1/(2.6GHz).

One can see that the period is not very regular. This is due to the distortion

of the two signals, visible for example in the blue trace of Fig. 4.13 (c). As

stated before, the x and y components are always coupled through the XPM term

Px,y + σPy,x in the model of Eqs. (4.19) and (4.20). This coupling brings to the

presence of mutual spectral components in the two polarizations, which create a

distortion in the pulse profile, thus in the interference pattern. We will discuss a

brief solution to this problem in the Perspective section at the end of the chapter.

4.4.3 Numerical simulations: group velocity mismatch

In this last part we will analyse the effect of the group velocity mismatch.Fig.

4.14(a) is the 2D plot of the parametric gain as a function of ∆β1. The black

crosses and yellow stars highlight the maxima of the gain. We can not that the

the parametric gain is not symmetrical respect ∆β1 = 0, and the interval in which

the gain has a single peak is between ∆β1 = ±13.74 ps/m. This gives an interval

where the δβ1 is too small to guarantee the formation of the dual frequency

comb. In Fig. 4.14 we plot the evolution of the position of the peak of the x and

y polarisations as and, as can be seen, the agreement with the theoretical model

is good. As in the other cases analysed, there is a slight disagreement between

the theoretical preliminary peak position and the simulated results, mainly due

to the intensity of the parametric gain: when two peaks are present, the spectra

tend to evolve around the highest gain peaks.

The plots of Fig. 4.14 (c), (d) and (e) are three examples taken for ∆β1 =

[0.47,−0.05,−0.47] : ps/m respectively, with the red traces being the x polariza-

tion components and the blue traces the y polarization components.

4.5 Perspective

At this stage, this remains a theoretical and numerical study, but it demonstrates

that a passive dual-frequency comb like MI spectrum could be obtained by
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Figure 4.14 – (a) 2D plots of the parametric gain as a function of ∆β1. (b)
comparison between the peaks of the gain, coloured symbols, and the numerical
simulated peak (red lines for the x component, blue lines the y components). (c)-
(e), three examples of spectra for ∆β1 = [0.47,−0.05,−0.47] : ps/m, respectively.
The parameters are : L = 100m, ρ =

√
0.95, θ =

√
0.05, α = 1−ρ, γ = 2.5e−3 /W /m

, β2 = 0.5 ps2/km, φ0x,y = −arg[Hx,y(0)], Pin = 0.1W , a = 85e9 ns/rad, b = −2.45,
χ = π/4 rad fcx = 193.49 THz, fcy = fcx + 0.25 THz.

exploiting the PM fibre characteristic with the GTF different degrees of freedom.

In this work we have kept a "real world" realisation oriented approach, charac-

terising some of the parameters that could be tested in a real experiment. This

study is interesting because it could potentially overcome some of the intrinsic

limitations of dual frequency comb generation, such as the fixed repetition rates

of the lasers or fixed frequency shifts [123, 124, 125, 63].

This theoretical study opens the way to several experimental verifications.
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First of all, it would be interesting to reproduce the dual-frequency comb gener-

ation with GTF. This could be done by adapting the experimental setup already

described in Chap. 3 to handle two polarisations. This is technically challenging

but feasible. Once the PM GTF is experimentally demonstrated, it would be

possible to address some critical points. First, the XPM problem: the cross-

polarisation components on the two axes create mutual interference that doesn’t

allow the generation of a clean pulse train (see Fig. 4.13). Secondly, the mod-

ulation obtained by GTF is almost sinusoidal, whereas dual-frequency comb

generation usually requires sharper pulses.

The first problem could be solved by contrasting the cross-polarisation effect,

e.g. by injecting two linearly polarised beams parallel to the x- and y-polarisation

axes of the cavity. The generation of sharper pulses can actually be performed by

MI [23]. Once the two optical frequency combs are generated and separated, the

respective modulated pulses can be propagated in an appropriate fibre system,

where they can act as seeds for MI. This can lead to the formation of a train of

soliton, with a repetition rate equal to the original modulated frequency.

4.6 Summary

• In this chapter, we have analysed the theory of GTF in an all-polarization

maintaining setup, which includes a PM cavity and a PM filter.

• Once defined the Ikeda Map model of the system, consisting of two coupled

NLSE with the relative boundary conditions, we performed the calculation

of the steady states and a stability analysis. The stability analysis doesn’t

bring to an analytical formula for the calculation of the gain, but can be

easily resolved numerically.

• We derived the equivalent LLE model for the system, and performed a

stability analysis which lead to a semi-analytical parametric gain model.

We compared the Ikeda and LLE models, and found out that, under the

appropriate conditions, they are basically equivalents. Given that, we

focused on the LLE for the numerical simulations, because it substantially

faster to use.
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• We conducted a numerical study on the dependency of the PM GTF on

different parameters of the filter: injection angle, spectral distance of

the polarization components of the filter and polarization group-velocity

mismatch. That analysis shown how it is possible to obtain dual-frequency

structures inside the cavity, and that the frequency of the MI spectra on

the two polarization axes can be controlled by the filters characteristic.
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Chapter5
Effects of pump-cavity

synchronization mismatch

5.1 Introduction

In this chapter we discuss a central topic in the construction and use of fiber

cavities, which is the effect of synchronization mismatch between the driving

signal and the natural repetition rate of the cavity. In the experiment presented

in chapter 3, as well as in a large number of works involving the use of fibre

resonators [101, 74, 61, 82, 65], the cavity is driven by a pulsed signal.

This is due to two main necessities: (i) limiting the SBS and (ii) achieving a

higher peak power. Indeed, the lossy nature of passive fibre resonators requires

the use of relatively high peak power to stimulate non-linear effects. This latter

characteristic, also allows a much higher conversion efficiency in the generation

of optical frequency combs [52, 126, 127]. A pulsed pump requires very precise

control of the repetition rate of the pulses in order to avoid degradation of

the coherence and stability of the optical frequency combs [128, 129, 130]. To

obtain a perfectly coherent drive, the repetition rate of the pulses must be an

exact integer multiple of the free spectral range of the cavity, with a required

accuracy in the order of hundreds of hertz. Such a requirement is not easy to

meet, and a synchronisation mismatch between the cavity and the drive pump

is expected. Therefore, studying the dependence of a phenomenon such as MI

99
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from the synchronization mismatch is of primary interest in our studies, since

pulsed driving is almost always our first choice.

So far, in the study of MI (see Chap. 2 and Chap. 3), we have only covered

the contribution of the even order of dispersion, β2. Higher orders of dispersion

can become important as β2 becomes small, and it has been shown how this

can lead to drift instabilities in the time domain. This drift process can actually

compete with the amplification process that allows MI to form, in a phenomenon

known as convective instability [131, 84]. The contribution of the low odd-order

dispersion term, β1, which actually corresponds to the synchronisation mismatch

between the driving pump and the cavity, is known to modify the resonator

dynamics, but does not have a significant impact on the shape of the MI spectra.

With this study, made in collaboration with Saliya Coulibaly, MDC at Uni-

versité de Lille, we show how the first-order dispersion actually leads to the

modification of the position of the MI sidelobe. This fact is quite unexpected,

because the standard stability analysis does not predict this before.

5.2 Theoretical analysis

The theoretical analysis is based on the LLE model, generalized in order to

account for the group velocity mismatch ∆β1, reading:

i
∂E(z,τ)
∂z

+i∆β1
∂E(z,τ)
∂τ

−
β2

2
∂2E(z,τ)
∂τ2 +γ |E(z,τ)|2E(z,τ) = i

θ
L
Ein+

(
δ−iα

)E
L
. (5.1)

Following the formalism used in previous chapters, L is the length of the cavity,

τ is the time reference, z is the distance travelled by the pulse, E(z,τ) is the intra-

cavity electric field and Ein is the input electric field. γ is the Kerr nonlinearity

parameter and β2 is the group velocity dispersion. The group velocity mismatch

is defined as ∆β1 = tR−tR,0
L , where tR is the period of the input pulse train and

tR,0 is the natural repetition rate of the cavity tR,0 = nL/c, c being the velocity of

light in the void. With this definition, ∆β1 represents the difference between the

repetition rate of the drive pulse train and the actual repetition rate of the cavity.

The parameters θ and ρ are the transmission and reflection parameters of the

cavity, and α = 1− ρ accounts for the total losses. δ0 = −φ0 is the linear phase
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detuning between the cavity and the laser.

We can write the steady state solution of Eq. 5.1, as Es =
√
Ise

φs such that

S2 − Is[α2 + (δ − Is)2] = 0 [105]. A perturbation in the form of ei(ωt−λz) gives the

following dispersion relation:

D(λ,ω) = (λ−∆β1ω+ iα)2 + [I2
s − (ω2 + δ − 2Is)

2]2. (5.2)

It is possible to compute the eigenvalue λ by simply solving D(λ,ω) = 0. The

steady state solution is then stable if the imaginary part of the following λ is

negative:

λ(ω) = ∆β1ω+ i[−α +
√
I2
s − (ω2 + δ − 2Is)2]. (5.3)

At this point, the position of the MI can be easily found by solving Im[(δλ/δω) =

0], which gives ωMI =
√

2Is − δ. The corresponding phase velocity is vφ =

Re(λ)/ω = ∆β1. Eq. (5.3) has to be fulfilled to get MI, but, since the gain

depends on the imaginary part of λ, the effect of ∆β1 is not evident by only

looking at this formulations.

To get a more complete description of the dynamic of a system pumped with

pulses, the linear stability analysis must be considered through the determina-

tion of the linear response of the system [132, 133]. In practice, if one define the

initial perturbation (pump) as S(γ,ω), the linear solution can be computed with

an inverse Fourier-Laplace integral as[133]:

Elin(τ0 + b1z,z) =
∫ +∞

−∞
dω

∫ iσ+∞

iσ−∞

S(λ+∆β1ω,ω)
D(λ+∆β1ω,ω)

× ei(ωτ0−λz)dλ (5.4)

where τ0 is the time in the absolute reference frame, and b1 is the velocity at

which the perturbation is moving respect the absolute reference frame, and

σ defines a contour of integration in which the frequency is grater that the

maximum growth rate of the perturbation, σ > σm = max{ωi |D(λ,ω) = 0,−∞ <

λ < +∞}. For large enough intervals, the integrals of Eq. (5.4) are dominated by

the saddle points ω =ωs and λ = λ(ωs) which satisfy [131]: D(λ+∆β1ω,ω)|ωs = 0

and ∂D(λ+∆β1ω,ω)
∂ω |ωs = 0. By evaluating the linear response solution of Eq. (5.4), it

is possible to depict the effect of ∆β1 on the parametric gain.
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Figure 5.1 – (a) Evolution of the output spectrum as a function of the group
velocity mismatch (∆β1) from numerics [LLE integration, Eq. (1)]. (b) Evolution
of the output power as a function of the group velocity mismatch. (c) Zoom on a
MI sidelobe. The black dashed lines represent theoretical predictions from Eq.
(5.3)-(5.4). (d) Zoom in on the MI sidelobe for different mismatch values (0, 2,
12 fs/m respectively from numerics).

Figure 5.1 (a) is the 2D plot of the output spectra as a function of the syn-

chronisation mismatch in an interval of ±20 fs/m, obtained by integrating the

LLE of Eq. (5.1), with parameters corresponding to the experiment. When the

synchronisation mismatch is higher than ±5 fs/m, the MI sidebands does not

change position respect ∆β1, and remain located at ±270 GHz from the pump.

When the synchronisation mismatch is |∆β1| < 5 fs/m, the sidebands move

towards the pump as the mismatch decreases, see Fig. 5.1 (c) for a zoom on the

first sideband. The trajectory is parabolic, moving from 270 GHz to 260 GHz in

the minimum. When ∆β1 = 0 fs/m, the bands move back to the initial position

of 270 GHz, creating the hole in the parabolic evolution. It’s also interesting to
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note the difference in the width of the sidebands, which are significantly thinner

at these intervals than at larger ∆β1, as shown in Fig. 5.1 (d).

The evolution of the band is due to the transition from a so-called convective

regime to an absolute regime, which can also be better appreciated by looking at

the time-domain evolution of the perturbation in Fig. 5.1 (b). In the convective

regime, when |∆β1| > 5 fs/m, the MI perturbation is shifted outside the pulse

as the synchronisation mismatch becomes larger. Eventually, the entire pertur-

bation is shifted out of the driving pulse and the MI sidebands disappear (not

shown here for clarity). On the contrary, |∆β1| < 5 fs/m, the perturbation covers

the entire pulse (absolute regime), and the movement of the bands follows the

round-trip-to-roundtrip shift of the modulation.

The trajectory of the sidebands in the absolute regime can be calculated from

Eqs.(5.3)-(5.4). In Fig. 5.1(c) it’s superimposed on the numerical simulation,

black dashed line, with a good agreement in the parabolic motion followed by

the sideband.

The physical interpretation of the movement of the MI bands can be under-

stood by considering that the phenomenon is observed in a fixed reference frame

respect the MI perturbation. Indeed, if an observer travels in the same reference

frame of the perturbation (at the same velocity of the pulse), he wouldn’t see any

change in the modulation frequency. But by looking the phenomenon from a

fixed reference frame, different from the one of the moving pulse, by changing

the velocity of pulse (thus the synchronization mismatch of the pump), the ob-

server would see the frequency of the modulation change as the synchronization

mismatch.

There is a small discrepancy in the total duration of the absolute regime,

theoretically present from ±6 fs/m, but numerically visible only for |∆β1| < 4

fs/m. This may be due to non-linear effects not considered in the space-time

analysis (the power of the perturbation is always considered weak compared to

the power pump in the stability analysis). Another small discrepancy between

the theoretical result and the numerical simulation is the presence of a fixed

frequency component around 270 GHz, which creates a sort of "halo".

In Fig. 5.2 we have plotted the evolution of the trajectory of the first sideband

in the absolute regime as a function of cavity detuning δ and pump power. In



104 CHAPTER 5. Effects of pump-cavity synchronization mismatch

220 260 300 340
-8
-6
-4
-2
0
2
4
6
8

δ
= 0

δ
= 0.43

δ
= 0.86

δ =1.3

δ = 1.6

cavity detuning

250 350 450
-15

-10

-5

0

5

10

15

Is = 0.12
Is = 0.16

Is = 0.20

Is = 0.24

Is = 0.275

Pump power

∆
β 1

(f
s/

m
)

∆
β 1

(f
s/

m
)

(a) (b)

Frequency (GHz) Frequency (GHz)

Figure 5.2 – (a) and (b) Evolutions of the sidelobe positions and of the absolute
regime zone as a function of the cavity detuning and the pump power, respec-
tively, from theory Eq. (5.3)-(5.4). With α = 0.2327, θ= 0.05, and |Ein|22 = 2.3 W,
extracted from experimental parameters which are all listed in Fig. 5.3’s caption.

particular, in Fig. 5.2 (a) one can see how, at higher detuning, the sidebands

generally rise closer to the pump, with a more pronounced parabolic motion.

It’s also noticeable how the absolute instability zone becomes larger for smaller

detunings. The evolution with power is shown in Fig. 5.2(b): as the power

increases, the area of the absolute regime becomes larger.

5.3 Experimental Setup

The setup used for this experiment is shown in Fig. 5.3. The cavity is made up

of a dispersion-shifting fibre with a dispersion β2 = −4.5 ps2/km at 1545 nm, a

nonlinear coefficient γ = 2.5W −1km−1 and a 90/10 coupler, also made with the

same fibre type. The total length is L = 27.44 m, with a finesse of 15.6. Inside the

cavity, a polarisation controller (PC3) is used to change and fix the phase detun-

ing. This is achieved by cross-polarising the drive and control signals on the two

polarisation axes of the cavity. The PC3 then imposes a physical deformation on

the fibre, which changes the refractive index on the two polarisation axes and

thus the phase detuning between the drive and control signals. A mechanical

stretcher is also placed inside the spool to finely vary the length of the cavity

and thus control the synchronisation mismatch. It should be noted that the use

of the stretcher also changes the phase detuning, which has to be reset each
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Figure 5.3 – (a) Experimental setup. EOM, electro-optical modulator; PC (1-4),
polarization controllers; PD, photodetector; OSA, optical spectrum analyzer;
EDFA, erbium-doped fiber amplifier; BPF1, optical bandpass filter; EBPF: elec-
tronic bandpass filter; STR: fiber stretcher; Ref Laser: femtosecond laser; OSC,
oscilloscope; PID, proportionalintegrate-derivate controller; FBG, fiber Bragg
grating; PWM, power meter; AWG, arbitrary wave generator. Parameters: pulse
width = 560 ps, L = 27.44 m,γ= 2.5 /W/km, β2 = −4.5 ps2/km, finesse of 15.6,
PP = 2.3W, ∆ = 1, and the zero mismatch repetition rate 7.431 555 16 MHz.
The delay accumulated after one round trip when the pump pulse train has a
synchronization mismatch with the cavity of ∆T = 1/FPump - 1/F’ Pump. (b)
Typical pump pulse from experimental recordings

time. Two circulators allows to inject the counterpropagative driving and control

fields, without the need of a tap coupler. The CW laser is modulated into pulses

of 560 ps by an electro-optical modulator (EOM) controlled by an AWG, which

allows the repetition rate of the pulses to be fine-tuned. The pulse train is then

split into two beams. The non-linear driving field, in red, passes through an

isolator, a fibre amplifier (EDFA1) and a band-pass optical filter (BPF1). Its

polarisation can be controlled by a paddle controller (PC1) and then a circulator

(C1) directs it into the input/output 90/10 coupler. Note that before injection, a

small part of the power is collected for power measurement. In the same way,

the control beam, the blue path, passes through an isolator and a polarisation
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controller (PC1) before being directed into the cavity with a circulator (C2).

The nonlinear and control beams are extracted from the cavity by the same

circulators used for injection. In particular, the control beam leaves the cavity

through C1, where it is collected by a photodiode (PD1). As it is still a pulsed

signal, it is processed through an electrical bandpass filter before being fed to

the PID controller. The PID produces the error signal that drives the CW laser,

closing the feedback loop that stabilises the cavity.

The non-linear beam exits the cavity through (C2) and undergoes a different

type of processing. In fact, 10% of the total output power is directed to the

OSA for spectral recording. The remaining part passes through an additional

polarisation controller (PC4), is amplified (EDFA2) and then processed with an

FBG to suppress the carrier of the spectrum. The signal obtained is processed

with a time lens system, which allows the time domain signal to be stretched

without distortion. The time stretching effect was obtained by pumping the time

lens with a femtosecond laser centred at 1570 nm, providing pulses with a fixed

repetition rate of 99.88 MHz. This laser was used as the reference clock for all

the electronics in the setup. The magnified signal (magnification factor 57) was

recorded by a fast photodiode and an oscilloscope (70 GHz bandwidth each).

With this time-lens system, we were able to record the real-time evolution of the

output cavity field over a window of 40 ps with a resolution of about 300 fs.

In this setup, there are two ways to vary the synchronisation mismatch: by

the frequency of the AWG or by the stretcher (STR) placed inside the cavity. The

first method is very straightforward and allows very fine tuning of the mismatch.

In fact, changing the pump repetition rate by as little as 1 Hz results in a sync

delay of 19.8 fs (a synchronisation mismatch of 0.7 fs/m). We therefore used a

highly stable frequency synthesiser to tune the repetition rate by only a few Hz

around a reference repetition rate with zero mismatch, which we measured at

7.111 231 MHz (at 1545 nm).

The second method is to vary the length of the cavity using a mechanical

stretcher. This choice was made because it allowed the synchronisation between

the AWG and the timelens system to be maintained, while changing the synchro-

nisation between the cavity and the driving field. With this method we were

able to tune the mismatch roughly around ±20 fs/m to study the round-trip to
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round-trip time drift of the modulated pulses.

5.4 Experimental Results

As a first result, we show the overall evolution of the spectra as a function of the

synchronisation mismatch. For these measurements, we varied the repetition

rate of the pulses. The synchronisation mismatch was tuned at an interval of

±250 fs/m, corresponding to a total repetition rate variation of 756 Hz. By

pumping the cavity above the MI threshold, we obtain the formation of side-

bands in the interval of ±150 fs/m, corresponding to a mismatch of ±4.05 ps,

respecting perfect synchronisation. This means that a desynchronisation of 0.7%

is sufficient to stop the process completely.

The overall evolution is shown in the 2D plot of Fig. 5.4 (a), and Fig. 5.4 (b)

and (c) are zooms on the harmonics of the spectral evolution. From the overall

2D plot of Fig. 5.4 (a), it can be seen that the MI spectrum is almost symmetric

with respect to the zero mismatch value ∆β1 = 0. The slight asymmetry observed

is due to a slow drift of the experimental parameters over the entire acquisition

time, which exceeds 15 min. Therefore, for simplicity, only the positive mismatch

interval will be analysed. In the plot of Fig. 5.4 (d) we have plotted different

spectra for specific ∆β1 values, corresponding to the coloured triangles in the

panels 5.4 (a) and (c). The case of perfect synchronisation (∆β1 = 0) shows a set

of two narrow symmetrical sidebands (10 GHz at FWHM) located at 280 GHz

from the pump, as seen in the cyan trace of Fig. 5.4 (d). By slightly increasing

the detuning to ∆β1 = 2 fs/m, the sidelobes move towards the pump at about

250 GHz, keeping the same shape as shown in the red trace of Fig. 5.4 (d). By

increasing the detuning further, the bands start to move back to the original

position, up to 280 GHz at ∆β1 = 5 fs/m. The black dotted line in Fig. 5.4(c)

represents the theoretical position of the bands as calculated in the previous

sections, and it is quite a good agreement, confirming that the displacement of

the bands is due to the synchronisation mismatch.

Finally, the green and black traces of Fig. 5.4 (d) are two spectra in the

"convective regime" and, as explained before, they don’t manifest any particular

changes in position and simply disappear when the synchronisation mismatch
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Figure 5.4 – (a) Two-dimensional (2D) plot of the output spectra as a function of
the synchronization mismatch. (b)-(c) Progressive zoom on the harmonics and
the central part of the first sidelobe. (d) Output spectra for specific values of ∆β1
(0, 2, 50, and 100 fs/m). Inset: Zoom on the first sidelobe.

becomes too high.

In the time domain, the effect of the synchronization mismatch can be seen

through a drift of the ripples of the modulated pulses. Thanks to the use of a

time lens system, we were able to record the dynamic of the MI from roundtrip

to roundtrip. In particular, we were able to record the pulse train at the output

of the cavity, that manifest a modulation with a period of 4 ps, with a very high

temporal resolution (300 fs).

Five typical recordings of the real-time evolution of the output cavity are

shown in Fig. 5.5 (a)-(e). In particular, Fig. 5.5 (c) is an example taken for a

perfect synchronization case: we can see that the modulated signal is straight

from round-trip to round-trip, and its period is ≈ 3.2 ps. At this point, acting

on the stretcher of the cavity one can observe how negative synchronisation

mismatches produce a negative slope in the modulation, see Figs. 5.5 (a) and

(b), while positive synchronisation mismatches produce a positive drift, as in

Figs. 5.5 (d) and (e). In Fig. 5.5 (f) we have plotted the evolution of the drift as a

function of the synchronisation mismatch. The drift can be considered as the
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Figure 5.5 – (a)–(e) Round-trip to round-trip temporal trace evolution for three
specific values of ∆β1 (-9, -1.8, 0, 0.6, and 6.7 fs/m). (f) Temporal drift of the
pattern vs ∆β1.

variation of the phase velocity of the driving pulses and is in particular equal to

Vφ = Re[∂ωλ] = ∆β1 (see eq. (5.3)). From the measurements we have measured

the drift, and its slope as a function of ∆β1 is 0.9, which is remarkably close to

the theoretical value of 1.

In conclusion, we demonstrated how the synchronization mismatch influ-

ences the dynamic of modulation instability. The effect can be appreciated in

two different way: first of all the dependency of the position of the side-lobe of

the MI spectra from the synchronization mismatch in the absolute regime area

and, secondly, the round-trip to round-trip time drift of the modulated pulses.

5.5 Perspective: Synchronization and GTF

The previous results showed the effects of the synchronisation mismatch on

the MI spectra. In particular, we have described the competition between the

absolute and convective regimes, in which the position of the bands changes
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Figure 5.6 – Experimental setup used for the study of GTF dependency on ∆β1.
For the detailed description see Fig. 3.1, in Chap. 3.

significantly. The study of such a phenomenon required a special analysis, which

confirmed the experimental observation. Interestingly, a similar phenomenon

can be observed for GTF instabilities. This test was carried out on the cavity

described in Chap. 3 and with the same setup, where the ∆β1 can be tuned by

carefully modulating the reference frequency of the AWG. For the sake of clarity,

we propose the scheme of the experiment in Fig. 5.6 again, but for a detailed

description we address the reader to the specific section 3.1. In the scheme of Fig.

5.6, the reference frequency and thus the ∆β1 can be tuned with the function

generator labeled as REF.

Similarly to the previous section, we set the pump power Pin = 17.5 W and a

detuning where the cavity is monostable φ0 = 0.05 rad. The wavelength of the

pump was fixed at λp = 1545.4 nm to destabilise only GTF instabilities. We then

stabilised the cavity and started to detune the synchronisation by acting on the

REF. The result is shown in Fig. 5.7. In particular, Fig. 5.7(a) is the evolution of
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Figure 5.7 – (a) Evolution of the GTF spectra as a function of ∆β1. (b) zoom on
the first negative band. (c) Four examples of the sidebands taken at different
∆β1, the dashed blue line is the central position of the filter.

the spectrum for ∆β1 ∈ [−2.5,2.5] fs/m. To get a clearer view of the evolution of

the GTF band shift, we plot the first negative GTF band in Fig. 5.7(b). Fig. 5.7

(c) are the spectra at [−2,0,1,2] fs/m for the blue, green, red and violet traces

respectively. It’s interesting to note that, in this case too, the position of the band

does indeed vary with the cavity’s synchronisation mismatch. The variation is

less intense than that observed for the MI bands, but it is still noticeable. In

particular, at the interval ±1 fs/m, where the band first moves away from the

pump and then back towards the centre, as shown in figure 5.7 (b).

Unfortunately, it wasn’t possible to record data in the temporal domain

because the repetition rate of the time-lens system (integer multiple of 99.88

MHz) was not synchronised with the repetition rate of the cavity. However, it

may be interesting to explore this possibility in the future.

As a final result, we present the evolution of the threshold of GTF and para-

metric instabilities in the case of anomalous dispersion. In Chap. 3 we gave

a detailed explanation of the evolution of the thresholds as a function of the

linear phase φ0. During the measurements in the anomalous dispersion regime,
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Figure 5.8 – Evolution of the threshold of GTF (red) and parametric (blue)
instabilities, as function of the linear detuning φ0, at different synchronization
mismatches. The dashed curves are for ∆β1 = +1.57 fs/m, the solid lines with
dots are ∆β1 = +0.36 fs/m and the solid lines with stars are for ∆β1 = −1.69 fs/m.

we decided to analyse the dependence of the threshold on the synchronisation

mismatch, and the result is shown in Fig. 5.8. The blue curves are the evolu-

tion of the parametric instabilities and the red curves are the GTF instabilities.

The dashed curves are for ∆β1 = +1.57 fs/m, the solid lines with dots are for

∆β1 = +0.36 fs/m and the solid lines with stars are for ∆β1 = −1.69 fs/m. In

the low detuning range, where the two instabilities rise almost together, ∆β1

does not affect the thresholds too much, but as the phase detuning increases,

the thresholds start to vary. The simulation of the effects of synchronization

mismatch in the context of GTF is still a work in progress, and it will not shown

in this thesis.

5.6 Summary

• In this chapter, we have theoretically and experimentally analysed the

dependence of the frequency of the MI on the synchronisation mismatch

between the pump pulses and the cavity.

• The theoretical analysis showed how the synchronisation mismatch leads

to the competition between two different instability regimes: absolute and

convective. This competition leads to the movement of the sidebands of

the MI spectrum as well as to a temporal drift of the modulated signal.
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• We build a setup with which we were able to records the evolution in both

frequency and temporal domain. The temporal domain recording were

possible thanks to the use of a time-lens system, which allows to magnify

the temporal dynamics without distortions.

• Finally, we shown how the synchronization mismatch acts also on the

position and on the thresholds of GTF instabilities. A theoretical work is

still needed to fully describe the phenomenon.
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Chapter6
GTF in an active cavity

6.1 Introduction

One of the major limitations in fibre cavities are the losses induced by the

elements of the resonators, such as couplers and filters. In the context of MI and

GTF, when the losses are very high, the thresholds of the phenomena could be

unreachable in experiments.

A clever solution to this problem has recently been proposed by Englebert

et. al. [64, 65, 66], consisting of the compensation of the intracavity losses by

means of a fibre amplifier embedded in the structure. This technique, allows to

pass from finesse in the order of 20, to finesse in the order of 100. Thanks to the

collaboration of Nicolas Englebert, we were able to implement such a solution in

our setup for the study of GTF, dramatically lowering the power thresholds. We

also collaborated with Auro M. Perego and Minji Shi from the Aston Institute of

Photonic Technologies at Aston University (Birmingham, UK) on the theoretical

development of GTF in an active cavity.

6.2 GTF in active cavity

We propose in the following the main points to derive the LLE model. The active

medium used for this setup is a piece of Erbium-Doped Fiber, typically used in

the construction of EDFA. We can extend the Ikeda Map model of Eq. 2.24 by

115
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including the propagation in the EDF as follows:

i
∂En(z,τ)
∂z

=
(g

2
−

g

2Ω2
g

∂2En(z,τ)
∂t2

)β(1)
2

2
∂2En(z,τ)
∂τ2 +

−γ (1)|En(z,τ)|2En(z,τ), 0 < z < L1

(6.1)

i
∂En(z,τ)
∂z

=
β

(2)
2

2
∂2En(z,τ)
∂τ2 −γ (2)|En(z,τ)|2En(z,τ), L1 < z < L2 (6.2)

En+1(z = 0, τ) = θEin + ρeiφ0h(t) ? En(z = L2, τ). (6.3)

Where the gain g(z) =
g0

1 + (PsattR)−1
∫ tR

0
|En(L1, t)|2dt

, g0 is the unsaturated power,

Psat is the gain saturation power, tR is the round-trip time of the cavity [64, 134]

and Ωg is the bandwidth of the gain. Eq. 6.1, describes the propagation of

the intracavity field En in the EDF, so β(1)
2 and γ (1) are the dispersion and Kerr

parameters of the doped fibre, and L1 is its the length. Equations 6.2 accounts

for the propagation in the single mode fibre: β(2)
2 is the dispersion, γ (2) the Kerr

nonlinear parameter and L2 is its length. Finally, Eq. 6.3 describes the boundary

condition of the system: θ and ρ are the transmission and reflection parameter

of the coupler, φ0 is the phase detuning, h(t) is the filter and Ein is the input field.

τ is the variable representing time in the pulse reference frame and z represents

the distance space. The description of the filter is the one used in chapter 2, so

that H(ω) = eF(ω)+iψ(ω), and h(t) = F −1H(ω), where F(ω) and ψ(ω) defines the

losses and the phase profile of the filter as in Eq. 2.22 and 2.23.

We can assume the steady state solution of the cavity in the form En(z) =√
Pn(z)eiφn(z), where φn(z) is the steady state phase. By using this, is possible to

compute the well known relation between the intracavity and input power as:

P =
θ2Pin

1− ρ′2 − 2ρ′ cosΦ
, (6.4)

where ρ′ = ρeg0L1/2+F(0) and Φ = φ0 +ψ(0). The new definition of ρ′ becomes par-

ticularly useful by to directly compute the finesse of the cavity F = 2π
√
ρ′/(1−ρ′),

giving a direct way to estimate the losses of the cavity and the unsaturated gain
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factor g0.

6.2.1 LLE model: stability analysis and parametric gain

From the map of Eqs. (6.1) - (6.3), it is possible to derive the equivalent LLE

model which reads:

L
∂E
∂z

=[−α + iφ0 +Φ ? +iΨ ?]E

+
g

2
L1 +

g

2Ω2
g

∂2E

∂τ2 −
iLβ2

2
∂2E

∂τ2 + iLγ |E|2E +θ′
√
Pin.

(6.5)

where L = L1 + L2 is the total length of the cavity, and β2 = (β(1)
2 L1 + β(2)

2 L2)/L

and γ = (γ (1)L1 +γ (2)L2)/L are the averaged dispersion and nonlinear parameter,

respectively. Assuming the steady state solution as E0 =
√
P eξ , the relation

between the intracavity P and input power Pin can be obtained as:

P =
θ2Pin

(lnρ+ g0L1
2+2P /Psat

+F(0))2 + (φ0 +ψ(0) +γP L)2
(6.6)

We can compute the parametric gain associated with the LLE by performing

a stability analysis. We can consider a perturbation of the steady state solution

such that E = E0 + ae−iωt + beiωt, with |a|, |b| � |E0|. By linearising Eq. 6.5 with

respect to the small perturbation, we obtain the following system:

L
∂
∂z

 ab∗
 =

d(ω) 0

0 d(ω)

+

S(ω) C

C∗ −S(ω)

 ab∗
 (6.7)

where the elements of the matrix are:

d(ω) = lnρ+
1
2

(1− ω
2

ω2
g

)
g0L1

1 + P /Psat +Fe(ω) + iψo(ω)
,

S(ω) = Fo(ω) + i
[
φ0 +ψe(ω) +ω2β2L/2 + 2γP L

]
,

C = iγP Lei2ξ .

(6.8)

Fo(ω) and ψe(ω) are the odd and even part of the function F(ω) and ψ(ω), which



118 CHAPTER 6. GTF in an active cavity

ga
in

 �
/m

ga
in

 �
/m

ga
in

 �
/m

[t]

Figure 6.1 – 2D plots of the parametric gain as function of Pin computed with
Eq. (6.9). (a) the finesse is 62, equivalent to ρ′ = 0.951 and unsaturated gain
g0 = 3.9481dB/m; (b) the finesse is 82, equivalent to to ρ′ = 0.96 and unsaturated
gain g0 = 4.2617 dB/m; (c) the finesse is 105, equivalent to to ρ′ = 0.97 and
unsaturated gain g0 = 4.68 dB/m. The other parameters are: ρ =

√
0.67, θ =√

(0.05), a = 43 rad/ns, b = −1.06, ωf = 193.65 THz, Psat = 0.5 W, Ωg = 25.13 THz,
β1

2 = −23 ps2/km, γ (1) = 1.3e−3 /w/m, L1 = 0.33m, β2
2 = 1.4 ps2/km, γ (s) = 2.5e−3

/W/m, L2 = 85m.

describes the loss and the phase of the filter in the frequency domain, respectively.

The eigenvalues of the system Eq. (6.7) which describe the evolution of the

perturbation are λ± = d(ω)±
√
S(ω)2 + |C|2, from which is possible to compute

the MI gain as:

gLLE(ω) =
2
L
Re(λ+) (6.9)

With Eq. (6.9) we are able to compute the parametric gain as function of the

unsaturated gain g0 which will be the control parameter in the experiment. In

Fig. 6.1 are three example of parametric gain as function of Pin, computed with

Eq. (6.9) for three different g0. The black dashed line is the central position of

the filter. Fig. 6.1 (a) shows the gain with finesse of 62, equivalent to ρ′ = 0.951

(g0 = 3.9481dB/m). In this case, the GTF Pin threshold is 0.6 W. Fig. 6.1 (b) is the

parametric gain with a finesse of 82, equivalent to ρ′ = 0.96 (g0 = 4.2617 dB/m),

the GTF Pin threshold is 0.1 W. Finally, (c) is the parametric gain with a finesse

of 105, equivalent to to ρ′ = 0.97 (g0 = 4.68 dB/m) and the GTF Pin threshold
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is 0.05 W. As expected, as the finesse increases, the power threshold decreases.

A standard cavity for GTF (with two couplers and a filter) typically feature a

finesse of 20. That finesse will give a GTF threshold of about Pin = 32 W. So, the

active cavity analysed in this example lowers the threshold of about 53 times, in

the worst case, which is a gigantic improvement.

6.2.2 Experimental Setup

The experimental setup, illustrated in Fig. 6.2, is fundamentally the same that

used in chapter 3, so for an in depth description we address the reader to section

3.1. For the stabilization we kept the PDH system, and the driving of the cavity

is made with a pulsed pump approach. The basic scheme of the cavity is shown

in Fig. 6.2 (b). The main body is composed by 80 m of DSF, with a dispersion

β2 = 3.8 ps2/km. The driving (red) and stabilization (blue) signals are injected

into the cavity trough the 90/10 coupler, and extracted trough the 99/1 tap

coupler. The filter used is an FBG with central wavelength λf = 1547.97 nm,

and it is fitted to the Lorenztian description used in Chap. 2 with the parameters

a = 43 rad/ns and b = −1.06. The driving signal has a pulse width of 1 ns, and

period tR = 435.1 ns. The active part of the cavity is composed by a piece of

L2 = 0.33 m of Erbium Doped Fiber (EDF), spliced to the main body of the cavity

through two wavelength division multiplexers (WDM). The pump of the EDF is

is a laser diode (LD pump) at 1490 nm, injected through one of the WDM.

The active section must be carefully tuned to give maximum unsaturated

gain. The unsaturated gain depends on the length of the active fibre [135]: if

the fibre is too short, the gain will saturate at low pump powers (the active fibre

pump, LD pump), whereas if the fibre is too long, the lasing threshold will be

reached before saturation, limiting the maximum gain provided by the EDF.

Experimentally, the lasing thresholds depend on the losses of the entire cavity, so

the search for the ideal length is done by trials and errors. In particular, we start

with a piece of EDF about 40 cm long and shorten it by one centimetre at a time

until the cavity doesn’t lase any more. The final length of the EDF obtained with

this method is 33 cm. The active cavity generates an Amplified Spontaneous

Emission (ASE) visible as a noise floor in the spectrum of the intracavity field
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Figure 6.2 – (a) Experimental setup for the active cavity experimentation. For
the complete description see section 3.1. (b) Structure of the active cavity: in-
put/ouput coupler (90/10), TAP coupler (99/1), FBG. The EDF fiber is highlithed
in green, and it’s connected to the main body with two WDM. LF pump is the
laser pump of the active section of the cavity, and have a wavelength of 1490 nm.
(c) Typical ASE of the intracavity EDF.

(see Fig. 6.2 (c)). In the plot the ASE is visible between ±4 THz around the pump,

with a hole in region 1− 3 THz due to the WDM.

6.2.3 Experimental results

We measured the intracavity spectrum at increasing powers, for different level

of EDF amplifications. The result is the consecutive decrease of the threshold

of the GTF as the losses of the cavity are increasingly compensated by the EDF

amplification. In Fig. 6.3 we plotted the intracavity spectrum as function of Pin,

for an estimated finesse of 62. In this case the unsaturated gain of the EDF is
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Figure 6.3 – (a) 2D plot of the spectra as a function of Pin for a finesse of about
62. (b) and (c) two example of measured spectra (blue) and simulated spectra,
for Pin = 0.96 W and Pin = 0.63 W respectively. The black dashed line marks the
central position of the filter.The parameter of the simulation are listed in the
caption of Fig. 6.1.

g0 = 3.9481 dB/m , and the threshold of the GTF is Pin = 0.6 W . Fig. 6.3 (b) and

(c) are two example for Pin = 0.63 W and Pin = 0.97 W respectively, where the

blue traces are the experimental results and the red traces are the simulation

obtained by integration of Eq.(6.5). We repeated the experiment with for higher

gains, in particular in Fig. 6.4 g0 = 4.2617 dB/m, and Fig. Fig. 6.4 (b) and (c) are

two examples for Pin = 0.45 W and Pin = 0.9 W. Finally, in Fig. 6.5 g0 = 4.68dB/m,

and the two spectra in Fig. 6.5 (b) and (c) refers to a Pin = 0.35 W and Pin = 0.53

W, respectively.

For all three examples, the simulations are in good agreement with the

measurements. The only small disagreement is the exact value of the power

threshold of the GTF. Indeed, even if the evolution of the threshold is coherent

with the compensation of the losses (higher finesses bring to lower thresholds),

the theoretical threshold computed for the highest finesses reached in this case

is much lower. We plot the theoretical and experimental threshold as function

of finesse in Fig. 6.6. The blue line are the theoretical results, computed with

Eq. (6.5), and the red stars are the measured thresholds. As shown, there is a

quantitative difference between the theoretical and the measured results. We

attribute that to different factors, among which we mention the uncertainty on

some of the parameters that compose the system (in particular the dispersion of
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Figure 6.4 – (a) 2D plot of the spectra as a function of Pin for a finesse of about
82. (b) and (c) two example of measured spectra (blue) and simulated spectra,
for Pin = 0.9 W andPin = 0.45 W respectively. The black dashed line marks the
central position of the filter.The parameter of the simulation are listed in the
caption of Fig. 6.1.

the EDF). With that, the theoretical model doesn’t take into account the counter-

propagative scheme of the experiment. Usually this is not a problem, because

the control signal is much weaker respect to the nonlinear signal, but in this case

the amplification happen in both ways. A possible solution could be the use of an

isolator inside the cavity, which force the circulation of the light in one direction

only. Another idea could be to not using a dedicated signal for the stabilization

signal, but using a portion of the driving signal to lock the stabilization system

[65, 64], both alternatives could be tested in further investigations.

6.2.4 Conclusion and perspective

In conclusion, we successfully developed an active cavity for the study of GTF.

The inclusion of the EDF inside the resonator, allowed for a drastic reduction

of the GTF threshold, of about 53 time respect a passive cavity with equivalent

dispersion and nonlinearity characteristic. The study is still a work in progress,

and our first objective now is the characterization of the evolution of the thresh-

old as a function of the gain of the EDF. Beside that, this setup allows for the

exploration of domain which require high finesses, such as soliton formation

and bistable dynamics [65, 64].

We also note here that a different version of the experiment involving the
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Figure 6.5 – (a) 2D plot of the spectra as a function of Pin for a finesse of about
105. (b) and (c) two example of measured spectra (blue) and simulated spectra,
for Pin = 0.53 W and Pin = 0.35 W respectively. The black dashed line marks the
central position of the filter.The parameter of the simulation are listed in the
caption of Fig. 6.1.
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Figure 6.6 – Theoretical (blue) and experimental (red star) input power thresh-
olds as a function of the finesse. The parameters of the theoretical calculation
are listed in the caption of Fig. 6.1.

generation of MI at a wavelength of 2µm, using an active fiber cavity is reported

in Appendix A.

6.3 Summary

• In this chapter we have presented a method for reducing the power losses

in a fibre cavity for GTF. It consists of embedding an ED fiber amplifier in

the fibre cavity to compensate for the losses. A fine adjustment of the gain

allows the whole system to act as a passive cavity with an extremely high

finesse.
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• In collaboration with Minji Shi (AiPT), we developed a theoretical model

to describe GTF in the context of an active cavity. We described the LLE

model and proposed a semi-analytical description of the parametric gain.

As expected, the higher the gain of the EDFA, the lower the losses and

hence the lower the GTF threshold.

• In collaboration with Nicolas Englebert (ULB), we have constructed an

active cavity setup that allows the measurement of GTF spectra. We de-

scribe the procedure for tuning the gain section to keep the cavity below

the lasing threshold and the experimental result. The overall agreement

with the theoretical and numerical model is quite good.



Conclusion

In this thesis, we primarily investigated a phenomenon known as Gain Through

Filtering in optical fiber cavities. In particular, we experimentally and theoreti-

cally studied GTF in different scenarios, that can be summarized as follows:

• We have characterised GTF in fibre cavities with normal and anomalous

dispersion. In particular, we have shown how GTF can coexist with para-

metric MI and how the two phenomena behave as a function of cavity

detuning and input power. This theoretical and experimental study proved

that in the normal dispersion regime, the input power thresholds of GTF

and parametric MI can be inverted by carefully tuning the phase detuning.

The same phenomenon cannot be achieved in the anomalous dispersion

regime. In the realization of the experimental setup, we upgraded the sta-

bilization system by adapting the PDH to our cavity setup, which proved

to be very effective.

• We have theoretically studied GTF in a polarisation-maintaining (PM)

cavity. In particular, we generalised the Ikeda map and the LLE model

to describe propagation in a fully PM resonator (including filter) and

derived the corresponding parametric gain functions. We characterised

the parametric gains as a function of several cavity and filter parameters:

the injection angle χ, the distance between the central frequencies of the

polarisation components of the filter, and ∆β1. To validate the theoretical

model, we compared the results with the numerical integration of the Ikeda

map and the LLE. The result of this study demonstrated how it is possible

to generate dual frequency combs in a fully PM cavity using GTF.
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• Inspired by the work of Englebert et al. [64], we built an active fiber cavity

for the study of GTF. In particular, a regular cavity for GTF studies has

been modified by adding a portion of EDF. The gain produced by the EDF

compensate for the losses of the cavity, allowing relatively high finesses.

With this setup, we were able to lowering the power threshold of GTF of

about 53 times. For the theoretical study of the phenomenon we developed,

in collaboration with Minji Shi and Auro Perego of AiPT, a generalized GTF

in active cavity theory, which includes the effects of the gain of the EDF.

The agreement between the theory and the numerical simulation is good.

In the general context of intracavity modulation instability, we conducted some

fundamental studies of the phenomenon. In particular:

• We have investigated the effect of pump-cavity synchronisation mismatch

on the location of MI.This study shows how the position of the sidebands

of MI is influenced by the synchronisation mismatch that can occur be-

tween the input and intracavity pulse trains. This dependence is due to

the competition between two regimes of MI: absolute and convective. The

convective state occurs when the synchronisation mismatch is relatively

large, so the drive pulse is only partially modulated, but the position of the

band doesn’t change. In the absolute regime, the whole pulse is modulated,

but if the driving pulse is even slightly desynchronised with respect to

the natural repetition rate of the cavity, a competition with the convective

regime takes place. This leads to two effects: in the time domain, the modu-

lated signal is drifted due to the imperfect superposition of the intracavity

and input pulses, while in the frequency domain, the position of the peaks

of the MI is shifted, which was quite unexpected. We were able to measure

this phenomenon in both the spectral and time domain, confirming the

observation by numerical simulations and theoretical results. This study

helped to understand the importance of the synchronisation mismatch in

the context of pulsed pumped devices.

There are also some potential lines of developments which are still open. In

particular:
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• Experimental proof of PM GTF is still lacking. The theoretical model

that we developed gave some optimistic results, suggesting that a dual

frequency comb obtained by a fibre cavity is theoretically possible. The

experiment could present some technical difficulties, in particular because

of the large number of parameters that need to be controlled. Nevertheless,

we believe that a simplified version of the phenomenon could be demon-

strated by first using a PM FBG in a standard isotropic fibre cavity. The

two polarisations could then be separated at the output of the cavity using

a polarisation beam splitter. A second issue to be addressed is the intrinsic

coupling of the fields in the two polarisations. As expected, one possible

solution would be to introduce two orthogonal linearly polarised beams,

parallel to the two polarisation axes of the cavity. In theory, this keeps the

two polarisations independent and minimises the XPM term that distorts

the pulses. Once a clean dual-comb is generated, the two components

could be separated and the two modulated signals can be used as seeds to

generate the actual train of solitons by MI. We therefore believe that this

theoretical study really paves the way for many interesting experimental

demonstrations.

• As part of the Mefista project, we hosted Moritz Bartnick from EPFL. With

him, we adapted the active cavity setup built for the GTF experiment into

a 2 µm fibre cavity. With our study we’ve shown that it’s possible to get

MI instability in this region even with a standard SMF cavity. Although

this is a simple demonstration, we have shown with this study that most

of the results obtained in the C/L band are basically reproducible in the

2µm band by effectively compensating for the large losses of this region.

We believe that with an improved setup, especially in terms of system

stabilisation, it should be possible to study even more complex nonlinear

dynamics, such as the formation of solitons and optical frequency combs.

In addition to the fundamental interest of such a study, this wavelength

range is very attractive in the context of spectroscopy due to the high

efficiency absorption of many organic elements.
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AppendixA
MI at 2 micron fiber resonator

As part of the ITN Mefista project, we collaborated with PhD student Moritz
Bartnick from the Ècole Politechnique Fèdèrale de Lausanne. The main aim of
this collaboration was to observe MI in a fibre cavity operating in the 2µm region.
Recently, interest in the mid-infrared has grown rapidly, especially for spec-
troscopic applications. The development of techniques such as dual-frequency
comb spectroscopy [123, 136, 125], and the strong molecular absorption in
the mid-infrared spectral range [137], is confronted with the lack of a directly
generate optical frequency combs at 2µm. Until now, most approaches to obtain
frequency combs in this region consist in down-converting frequency combs in
the L/C band, which can be easily obtained by cascading intensity and phase
modulators (EOMs) [138, 139].

We have already discussed how MI could be a valid method for generating
Kerr frequency combs in optical cavities [54], and in this work we want to demon-
strate that it is possible to obtain MI in a 2 µm fibre cavity. The main challenge
from this point of view is the losses: indeed, standard SMF are optimised to
work in the telecom band, around 1.5 µm, and the losses increase steeply in this
kind of support (> 10 dB/km). Inspired by the work of the previous section
6.2.2, we decided to adapt the active cavity setup to this case.

A.0.1 Experimental Setup

Fig. A.1 (a) is the schematic of the experimental setup used for this experiment.
The source is a 2 µm thermally tunable laser provided by another member of the
ETN Mefista project, PhD student Anamika Nair Karunakara, in collaboration
with NKT Photonics. The source is modulated into pulses with a width of
τ = 1 ns and a repetition rate of T0 = 830ns and amplified using a commercial
thulium-doped fibre amplifier (TDFA). The pulse train is split into two: 90% is
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Figure A.1 – (a) Scheme of the experimental setup. IM: intensity modulator;
TDFA: Thulium doped fiber amplifier; WDM: wavelength division multiplexer;
TDF pump: laser diode pump for Thulium fiber (1550 nm); TDF: Thulium doped
fiber; PC(1,2,3) polarization controllers; PD: photo diodes; PID: proportional-
integrative-derivative controller module; OSC/OSA : oscilloscope and spectrum
analizer. (b) Scheme of the active cavity; (c) typical example of the intracavity
field where is possible to note the driving pump (at 0 THz) and the amplified
spontaneous emission of the TDF.

used as the non-linear beam (red), while 10% is used as the control beam. The
non-linear beam is amplified again, this time with a TDFA , consisting of a piece
of TDF and a pump at around 1550 nm. Once amplified, the signal is passed
through a polarisation controller (PC1) and injected into the cavity. The control
beam (blue) is injected directly into the cavity in the opposite direction. A tap
coupler is used to collect the two beams: the non-linear beam is collected and
processed by an optical spectrum analyser (OSA) and an oscilloscope (OSC),
while the control beam passes through a photodiode (PD2). The signal from the
photodiode is processed by a PID module, which provides the correction signal
to the pump. In the scheme, the two polarisation controllers PD1 and PD2 are
used to align the polarisation state of the nonlinear and control beams to the
polarisation axes of the cavity, while PD3 (inside the cavity) is used to control
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Figure A.2 – Three examples of MI spectra in the 2 micron active cavity. Blue
traces are the measures, red traces are the simulations. (a) Pin = 0.85 W and φ0 =
0 rad, (b) Pin = 1.8 W and φ0 = 0.05 rad, finally in (c) Pin = 0.9 W and φ0 = 0.18
rad. The parameters used for the simulation are: L=35.6 m, β2 = −80 ps2/km,
γ = 1.5 1/W, ρ =

√
0.7, θ =

√
0.1.

the linear phase detuning. A typical intracavity spectrum is shown in Fig. A.1(c):
at 0 THz the driving pump peak is visible, and between -3 THz and 8.5 THz the
amplified spontaneous emission of the TDF can be seen.

A.0.2 Experimental results

The main objective of this experiment was to demonstrate that it is possible to
generate MI in a 2µm cavity. Due to the limitations of the setup, the result was
quite challenging. In the experiment to record the MI spectra, we fixed a phase
detuning and changed the power of the input TDFA. In Fig. A.2 we propose
three different examples of MI at 2 µm: in Fig. A.2 (a) Pin = 0.85 W and φ0 = 0
rad, in Fig. A.2 (b) Pin = 1.8 W and φ0 = 0.05 rad and in Fig. A.2 (c) Pin = 0.9
W and φ0 = 0.18 rad. The blue line is the measurement, while the red lines are
the simulations made by integrating the LLE of Eq. (2.12) with the parameters
listed in the caption of Fig. A.2. The Pin and the φ0 have been fitted to the
simulations, while the other parameters are listed in the caption of the figures.
We can see that by fitting φ0 the position of the MI bands is confirmed by the
numerical simulations. In particular, while the position of the bands is mainly
determined by the dispersion β2 = −80 ps2/km, small changes in the detuning
lead to important changes in the FRS of the spectrum.

A.0.3 Conclusions and perspective

In conclusion, with this experiment we have shown that the generation of MI at
2µm is possible, but we have also highlighted some critical problems: the amount
of losses, at least with standard SMF 28 fibre, makes the use of an active setup
mandatory. A robust stabilisation technique must be used to keep the phase,
and therefore the MI bands, stable. We also think that with a more optimised



132 APPENDIX A. MI at 2 micron fiber resonator

scheme, typical nonlinear phenomena such as cavity solitons could be generated.
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Gain through filtering in fiber cavity resonators

Abstract

In this work, we study the phenomenon of modulation instability (IM) in fiber ring
resonators, induced by asymmetric spectral losses in the form of a filter. The phe-
nomenon, known as gain through filtering (GTF), consists in the modification of the
phase matching condition of the resonator, given by the phase signature of the filter.
We first characterised this phenomenon theoretically and experimentally in a passive
fibre resonator for both normal and anomalous dispersion regimes, highlighting the
relationship between GTF instabilities and parametric MI. We then developed a the-
oretical model to describe the formation of GTFs in a polarisation-maintaining (PM)
cavity. Using this model, we have shown how it is theoretically possible to obtain two
MI spectra with detuned spectral peaks. This is made possible by using a PM filter with
a different loss profile in the two polarisation axes. In the more general context of fibre
cavities, we have studied the effect of a synchronisation mismatch between the repetition
rate of the pulse train driving the cavity and the natural repetition rate of the cavity.
The mismatch results in a shift of the sideband of the MI spectra due to the competition
between two MI regimes: absolute and convective. Finally, we built two active cavity
devices. They consist of a fibre cavity in which a section of doped fibre (erbium or
thulium dopant) is embedded in the coil to act as an amplifier. By carefully adjusting
the gain of the amplifier, it’s possible to compensate for the losses and still remain in
a passive regime (below the lasing threshold). By using erbium-doped fiber as active
media we were able to obtain GTF at very low power, while by using thulium-doped
fiber we were able to generate MI at a wavelength of 2µm.

Keywords: nonlinear optics, optical fiber, passive fiber cavity, modulation instability,
gain through filtering, active cavity
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Gain induit par des filtres dans les cavités fibrées passives

Résumé

Dans ce travail, nous étudions le phénomène d’instabilité de la modulation (IM) dans les
résonateurs en anneau à fibre, induit par des pertes spectrales asymétriques. Le phéno-
mène, connu sous le nom de gain through filtering (GTF), consiste en la modification de
la condition accord de phase du résonateur, donnée par la signature de phase du filtre.
Nous avons d’abord caractérisé ce phénomène théoriquement et expérimentalement
dans un résonateur à fibre passif pour les régimes de dispersion normale et anormale,
en mettant en évidence la relation entre les instabilités GTF et le MI paramétrique.
Nous avons ensuite développé un modèle théorique pour décrire la formation des GTF
dans une cavité à maintien de polarisation (PM). En utilisant ce modèle, nous avons
montré comment il est théoriquement possible d’obtenir deux spectres MI avec des pics
spectraux désaccordés. Ceci est possible en utilisant un filtre PM avec un profil de perte
différent dans les deux axes de polarisation. Dans le contexte plus général des cavités
à fibres, nous avons étudié l’effet d’un décalage de synchronisation entre le taux de
répétition du train d’impulsions qui alimente la cavité et le taux de répétition naturel de
la cavité. Le décalage entraîne un déplacement de la bande latérale des spectres MI en
raison de la concurrence entre deux régimes MI : absolu et convectif.Enfin, nous avons
construit deux dispositifs à cavité active. Ils consistent en une cavité à fibre dans laquelle
une section de fibre dopée (dopant erbium ou thulium) est incorporée dans la bobine
pour agir comme un amplificateur. En ajustant soigneusement le gain de l’amplificateur,
il est possible de compenser les pertes tout en restant dans un régime passif (en dessous
du seuil de télédiffusion). En utilisant une fibre dopée à l’erbium comme média actif,
nous avons pu obtenir une FGT à très faible puissance, tandis qu’en utilisant une fibre
dopée au thulium, nous avons pu générer un MI à une longueur d’onde de 2µm.

Mots clés : optique non linéaire, fibre optique, cavité de fibre passive, instabilité de la
modulation, gain par filtrage, cavité active
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