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CHAPTER 1

Introduction

1.1 Neutron stars

The most extreme stars known in the Universe are believed to be neutron stars (NS),
and therefore, they serve as extraordinary laboratories for testing theories of many different
branches of physics, one of which is nuclear physics [1]. With the recent development of
multi-messenger observations, the theoretical modeling of NS has entered a new era where it
becomes a topic of incredible interest and importance in the physics community.

The first hypothesis on the connection between supernovae (SN) and neutron stars dates
back to 1934 by Baade & Zwicky [2]. About more than thirty years later, in 1967, the first
radio pulsar was discovered by Bell (Burnell) & Hewish at the Mullard Radio Astronomy Ob-
servatory [3]. This “rapidly pulsating radio source”, which is now named as PSR B1919+21,
was speculated to be associated with either oscillations of white dwarfs (WD) or neutron
stars. Later on, the discovery of the Crab pulsar (PSR B0531+21) and the measurement of
its spin period, P = 33.09 milliseconds, by Comella et al. in 1969 [4] confirmed the idea of
Gold [5], who suggested: “The constancy of frequency in the recently discovered pulsed radio
sources can be accounted for by the rotation of a neutron star”. Indeed, with such rapid
rotation, a WD would not sustain the centrifugal forces. Up to now, there are around 3400
pulsars that have been identified [6], with a spin period spanning from a few milliseconds to
several seconds. See Ref. [1] for a detailed overview.

Theoretically, the formation of a NS can be described as in Fig. 1.1. When a massive star,
whose typical mass is of the order M & 8.0 M� (with M� = 1.9891 × 1030 kg being the
solar mass), runs out of energy from nuclear fusion, it starts to collapse due to its gravity.
The core collapse halts as the density approaches the nuclear saturation point, leading to the
formation of a shock wave. Because of the energy loss from the neutrino emission and nuclear
dissociation, the shock wave stalls at the distance ∼ 100−200 km from the center (stage (I)).
The shock wave is then revived and propagates outwards, leading to a supernova explosion,
and leaving behind a newly born proto-neutron star (PNS), which contracts rapidly due
to neutrino loss (stage (II)). This shrinkage of the PNS heats up the core up to ∼ 50 MeV
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2 Chapter 1. Introduction

(stage(III)). Then, the PNS cools down by emitting neutrinos until their energy becomes small
enough that the neutrino mean free path overcomes the star radius, and the PNS becomes
neutrino transparent, and beta equilibrium without neutrino is established [7] (stage (IV)).
The achievement of neutrino transparency significantly enhances the PNS cooling process.
At stage (V), due to the inward heat conduction by electrons and the outward radiation of
neutrinos, the PNS becomes isothermal. The neutrino cooling continues to dominate until
the NS is around 3 × 105 years old (stage (V)), and the cooling by photon emission takes
place. See Ref. [8] for details.

Figure 1.1: Different stages in the evolution of a NS. Figure taken from Ref. [8].

Static properties of a NS, such as mass and radius, are determined under the condition
of hydrostatic equilibrium, that is, the state in which the pressure balance between the self-
gravity and the internal pressure is achieved. As a result, the key ingredient of a NS model,
at beta equilibrium, is the relation between the pressure and density, as well as temperature,
of matter, P (ρ, T ), which is commonly called the equation of state (EOS). For NS that
are sufficiently old, the characteristic thermal energy, kBT , is negligible with respect to the
characteristic microscopic excitation energy. Therefore, matter in these NS can be considered
as “cold”. Furthermore, if nuclear equilibrium rates are fast compared to cooling rates, we
can consider that matter is in its absolute ground state, i.e., cold–catalyzed matter [9]. Under
this cold–catalyzed matter hypothesis, the pressure can be calculated at T = 0, and the EOS
depends on the density only, P = P (ρ). The NS EOS, P (ρ), is directly connected to the
composition of matter and the underlying microphysical model.
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1.2 The interior structure of a neutron star

Typically, it is assumed that the interior of a cold NS is composed of different matter
phases, from a solid crust to a liquid core [1]. A sketch for the structure of a NS is presented
in Fig. 1.2. Particularly, the outer crust is widely believed to consist of fully-ionized ions
arranged in a lattice, surrounded by a background of an electron gas. Since the electron
Thomas-Fermi screening lengths are considerably larger than the distances between nuclei
[10], variations in electron density can be disregarded, and the electron gas can be treated
as uniform [10,11]. Due to the presence of the electron background, the electrostatic energy
of the system includes not only the Coulomb self-energy of the nuclei, but also the lattice
energy (with a correction on the finite size of nuclei), which represents the attractive Coulomb
interaction between nuclei in the lattice [9], see Sect. 2.1.2.1 and Appendix A for details. As
the density increases, the matter becomes more and more neutron-rich, and at density around
ρND ≈ 4 × 1011g cm−3, all the bound states of neutrons are filled up, and neutrons start to
drip out of the nuclei. As a result, the NS crust is composed not only of nuclei and electrons
but also of a neutron gas. This region is called the inner crust. The crust has a thickness
of about one kilometer, and it contributes only a small proportion to the NS total mass
(see Chapter 2), but it is important for different astrophysical phenomena. At low densities,
nuclei are sufficiently far apart from each other that their structure is not influenced by
neighboring nuclei. As a result, nuclear self-energies, i.e., surface and Coulomb self-energy,
dominate, and nuclei are expected to be more or less spherical [12]. At the bottom of the
crust, the density is very high, and nuclei are very close to each other. In this case, the
lattice term prevails over the nuclear self-energies, and therefore, it is energetically possible
for non-spherical structures to appear [12,13]. This region with non-spherical nuclei is called
the “pasta” mantle (see Chapter 3).

Figure 1.2: A sketch of the structure of a NS (not to scale).

At ρ ≈ ρsat/2, with ρsat ≈ 2.8 × 1014 g cm−3 being the nuclear saturation mass density,
nuclei dissolve into homogeneous nuclear matter. This region is called the outer core, and
it spans a wide density range, 0.5ρsat . ρ . 2ρsat, where neutrons and protons are in beta
equilibrium with electrons and muons. Finally, in the innermost region of a NS, called the
inner core, the density is very high, up to ∼ 10ρsat. Such high densities are currently not
accessible in the laboratories on Earth, making NS excellent laboratories to explore matter
under extreme density conditions. The core of a NS is around several kilometers thick and it
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contains most of the mass of the star; the properties of the core are discussed in Chapter 2.
Due to the ultradense condition in the interior of NS, different exotic degrees of freedom,

such as hyperons, pions, free quarks, etc., are speculated to appear. Particularly, the possible
presence of hyperons, a group of baryons with at least one strange quark, in NS cores was
first predicted in 1959 by Cameron [14]. To be more specific, the author argued that at
high densities, 1015 − 1017 g cm−3, protons and neutrons can be transformed into various
kinds of hyperons. Furthermore, he qualitatively discussed that the creation of these new
baryons depresses the Fermi level, and therefore, reduces the dependence on the density of
the nuclear potential. In 1960, the first quantitative study on hyperons in NS was conducted
by Ambartsumyan and Saakyan [15]. Interestingly, the authors of Ref. [15] found that the
first hyperons to appear are Σ−, even though the rest mass of Σ− is larger than those of Λ and
Σ+,0. As the density increases, Λ, and other heavier hyperons are predicted to subsequently
appear. The densities at which these transitions happen were also evaluated in Ref. [15]. Up
to now, there have been many works devoted to this topic, see e.g., Refs. [16–24] (see also
Refs. [7,25–29] for a review). In general, hyperons are expected to appear at ∼ 2−3ρsat, and
the onset densities of different hyperon species are model-dependent. Due to the conversion
of neutrons and protons into heavier baryons, the Fermi pressure exerted by nucleons is
depleted, leading to the softening of the EOS. Consequently, the maximum mass predicted
by many hyperons models (see e.g., Refs. [18,19,30]) fails to reach the current observational
NS masses [31]. This problem is also known as the “hyperon puzzle”. To solve this puzzle,
different mechanisms providing additional repulsion to stiffen the EOS were proposed. They
include: more repulsive hyperon-hyperon interactions, repulsive hyperonic three-body forces,
a phase transition to deconfined matter, and the possible presence of other hadronic species,
such as the ∆ isobar and meson condensates (see Ref. [27–29] and references therein for
details).

Recently, the signatures of hyperons inside neutron stars were investigated in a Bayesian
analysis by Malik & Providência [24], where the hadronic matter is described within a rela-
tivistic mean field (RMF) framework. Particularly, the authors showed that if hyperons are
included and the maximum NS mass obtained for each EOS is required to be larger than
2 M�, then the radius and tidal deformability obtained are larger than those determined
from a nucleonic EOS. Furthermore, they also found that the presence of hyperons in NS
could be ruled out if: a 1.4 M� NS has a radius R < 12.5 km, a 2.0 M� NS has a radius
below 11.5 km, or a mass measurement with M > 2.2 M�.

One can also expect hadrons in NS inner cores to disintegrate into quark matter, as
depicted in Fig. 1.3. Specifically, at baryonic number density1 nB . 2nsat (with nsat being
the number density at saturation), three quarks are confined together to form a color singlet
object, the interaction between hadrons occurs via a few meson or quark exchanges, and
matter can be described with nucleon degrees of freedom. As the density increases, the
interactions between baryons are dominated by the exchanges of many quarks, and the system
gradually transforms from hadronic to quark matter. At nB & 4−7nsat, matter is percolated,
and the effective degrees of freedom can be replaced by quarks and gluons. If the density
is very high, nB & 10nsat, the strong coupling constant is expected to be small enough that

1I use ρ, n, and ρB for denoting mass density, number density, and total mass-energy density, respectively.
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Figure 1.3: Illustration of the transition from nuclear to deconfined matter with increasing density. Figure
adapted from Ref. [32].

Figure 1.4: QCD phase diagram for isospin-symmetric matter and neutron-star matter obtained with the
chiral mean field model. Figure taken from Ref. [33].

perturbation theory can be applied, i.e., quark matter can be treated in perturbative quantum
chromodynamics (pQCD). However, such a high-density range is unlikely to happen in NS,
see Ref. [32] and references therein for detailed descriptions. The density domain explored
in the NS core is particularly challenging for nuclear theory.

On the one hand, the density range in NS is too low for the pQCD to be valid. On the other
hand, NS matter is too dense and cold with respect to the conditions accessible in lattice QCD
simulations and heavy-ion collision (Fig. 1.4). Due to these difficulties, phenomenological
approaches of QCD are typically proposed to describe quark matter in NS. For example,
A. Pfaff et al. [34] performed a Bayesian analysis to study the hybrid stars, i.e., NS with a
quark core inside a hadronic outer shell, where the quark phase is described using the SU(3)
Nambu-Jona-Lasinio model. They found that the quark cores tend to be relatively small and
only appear in very heavy stars. Moreover, they showed that with the present observations
on the mass [31], radii [35–38], and tidal deformability [39–42], it is not possible to distinguish
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between the purely nucleonic scenario and the transition towards quark matter. As another
example, instead of having a first-order phase transition, another approach to describe the
deconfinement of matter called quarkyonic matter model was proposed by McLerran & Reddy
in 2019 [43], and it was applied by many works, see e.g., Refs. [44,45] and references therein.
In particular, the quarkyonic model suggests a crossover between the nucleonic and the quark
phases, and therefore, the transition from nuclear matter to quarkyonic matter is a second-
order phase transition, where the sound speed is smooth but its derivative is not.

So far, the presence of additional degrees of freedom in the cores of NS, e.g., hyperons
and free quarks, is still under debate. In this thesis, it is assumed that the only baryonic
constituents in NS cores are nucleons, and this hypothesis is confronted with current astro-
physical observations within a Bayesian inference, see Sect. 2.3 for more details.

1.3 Neutron-star observations

The observations of NS provide us with insights not only into global properties, such
as mass, radius, and tidal deformability of the star, but also different properties related to
the cooling and transport processes. These measurements can be transformed into valuable
information on the EOS as well as the composition of matter in different regions of NS.

Most of the NS mass measurements are performed with radio timing in compact binary
systems. In particular, the inference of the component masses is based on our understanding
of relativistic orbital dynamics [48]. There are different types of binaries, and their mass mea-
surements are displayed in Fig. 1.5. We can see that NS masses are most reliably determined
in double NS binaries (yellow area). However, the masses of NS in this group are relatively
low, i.e., typically below 1.5 M�. The most massive and precisely measured NS are those with
a WD companion, as shown in the grey area. Specifically, in 2010, the mass of the millisec-
ond radio pulsar PSR J1614-2230 was measured by Demorest et al. [49] thanks to its strong
Shapiro delay signature. This measurement was then improved by Fonseca et al. [50] in 2016
and Arzoumanian et al. [51] in 2018. PSR J1614-2230 has a spin period of 3.15 milliseconds,
and its most updated mass is MJ16 = 1.908± 0.016 M�. In 2013, Antoniadis et al. [31] used
pulsar timing in combination with phase-resolved optical spectroscopy of the WD companion
to provide data on another heavy pulsar, PSR J0348+0432. Particularly, they found that
this pulsar has a spin period of 39 milliseconds and a mass of MJ03 = 2.01 ± 0.04 M�. Up
to now, the heaviest pulsar known is PSR J0740+6620, which is also in the binary with a
WD and has a spin period of 2.8 milliseconds. Its mass measurement was recently reported
in Ref. [52] (not shown in Fig. 1.5), MJ07 = 2.08± 0.07 M�. The discoveries of these pulsars
with masses in the order of around 2 M� has a strong implication on the properties of dense
matter. Indeed, these mass constraints indicate that the NS EOS should be sufficiently stiff,
i.e., the pressure of matter should increase rapidly with density, to support such high mass,
hence eliminating models that are too soft to reach these criteria.

The observations based on radio timing have not yet been able to provide us with informa-
tion on NS radii. Fortunately, this information has become available with NASA’s soft X-ray
telescope, Neutron Star Interior Composition Explorer (NICER) [35–38]. In particular, in
2019, the mass and radius of the millisecond pulsar PSR J0030+0451 were determined [35,36],
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Figure 1.5: NS mass measurements with pulsar timing, updated in 2017. Vertical dashed (dotted) line
correspond to the error-weighted (unweighted) averages for each category of binary. Figure taken from
Ref. [46] (see also Ref. [47] for a more recent compilation).

while similar measurements were performed for PSR J0740+6620 in 2021 [37,38]. While PSR
J0030+0451 is an isolated NS, PSR J0740+6620 belongs to a binary system, as mentioned
above. As a result, measurements of the mass and orbital inclination were performed in-
dependently, leading to better precision. Nevertheless, the count rate of PSR J0740+6620
is very low compared to PSR J0030+0451, leading to some uncertainty. Consequently, the
information about the hot regions on the surface of the star is less precise, and therefore, the
radius is measured with higher uncertainty, see Refs. [37, 38] for details. Although NICER
has achieved remarkable progresses in determining NS radii, the present uncertainties are
sufficiently substantial that many EOS are still compatible with these measurements, as will
be shown later on in Fig. 2.28.
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Figure 1.6: X-ray flux from a single (red) hot spot on the surface of a rotating NS with (solid green line) and
without (dotted red line) gravitational lensing. Figure taken from Ref. [32].

The mass-radius distribution by the NICER collaboration was obtained via pulse-profile
modeling, see e.g., Ref. [53] for a review of different techniques. Particularly, pulse-profile
modeling is a technique probing general relativity effects on thermal emission from hot spots,
caused by the energy deposit of magnetospheric currents on the star’s surface, of rotation-
powered millisecond pulsars [35]. The basic mechanism of a single hot spot is displayed
in Fig. 1.6. The main idea is that the strong NS gravitational field causes the bending
of light and therefore allows the visibility of the NS back side, as illustrated by the red
arrow originating from the hot spot (red oval area) and reaching the observer. In the inset
(upper right), the lower section depicts the flux from the X-ray emission of the hot spot
as a function of the rotational phase, considering the presence (solid green line) or absence
(dotted red line) of gravitational lensing, while the upper section demonstrates the color shifts
exhibited by the spot due to the Doppler effect. As we can see, the gravitational lensing effect
reduces the size of the invisible area and, therefore, decreases the contrast between the flux
emitted by the brightest, corresponding to phase = 0 and 2π, and darkest, corresponding
to phase = π, regions. Clearly, this bending effect is related to the NS mass M and radius
R. Thus, combining information from the gravitational lensing effect, the velocity deduced
from Doppler shifts, and rotational frequency, one can constrain the mass and radius of a NS
within a Bayesian analysis, see Refs. [32,35–38] for details.

Properties of NS matter can also be probed with gravitational wave (GW) signals emitted
from NS binary coalescence. Figure 1.7 demonstrates the GW signal expected from a binary
NS merger (red curve) and a binary black hole merger (grey curve) for the same chirp mass
Mc, defined as:

Mc = (m1m2)3/5

(m1 +m2)1/5 , (1.1)
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Figure 1.7: Comparison of the GW signal expected from the merger of a binary NS (red) and black hole
(grey) system with the same chirp mass. See text for details. Figure taken from Ref. [54].

with m1 and m2 being the component masses. For a system of NS, the tidal field of the
companion induces a mass-quadrupole moment, and the tidal deformation speeds up the co-
alescence and results in an advance in the binary NS gravitational wave phase, see Ref. [54].
The images in the lower right of Fig. 1.7 indicate different stages: contact, merger, post-
merger, and the collapse into a black hole.

On August 17, 2017, the first GW signals, GW170817, from a merger of a binary NS system
were detected by the LIGO-Virgo Collaboration (LVC) [39–42]. Then, a gamma-ray burst,
GRB 170817A, was observed 1.7 seconds after the merger time. The GW signals allow one to
extract the chirp massMc and the so-called tidal deformability, which measures how much an
object is deformed when subjected to a tidal field. For the binary associated with GW170817,
the chirp mass is very precisely determined,M = 1.188+0.004

−0.002 M� at 90% confidence interval2.
On the other hand, the individual masses are not well controlled, m1,2 ∈ [1.17, 1.60] M� for
low-spin priors, because different combinations of m1 can m2 can result in the same chirp
mass. The low upper limit in the masses and the emissions of gamma-ray burst as well as
subsequent electromagnetic radiation implies that the source of GW170817 must be a NS-NS
binary, see Refs. [39–42] for detailed discussions.

Besides the measurements of NS global properties, such as mass, radius, and tidal de-
formability, as presented above, there are other astrophysical observations, specifically those
associated to spin-down and cooling, that could also shed light on the interior structure and
transport properties of NS matter. Particularly, the properties of the inner crust are ex-
pected to have a strong impact on these phenomena. Indeed, this was shown, for example,
in Refs. [55, 56]. To illustrate this point, in Figs. 1.8-1.9, I show the results from Viganò
et al. [55] in comparison with the observational data for the thermal and timing evolution
of different NS classes. In this calculation, one of the microscopical inputs is the electrical
and thermal conductivity, which depends on the crust composition, particularly the so-called
impurity parameter Qimp that accounts for the presence of multiple species in the medium
and represents the variance of the atomic number. In Figs. 1.8-1.9, the results are obtained
by setting Qimp = 100 at ρ > 6 × 1013 g cm−3 and Qimp = 0.1 elsewhere in the crust, see
Ref. [55] for details. However, Qimp can be calculated consistently throughout the whole
crust, and this is one of the main goals of the thesis (See Chapter 4).

2If it is not mentioned otherwise, the properties of the NS binary system associated to GW170817 are reported at 90%
confidence interval, while the other data are cited at 68%.
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Figure 1.8: Comparison between the theoretical calculation for the cooling curves by Viganò et al. [55] with
observational data for two different values of the initial magnetic field, 0.3 × 1014 G and 3 × 1015 G, for
Fe envelopes (solid lines) and light-element envelopes (dashed lines). The color data points show data from
observations for different NS classes: magnetars (MAG, red), X-ray isolated neutron stars (XINS, magenta),
high-B radio pulsars (HB, cyan), rotation powered pulsars (RPP, dark blue), and Central Compact Objects
(CCOs, green). Figure taken from Ref. [55].

Figure 1.9: Theoretical calculations for the evolutionary tracks in the P -Ṗ diagram with (solid lines) and
without magnetic field decay (dashed lines) at different values of initial magnetic fields B in comparision
with observational data (color diamonds). The black asterisks, from left to right, mark the real ages: 103,
104, 105, and 5× 105 years. Figure taken from Ref. [55].

Last but not least, there are also transient NS phenomena that could further constrain
the NS EOS and structure, such as glitches (see e.g., Refs. [57–59]), quasi-periodic oscillation
in accreating NS (see e.g., Refs. [60,61]), and giant flares (see e.g., Refs. [62, 63]).

1.4 Neutron-star modeling

As mentioned before, one of the fundamental ingredients of a NS model is the EOS, which
is needed to solve the Tolman-Oppenheimer-Volkov equations of hydrostatic equilibrium and
thus to calculate different NS observables (see Sect. 2.2.1). Therefore, it is crucial to have
the most realistic prediction possible for nuclear EOS. For this reason, an immense amount
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of effort is presently devoted to this topic.

Theoretical approaches for describing the nuclear system can be broadly categorized into
two main groups: ab-initio and phenomenological methods, see e.g., Refs. [25, 29] and ref-
erences therein for a review. In the absence of an exact solution of QCD from quark and
gluon degrees of freedom, ab-initio calculations in nuclear theory start with effective bare
nucleon-nucleon interactions that are adjusted to reproduce experimental scattering data
and the properties of bound few-nucleon systems [7]. These interactions encompass var-
ious classes, including phenomenological interactions, renormalization group methods, the
resonating-group method, and chiral effective field theory (EFT). Upon establishing an in-
teraction, different approaches can be employed to solve the many-body problem in nuclear
matter, such as (Dirac)–Brueckner–Hartree–Fock, self-consistent Green’s function, and Quan-
tum Monte Carlo methods. The primary limitation of ab-initio methods is their applicability
solely to homogeneous matter in the core of NS while being unable to describe the inhomo-
geneities of the NS crust. In phenomenological approaches, bare interactions are replaced
by effective interactions, converting the complex many-body problem of interacting particles
into an effective one of independent particles. Within this framework, the wave function is
expressed in terms of Slater determinants. Notably, these approaches are based on the energy
density functional theory, which describes the energy of the system as a functional that de-
pends only on one-body densities. Phenomenological methods include both non-relativistic
approaches, such as those derived from effective forces of Skyrme or Gogny type, and rel-
ativistic ones, derived from an effective Lagrangian incorporating baryon and meson fields.
One advantage of phenomenological approaches is that they can accurately reproduce the
properties of symmetric matter because coupling constants in the density functional are di-
rectly determined from many-body observables. Additionally, these methods can be used
to describe both clustered and homogeneous matter [25, 29]. In this work, we employ the
meta-modeling technique, inspired by a Taylor expansion around the saturation density of
symmetric nuclear matter, as proposed by Refs. [64,65], to construct the nuclear matter EOS.
The metamodel is a parametrization of the nuclear matter energy, calculated from either an
ab-initio or phenomenological approach, in terms of the so-called empirical parameters, with-
out relying on specific nucleon-nucleon interactions and many-body methods. The formalism
and advantages of the meta-modeling approach are discussed in Sect. 2.1.1.1.

Due to the cluster extreme isospin asymmetry, the condition present in the NS crust
beyond the neutron drip is not accessible in terrestrial laboratories. Consequently, the de-
scription of the ground state of the inner crust relies solely on theoretical modelings. As
mentioned earlier, the applicability of current ab-initio approaches with realistic interac-
tions to describe inhomogeneous matter is limited. Therefore, when it comes to the crust,
one must depend on phenomenological models. Furthermore, in most cases, the crust is
studied under the Wigner-Seitz (WS) approximation, which divides matter into identical
electrically neutral cells, see also Ref. [58] for a review on the physics of NS crusts. The
pioneering work on quantum mechanical Hartree-Fock (HF) calculation of the inner crust
was carried out by Negele and Vautherin [66]. In order to incorporate pairing effects, the
HF scheme has been expanded to the Hartree-Fock-Bogoliubov (HFB) framework (see e.g.,
Refs. [67–69]) and Hartree-Fock-Bardeen-Cooper-Schrieffer (HFBCS) framework (see e.g.,
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Refs. [70–72]). However, these fully quantum methods have certain drawbacks, as they can
be computationally expensive and may introduce numerical inaccuracies due to the chosen
boundary conditions during the calculation. To overcome these problems, semiclassical meth-
ods based on the (extended) Thomas–Fermi (ETF) approximation have been employed, see
e.g., Refs. [73,74]. Moreover, important shell effects can be recovered in the ETF plus Struti-
nski Integral (ETFSI) approach, and pairing corrections can also be taken into account, as
in the works by Refs. [75–77]. In this thesis, we model the inhomogeneities in the NS crust
within a compressible liquid drop model (CLDM), which is less sophisticated compared to
HF- and (E)TF-type models. In CLDM, clusters are assumed to have well-defined surfaces,
while the nucleons inside and outside the clusters are treated as having uniform distribu-
tions. Furthermore, quantum effects, which could play a crucial role in determining the
equilibrium composition of the crust, are neglected. However, despite these simplifications,
results obtained in CLDM exhibit a qualitatively good agreement with more microscopic
approaches [78,79]. In addition, given the considerable uncertainties associated with the nu-
clear interaction, the predictive power of CLDM can be considered sufficient. Notably, CLDM
offers distinct advantages over HF and (E)TF calculations, making it well-suited for the ob-
jectives of this thesis. Specifically, CLDM allows one to study the physical contributions
and effects of different terms of the total energy separately. This decomposition becomes
particularly relevant for studying the pasta phases (Chapter 3) and liquid crust (Chapter
4). Moreover, CLDM is numerically more affordable, and therefore, is powerful in Bayesian
studies and multi-component calculations. Another important aspect is that CLDM allows
for a unified treatment of crust and core, as we will discuss in Sect. 2.1.

The crust described in Sect. 1.2 corresponds to the case of a cold–catalyzed NS, where
the crust is supposed to have a pure crystalline structure at zero temperature. In the finite-
temperature phenomena, such as those related to the early stages of NS cooling (see Fig. 1.1),
the crust is expected to be made of a liquid multi-component plasma (MCP) composed of
different nuclear species [80–89]. Due to the complexity of the MCP calculation, many cal-
culations for the crust at finite temperatures are performed in the one-component plasma
(OCP) approximation, where the nuclear distribution is represented by one single nucleus.
The comparison between the OCP and MCP predictions was previously investigated in sev-
eral works, see e.g., Refs. [82,84,85], in which the OCP and MCP approaches are referred to
as the single nucleus approximation and nuclear statistical equilibrium, respectively. Specifi-
cally, the calculations by Refs. [84,85] considered core-collapse supernovae matter, while the
calculation by Ref. [82] was performed for general stellar matter, which can be applied for
any temperature, density, and proton fraction. Interestingly, these works all highlight that
the thermodynamic properties of matter, such as pressure and entropy, can be described
relatively well with the single-nucleus approach. On the contrary, if the quantity of interest
is the composition, the mean mass number of the clusters is systematically overestimated by
the OCP. Moreover, the MCP calculation also predicts a considerable contribution of light
clusters, which prevails over heavy ones as the density increases. Even though the presence of
complex light particles as independent degrees of freedom was taken into account in several
OCP calculations by including α particles, see e.g., Refs. [90,91], and also deuterons, tritons,
and helions, see e.g., Refs. [92–94], the average isotopic content of these very light ions is
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expected to be neutron rich in stellar matter, at high densities, especially in the case of beta
equilibrium [82]. As a consequence, all possible species in the nuclear distribution should be
considered with a statistical approach. This point is investigated in Chapter 4.

Among the pulsars that have been discovered, about 30 of them are magnetars [95], which
are young NS with very strong magnetic fields, B & 1014 Gauss. These highly magnetized
objects are relevant for various X-ray observations, such as short bursts, large outbursts, giant
flares, and quasi-periodic oscillations. Moreover, they are also associated with interesting
timing properties like enhanced spin-down, glitches, and anti-glitches (see Ref. [96] for a
review). Such strong magnetic field could affect different properties of NS, see e.g, Refs. [97–
100], for some recent studies on different topics related to magnetars. However, in this thesis,
we limit ourselves to the case of non-magnetized NS.

1.5 Structure of the thesis

The thesis is organized as follows: In Chapter 2, I present the formalism for construct-
ing a unified EOS for cold–catalyzed NS under the nucleonic hypothesis (Sect. 2.1). The
EOS is then used as input in the hydrostatic equilibrium equations to calculate different NS
observables, such as mass, radius, tidal deformability, and moment of inertia in Sect. 2.2. Em-
ploying Bayesian inference, in Sect. 2.3, the nucleonic hypothesis is confronted with different
astrophysical data. Chapter 3 focuses on the properties of a particular structures that can
appear at the bottom layers of the inner crust in the inner crust, called the “pasta” phases,
in cold–catalyzed NS. In particular, the model dependence of the pasta-phase properties is
investigated in Sect. 3.3, while the uncertainties of these properties are quantified in Sect. 3.4.
In Sect. 4, the equilibrium composition of the PNS crust in the liquid phase is investigated,
both in the one-component plasma approximation (Sect. 4.1) and multi-component plasma
approach (Sect. 4.2). Finally, general conclusions and outlooks of the thesis can be found in
Chapter 5.
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CHAPTER 2

Cold–catalyzed neutron stars under the nucleonic hypothesis

In this chapter, I discuss the equation of state for matter in cold, isolated, non-accreting,
and non-rotating neutron stars as well as the connection to their observables.

With their central density reaching several ρsat, NS are the most compact stars known in
the Universe [1]. The EOS of matter at sub-saturation densities is relatively well-constrained
thanks to the information from nuclear physics theory and experiments. On the other hand,
understanding the EOS behavior at supra-saturation densities is still a challenging task. In-
deed, knowledge of the EOS in these regions is not yet accessible in terrestrial laboratories,
even though future experiments such as those in heavy-ion collision [101, 102] could open a
new window in understanding properties of extremely dense matter [103]. Fortunately, over
the last few years, together with the growth of multi-messenger astronomy we have witnessed
several breakthroughs in NS observations, which in turn provide us with valuable hints on
the high-density EOS. To be more specific, masses of heavy pulsars were measured with
high precision via radio timing, e.g., PSR J0348+0432 (MJ03 = 2.01 ± 0.04 M�) [31] and
PSR J0740+6620 (MJ07 = 2.08± 0.07 M�) [52]. In addition, GW signals (GW170817) from
the merger of a binary NS system detected by the LVC delivers the very first information
about the NS tidal deformability [39–41]. Moreover, with the development of X-ray timing
telescopes, the joint mass-radius distributions of the millisecond pulsars PSR J0030+0451
(NICER data) [35, 36] and PSR J0740+6620 (NICER+XMM-Newton data) [37, 38] became
available [104, 105]. Due to the one-to-one correspondence between the EOS and cold NS
static observables [106], these measurements together with the upcoming data [42] can be
transformed into valuable information on matter at extreme conditions that cannot be re-
produced on Earth. Thus, they are expected to be very promising tools to uncover the open
questions about dense matter, such as whether or not exotic degrees of freedom exist in the
cores of NS [7].

This chapter is organized as follows. In Sect. 2.1, I briefly describe the structure of a NS
and show the formalism for obtaining the NS EOS, from the core (Sect. 2.1.1) to the crust
(Sect. 2.1.2). The transition from the crust to the core is presented in Sect. 2.1.3, and a
unified EOS for NS is discussed in Sect. 2.1.4. In Sect. 2.2, the relation between the EOS

15
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with NS observables is explained in great detail. Particularly, the equations of hydrostatic
equilibrium in general relativity will be presented in Sect. 2.2.1, from which the mass-radius
relation can be obtained. In Sects. 2.2.2 and 2.2.3, I respectively recall the expressions of
NS tidal deformability and moment of inertia. With some given energy functionals, these
properties of NS are illustrated in Sect. 2.2.4. Finally, to incorporate the uncertainty in the
nucleonic EOS into NS predictions, as well as to study the impact of NS observations on the
nucleonic EOS, a Bayesian analysis is performed in Sect. 2.3.

2.1 Neutron star equation of state

As it was shown in Ref. [107], to determine the composition as well as the EOS, in
principle, one should minimize the Gibbs free energy per nucleon at a constant pressure P
(see also Ref. [81]). However, such calculations could become computationally expensive at
high densities. An alternative approach is to minimize the Helmholtz free-energy density of
the system at a constant density. It was shown in Ref. [107] that the error introduced by
using the latter approach is negligible.

In the following, I present in detail the formalism for getting the composition and the
EOS of a NS core (Sect. 2.1.1) and crust (Sect. 2.1.2).

2.1.1 Homogeneous matter in NS core

As described above, the core of a NS has a mass density from around ρsat/2 to several
ρsat. We assume that the only baryonic species in the entire core are nucleons, which are
in beta equilibrium with the lepton components, specifically, electrons and muons. At each
given total baryon number density nB, to find the equilibrium composition in the core, one
needs to minimize the free-energy density of the system. At zero temperature, the free-energy
density is equal to the energy density, and can be written as:

εnpeµ(nB, δ, ne, nµ) = εB(nB, δ) + εe(ne) + εµ(nµ) + nB
1− δ

2 (mp −mn)c2 + nBmnc
2, (2.1)

where c denotes the speed of light, mn (mp) are the neutron (proton) mass, εB(nB, δ), εe(ne),
εµ(nµ)1 are respectively the energy densities of nuclear matter, electrons, and muons, with
ne (nµ) being the electron (muon) number density, δ denotes the isospin asymmetry in the
core. Let np be the total proton density in the core, from the charge neutrality condition, we
have:

np = ne + nµ. (2.2)
Then, δ can be written as:

δ = nB − 2np
nB

. (2.3)

This leads to the following equation:

nB
1− δ

2 = ne + nµ. (2.4)

Details of the nuclear matter and lepton energy terms will be elaborated as follows.
1I use respectively ε and e (with a subscript) to indicate the energy density and energy per particle. We have, e = ε/n.
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2.1.1.1 Nuclear matter properties in the meta-modeling approach

Let us consider an infinite nuclear matter system composed of neutrons and protons of
respective number densities2 nn and np, which are related to the Fermi wave number kFn,p
through:

nn,p = 1
3π2k

3
Fn,p . (2.5)

The energy of the system is calculated employing the so-called meta-modeling technique
proposed by Refs. [64,65], which was inspired by the Taylor expansion around the saturation
density of symmetric nuclear matter. Within this approach, the energy density at a total
baryon density nB = nn + np and isospin asymmetry δ = (nn − np)/nB can be decomposed
into a potential and kinetic part as:

εB(nB, δ) = V(nB, δ) + εkin(nB, δ). (2.6)

Two boundaries of the isospin asymmetry, which are δ = 0 and δ = 1, respectively correspond
to symmetric nuclear matter (SNM) and pure neutron matter (PNM):

εSNM = εB(nB, δ = 0), (2.7)
εPNM = εB(nB, δ = 1). (2.8)

For a non-relativistic free Fermi gas, the kinetic energy density can be expressed as:

εFG(nB, δ) = nB
tFG
sat
2

(
nB
nsat

)2/3 [
(1 + δ)5/3 + (1− δ)5/3

]
, (2.9)

where tFG
sat = 3~2/(10m)(3π2/2)2/3n

2/3
sat is the kinetic energy per nucleon of SNM at nB = nsat,

and m = (mn+mp)/2 is the mean nucleon mass3. Taking into account the contribution from
the non-locality and energy dependence of the nucleon self-energy, the nucleon bare mass is
replaced by its effective mass [108], and the kinetic energy density, εkin, can be written as:

εkin(nB, δ) = nB
tFG
sat
2

(
nB
nsat

)2/3
[
(1 + δ)5/3 m

m∗n
+ (1− δ)5/3 m

m∗p

]
, (2.10)

The parameterization of the Landau effective mass, m∗q, with q = n, p labeling neutrons and
protons, reads

m

m∗q(nB, δ)
= 1 + (κsat + τ3κsymδ)(1 + 3x), (2.11)

where τ3 = 1 (τ3 = −1) for neutrons (protons). In Eq. (2.11), we have introduced a new
variable x, defined as:

x = nB − nsat

3nsat
, (2.12)

and we can easily see that the value x = 0 corresponds to the saturation density, nB = nsat.
The difference in the neutron and proton effective masses is quantified by ∆m∗ = m∗n −m∗p.
The two parameters, κsat and κsym, can be expressed in terms of the effective mass and isospin

2In this section, np refers to the proton density in homogeneous matter, while in Sect. 2.1.2, np = Z/VWS.
3In the numerical code, m takes the value of neutron mass, m ≈ mn
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splitting at saturation density, m∗sat = m∗(nB = nsat, δ = 0), ∆m∗sat = ∆m∗(nB = nsat, δ = 1),
as:

κsat = m

m∗sat
− 1, (2.13)

κsym = 1
2

(
m

m∗n
− m

m∗p

)
. (2.14)

The potential term, V = VN
MM, can be expressed as a Taylor expansion in x around x = 0,

with x being defined in Eq. (2.12), truncated at order N . As mentioned in Sect. 1.4, this
expression is not a nuclear model, but it is a flexible parametrization that can be adjusted
to microscopic nuclear models of both ab-initio and phenomenological families. In Ref. [64],
it was shown that different nucleonic energy functionals at zero temperature can be well
reproduced by truncating the expansion at order N = 4. Therefore, we can write the
potential term as:

V(nB, δ) ≈ VN =4
MM (nB, δ) =

4∑
k=0

nB
k! (vis

k + viv
k δ

2)xkuN =4
k (x), (2.15)

where

uN
k (x) = 1− (−3x)N +1−k exp(−b(1 + 3x)). (2.16)

This term was introduced to ensure convergence at the zero-density limit. The coefficient
b is a parameter governing the function at low densities, and we usually take the value
b = 10 ln(2). An improved version of this correction was considered recently by Ref. [109],
in which two parameters, bsat and bPNM, were introduced in order to control separately the
low-density behaviors of SNM and PNM. Particularly, to fix bsat and bPNM, the authors
performed a fit to the many-body perturbation theory (MBPT) calculations from Ref. [110]
using different scaling methods. A significant difference in bsat and bPNM was found when the
fit was conducted with equidistant grids in Fermi momentum kF . On the other hand, the
discrepancy between the two parameters is reduced if the fit was done with density grids.
For the latter case, the value b = 10 ln(2) is consistent with the 1σ levels of the parameter
posterior distributions, bsat = 9±5 and bPNM = 15±9. In this work, we still keep the original
version of meta-modeling, that is, with only one parameter b. Nevertheless, the improvement
proposed by Ref. [109] could be taken into consideration for future works.

In Eq. (2.15), the parameters vis
k and viv

k are linear combinations of the so-called nuclear
matter empirical parameters, which are the successive derivatives with respect to x at x = 0
(equivalently, at the saturation density) of the nuclear matter energy per nucleon of SNM,
(Esat, Ksat, Qsat, Zsat), and symmetry energy, defined as the difference between the PNM
and SNM energy per nucleon, (Esym, Lsym, Ksym, Qsym, Zsym):

Xsat,k = dkeSNM

dxk

∣∣∣∣∣
x=0

, (2.17)

Xsym,k = dk(ePNM − eSNM)
dxk

∣∣∣∣∣
x=0

. (2.18)
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The relations between the isoscalar parameters vis
k with the corresponding empirical param-

eters are given by:

vis
0 = Esat − tFG

sat (1 + κsat), (2.19)
vis

1 = −tFG
sat (2 + 5κsat), (2.20)

vis
2 = Ksat − 2tFG

sat (−1 + 5κsat), (2.21)
vis

3 = Qsat − 2tFG
sat (4− 5κsat), (2.22)

vis
4 = Zsat − 8tFG

sat (−7 + 5κsat). (2.23)

Similarly, for the isovector parameters, we have:

viv
0 = Esym −

5
9t

FG
sat [1 + (κsat + 3κsym)], (2.24)

viv
1 = Lsym −

5
9t

FG
sat [2 + 5(κsat + 3κsym)], (2.25)

viv
2 = Ksym −

10
9 t

FG
sat [−1 + 5(κsat + 3κsym)], (2.26)

viv
3 = Qsym −

10
9 t

FG
sat [4− 5(κsat + 3κsym)], (2.27)

viv
4 = Zsym −

40
9 t

FG
sat [−7 + 5(κsat + 3κsym)]. (2.28)

For the detailed derivation, see Sect. III in Ref. [64]. Values of the empirical parameters for
some nuclear functionals are listed in Table 2.1.

The δ-dependence of the nuclear matter energy density is usually expressed in the parabolic
approximation, εB(nB, δ) ≈ εB(nB, δ = 0) + 1

2
∂2εB
∂δ2

∣∣∣
δ=0

δ2. However, one can notice that
εB(nB, δ) in the meta-modeling approach, Eq. (2.6), is not purely quadratic in the isospin-
asymmetry expansion due to the non-parabolic behaviors in the kinetic term, see Eq. (2.10).
Generally, extra non-quadratic terms can also come from nuclear interactions. In Ref. [109],
which performed a fit to the MBPT results by Ref. [110] as mentioned above, it was shown
that the non-quadratic contributions in the nuclear matter energy originate mainly from
the kinetic energy, and they represent a correction of about 3− 5% to the symmetry energy.
Moreover, the authors also found a correction of around 5% in the crust-core transition density
when the non-quadratic terms are included. Even though the correction is relatively small,
these contributions are necessary for a precise determination of the crust-core boundary (see
Ref. [109] for detailed discussions). In addition, the high-order terms of the δ expansion were
recently extracted by Ref. [111] using chiral EFT nuclear interactions including two-body
and three-body forces. They found that fourth-order terms could impact the proton fraction
of beta-equilibrated nuclear matter at nB ≈ 2nsat, thus highlighting the importance of going
beyond the parabolic approximation in the isospin asymmetry in studying the NS cores.

The expression in Eq. (2.15) together with the empirical parameters given in Table 2.1
correspond to the empirical local density functional (ELF)–version c (ELFc) of Ref. [64]
(see Eq. (40) and Tables X-XI of the referred paper). If the metamodel is used in order
to reproduce a give reference model, then the technique ELFc reproduces well the reference
model up to 2 − 3nsat, while the convergence is not sufficient at higher densities (see Fig. 5
of Ref. [64]). In principle, the performance at densities far from the saturation point can be
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improved by increasing the expansion order N . However, it was remarked by Ref. [64] that
the absolute values of the empirical parameters increase with the expansion order and that
the third- and fourth-order parameters have opposite signs. Consequently, one would need
plenty of higher-order derivatives, and the convergence would be lengthy. In order to have
a better convergence of the metamodel at high densities without adding new terms into the
Taylor series, the higher-order parameters Qsat,sym and Zsat,sym are readjusted by fitting them
to the reference EOS at a high-density point. This version of the metamodel is referred to
as ELFd (see Sect. III.E and Table XIII in Ref. [64]). The latter modification is necessary
whenever the high-density part of the EOS is involved, such as in computing the NS mass-
radius relation. At variance with that, if only the crust is studied, the metamodel leads to
a better reproduction of the reference models if the ELFc technique is employed (that is,
the model parameters are fixed only by the derivatives at saturation). Unless it is explicitly
stated, ELFc is our default model.

Table 2.1: Bulk parameters used in the Taylor expansion of ELFc metamodel [64] to reproduce the low-density
behavior of symmetric matter and pure neutron matter of the effective models BSk24 and BSk25 [112],
SLy4 [113], RATP [114], NRAPR [115], DD-ME2 [116], DD-MEδ [117], FSU [118], NL3 [119], PKDD [120],
and TM1 [91]. Table adapted from Ref. [121].

nsat Esat Esym Lsym Ksat Ksym Qsat Qsym Zsat Zsym
(fm−3) (MeV) (MeV) (MeV) (MeV) (MeV) (MeV) (MeV) (MeV) (MeV)

BSk24 0.1578 -16.05 30.00 46.4 245.5 -37.6 -274.5 710.9 1184.2 -4031.3
BSk25 0.1587 -16.03 29.00 36.9 236.0 -28.5 -316.5 885.9 1355.0 -4919.9
SLy4 0.1595 -15.97 32.01 46.0 230.0 -120.0 -363.0 521.0 1587.0 -3197.0
RATP 0.1598 -16.05 29.26 32.4 240.0 -191.0 -350.0 440.0 1452.0 -2477.0
NRAPR 0.1606 -15.85 32.78 59.7 226.0 -123.0 -363.0 312.0 1611.0 -1838.0
DD-ME2 0.1520 -16.14 32.31 51.3 251.0 -87.0 479.0 777.0 4448.0 -7048.0
DD-MEδ 0.1520 -16.12 32.35 52.8 219.0 -118.0 -748.0 846.0 3950.0 -3545.0
FSU 0.1480 -16.30 32.50 60.5 230.0 -51.3 -526.6 434.2 2839.9 -6408.0
NL3 0.1480 -16.24 37.35 118.3 271.0 101.0 198.0 182.0 9302.0 -3961.0
PKDD 0.1495 -16.27 31.19 79.5 261.0 -50.0 -119.0 -28.0 4213.0 -1315.0
TM1 0.1450 -16.26 36.94 111.0 281.0 34.0 -285.0 -67.0 2014.0 -1546.0

Once we have the energy density, other quantities, such as the nucleon chemical potential
and pressure, can be obtained directly from thermodynamic relations. For the former, we
have:

µHM,q(nB, δ) =
(
∂εB
∂nq

)
nq′

+mqc
2, (2.29)

where the partial derivatives with respect to the density nq of particles of type q are computed
keeping the density of the other species nq′ constant. Additionally, it is worth noting that
µHM,q includes the nucleon rest mass. We can easily show that Eq. (2.29) is equivalent to:

µHM,q(nB, δ) = eB + nB

(
∂eB
∂nq

)
nq′

+mqc
2. (2.30)
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Likewise, in terms of x and δ:

µHM,q(nB, δ) = eB + 1 + 3x
3

(
∂eB
∂x

)
δ

+ (τ3 − δ)
(
∂eB
∂δ

)
x

+mqc
2. (2.31)

Finally, the nuclear pressure can be calculated from

PB(nB, δ) =
∑
q=n,p

nq(µHM,q(nB, δ)−mqc
2)− εB(nB, δ). (2.32)
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Figure 2.1: Symmetry energy, esym(nB), as a function of the total nuclear matter density nB obtained for
the BSk24 (top panel) and DD-ME2 (bottom panel) functionals within the meta-modeling ELFc approach
(dashed black lines). The solid green line shows the reference values from the original BSk24 [75, 112] and
DD-ME2 [116] models.

To demonstrate the performance of the meta-modeling technique, in Fig. 2.1, I show the
symmetry energy, esym(nB) = ePNM(nB)−eSNM(nB), as a function of the total nuclear matter
density nB for the original (solid green lines) BSk24 [112] (top panel) and DD-ME2 [116]
(bottom panel) in comparison with those obtained in meta-modeling ELFc approach (dashed
black lines) for the same functionals. We can see that the metamodels overlap very well with
the result of the original functionals, even in the region close to zero density. Furthermore,
not only the meta-modeling approach can mimic the behaviors of original models with high
precision, but it also has several interesting advantages: (i) no a priori correlations between
the empirical parameters are imposed, hence allowing all arbitrary density dependence to be
explored; (ii) the effects of different parameters can be studied independently of each other;
(iii) the mapping between the uncertainties on the empirical parameters and EOS can be
done with the Bayesian analysis, which will be shown in the last section of this chapter.

The SNM and PNM energy per nucleon, eSNM and ePNM, as a function of density for
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some functionals4 listed in Table 2.1 are depicted in Fig. 2.2. The orange bands are the
corresponding results produced by the MBPT calculations from Ref. [110], based on two-
and three-nucleon chiral EFT interactions at the next-to-next-to-next-to-leading order. In
the mentioned work, the authors considered seven different Hamiltonians and the bands were
obtained by extracting the maximal spread of the results.

For SNM (left panel), we can see that the models agree quite well at low densities up
to the saturation, and the difference among them is narrower than the uncertainty of the
ab initio calculation. Moreover, their predictions of the saturation density and energy, i.e.,
the position and value of min(eSNM), are almost the same. This is because this information
on SNM is relatively well-known from various nuclear physics experiments, such as mass
measurements and electron scattering in finite nuclei. At higher densities, the discrepancies in
the predictions of these models become more pronounced, especially for non-linear couplings
models such as NL3 and TM1 which result in much higher eSNM mainly because of their high
values of Ksat.
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Figure 2.2: Energy per nucleon of symmetric nuclear matter (left panel) and pure neutron matter (right panel)
for some nuclear functionals. The orange bands represent the MBPT calculation with chiral interactions by
Drischler et al. 2016 [110].

On the other hand, due to the lack of information in the isovector channel, the uncertainty
in ePNM is very large compared to the EFT band (see the right panel). Among the models
considered, BSk24 and SLy4 are compatible with the uncertainty band at high densities,
while at low densities the band is very thin and it is DD-MEδ that has the best agreement.
Similar to the case of symmetric matter, the behaviors of NL3 and TM1 are noticeably stiffer
with respect to the rest. This can be expected because these models not only have very large
Lsym, but they have positive Ksym while others have negative Ksym.

Similar behavior is observed with the nuclear matter pressure as shown in Fig. 2.3. The
4If it is not mentioned otherwise, whenever I refer to a functional in the results, I indicate the corresponding meta-modeling

version, not the original one.
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Figure 2.3: Same as Fig. 2.2 but for the pressure.

different behaviors of the models concerning the nuclear-matter energy and pressure will
reflect in the different results on the NS properties, as it will be discussed in the following
sections.

2.1.1.2 Leptonic matter

In this section, I present the expressions of leptonic matter in a NS core, i.e., electrons
and muons. At zero temperature, the relativistic lepton energy density is given by

εl = c

π2

∫ kFl

k=0
dkk2

√
~2k2 +m2

l c
2, (2.33)

where l = e, µ, ~ is the reduced Planck constant, ml is the lepton mass, and kF,l is the lepton
Fermi wave number. Let x = ~k/(mec), Eq. (2.33) can be rewritten as

εl = m4
l c

5

π2~3

∫ xr

x=0
dxx2√x2 + 1, (2.34)

where xr = ~kFl/(mlc). Integrating Eq. (2.34) by part leads to

εl(nl) = Pr
8π2

[
xr(2x2

r + 1)γr − ln(xr + γr)
]
, (2.35)

in which γr =
√
x2
r + 1 and Pr = m4

l c
5

~3 .
Then, the lepton pressure can be calculated using

Pl = nl
∂εl
∂nl
− εl

= Pr
8π2

[
xr

(2
3x

2
r − 1

)
γr + ln(xr + γr)

]
. (2.36)
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Eqs. (2.35) and (2.36) are respectively equivalent to Eqs. (2.65) and (2.67) in Ref. [1] at the
zero-temperature limit.

Finally, the lepton chemical potential can be found with

µl = Pl + εl
nl

. (2.37)

2.1.1.3 Core composition

In order to determine the composition and EOS of the core, as I have mentioned before,
the total energy density of the system, defined in Eq. (2.1), has to be minimized at each given
nB, given that the charge neutrality holds (Eq. (2.4)). To this aim, we introduce a Lagrange
multiplier λc, and the function to be minimized can be written as

Ωc = εB(nB, δ)+εe(ne)+εµ(nµ)+nB
1− δ

2 (mp−mn)c2 +nBmnc
2 +λc

(
nB

1− δ
2 − ne − nµ

)
.

(2.38)
Taking the derivative of Ωc with respect to ne we get:

λc = ∂εe
∂ne

= µe. (2.39)

As we go deeper to the center of a NS, the electron density, hence chemical potential, in-
creases. If the electron chemical potential µe exceeds the muon rest-mass energy mµc

2, i.e.,
µe ≥ mµc

2, then muons appear. In that case, Ωc needs to be minimized with respect to the
muon density nµ also, and we obtain:

λc = ∂εµ
∂nµ

= µµ. (2.40)

Therefore, from Eqs. (2.39) and (2.40), we have the chemical potential equality:

µe = µµ. (2.41)

Finally, the minimization of Ωc with respect to the core isospin asymmetry δ gives:

∂Ωc

∂δ

∣∣∣∣∣
ne,nµ

= 0, (2.42)

2∂εB
∂δ
− nB(mp −mn)c2 − nBµe = 0. (2.43)

Using
∂εB
∂δ

= ∂εB
∂np

∂np
∂δ

+ ∂εB
∂nn

∂nn
∂δ

, (2.44)

= nB
2 (−µHM,p +mpc

2 + µHM,n −mnc
2). (2.45)

Equations (2.43) and (2.45) lead to the equation of beta equilibrium:

µHM,n = µe + µHM,p. (2.46)
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Note that the nucleon chemical potentials include the nucleon rest masses (see Eq. (2.29)).
Finally, it is easy to see that the total pressure of a homogeneous system equals to the sum
of all components:

P = PB(nB, δ) + Pe(ne) + Pµ(nµ), (2.47)
where PB and Pe,µ are given respectively by Eqs. (2.32) and (2.36).
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Figure 2.4: Evolution of the electron chemical potential µe as a function of the electron density ne at zero
temperature (solid black line). The horizontal dotted orange line indicates the value of the muon rest-mass
energy mµc
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Figure 2.5: Muon density nµ versus electron density ne found in the NS core for different models.

Numerically, first, Eqs. (2.4) and (2.46) are solved without muons, i.e., nµ = 0, and the
outputs are ne and δ. Then, the corresponding electron chemical potential µe is calculated
and compared with the muon rest-mass energy mµc

2. If µe ≥ mµc
2, Eq. (2.41) is added into

the system of equations to be solved. This process is continued until the causality condition
in the core is violated.
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Figure 2.6: The proton fraction xp (solid lines), electron fraction xe (dashed lines), and muon fraction xµ
(dotted lines) as a function of the total baryon number density nB in the NS core. Two models are considered:
TM1 (olive) and NRAPR (black).

The comparison between the electron chemical potential and the muon rest-mass energy
is plotted in Fig. 2.4. We can see that muons appear when the electron density exceeds
approximately 5× 10−3 fm−3. Indeed, this can be observed in the equilibrium compositions
obtained for different models as shown in Fig. 2.5. The relation between ne and nµ is governed
solely by the chemical equilibrium in Eq. (2.41). Thus, it is not surprising that the result in
Fig. 2.5 is not model dependent.

The model dependence is exhibited clearly when the compositions are plotted against the
total baryon number density nB, as in Fig. 2.6. Particularly, the proton fraction xp (solid
lines), electron fraction xe (dashed lines), and muon fraction xµ (dotted lines) are shown as
a function of nB for models TM1 (olive) and NRAPR (black). These quantities are defined
as follows:

xp = np
nB

= 1− δ
2 , (2.48)

xe = ne
nB

, (2.49)

xµ = nµ
nB

. (2.50)

The figures suggest that muons appear at nB ≈ 0.12 fm−3, and this result does not differ
significantly between the two models. On the other hand, the fractions xi, where i = p, e, µ,
in TM1 is noticeably higher than those in NRAPR. It was pointed out by Ref. [122] that the
proton fraction xp is correlated with the symmetry energy esym. Indeed, this statement is
intuitively understandable because more energy is required for matter to be asymmetric in
models with higher symmetry energy. As we can infer from Fig. 2.2, at nB & 0.1 fm−3, the
symmetry energy in TM1 is larger than that in NRAPR. As a result, xp, hence xe and xµ
(as xp = xe + xµ), found for TM1 are greater than those for NRAPR.
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2.1.2 Inhomogeneous matter in NS crust

In the NS crust ground state, nuclei are arranged in a body-centered cubic (bcc) lattice
structure [1, 123], surrounded by a uniform background of free electrons and neutrons of
densities ne and ngn. In the outer crust, there are no free neutrons, therefore, ngn = 0. The
lattice can be divided into identical unit cells, called Wigner-Seitz (WS) cells [124], with one
nucleus of mass number A, proton number Z, radius rN , and density ni located in the center.
The volume of each WS cell, VWS, is determined such that the cell is neutral:

VWS = Z

np
, (2.51)

where np = ne is the overall proton density in each cell. Due to the charge neutrality in each
cell, the Coulomb interaction between different cells, originated from quadrupole and higher
moments, can be neglected in the first approximation [9].

As mentioned in Sect. 1.2, at the bottom of the crust, the so-called “pasta” phases can
appear. A thorough study on the pasta phase will be discussed in Chapter 3. However, the
pasta mantle is expected to constitute a very thin layer in the inner crust and thus to have
a negligible impact on static NS global properties, which is the main focus of this chapter.
Thus, for all the results presented in the present chapter, we assume that nuclei in the NS
crust are always spherical and denser than the surrounding neutron background.

In this work, we employ an effective macroscopic approach, which is the CLDM to describe
the cluster energy, as in the seminal work by Ref. [9]. Within this approach, the cluster
binding energy can be decomposed into bulk, Coulomb, surface and curvature terms, and the
total cluster energy5 Ei is written as follows:

Ei = (A− Z)mnc
2 + Zmpc

2 + Ebulk + ECoul+surf+curv, (2.52)

where Ebulk = A
ni
εB(ni, I), with εB(ni, I) being energy density of nuclear matter inside the

cluster at density ni and isospin asymmetry I = (A − 2Z)/A (see Sect. 2.1.1.1), and
ECoul+surf+curv = VWS(εCoul+εsurf +εcurv) is the total finite-size contribution (see Sect. 2.1.2.1).
At each given total baryonic density nB, the total energy density in each WS cell can be writ-
ten as:

εWS = εe + εg(1− u) + Ei
VWS

, (2.53)

where εe is given in Eq. (2.35), u is the ratio of the cluster volume VN to the WS cell volume
VWS, u = VN

VWS
, εg = εB(ngn, 1) + ngnmnc

2 is the energy density of the neutron background
including the neutron rest mass.

The CLDM has been widely used to describe the NS crust in several works [125–127] (see
also [1, 7, 58] for a review). Even though this approach is not microscopic as a full density
functional treatment and it treats clusters as classical degrees of freedom, CLDM has recently
proved to provide results in good agreement with those obtained with the still (semi) classical,
but microscopic ETF calculations both at zero (see Ref. [78]) and finite temperature (see
Ref. [79]). Particularly, in the former case, it was shown that the thermodynamic quantities
such as pressure, energy, and chemical potential, as well as the electron fraction found in

5I use captial letter E to indicate the energy per cell.
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CLDM overlap very well with the fourth-order ETF and even ETFSI, where quantum shell
corrections are accounted for. Moreover, as it was mentioned in Ref. [122], the CLDM is
numerically inexpensive. As a result, it can be implemented in a statistical study with low
numerical cost (see Sect. 2.3). Additional, the CLDM allows a decomposition of the cluster
energy in different terms (such as bulk and finite-size terms) which simplifies the assessment
of the impact of each contribution to the total energy. Finally, it will be a great asset to
perform complex multi-component calculations, as I will discuss in Chapter 4.

I detail the interface energy, namely, the Coulomb, surface, and curvature energy in Sect.
2.1.2.1. Then, I review the derivation of the equilibrium equations of the crust in Sect.
2.1.2.2.

2.1.2.1 Interface energy

The Coulomb term gives the electrostatic proton-proton, proton-electron, and electron-
electron interaction energy. In the WS approximation, the Coulomb energy density reads:

εCoul = 2π (eypnirN)2 uηCoul(u), (2.54)
where e is the elementary charge, yp = Z

A
is the cluster proton fraction. Assuming a spherical

geometry for the WS cell, the function ηCoul(u) accounting for the electron screening can be
written as [12,128]:

ηCoul(u) = 1
5

[
u+ 2

(
1− 3

2u
1/3
)]
. (2.55)

The detailed derivation of the Coulomb energy is presented in Appendix A. Regarding the
surface and curvature energies, we employ the expression of Refs. [90,129–132]:

εsurf + εcurv = 3u
rN

(
σs(I, T = 0) + 2σc(I, T = 0)

rN

)
, (2.56)

where σs (σc) are the surface (curvature) tension, and I = 1 − 2yp is the cluster isospin
asymmetry. At zero temperature, we adopt the expressions of σs(I, T = 0) and σc(I, T = 0)
from Refs. [131–134], based on Thomas-Fermi calculations at extreme isospin asymmetries:

σs(I, T = 0) = σ0
2p+1 + bs

y−pp + bs + (1− yp)−p
, (2.57)

σc(I, T = 0) = 5.5σs(I, T = 0)σ0,c

σ0
(β − yp) , (2.58)

where the parameters (σ0, σ0,c, bs, β, p) can be optimized for each given density functional of
energy to reproduce the experimental nuclear masses in the Atomic Mass Evaluation (AME)
2016 [135].

In vacuum, the nuclear mass of a spherical fully ionized atom of charge Z and mass number
A can be deduced using Eqs. (2.6), (2.54), and (2.56) as:

M(A,Z)c2 = mpc
2Z +mnc

2(A− Z)

+ A

n0
εB(n0, I) + 4πr2

N

(
σs + 2σc

rN

)
+ 3

5
e2Z2

rN
, (2.59)
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where bulk density n0 is given by the equilibrium density of nuclear matter at isospin asym-
metry I, defined by ∂eB/∂n|I,n=n0 = 0, and is given by Ref. [136]:

n0 ≈ nsat

(
1− 3LsymI

2

Ksat +KsymI2

)
. (2.60)

The theoretical binding energy per nucleon can be inferred from Eq. (2.59), that is,

Btheo(A,Z) = eB(n0, I) + 1
A

[
4πr2

N

(
σs + 2σc

rN

)
+ 3

5
e2Z2

rN

]
. (2.61)

In previous applications of Eq. (2.56) on the NS crust and supernova modeling within
the compressible liquid drop approximation [90, 131, 134, 137–139], the surface parameters
were fixed on Thomas-Fermi or Hartree-Fock calculations, independently of the bulk func-
tional. However, both bulk and surface terms must be specified to variationally obtain the
matter composition, and they are clearly correlated notably by the constraint of reproducing
the nuclear mass, which is experimentally known for a large panel of nuclei in the vac-
uum. For this reason, in this work, we include the uncertainty on the surface energy by
adding (σ0, σ0,c, bs, β, p) to our parameter space. Following Ref. [122], for each given energy
functional, the associated surface parameters are determined by a χ2-fit of the binding en-
ergies per nucleon in Eq. (2.61) to the experimental values6, Bexp, in the atomic mass table
AME2016 [135], as mentioned above. Here, the correction from the electron binding energy
per nucleon Be(Z)/A, with Be(Z) given Eq. (2) of Ref. [135], is not included in Bexp. This is
because the correction from the electron binding energy is negligible compared to the nuclear
binding energy (∼ 0.02%, on average), and therefore, it does not impact the outcomes of the
fit. Among the surface parameters, a well-defined minimum could not be obtained for the
parameter p. The reason is that p governs the behavior of the surface tension at extreme
isospin values, while nuclei in the experimental mass table are quite symmetric, with I . 0.3.
Therefore, if it is not specifically mentioned, p is fixed to p = 3. This value was chosen to
reproduce the crust-core transition points for different functionals [59,122,127], as estimated
from the spinodal method [140].

Table 2.2: Optimized surface and curvature parameters with their absolute uncertainties for different func-
tionals: BSk24, SLy4, DD-MEδ, and FSU, fitted to the AME2016 mass table. Parameter p is fixed, p = 3.
The last column is the value of penalty function per degree of freedom, χ2.

σ0 bs σ0,c β χ2

(MeV/fm2) (MeV/fm)
BSk24 1.05021 ± 0.00113 30.32168 ± 0.36424 0.12147 ± 0.00370 0.6649 ± 0.00625 1.02857
SLy4 0.98911 ± 0.00133 19.02416 ± 0.26103 0.15141 ± 0.00434 0.75548 ± 0.00802 1.33741
DD-MEδ 1.08212 ± 0.00112 19.74375 ± 0.22250 0.11813 ± 0.00364 0.55971 ± 0.00432 0.81496
FSU 1.17734 ± 0.00110 21.18512 ± 0.22729 0.09335 ± 0.00357 0.28396 ± 0.00961 0.659508

In Fig. 2.7, I display the relative error in nuclear binding energy per nucleon between
CLDM and the experimental value, Btheo−Bexp

Bexp
, as a function of neutron number N for four

6The binding energy per nucleon values in the AME2016 table [135] are given in positive values. However, in the numerical
code, since Btheo defined in Eq. (2.61) is negative, one needs to make sure that Bexp also carries the negative sign.
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Figure 2.7: The relative error in the binding energy per nucleon in the theoretical calculation within
the CLDM approach compared to the experimental values in the AME2016 table [135] as a function of
neutron number N for four different functionals. The vertical dotted lines indicate the magic numbers,
N = 8, 20, 28, 50, 82, 126, from left to right in each panel.

different models. The surface parameters for these models are listed in Table 2.2. The penalty
function per degree of freedom7 for the fit is defined as follows [141]:

χ2 = 1
Ndof

Nd∑
i=1

(B(i)
theo −B(i)

exp)2

∆B2
i

, (2.62)

where Nd is the number of data points. In our case, the fit was performed for Nd = 2408
nuclei with N,Z ≥ 8. Moreover, in Eq. (2.62), ∆Bi is the adopted error, and it accounts for
theoretical, experimental, and numerical errors:

∆B2
i = ∆B2

i,theo + ∆B2
i,exp + ∆B2

i,num. (2.63)

In the AME2016 mass table, ∆Bi,exp ≈ 0.5 eV, and therefore it can be neglected. Assuming
that the numerical error is small, then ∆B2

i ≈ ∆B2
i,theo. In principle, ∆Bi,theo can vary

with A and Z. However, in our model, this error is assumed to be the same for all nuclei.
Additionally, in statistical analysis, it is required that the average χ2 needs to be normalized

7The number of degrees of freedom is defined as, Ndof = Nd−Np, with Nd (Np) being the number of data points (parameters
in the fit). In our case, we are fitting 4 surface parameters to 2408 data points in the AME2016 mass table (we only fit for
nuclei with N,Z ≥ 8). As a result, Ndof = 2408− 4 = 2404.
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to 1. Thus, we have chosen |∆Bi| = |∆Bi,theo| = 0.04 MeV as an average estimation of the
systematic theoretical error.

As it is shown in Fig. 2.7, for all models considered, the experimental nuclear masses are
reproduced very well, and the relative error is typically below 1%. At low N , we can see that
the error becomes more significant, ∼ 7%, showing the limitation of CLDM in describing
light nuclei. Furthermore, one can also observe some peaks whose positions coincide with the
neutron magic numbers, N = 8, 20, 28, 50, 82, 126. This is not surprising because shell effects
are not included in our formalism; nevertheless, the relative errors remains small, typically
around 1%.
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Figure 2.8: Surface (left panel) and curvature (right panel) tensions as a function of the cluster isospin
asymmetry for different models. The surface parameters are obtained by fitting to the mass table AME2016
[135], and the parameter p is fixed, p = 3.

The surface and curvature tensions as a function of the cluster isospin are shown in Fig. 2.8
for various functionals. As the isospin increases, the surface tension decreases. Especially,
at I = 1, that is, for PNM, both the surface and curvature tensions disappear, as one may
expect. Interestingly, while the surface tension is always positive and decreases monotonically
with I, the curvature tension first increases and then decreases and, depending on the model,
can even take negative values below I . 0.5. This is due to the competition between the
(β − yp) and the σs term in Eq. (2.58). Indeed, the curvature tension is proportional to σs,
which decreases with I. On the other hand, the term (β−yp) increases with I. At low I, the
surface tension decreases at a slower rate, hence, σc increases. On the contrary, σs decreases
faster at high I, resulting in a decrease of the curvature tension. A negative curvature tension
is observed for NL3 (dash-dotted teal line), FSU (solid violet line), and PKDD (solid red line);
this is due to the fact that (β − yp) < 0. Indeed, whereas β is larger than 0.5 for most of
the considered models, such as BSk24, SLy4, and DD-MEδ (see Table 2.2), for FSU, NL3,
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Figure 2.9: Surface (top panel) and curvature (bottom panel) tensions as a function of isospin I at four
different p values: p = 2 (dashed line), p = 3 (solid line), p = 4 (dash-dotted line), and p = 5 (dotted line).
For each p, the surface parameters (σ0, σ0,c, bs, β) are obtained by fitting the nuclear binding energy to the
AME2016 mass table. The bulk energy is characterized by the BSk24 model.

and PKDD β is relatively small. As an example, for the FSU model, β = 0.28, thus the
curvature tension is negative for I . 0.44, as shown in Fig. 2.8. Clearly, a negative curvature
tension is unphysical for a convex shape, and an improvement of Eq. (2.58) is needed for the
parametrization of the curvature tension. Nevertheless, from a statistical point of view, σc
is always positive within one standard deviation of the mean, as will be shown afterward in
Fig. 3.22.

It is important to stress that even though the p parameter does not constrain the χ2 func-
tion and therefore cannot be determined from the fit, it plays an important role in controlling
the surface tension at high isospin values, hence properties of matter in the inner crust. This
point was discussed thoroughly in Ref. [127]. Particularly, the authors showed that different
values of p can lead to very different crust compositions, as well as very different density
and pressure at the crust-core interface. To illustrate the importance of the p parameter, in
Fig. 2.9, I show the surface (top panel) and curvature (bottom panel) tensions correspond-
ing to the BSk24 functional as a function of I at p = 2 (dashed lines), 3 (solid lines), 4
(dash-dotted lines), and 5 (dotted lines). At high values of isospin, we can see that higher
p leads to smaller σs,c. Since the surface tension is correlated to the cluster size [9], one
can expect that smaller clusters are obtained with larger p. The reduction in the size makes
the inhomogeneous matter more energetically favorable, hence higher crust-core transition
density at higher p.

Values of the surface parameters (σ0, σ0,c, bs, β) obtained for BSk24 from the fit to the
AME2016 [135] mass table at different values of p are presented in Fig. 2.10. The fact that
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Figure 2.10: Surface parameters (σ0, σ0,c, bs, β) as a function of p, obtained from fitting BSk24 to the
AME2016 mass table.

σ0, σ0,c, and β only vary slightly with p suggests that these three parameters are mostly related
to the isoscalar properties of matter, hence, they are well defined by the nuclear masses. On
the contrary, bs changes dramatically against p indicating that these two parameters are
strongly correlated with the isovector properties. Consequently, they cannot be constrained
very well by experimental nuclear data.

2.1.2.2 Crust composition

The equilibrium composition of the crust in its ground state is calculated variationally
within a CLDM approach, as first introduced in Ref. [9]. We use the same formalism as
in Refs. [79, 80, 121, 122, 127, 142], where the meta-modeling technique is employed for the
description of homogeneous nuclear matter.

In order to find the optimal composition in beta equilibrium at each given baryonic density
nB, the WS cell energy density in Eq. (2.53) needs to be minimized under the constraint of
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the baryonic number conservation:

nB = A+ ngn(1− u)VWS

VWS

= 2np
1− I

(
1− ngn

ni

)
+ ngn. (2.64)

Introducing a Lagrange multiplier λi, the function to be minimized can be expressed as:

Ω = εWS − λi
[ 2np
1− I

(
1− ngn

ni

)
+ ngn

]
, (2.65)

= εe + εg(1− u) + Ei
VWS

− λi
[ 2np
1− I

(
1− ngn

ni

)
+ ngn

]
. (2.66)

In the variation, we chose the following five independent variables: ngn, rN , ni, I, and np.
Taking the derivative with respect to the neutron gas density ngn, we have:

λi = ∂εg

∂ngn
= µgn, (2.67)

which identifies with the chemical potential of the neutron background, µgn = µHM,n(ngn, 1),
see Eq. (2.30). Note that Eq. (2.67) is valid only if there is no dependence of the cluster
energy Ei on the neutron gas density ngn. Similarly, minimizing Ω (Eq. (2.66)) with respect
to rN , ni, I, and np, we obtain the following system of equations:

∂

∂rN

(
Ei
A

)
= 0, (2.68)

n2
i

∂

∂ni

(
Ei
A

)
= Pgn, (2.69)

Ei
A

+ (1− I) ∂
∂I

(
Ei
A

)
= µgn −

Pgn

ni
, (2.70)

2
[
∂

∂I

(
Ei
A

)
− np

1− I
∂

∂np

(
Ei
A

)]
= µe, (2.71)

where Pgn = µgnngn− εg = PB(ngn, 1) is the pressure of the dripped neutrons. Details of the
derivation are presented in Appendix B. One can easily show that Eq. (2.68) is equivalent
to:

Esurf + 2Ecurv = 2ECoul. (2.72)

This equation corresponds to the well-known Baym virial theorem with an additional curva-
ture term with respect to the equation originally found in Ref. [9]. Equation (2.72) coincides
with the expression obtained in Ref. [143] where the curvature energy was taken into ac-
count. It is interesting to notice that only the surface, the curvature, and the Coulomb
energy are involved in this first equilibrium condition. Furthermore, the combination of
Eqs. (2.68)-(2.69) gives us the pressure equilibrium between the cluster and the surrounding
gas:

Pcl = Pgn, (2.73)
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with
Pcl = n2

i

∂

∂ni

(
Ei
A

)∣∣∣∣∣
A,I,np,ngn

. (2.74)

Note that the partial derivative in Eq. (2.74) is taken at fixed particle number A, while in
Eq. (2.69) it is at fixed radius rN .

Solving the system of Eqs. (2.68)-(2.71) together with the baryon number conservation in
Eq. (2.64), we obtain the five variables rN , ni, I, np, and ngn for the inner crust. From this,
the total pressure of the system can also be calculated from the thermodynamics relation:

P = −∂EWS

∂VWS
= −∂(Eg + Ee + Ei)

∂VWS
= Pgn + Pe + Pint, (2.75)

where Pint is the pressure contribution from the ion arising from the (Coulomb) interaction,
also referred to as interaction or lattice pressure. The latter can also be written as

Pint = − ∂Ei
∂VWS

= −∂Ei
∂np

∂np
∂VWS

=
n2
p

Z

∂Ei
∂np

=
n2
p

Z

∂ECoul

∂np
. (2.76)

For the outer crust, ngn = 0, thus, Eqs. (2.68)-(2.71) reduce to the following equations:

∂

∂rN

(
Ei
A

)
= 0, (2.77)

∂

∂ni

(
Ei
A

)
= 0, (2.78)

2
[
∂

∂I

(
Ei
A

)
− np

1− I
∂

∂np

(
Ei
A

)]
= µe. (2.79)

Details of the derivation can also be found in Appendix. B.
The calculation of the crust starts at nB = 10−10 fm−3 with ngn = 0. This point has a

mass density of ρ ≈ 2 × 105 g cm−3, which is high enough that atoms are supposed to be
fully ionized [1].

Table 2.3: Neutron-drip density and the element at the transition for different energy functionals.

BSk24 SLy4 NRAPR DD-MEδ FSU TM1
nND[fm−3] 2.66× 10−4 2.50 ×10−4 2.50 ×10−4 2.50 ×10−4 2.55 ×10−4 2.50 ×10−4

XA
Z Sr125

38 Br113
35 Br111

35 Kr116
36 Rb120

37 Br113
35

At each nB, the system of Eqs. (2.77)-(2.79) together with the baryon number conservation
constraint are solved simultaneously. This process results in the optimal composition, rN (or
A), ni, I, and np. With this composition, the neutron chemical potential is computed using
µn = P+εWS

nB
. The condition µn ≥ mnc

2 defines the onset of neutron drip and marks the
beginning of the inner crust. At this point, we add ngn as a variable, and solve the system of
equations (2.68)-(2.71) together with Eq. (2.64). A more detailed description of the numerical
code can be found in T. Carreau’s thesis [122].
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Figure 2.11: Neutron chemical potential in the crust without rest mass, µn−mnc
2, as a function of the total

baryon density nB for different functionals. The intersection with the thin black dashed line indicates the
neutron drip (ND) point.

The evolution of µn with nB is depicted in Fig. 2.11 for different energy functionals. The
intersection between the result with the thin black dashed line indicates the neutron drip
(ND) point. As one can see, the result in the outer crust is almost model-independent, and
the transition density nND is almost the same for all models (see also Table 2.3). However,
small model dependence can still be observed in the optimal element, as shown in Fig. 2.12.
Even though both the neutron number N = A−Z (top panel) and proton number Z (middle
panel) increase with nB, the former rises with a larger slope, yielding an increase in the isospin
asymmetry I (bottom panel). In the outermost layer of the crust, there is a difference of
∆Z ≈ 1 among the functionals in our calculation, while the discrepancy is around 3 protons
in the bottom layer of the outer crust. This behavior is consistent with our expectation.
Indeed, at nB < 10−4 fm−3, the cluster isospin asymmetry I is less than 0.3, and therefore,
nuclei found at these densities exist in the terrestrial nuclear experiments. Since all the
functionals are fitted to the same experimental nuclear mass table, AME2016, the difference
in the cluster binding energy among different models is expected to be negligible thanks to
the good quality of the fit. On the other hand, at higher densities, nuclei become so neutron-
rich that they are no longer available in the mass table. Consequently, model dependence
arises.

In Fig. 2.12, I also display the results obtained by Baym, Pethick, and Sutherland (BPS)
[144] (dashed orange lines with thin crosses) as well as those obtained by Pearson et al. [75]
(dashed green lines with thick crosses) for comparison. The former took the nuclear mass
values from the mass table by Myers and Swiatecki [145], while the latter employed the
AME2016 table supplemented with the state-of-the-art microscopic theoretical mass table
HFB-24 [112]. At low densities, the results in our calculation are in good agreement with the
referred works. However, at high densities, one can observe a noticeable discrepancy induced
by the shell closures, which are neglected in our CLDM approach. Particularly, at nB ≥ 10−6

fm−3, the neutron number N obtained in our calculation increases continuously from N ≈ 40
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Figure 2.12: Neutron number (top panel), proton number (middle panel), and isospin asymmetry (bottom
panel) of nuclei in the outer crust as a function of the total baryon density for different functionals as in
Fig. 2.11. The dashed green (orange) line with thick (thin) crosses are the results obtained by Pearson et
al. [75] using experimental mass data from the AME2016 table supplemented with the theoretical mass table
HFB-24 [112] (Baym, Pethick, and Sutherland [144]).

to N ≈ 80, while in BPS [144] and Pearson et al. [75], N remains constant, N = 50, up
to nB ≈ 10−4 fm−3 and then jumps to N = 82. Thus, in order to have precise predictions
for the crust composition, one needs to use a microscopic model such as HFB or ETFSI to
account for shell effects. Nevertheless, since the main interests of our work focus on NS EOS
and global static properties, which are not very sensitive to the detailed composition of the
crust, it is sufficient to use CLDM for the purposes of the present chapter.

At the neutron drip, Refs. [144] and [75] (with HFB-24) respectively found Kr118
36 and

Sr124
38 . These results agree surprisingly well with our predictions using DD-MEδ and BSk24,

as shown in Table 2.3.
In the NS inner crust, the model dependence becomes much more pronounced. This is

demonstrated in Fig. 2.13. Due to the extreme isospin condition in the inner crust, which
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Figure 2.13: Evolution of cluster mass number A, proton number Z, isospin I, internal density ni, free
neutron gas density ngn, and total proton (electron) density np in the inner crust as a function of nB for
different functionals. Figure inspired by Ref. [122].

reaches up to I ∼ 0.9, there are very few protons in the cluster compared to neutrons. Indeed,
even though the number of nucleons in the cluster increases monotonically with density up
to A ∼ 1000, the proton number Z remains almost constant, Z ∼ 40. A similar value of Z
has been found also in several other works [66,75,146,147] as already mentioned in Ref. [122].
As density increases, the difference between the cluster internal density ni and that of free
neutron gas ngn reduces. At the crust-core transition, the two densities become comparable,
ni ≈ ngn ≈ 0.07 fm−3. Finally, the last panel in Fig. 2.13 shows the averaged proton density
np, which equals electron density ne, as a function of nB. In the inner crust, although np
increases, the global proton fraction, Y tot

p = np
nB

, decreases with nB. At the interface with the
core, Y tot

p is very small, that is, ≈ 0.02− 0.04.

2.1.3 Crust-core transition

An accurate prediction of the crust-core transition point is crucial in estimating crustal
observables, such as crustal mass, thickness, and moment of inertia [59,148]. These quantities
are of particular relevance for the description of pulsar glitches [57] (see Ref. [58] for a review).
In the literature, various works were devoted to the determination of the crust-core transition
density nCC using different many-body methods and nuclear functionals. The results span
a large range of values, from nCC ≈ 0.05 fm−3 to nCC ≈ 0.08 fm−3; for example, a value of
nCC = 0.055 fm−3 was obtained in Ref. [149] using the TF approach with the NL3 functional
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while the value nCC = 0.081 fm−3 was predicted in Ref. [76] within a full fourth-order ETF
approach employing the BSk24 functional.

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
nB [fm 3]

0.012

0.010

0.008

0.006

0.004

0.002

0.000

W
S

np
e 

[M
eV

fm
3 ]

BSk24
SLy4
NRAPR
DD-ME
FSU
TM1

Figure 2.14: Difference in energy density between the inhomogeneous matter in crust and homogeneous
matter at beta equilibrium for different energy density functionals as a function of nB .
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Figure 2.15: Crust-core transition density nCC against the slope of symmetry energy Lsym for different
functionals (scattered points). The thin black dashed line is the linear regression fitted from the points:
nCC/fm−3 = −3.6× 10−4Lsym/MeV + 0.094.

The crust-core transition can be determined checking for the instability of the npe matter
against density perturbation. Common approaches which have been broadly investigated are
dynamical method [9, 128, 144, 150–152], thermodynamical method [153, 154], and random
phase approximation [155, 156] (see Ref. [157] for detailed discussions). In our calculation,
the transition from the solid crust to the liquid core is determined by comparing the corre-
sponding energy density of the inhomogeneous matter εWS, defined in Eq. (2.53), to that of



40 Chapter 2. Cold–catalyzed neutron stars under the nucleonic hypothesis

homogeneous matter in beta equilibrium εnpe:

εnpe(nB) = εB + εe + ne(mp −mn)c2 + nBmnc
2, (2.80)

where ne in Eq. (2.80) is obtained from the beta equilibrium condition (Eq. (2.46)) for
each given nB. The transition density (and pressure) is thus defined at the point when
homogeneous matter becomes energetically favored, i.e., εnpe ≤ εWS. The difference between
the energy density of homogeneous and inhomogeneous matter varies considerably with the
model, as shown in Fig. 2.14, thus making the crust-core transition density and pressure
strongly model-dependent.

Many works pointed out that nCC is anti-correlated to the slope parameter of the symmetry
energy Lsym, for instance, see Refs. [122,126,151,157–159] and references therein. Figure 2.15
shows the crust-core transition density nCC obtained with different models as a function of
Lsym. Indeed, one can see that generally models with higher Lsym have lower nCC. Using a
simple linear regression, the dependence of nCC on Lsym can be expressed by: nCC/fm−3 ≈
−3.6×10−4Lsym/MeV+0.094. Although here we only consider ten functionals, the coefficient
obtained is in good agreement with that reported in Refs. [122, 158], in which a larger set
of models was studied, namely ∆nCC

∆Lsym
≈ −3.8 × 10−4/fm3/MeV. In Sect. 2.3, a statistical

analysis for this correlation will be presented.

2.1.4 Unified EOS

Due to the complexity in modeling the inhomogeneity of the crust with respect to that of
the homogeneous core, in many works on studying the NS properties, the EOS is constructed
in a non-unified manner, that is, different nuclear models are used for the core and the
crust. As an example, in Abbott et al. 2019 [40], the EOS at densities above half of the
saturation density were sampled using spectral parameterization. Then, this parameterized
high-density part was glued to the SLy EOS by Ref. [125]. Similarly, in Miller et al. 2021 [37],
the EOS at high densities were sampled using different methods, such as piecewise polytrope,
spectral parameterization, or Gaussian processes, while the low-density counterpart was fixed
using the QHC19 EOS [160]. This manual stitching of the crust to the core EOS might be
justified because the crust EOS is not expected to impact significantly the global properties
of NS, such as mass and tidal deformability. Nonetheless, a non-unified EOS can lead to
errors in NS macrophysical parameters, such as radius, tidal deformability, and moment of
inertia [47,161,162]. Specifically, Fortin et al. 2016 [161] estimated that the use of “matched”
EOS instead of unified ones (and the way the match is performed) could induce a discrepancy
of ∼ 4% in the prediction of the NS radius. Likewise, Suleiman et al. 2021 [47] stated that
depending on the matching density, the difference could be as large as 5% for the radius, 20%
for the tidal deformability, and 10% for the moment of inertia. Clearly, these uncertainties
could be as large as those estimated in next-generation telescopes [163–165]. As a result, it
is important to have a consistent treatment for the crust and core.

In this work, we always use the same nuclear interaction for all NS regions: outer crust,
inner crust, and core. The unified EOS obtained using different functionals are illustrated
in Fig. 2.16. The total pressure P of the crust (core) is calculated using Eq. (2.75)
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(Eq. (2.47)), while the corresponding mass-energy density8 ρB = ε/c2 is estimated from
Eq. (2.53) (Eq. (2.1)). In this Fig. 2.16, the grey dashed line at ∼ 4 × 1011 g cm−3 marks
the transition from the outer crust to the inner crust. As mentioned before, the neutron-drip
density is almost model-independent. On the other hand, as shown in Figs. 2.14, the transi-
tion density to the liquid core depends on the nuclear parameters, particularly the symmetry
energy (see Fig. 2.15). The sensitivity of the crust-core transition on the nuclear parameters
in a statistical study will be discussed later. In Fig. 2.16, the left and right boundaries of
the grey vertical band are respectively obtained from TM1 (ρCC

B ≈ 1.0 × 1014 g cm−3) and
BSk24 (ρCC

B ≈ 1.3 × 1014 g cm−3). They are respectively the models with the lowest and
highest crust-core transition density among the considered models.
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Figure 2.16: Pressure P as a function of mass-energy density ρB for different functionals9. The grey dashed
line indicates the neutron-drip point, ρND ≈ 4× 1011 g cm−3, while the grey band represents the uncertainty
in determining the transition from the inner crust to the core. See text for more details.

Similar to the NS composition (see Sect. 2.1.2), the model dependence of the NS EOS
mainly arises starting from the inner crust and becomes larger with increasing density. In-
deed, the pressure varies by a factor of ∼ 2 among the models shown in Fig. 2.16 at ρB = 1014

g cm−3. The limitation in our knowledge of the high-density EOS is also reflected by the
large uncertainties of high-order parameters, such as Qsat,sym and Zsat,sym. Later on, I discuss
these uncertainties and their implication on the predictions of NS observables in a Bayesian
analysis.

Finally, it is worth mentioning again that the EOS shown in Fig. 2.16 are obtained with
the ELFc version of meta-modeling. Thus, the high-density region of these EOS may not
be correctly reproduced with the parameter sets used to produce Fig. 2.16 and reported in
Table 2.1. The parameter values leading to an optimized reproduction of the high-density
EOS will be discussed in Table 2.4.

8I use ρB = ε/c2 and ρ = nBmu, with mu = 931.5 MeV/c2 being the atomic mass unit, to denote mass-energy density and
mass density, respectively.

9The conversion factor for pressure from MeV fm−3 to dyn cm−2 is 1.6021766 × 1033, and the conversion factor from the
energy density in unit of MeV fm−3 to the mass-energy density in unit of g cm−3 is 1.6/9× 1013.
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2.2 Neutron star observables

2.2.1 Equations of hydrostatic equilibrium

Being relativistic objects, the structure and evolution of NS should be studied using the
theory of general relativity. For slowly rotating spherically symmetric NS, the hydrostatic
equilibrium is determined by solving the the so-called Tolman-Oppenheimer-Volkov (TOV)
equations [166,167]:

dP

dr
= −GρBM

r2

(
1 + P

ρBc2

)(
1 + 4πPr3

Mc2

)(
1− 2GM

rc2

)−1
, (2.81)

dM
dr

= 4πr2ρB, (2.82)

where G is the gravitational constant, and M is the mass contained in a sphere of radius
r and density ρB with the boundary condition M(r = 0) = 0. For each central density
ρB,c = ρB(r = 0), Eqs. (2.81)-(2.82) are integrated from the center to the surface, defined by
the condition of vanishing pressure, i.e., P (r ≥ R) = 0, where R is the circumferential radius
of the star. The mass is then defined by M =M(r = R) =

∫ R
0 4πr2ρB(r)dr.

Therefore, the mass-radius relation represents a family of NS that can exist at equilibrium,
each one with a different central density (and pressure). The TOV equation was derived
simultaneously by Tolman and Oppenheimer & Volkoff in 1939. By assuming the EOS of
degenerate Fermi neutron gas, they found the maximum mass of NS to be only 0.71 M�,
which is definitely much lower than the maximum mass observed nowadays [31,37,38]. This
underestimation is due to the neglect of the nuclear forces [1], and it gives an indirect but
model-independent proof that nuclear matter exists in the core of compact objects.

The effects of general relativity in a NS can be characterized by the so-called compactness
parameter, which is defined as:

xGR = rg
R
, (2.83)

where rg is the Schwarzschild radius:

rg = 2GM
c2 ≈ 2.95 M

M�
km. (2.84)

In the non-relativistic limit, where P � ρBc
2, Pr3 �Mc2, and rg � R, the TOV equation

reduces to the Newtonian equation of stellar equilibrium (see Ref. [1] for detailed discussions).
In order to solve the TOV equations, Eqs. (2.81)-(2.82), the EOS, P (ρB), is needed.

Here, the core EOS is calculated as described in Sect. 2.1.1, using the ELFd meta-model.
Indeed, the higher-order parameters Qsym,sat and Zsym,sat need to be adjusted for an improved
behavior at the highest density encountered in the core. Values of Qsym,sat and Zsym,sat in the
ELFd model for different energy density functionals, both relativistic and non-relativistic,
are listed in Table XIII of Ref. [64]. The new (adjusted) values of Qsym,sat and Zsym,sat can
be computed by performing a fit only at the high-density region while keeping the low-order
parameters fixed. In Table 2.4, I list the values of the 3rd- and 4th-order parameters for four
different models available in Table XIII of Ref. [64], which will be used to discuss the results
in the following sections: RATP, SLy4, DD-MEδ, and NL3. These four models are chosen for
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illustrating the results because they represent different groups in Lsym value, hence different
stiffness in the EOS: low (RATP with Lsym = 32.4 MeV), intermediate (SLy4 and DD-MEδ
with Lsym = 46.0 MeV and 52.8 MeV, respectively), and high (NL3 with Lsym = 118.3 MeV)
(see Table 2.1).

Table 2.4: Higher-order parameters, Qsat,sym and Zsat,sym, used in the Taylor expansion of ELFd [64] to
reproduce the high-density behavior of symmetric matter and pure neutron matter of the effective models
SLy4 from [113], RATP from [114], DD-ME2 from [116], NL3 from [119].

Qsat Qsym Zsat Zsym
(MeV) (MeV) (MeV) (MeV)

SLy4 -225.01 350.68 -443.11 - 690.35
RATP -222.18 347.83 -414.59 -1126.54
DD-ME2 657.79 318.84 -2611.93 -1317.33
NL3 1307.33 -571.12 -4049.23 200.86

2.2.2 Tidal deformability

When a non-rotating and spherically symmetric star is exposed to a time-independent ex-
ternal quadrupolar tidal field Eij, the tidal field deforms the star, thus inducing a quadrupole
moment Qij [168–171]. To the linear order in the tidal field, the induced quadrupole moment
reads:

Qij = −λEij, (2.85)

where λ can be expressed in term of the l = 2 tidal Love number k2:

k2 = 3
2λ

(
Rc2

G

)−5

. (2.86)

For a binary system with masses m1 and m2, from the GW signal, it is possible to extract
information on the combined tidal deformability of the system [39–42], defined as:

Λ̃ = 16
13

(m1 + 12m2)m4
1Λ1 + (m2 + 12m1)m4

2Λ2

(m1 +m2)5 , (2.87)

where Λ1,2 = Λ(M = m1,2) is the dimensionless tidal deformability calculated at M = m1,2,
and it is related to the star compactness through:

Λ = λ

M5 = 2
3k2β

−5, (2.88)

where β = xGR/2, with xGR being the compactness parameter defined in Eq. (2.83). Following
the calculation by Refs. [170,171], we used the following expression for the tidal Love number
k2:

k2 = 8
5β

5(1− 2β)2[2− y + 2β(y − 1)]/a, (2.89)
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where

a = 6β[2− y + β(5y − 8)]
+4β3[13− 11y + β(3y − 2) + 2β2(1 + y)]
+3(1− 2β)2[2− y + 2β(y − 1)] ln(1− 2β). (2.90)

The quantity y is the solution of the following differential equation:

dy

dr
= −y

2

r
− y − 6
r − 2GM/c2

−4πG
c2 r2 (5− y)ρB + (9 + y)P/c2 + (P + ρBc

2)/c2
s

r − 2GM/c2

+1
r

[
2G
c2

(M+ 4πPr3/c2)
r − 2GM/c2

]2

, (2.91)

where c2
s = dP/dρB is the squared sound speed.

2.2.3 Moment of inertia

The expression of the moment of inertia of a uniformly and slowly rotating star is given
by Ref. [172]:

Itot = c2

G

w(R)R3

6 + 2w(R) . (2.92)

where the function ω(r) can be obtained from the following differential equation:

dw

dr
= 4πG

c2
(P + ρBc

2)(4 + w)r2

rc2 − 2GM − w

r
(3 + w), (2.93)

with the boundary condition ω(r = 0) = 0, implying I(r = 0) = 0. For the full calculations
on the equilibrium configurations of slowly rotating10 stars in the framework of General
Relativity, see Hartle et al. (1967) [106].

The value of the crustal moment of inertia Icrust is of particular interest because it is
believed to be related to the glitch phenomenon [57,58]. As was discussed in Refs. [173,174],
the glitch may be related to the superfluid vortices formation in the inner crust of the rotating
NS. In particular, when the pulsar is rotating fast, the vortices density is so high that the
superfluid can be collectively considered as a “rigid” body. As the rotation slows down, some
of the vortices, which were initially pinned to the ion lattice, begin to unpin, and the angular
momentum from the vortices is transferred to the solid crust. As a result, the pulsar spins
up (see also Ref. [148] for a more detailed description). The amount of angular momentum
transfer is related to the ratio between the moment of inertia of the superfluid and the solid
crust. This ratio can be approximate by Icrust

Itot
, which can be determined in our calculation

(see Sect. 2.2.4).
10According to Ref. [106], slow rotation implies that the angular velocity of the star is small, and therefore, the fractional

changes induced by the rotation in pressure, energy density, and gravitational field are much smaller than unity.
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2.2.4 Numerical results

In order to obtain the NS observables, Eqs. (2.81), (2.82), (2.91), and (2.93) are solved
simultaneously in the TOV solver [175].

TOV solver
EOS P (ρB)

→ Pmin = P (ρmin
B )

choose ρB,c ∈ [ρ0, ρ
max
B ]

Pc = P (ρB,c)

r+ = dr
M+ = dM
P+ = dP
ω+ = dω
y+ = dy

check if
P > Pmin

ρB = ρB(P )
check if

ρB > 2× 105

gcm−3

return M , Mcrust,
R, Rcrust, Itot, Icrust, Λ

integration using
Runge-Kutta method

yes

no

no

yes

Figure 2.17: A flow chart describing the TOV solver [175].

For a given EOS, and for each value of the central density ρB,c, Eqs. (2.81), (2.82), (2.91),
and (2.93) are integrated, thus determining the circumferential radius R, the gravitational
mass M , the tidal deformability Λ, and the moment of inertia Itot of the NS. In our TOV
solver, whose flow chart is illustrated in Fig. 2.17, the NS observables are therefore obtained
as follows. For each (metamodel) EOS, we choose the value of ρB,c to be between ρmin

B,c = ρ0 =
2.3× 1014 g cm−3, which is around the saturation density, and the maximum density of the
EOS table. Then, the central pressure Pc = P (ρB,c) = P (r = 0), is obtained from a linear
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interpolation of the EOS table. With the step dr = 100 cm, using a Runge-Kutta method,
we integrate Eqs. (2.81), (2.82), (2.91), and (2.93) up to the NS surface, that is, r = R.
Theoretically, the surface of the NS is defined as the point where the pressure vanishes, that
is, P (r = R) = 0. In the numerical code, the NS surface is determined from the condition
ρB ≤ 2× 105 g cm−3, corresponding to the first point in the EOS table, nB ≈ 10−10 fm−3.

With the numerical tool described above, using the four energy density functionals SLy4,
RATP, DD-MEδ, and NL3 within the ELFd meta-modeling (see Table 2.4), in the following,
I show the numerical results obtained for different NS observables. The unified EOS for the
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Figure 2.18: Left panel: Total pressure P as a function of the ratio between the total mass-energy density to
the saturation density ρB

ρsat
. Right panel: Corresponding mass-radius relations.

four functionals are shown in the left panel of Fig. 2.18, and the corresponding mass-radius
relations are shown on the right panel of the same figure. As we can see, the uncertainty
in the EOS is propagated to our prediction for the mass-radius relation. Particularly, stiffer
EOS leads to a larger radius for a given mass, and also higher mass for a given radius.
Since nowadays we have observables of NS with mass above 2M�, such as PSR J0348+0432
(M = 2.01±0.04M�) [31] and PSR J0740+6620 (M = 2.08±0.07M�) [52], any EOS should
be able to reproduce this maximum mass limit. Among the considered models, RATP (dash-
dotted orange line) is the only one that does not fulfill this constraint.

To get the thickness and mass of the crust, in the numerical solver, we integrate Eqs.
(2.81)-(2.82) from r = 0 up to r = Rcore, where Rcore is defined as the radius at which the
crust-core transition occurs, i.e., P (r = Rcore) = PCC. The crustal thickness and mass then
can be obtained from:

Rcrust = R−Rcore, (2.94)
Mcrust = M −Mcore. (2.95)

The absolute and fractional values of the crustal thickness and mass are illustrated in Fig.
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2.19 as a function of the gravitational mass M . We can observe that stiffer EOS leads to
larger Rcrust and Mcrust. Since the determination of the crustal observables depends on the
position of the crust-core transition that is very sensitive to the slope of the symmetry energy,
as discussed in Sect. 2.1.3. Therefore, we expect Rcrust and Mcrust to have some correlation
with the isovector parameters. This point will be discussed in Sect. 2.3. In addition, from
Fig. 2.19, we can also observe that both the absolute and relative value of the crustal mass
and thickness decrease with the NS total mass. Consequently, for heavy NS, the impact of
the crust on global properties is expected to be small.
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Figure 2.19: Absolute (top panels) and relative (bottom panels) values of the crustal mass (left panels) and
thickness (right panels).

I now discuss the results obtained for the tidal deformability. According to Eq. (2.88), the
dimensionless tidal deformability is proportional to k2 and inversely proportional to β5, with
β ∝ M

R
. Since the radius does not vary significantly with M for NS with masses M > 0.5M�

(see Fig. 2.18), we can expect that the compactness of the star, β, will increase with its
mass. Indeed, this is what we can observe in the top panel of Fig. 2.20. On the other
hand, the dependence of the Love number k2 on β is more complicated, as can be seen from
Eq. (2.86) and from the lower panel of Fig. 2.20. Interestingly, for all models considered, k2
has a maximum at around β ≈ 0.08 − 0.1. This value of β corresponds to a mass value of
around 0.7M�. Moreover, Fig. 2.20 also shows that, at the same compactness β, value of k2
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is proportional to the stiffness of the EOS. Indeed, softer EOS are more compressible, hence
having smaller response to tidal field, leading to smaller k2, see also Ref. [171].
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Figure 2.20: Mass (top panel) and the Love number k2 (bottom panel) as a function of β.
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As Λ is inversely proportional to β5, and directly proportional to k2, the behavior of Λ
is governed mostly by β. Thus, we expect Λ to decrease with β and M . This is illustrated
in Fig. 2.21. Interestingly, when Λ is plotted against β, the results seem to be model
independent. The universal relation between Λ and β was also discussed in the literature,
such as in Ref. [176].

The total moment of inertia Itot normalized with MR2, is depicted in the left panel of
Fig. 2.22. One can observe that stiffer EOS generally yield lower Itot/(MR2). As mentioned
above, the crustal moment of inertia is believed to be related to the glitch phenomenon. The
value of Icrust/Itot is plotted as a function of the M in Fig. 2.22, right panel. We can see
that the behavior of Icrust/Itot is very similar to that ofMcrust/M . To explain the glitch, Icrust

Itot
must be larger than 1.4% according to Ref. [177]. If the crustal entrainment is included, then
the moment of inertia contained by the crust must be at least 7% [178] or even higher [179].
As we can see from Fig. 2.22, to have such high Icrust

Itot
, the mass of the pulsar must be quite

low, specifically below ∼ 1.2M� for NL3 and DD-MEδ, and below 0.8M� for BSk24. As a
result, if the superfluid is limited only to the crust, then it may not be enough to explain
the glitch phenomenon. A statistical study on on the prediction for the crustal moment of
inertia obtained within the meta-model approach and a CLDM for the crust was performed
by Carreau et al. 2019 [59]. They concluded that if the entrainment effect is included, the
assumption that only the crustal superfluid vortices contribute to the angular momentum
transfer is incompatible with the present nuclear physics knowledge.

In this section, the results for the NS observables obtained with different models have been
presented and show the model-dependence of such predictions. However, to take into account
the uncertainty on our current nuclear-physics knowledge, a statistical study is needed. For
this reason, in the next section of this chapter, we confront the nucleonic hypothesis with the
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current astrophysical data by performing a Bayesian analysis.

2.3 Nucleonic hypothesis versus astrophysical data

The exceptional progress of multi-messenger astronomy on different astrophysical sources
of dense matter has very recently led to quantitative measurements of various NS proper-
ties, such as the correlation between mass and radius (M-R) from X-ray timing with NICER
[35–38] and the tidal polarizability from GW signals by LIGO/Virgo data [39–41, 180, 181].
These observations, together with the plethora of upcoming data [42], are expected to answer
in the next future exciting open questions such as the structure and degrees of freedom of
baryonic matter in extreme conditions, and in particular the presence of phase transitions
and the existence of deconfined matter in the core of neutron stars [7]. However, the task
is complicated by the fact that there is no ab initio calculation of ultra-dense matter nei-
ther in the hadronic nor the partonic sectors, and therefore effective models are used. The
information about the composition of high-density matter is blurred by the uncertainty on
the effective energy functional, and similar equations of state can be obtained under different
hypotheses on the underlying microphysics [182,183].

Many works have shown that with the current data, it is still not yet possible to deter-
mine the composition in the inner core of NS [184–186]. For this reason, the hypothesis of
a purely nucleonic composition of the NS cores cannot be ruled out. To identify the observ-
ables pointing towards more exotic constituents, it is important to quantitatively evaluate
the space of parameters and observables compatible with the nucleonic hypothesis. With the
meta-modeling techniques [64, 65], it is possible to explore the complete parameter space of
nucleonic equations of state, and hence predicting the astrophysical observables with uncer-
tainties controlled by our present theoretical and experimental knowledge of nuclear physics.
This approach can be viewed as a way to transform experimental and observational con-
straints into nuclear physics empirical parameters to guide the elaboration of phenomenolog-
ical and microscopic nuclear models, and it can also be used as a null hypothesis to search
for exotic degrees of freedom.

In this section, I present a Bayesian analysis of the semi-agnostic meta-modeling tech-
nique of Refs. [59, 64], including both nuclear physics and astrophysical constraints. The
corresponding results, which will be shown later on, were published in Ref. [184]. With re-
spect to previous works by different groups [59,64,65,187–190], we included the most recent
NICER results [38] which give constraints in the density region where MBPT cannot be ap-
plied, and used a fully unified EOS approach, as presented in Sect. 2.1.4, allowing to include
in the posterior probabilities the constraints coming from nuclear mass measurements [135].
In Ref. [184], we did not include in the considered constraints the recent skin measurement
by PREX II [191] because our model is not presently able to calculate nuclear radii. An
extension of this work involving the skin calculation was recently performed in Ref. [192].

2.3.1 Bayesian analysis

Bayesian inference is a method of statistical inference in which Bayes’ theorem is used to
update the probability for a hypothesis as more evidence or information becomes available.
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According to the Bayes’ theorem and marginalization, the probability that the hypothesis is
true given the data is given by:

prob(hypothesis|data) ∝ prob(hypothesis)× prob(data|hypothesis). (2.96)

This theorem is based on the sum and product rules [193]. In Eq. (2.96), prob(hypothesis)
is called the prior probability. It represents our original knowledge/belief about the truth
of the hypothesis before being introduced to the data. As the data or information from
experiments are given, we can update the prior distribution with the so-called likelihood
probability, prob(data|hypothesis). The likelihood gives the probability of observing the
measured data if the hypothesis is correct. Finally, we obtain the posterior probability,
prob(hypothesis|data) that tells us about the truth of the hypothesis after we know about
the data. See Ref. [193] for more details.

In our analysis, the hypothesis can be represented by a set of the empirical parameters
X, as explained in Sect. 2.1.1.1. The data will provide us “constraints” on these parameters.
Therefore, let us denote them by c = {ck, k = 1, 2, 3, ...}. From Eq. (2.96), we can write our
normalized posterior distribution as follows:

prob(X|c) = Nprob(X)
∏
k

prob(ck|X), (2.97)

where N is the normalization factor given by:

N =
(∫

dXprob(X)
∏
k

prob(ck|X)
)−1

= (prob(c))−1 . (2.98)

It is important to emphasize the “hypothesis” that we are discussing here is the values of the
empirical parameters. Specifically, we want to know the probability of having a certain set
of empirical parameters after incorporating all the current information from the data. This
should not be mistaken with the nucleonic hypothesis. In other words, Eq. (2.97) gives us the
probability of having the empirical parameter set X, and X is sampled under the nucleonic
hypothesis.

Let us denote the nucleonic hypothesis as model 1 and denote the term on the right-hand
side of Eq. (2.98) as prob(c|model 1). This quantity is called the evidence of model 1. For
a given model, the evidence is a constant, and it does not affect the posterior probability
distribution. However, if we want to consider different models, such as in model selection
studies, then the evidence plays an important role. For instance, let model 2 denote the
hypothesis where we have other degrees of freedom in NS core. Then, the so-called Bayes
factor can be defined as

B(model 1, model 2|c) = prob(c|model 1)
prob(c|model 2) , (2.99)

where:

1. if log10B > 0 then model 1 is favored,

2. if log10B < 0 then model 2 is favored,
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3. if log10B = 0 then both models are equally probable.

In order to have a reliable evaluation of the Bayes factor, the number of parameters sampled
in the two models must be comparable.

In the NS study, the Bayes factor is often used to evaluate the possibility of a phase transi-
tion in the NS core (thus model 1 and model 2 would correspond to the nucleonic hypothesis
and that of having additional degrees of freedom in the NS core), see e.g., Refs. [185, 186].
However, in the following, only the nucleonic hypothesis is considered, and therefore the value
of the evidence is irrelevant. For a discussion on the detectability of a phase transition, see
Ref. [194].

2.3.2 Nuclear-physics-informed prior sampling

Table 2.5: Minimum and maximum values of the parameter set X. Table adapted from Ref. [122].

Parameter Min Max

Esat [MeV] -17 -15
nsat [fm−3] 0.15 0.17
Ksat [MeV] 190 270
Qsat [MeV] -1000 1000
Zsat [MeV] -3000 3000
Esym [MeV] 26 38
Lsym [MeV] 10 80
Ksym [MeV] -400 200
Qsym [MeV] -2000 2000
Zsym [MeV] -5000 5000
m?

sat/m 0.6 0.8
∆m?

sat/m 0.0 0.2
b 1 10

First, we generate uniform distributions of NX = 13 parameters in X within the ranges
indicated in Table 2.5. Hence, prob(X) = 1,∀X. The values of the minimum and maximum
of the parameters in the table are chosen based on the information from low-energy nuclear
physics data [64, 122, 127]. Since the high-order parameters Qsat,sym and Zsat,sym are poorly
constrained, the uncertainties in these parameters in Table 2.5 are very large. Then, each set
X was used as input to obtain the NS EOS within the meta-modeling technique. To have a
meaningful prior distribution, we require all parameter sets to result in meaningful solutions
for the crust, that is, the minimization of the canonical thermodynamic potential at a given
baryon density, as discussed in Sect. 2.1.2, leads to positive gas and cluster densities. In
addition, the fit of the surface and curvature parameters {σ0, bs, σ0c, β} to the AME2016 table
must be convergent. These criteria are characterized by the pass-band filter ω0. Given that
the mentioned conditions are satisfied, i.e., ω0 = 1, the probability of each parameter set X is
then quantified by the goodness of the optimal fit. As a result, the nuclear-physics-informed
prior probability is given by:

P1(X) ∝ ω0e
−χ2(X)/2prob(X), (2.100)
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with

χ2(X) = 1
Ndof

Nd∑
i=1

(B(i)
theo(X)−B(i)

exp)2

∆B2
i

, (2.101)

see Eq. (2.62), and the sum runs over all the nuclei in the AME2016 [135] mass table.
The distributions obtained with this prior represent the most general predictions, within a
purely nucleonic composition hypothesis, that are compatible with low energy nuclear physics
experiments.

2.3.3 Likelihoods from nuclear physics and astrophysical observables

The prior probability defined in Eq. (2.100) is confronted to different constraints ck, coming
from nuclear physics calculation as well as astrophysical observation data.

The first likelihood we consider comes from the MBPT calculations of the energy per
nucleon of SNM and PNM from Ref. [110] based on two- and three-nucleon chiral EFT
interactions at N3LO (see Fig. 2.2). These latter calculations are interpreted as a 90%
confidence interval. As these bands are very narrow at low densities, we enlarged lower and
upper limit of the bands by 5% in order not to discard EOS which are just marginally outside
of the bands. The likelihood from these data can be written as:

prob(LD|X) = ωLD(X), (2.102)

in which LD stands for “low density” because this constraint is applied in the low-density
region, from 0.02 fm−3 to 0.2 fm−3. Furthermore, ωLD(X) = 1 if the X is consistent with the
EFT bands, and ωLD(X) = 0 otherwise. Implementing this low density (LD) filter amounts
to including in the nucleonic hypothesis the information from ab initio nuclear theory.

The second likelihood used in this study is the mass measurement from radio-timing
observations of the pulsar PSR J0348+0432 [31], MJ03 = 2.01 ± 0.04M�. The probability
associated with this measurement is a normal distribution with a mean value of 2.01 and a
standard deviation of 0.04:

prob(J03|X) = 1
0.04
√

2π

∫ Mmax(X)/M�

0
e
− (x−2.01)2

2×0.042 dx, (2.103)

where Mmax is the maximum mass at equilibrium, determined from the TOV equation (see
Sect. 2.2.1).

The third likelihood is the tidal deformability of the binary NS system associated with
the gravitational wave event GW170817, detected by LVC [39–42]. From this event, the
information on the joint distribution of the combined tidal deformability Λ̃ and the mass
ratio q = m2

m1
was deduced (see Fig. 2.23). Conventionally, q is the mass ratio of the lighter

component m2 to the heavier component m1. Therefore, q ≤ 1. The constraint from the
GW170817 event evaluates the weight of a parameter set based on its prediction for the tidal
deformability Λ̃ for each q. The likelihood is written as:

prob(LVC|X) =
∑
i

PLVC(Λ̃(q(i),X), q(i)), (2.104)

where PLVC is the joint posterior distribution of Λ̃ and q taken from Refs. [41, 195]. In
Refs. [41, 195], the authors performed a Bayesian inference with four different waveform
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models. The distribution for Λ̃ and q which we are using for this work is the one obtained
with the PhenomPNRT waveform, which is considered as their “reference model”. In our
analysis, q is chosen to be in the one-sided 90% confidence interval obtained in Ref. [41],
q ∈ [0.73, 1.00]. In Ref. [41], it was shown that the chirp massMc of the binary NS system
associated to the GW170817 event was accurately determined,Mc = 1.186±0.001M� at the
median value with 90% confidence limits. The chirp massMc can be expressed as a function
of m1 and q as:

Mc = (m1m2)3/5

(m1 +m2)1/5 = q3/5m1

(1 + q)1/5 . (2.105)

Since the uncertainty in the chirp massMc is negligible, for each value of the mass ratio q,
we calculate m1 directly from the median value ofMc through Eq. (2.105).
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Figure 2.23: Joint distribution of the combined tidal deformability Λ̃ with the mass ratio q inferred from
GW170817. Figure generated using data from Ref. [195].

The last likelihood comes from the X-ray pulse-profile measurements of PSR J0030+0451
mass, MJ00 = 1.44+0.15

−0.14M�, and radius, RJ00 = 13.02+1.24
−1.06 km from Ref. [36] and the radius

measurement with NICER and XMM-Newton data [38] of the PSR J0740+6620 pulsar with
mass MJ07 = 2.08± 0.07M� [52], RJ07 = 13.7+2.6

−1.5 km [38]. The NICER likelihood probability
is given by:

prob(NICER|X) =
∑
i

pNICER1(M (i)
1 , R(M (i)

1 ))
∑
j

pNICER2(M (j)
2 , R(M (j)

2 )), (2.106)

where pNICER1(M,R) is the two-dimensional probability distribution of mass and radius for
the pulsar PSR J0030+0451 obtained using the waveform model with three uniform oval
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Figure 2.24: Joint mass-radius distribution of PSR J0740+6620 (left panel) generated with data taken from
Ref. [105] and of PSR J0030+0451 with data taken from Ref. [104]. The red horizontal lines in each figure
indicate the range chosen for M1 and M2. See text for details.

spots by Miller et al. in Refs. [36, 104] (see the right panel of Fig. 2.24); and pNICER2(M,R)
is the probability distribution for PSR J0740+6620 using NICER and XMM-Newton data by
Miller et al. [38,105] (see the left panel of Fig. 2.24). The intervals of M1 and M2 chosen are
sufficiently large so that they cover most of the associated joint mass-radius distributions,
M1 ∈ [1.21, 1.70]M� and M2 ∈ [1.90, 2.25]M�.

2.3.4 Analysis of the posterior

Depending on the likelihood that we consider, the resulting posterior distributions are
different. In order to see the impact of different constraints on the nuclear-physics-informed
prior, whose probability is given by Eq. (2.100), we consider three different posterior distri-
butions. They are:

• LD: This posterior contains parameters selected according to our present nuclear-physics
knowledge (both from experiments and theory, see Eqs. (2.100) and (2.102)). The
posterior probability can be written as:

P2(X) = prob(X|LD) ∝ ωLD(X)P1(X), (2.107)

• HD + LVC: With this distribution, we can identify the impacts from astrophysical
data, particularly the maximum mass and tidal deformability constraints. The posterior
probability of this distribution is written as:

P3(X) = prob(X|HD,LVC, J03) ∝ ωHD(X)prob(J03|X)prob(LVC|X)P1(X). (2.108)

Here, ωHD is also a pass-band type filter similar to the ωLD filter in Eq. (2.107). Only
parameter sets satisfying all the following conditions are retained: causality, thermody-
namic stability, and non-negative symmetry energy at all densities. These conditions
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are usually violated at high densities, hence the name “HD” filter. Moreover, we expect
the conditions on maximum mass and tidal deformability not to be selective on the
low-order EOS parameters, but to constitute stringent constraints on the high-density
behavior of the EOS. The latter is essentially governed, within the nucleonic hypothesis,
by the third and fourth order effective parameters Qsat, Zsat, Qsym and Zsym [64].

• All: Including the three constraints mentioned above together with the likelihood from
the joint mass-radius distributions of the two NICER measurements from Refs. [36,38],
the posterior probability for the final distribution is written as:

P4(X) = prob(X|LD,HD,LVC, J03,NICER)
∝ ωLDωHDprob(J03|X)prob(LVC|X)prob(NICER|X)P1(X).

(2.109)

In each distribution, the corresponding posterior distributions of different observables Y
are calculated by marginalizing over the EOS parameters as:

P (Y ) =
NX∏
j=1

∫ Xmax
j

Xmin
j

dXj Pi(X)δ (Y − Y (X)) , (2.110)

where i = {1, 2, 3, 4}, and NX = 13 is the number of parameters in the meta-modeling.
In the results, we compare the distributions obtained in the four distributions: prior,

LD, HD+LVC, and All, whose probability are defined respectively in Eqs. (2.100), (2.107),
(2.108), and (2.109). To insure that the differences in the posterior distributions are induced
by the impact of the different constraints, care is taken to have comparable statistics from
the four distributions, for each plot shown in this section. Particularly, each distribution
contains around 18000 sets of parameters. Moreover, for all shown observables we have
checked that increasing in statistics does not affect the results, within the precision chosen
for the numerical values given in this work.

2.3.4.1 Implication on NS properties predictions

In this section, I discuss the implication of different likelihoods on the predictions of NS
properties within the nucleonic hypothesis.

Table 2.6: Estimations of NS crustal properties for four distributions. The results are presented with medians
and 68% confidence limits. Table reproduced from Ref. [184].

nCC PCC R1.4
crust R2.0

crust
[fm −3] [MeV fm−3] [km] [km]

Prior 0.087+0.033
−0.037 0.163+0.281

−0.095 1.13+0.25
−0.29 0.706+0.165

−0.191

LD 0.078+0.011
−0.011 0.385+0.104

−0.097 1.11+0.10
−0.14 0.693+0.070

−0.079

HD+LVC 0.079+0.023
−0.033 0.141+0.202

−0.076 1.05+0.20
−0.20 0.627+0.126

−0.128

All 0.084+0.009
−0.010 0.423+0.093

−0.090 1.15+0.10
−0.08 0.687+0.067

−0.067

In Fig. 2.25, I display the joint distributions of the crust-core transition density nCC and
pressure PCC. The chiral EFT calculation plays an important role in the determination
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Figure 2.25: Joint probability density plots of crust-core transition density nCC and pressure PCC. The
dashed black contours in each panel indicate the 68%, 95%, and 99% confidence regions. Figure reproduced
from Ref. [184].
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Figure 2.26: Probability density distributions of crust thickness at M = 1.4M� (panel a) and M = 2.0M�
(panel b). Figure reproduced from Ref. [184].
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of the crust-core transition point, which is evident from the LD distribution in Fig. 2.25b.
One can observe that the chiral EFT filter puts stringent limits on both the crust-core
transition density nCC and pressure PCC; very high and very low values of nCC and PCC
are discarded. For the HD+LVC distribution, see Fig. 2.25c, the most noticeable fact is
the suppression of models with high transition pressures. However, the probability densities
of these models, which violate either causality or thermodynamic stability or positivity of
the symmetry energy, are very small, and they lie outside the 95% contour in the prior
distribution (see Fig. 2.25a). In other words, the astrophysical constraints on NS maximum
mass and tidal deformability have very little effects on the crust-core transition.

The crust-core transition point also determines astrophysical observables associated to
the crust, such as the crust thickness, of the moment of inertia [59]. In this study, let us
discuss the crust thickness as an illustrative example. Figure 2.26 presents the probability
density functions (PDFs) of NS crust thicknesses for 1.4M� and 2.0M� NS. In both cases,
the uncertainties in the LD distributions are narrower compared to the prior, while the effect
in the HD+LVC distribution is only marginal. This agrees with our conclusions for the
crust-core transition point, that is, the role of the chiral EFT filter is more dominant in
the determination of crustal properties. When all constraints are taken into account, crust
thicknesses of both 1.4M� and 2.0M� NS are determined with relative uncertainties up to
10%. For a quantitative estimation of the effects of different filters, in Table 2.6, I present
the median crust-core transition density nCC and pressure PCC, and the crustal thickness of
1.4M� and 2.0M� NS together with their 68% confidence limits. Quite conclusively one can
infer that the LD chiral EFT filter, among all the considered filters, has the strongest effect
on these quantities.

Figure 2.27 shows the sound speed in medium, defined as in Eq. (24) in Ref. [65], as a
function of mass density ρ obtained with four different filters at the 50% and 90% confidence
intervals, together with the behavior of some selected models [91, 112, 113, 120]. One can
observe that for all the filters the most probable EOS remain causal up to very high densities
(∼ 6ρsat), even though this requirement is not explicitly imposed in our “Prior” nor the
“LD” filter, see panels a and b of Fig. 2.27, respectively. As expected, the behavior of the
sound speed is globally structureless. However, we can surprisingly see a trend for a peaked
structure, which is typically presented in the literature as a signature of a transition to exotic
matter. Nevertheless, this peak could also be caused by the combination of different EOS,
not all individual models (see lines in panel d of Fig. 2.27) exhibiting such peak structure.
Despite that, the fact that some purely nucleonic EOS show a peak in the sound speed means
that this feature cannot be taken as a sign of a phase transition.

Figure 2.28 displays for different filters three shaded regions (from light to dark) sequen-
tially containing 99%, 95%, and 68% confidence intervals for two dimensional distribution
for mass and radius of NS. The two black contour lines at low mass and high mass re-
spectively indicate 68% of the mass-radius distributions for PSR J0030+0451 [36] and PSR
J0740+6620 [38]. One can observe in panel a of Fig. 2.28 that our prior is already quite
compatible with both the recent NICER observations [36, 38]. This explains why the effect
of the constraints from NICER is globally small in all our distributions. Moreover, since in
panel c of Fig. 2.28, the constraint from the radio-timing mass measurement of the high-
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of mass density ρ. Curves in panel d show the sound speed of some selected models [91, 112, 113, 120] up
to the central density corresponding to the maximum mass. See text for details. Figure reproduced from
Ref. [184].

mass pulsar PSR J0348+0432 is already included beforehand, the impact from the mass of
PSR J0740+6620 is negligible in Fig. 2.28d. Additionally, the large uncertainty in the new
radius measurement does not help to constrain further the EOS. The compatibility of the
NICER measurements and our distributions implies that a nucleonic EOS is flexible enough
to reproduce those dense-matter observations. In Ref. [185], Pang et al. computed the Bayes
factor to study the possibility of having a strong first-order phase transition from nuclear to
quark matter in NS. If the data from Miller et al. [38] is used, the Bayes factor changes from
0.27 to 0.21. Even though the effect from PSR J0740+6620 is not significant, a decrease
in the Bayes factor points to the fact that a first-order phase transition to quark matter is
disfavored. Similarly, Legred et al. [186] found that the Bayes factor for EOS having multiple
stable branches is disfavored against those with one branch; the Bayes factor being 0.14611
(0.220) with (without) the PSR J0740+6620 measurement. Both these studies disfavor the
possibility of a strong phase transition and support the suitability of the hadronic EOS with
respect to NS observables, which is in line with our present analysis.

Figure 2.29 presents the marginalized density distributions of NS radii, R1.4 and R2.0, of
the canonical mass 1.4M� (panel a) and the typical high mass 2.0M� (panel b), respectively.
The dashed blue lines represent the PDFs obtained when chiral EFT (LD) filter is applied.
We can see that this filter puts a constraint on the upper bound of the distributions. It rejects

11The value indicated in this reference was modified in the published version with respect to the first ArXiv version.



60 Chapter 2. Cold–catalyzed neutron stars under the nucleonic hypothesis

0.5
1.0
1.5
2.0
2.5
3.0

M
 [M

]

Prior (a) LD (b)

10 11 12 13 14 15 16 17
R [km]

0.5
1.0
1.5
2.0
2.5
3.0

M
 [M

]

HD + LVC (c)

10 11 12 13 14 15 16 17
R [km]

All (d)
J0740+6620

J0030+0451
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Figure 2.29: Probability density distributions of NS radii at M = 1.4M� (panel a) and M = 2.0M� (panel
b). Figure reproduced from Ref. [184].

models with R1.4 & 13.6 km and R2.0 & 14.0 km. In the HD+LVC distribution for 1.4M�
NS, the constraint from GW170817 softens the EOS, hence constraining the upper bound of
R1.4, while the requirement on the NS maximum mass filters out very soft EOS, putting a
limit to the lower bound of R1.4. As a result, these two competing effects provide us with a
relatively narrow range on the radius, namely R1.4 ∈ [11.8, 14.0] km (see red dashed-dotted
line in panel a). In the case of R2.0, the constraint from the radio-timing mass measurement
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of PSR J0348+0432 becomes redundant because all distributions must support 2.0M� NS
resulting in no effect on the lower value of R2.0. Therefore, in the HD+LVC distribution
of R2.0, the constraint only comes from the LVC measurement. Furthermore, this figure
also tells us that the impacts on R2.0 from the gravitational signal GW170817 and chiral
EFT calculation are very similar, even though they affect two different regions of the EOS.
Specifically, the former controls the EOS in the NS core, hence the core radius, while the latter
dominates the crust EOS, hence the crust thickness. The prediction in the form of median
and 68% credible limits for R1.4 (R2.0) when all constraints are applied together is 12.78+0.30

−0.29
(12.96+0.38

−0.37) km. In Miller et al. [38], the authors employed three EOS models, namely
Gaussian, spectral, and piece-wise polytropes. The values of R1.4 for these three models are
respectively 12.63+0.48

−0.46 km, 12.30+0.54
−0.51 km, and 12.56+0.45

−0.40 km at 68% confidence limit. Despite
the difference in EOS sampling methods, these results are in excellent agreement with the
results obtained in the present work. Using also the likelihood from PREX-II measurement
of the Pb skin, R208

skin [191], Ref. [196] obtains R1.4 = 12.75+0.42
−0.54 km, which is also consistent

with our prediction.
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Figure 2.30: Probability density distributions of NS dimensionless tidal deformabilities atM = 1.4M� (panel
a) and M = 2.0M� (panel b). Figure reproduced from Ref. [184].

The dimensionless tidal deformability Λ in Eq. (2.88) suggests a relation between Λ and
R for a NS of given mass M . However, this relation is not straightforward due to the
complex radius dependence of the tidal Love number k2 [170]. The relation between R and
Λ , particularly for the mass M = 1.4M� has been investigated in several works [197–200].
Interestingly, Fig. 2.30 shows that the distributions of Λ1.4 and Λ2.0 behave in accordance
with the corresponding radius distributions in Fig. 2.29. This may indicate a strong positive
correlation between these two quantities. The correlation between R1.4 and Λ1.4 is illustrated
in Fig. 2.31.

In addition, we estimated the 90% confidence boundaries of Λ1.4 (Λ2.0) to be Λ1.4 ∈
[463, 757] (Λ2.0 ∈ [43, 94]). This prediction of Λ1.4 agrees excellently with the upper bound
extracted from GW170817 signal in Ref. [39] using TaylorF2 model, that is, Λ1.4 ≤ 800.
The limit in Λ1.4 has been improved in Ref. [40], in which the more realistic waveform
PhenomPNRT was employed, and they obtained Λ1.4 ∈ [70, 580] at 90% confidence level for
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Figure 2.31: Joint probability density plots of NS dimensionless tidal deformability Λ and NS radius R at
M = 1.4M� in the four distributions: Prior (panel a), LD (panel b), HD+LVC (panel c), and All (panel d).
Figure reproduced from Ref. [201].

the EOS-insensitive analysis [39,40]. Our distribution is still compatible with this result, but
it suggests a stiffer EOS in the nucleonic hypothesis.

Another quantity of interest that can be studied is the proton fraction, which is crucial
for studying NS cooling. The most efficient cooling mechanism of NS is through the direct
Urca (dUrca) neutrino emission process. This process is described by the successive following
reactions:

n→ p+ l + ν̄l (2.111)
p+ l→ n+ νl, (2.112)

where l = {e−, µ−}. From the momentum and charge conservations, one can derive the
expression for the threshold, below which the dUrca process is forbidden:

xDU = 1
1 + (1 + x

1/3
ep )3

, (2.113)

where xep(= xe/xp) is the ratio between electron and proton fraction. Values of xDU can vary
in the range from xDU ' 1/9 in the case of no muons (xep = 1) to xDU ' 0.148 at the limit
of massless muons (xep = 0.5) [90,202].

As I have discussed previously, the proton fraction is sensitive to the isovector energy.
Therefore, it can be constrained by the EFT filter, as we can see in Fig. 2.32 (orange band).
Nonetheless, the LD filter can only narrow the xp band in the low-density region. On the
other hand, the astrophysical data are active at high densities, but their effect on xp is not
significant, resulting in large uncertainties at high densities. From this figure, we can also
see that the dUrca process is predicted to occur at high densities, ρ & 5× 1014 g cm3.
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Figure 2.32: Evolution of xp and xDU as a function of mass-density in the four distributions.

0.0 0.1 0.2 0.3 0.4
x1.4

p  (center)

0

3

6

9

12

15

PD
F

M = 1.4 M

(a)xmp
DU

Prior
LD
HD + LVC
All

0.0 0.1 0.2 0.3 0.4
x2.0

p  (center)

M = 2.0 M

(b)xmp
DU
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Figure 2.33 shows the PDFs of proton fractions calculated at the center of NS with M =
1.4M� and M = 2.0M�. The black arrow in each panel indicates the most probable value
of xDU, calculated for the central density, denoted as xmp

DU. We found that this quantity is
independent of the constraint used (see Fig. 2.32). Furthermore, xmp

DU only depends weakly
on NS mass, xmp

DU ' 0.134 (0.138) for M = 1.4 (2.0) M�. For both masses, the distributions
of xp extend to higher values than the corresponding threshold xmp

DU . Therefore, it is possible
for the dUrca process to operate even in NS of mass 1.4M�. Nevertheless, this fast cooling
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Figure 2.34: Distribution of the central mass density for M=1.4 M� and M=2.0 M� NS.

channel is more likely to happen in heavier NS due to the higher median and deviation of the
xp distribution. Indeed, Fig. 2.34 shows that for M = 1.4M� NS, the central mass density
is centered around 6× 1014 g cm−3, while for M = 2.0M�, it is 8× 1014 g cm−3. Combining
this information with that in Fig. 2.32, we can expect both the value and uncertainty of xp
are higher in the heavier NS center.

By integrating the PDF to find the area under the curve for xp ≥ xmp
DU, we estimated the

possibility for the dUrca process in NS of mass 1.4M� (2.0M�) to be approximately 26%
(72%). For a more quantitative evaluation, the predictions of NS central proton fractions
along with the radius and tidal deformability for NS of mass 1.4M� and 2.0M� at 68%
confidence limit are listed in Table 2.7 .

Table 2.7: Medians and 68% confidence intervals of NS radii, dimensionless tidal deformabilities, and central
proton fractions at M = 1.4M� and M = 2.0M�. Table reproduced from Ref. [184].

R1.4 R2.0 Λ1.4 Λ2.0 x1.4
p x2.0

p

[km] [km]

Prior 12.85+0.52
−0.69 13.26+0.45

−0.52 601+171
−182 78+23

−22 0.115+0.047
−0.052 0.166+0.073

−0.070

LD 12.61+0.45
−0.64 13.03+0.39

−0.49 541+151
−162 70+19

−19 0.117+0.041
−0.052 0.187+0.072

−0.067

HD+LVC 12.89+0.38
−0.40 13.07+0.42

−0.44 626+114
−107 71+20

−17 0.113+0.038
−0.039 0.154+0.079

−0.074

All 12.78+0.30
−0.29 12.96+0.38

−0.37 598+105
−85 66+18

−14 0.117+0.027
−0.030 0.181+0.070

−0.065
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2.3.4.2 Implication on the nucleonic EOS

Previously, I have discussed how the uncertainties in nuclear physics propagate to the
uncertainties of different NS predictions. In this section, we will see how different data could
help inferring additional properties on the nucleonic EOS.

Figures 2.35 and 2.36 show the probability density distributions (PDFs) of isoscalar and
isovector empirical parameters of order N < 4, respectively. As described previously, the
distributions labeled as “Prior” are not flat, but they carry the information from the exper-
imental nuclear mass measurement. For example, Esat, the energy per particle in SNM at
saturation, already has a peaked shape (see Fig. 2.35a) because of this reason. From the
HD+LVC distribution, we can see that the astrophysical constraints on NS mass and tidal
deformability have almost no effect on the low-order parameters. The impact of the chiral
EFT filter on the isoscalar parameters of order N < 3, i.e., Esat, Ksat, along with nsat is
not prominent, as can be also seen from Table 2.8; indeed, the LD filter hardly improves the
constraints on the aforementioned isoscalar parameters. This can be explained by the fact
that the prior intervals of the empirical parameters are chosen based on the current knowl-
edge provided by nuclear physics, in which the deviations of Esat, nsat, and Ksat are already
relatively small.

Table 2.8: Medians and 68% confidence limits of EOS empirical parameters of order N < 4 in the four
distributions. Table reproduced from Ref. [184].

Esat nsat Ksat Qsat Esym Lsym Ksym Qsym
[MeV] [fm−3] [MeV] [MeV] [MeV] [MeV] [MeV] [MeV]

Prior −16.25+0.61
−0.46 0.159+0.008

−0.006 231+27
−28 −44+693

−650 32.6+3.5
−3.9 42+24

−22 −62+181
−210 −132+1394

−1290

LD −15.90+0.51
−0.50 0.163+0.005

−0.008 239+22
−30 −264+383

−356 31.2+1.3
−1.3 43+11

−9 −175+136
−131 406+1026

−1116

HD+LVC −16.20+0.60
−0.47 0.161+0.006

−0.008 231+27
−27 321+467

−596 31.4+4.0
−3.6 48+18

−19 −2+121
−113 502+891

−1054

All −15.86+0.49
−0.50 0.163+0.006

−0.007 249+15
−23 −41+310

−267 30.9+1.3
−1.3 47+9

−9 −74+78
−65 1207+491

−539

Unlike the lower-order parameters in the isoscalar sector, the isovector counterparts are
quite poorly determined by nuclear physics experiments. As a result, once the constraint
from the chiral EFT calculation is included, Esym, Lsym and Ksym are strongly affected (see
Fig. 2.36 and Table 2.8). Interestingly, the LD filter also has a non-negligible impact on
the high-order parameters Qsat and Qsym. This is because the chiral EFT calculation gives
very precise predictions at very low densities, far from nuclear saturation. In this region, the
high-order parameters have a non-negligible contribution to the nuclear matter energy. It
was shown by Refs. [121,142] that constraining the EOS at very low densities n ∼ 0.02− 0.1
fm−3 is crucial in studying the crust-core transition.

As one may expect, the constraints from NS observables (HD+LVC) play an important
role on high-order parameters, such as Qsat and Qsym, as well as on the poorly constrained
isovector compressibility Ksym. One can observe that for these parameters, if the HD+LVC
filters are included, higher values are preferred in the nucleonic hypothesis, thus disfavoring
softer EOS. However, note that this is the net effect of both the 2M� radio-timing mass
measurement and GW180817 detection. We have checked that without the constraint on the
tidal deformability, the resulted nuclear matter energies are even higher, which means that
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Figure 2.35: Probability density distributions of isoscalar empirical parameters for the prior distribution
informed by experimental nuclear masses (black dotted line) and for posteriors of models passing through
the low-density (chiral EFT) constraint (blue dashed line), high-density constraints (causality, stability,
esym ≥ 0, maximum NS mass, and tidal deformability) (red dash-dotted line), and all constraints combined
(green shaded region). See text for details. Figure reproduced from Ref. [184].

the constraint from GW170817 softens the EOS and that it is the mass measurement that
tends to favor stiffer EOS.

As discussed in details in Ref. [64], the density behavior of realistic functionals can be ac-
curately reproduced up to the central density of massive neutron stars by a Taylor expansion
truncated at fourth order, but because of the truncation the parameters of order N ≥ 3 have
to be considered as effective parameters that govern the high density behavior of the EOS,
and do not need to be equal to the corresponding density derivatives at saturation. On the
other hand, in the sub-saturation regime, the deviations from the Taylor expansion are ac-
counted for by the low density corrective term that imposes the correct zero density limit [64],
see also Eq. (2.16). These two effects being completely independent, the meaning of the third
and fourth order parameters as explored by the EFT calculation and the astrophysical ob-
servations is not the same, and we can expect that low and high density constraints might
point to different values for those parameters. Comparing the dashed and dashed-dotted
lines in Fig. 2.35 we can see that indeed low-density constraints impose lower values of Qsat
with respect to high-density ones. This means that low-energy experiments aimed at a better
measurement of Qsat will not improve our empirical knowledge of the high density EOS. In-
terestingly, the same is not true for Qsym, for which the dotted and dash-dotted distributions
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Figure 2.36: Same as Fig. 2.35 but for isovector empirical parameters.

closely overlap. Even if the present constraints are quite loose, it appears that the skewness
of the symmetry energy at saturation Qsym gives a fair description of the behavior of the
EOS at high density, while a deviation is observed at the level of the compressibility Ksym.
The results for the fourth-order parameters Zsat,sym are not included, because they have very
large uncertainties, and very little impact from the different constraints. Furthermore, we
will see later on that they have almost no correlations to other parameters or observables.

In Fig. 2.37, the bands for SNM energy per nucleon and symmetry energy are plotted
at 50% and 90% confidence intervals for the four posterior distributions described in the
previous section. The impact of LD and HD+LVC filters can be observed by looking at
panels b and c of Fig. 2.37, respectively. Their effects become notable in different density
regimes, as is also evident from the analysis done in Figs. 2.35 and 2.36 and Table 2.8. We
can see that eSNM and esym are relatively well determined up to ∼ 1.5nsat.

Unlike the crustal properties, HD+LVC filter is expected to put tighter bounds on global
NS properties, which are governed chiefly by the high-density part of the EOS. The effects of
different filters on the EOS are shown in Fig. 2.38. The light (dark) orange band indicates 90%
(50%) confidence interval. For comparison, the result inferred from the gravitational wave
data GW170817 by LVC are also displayed, showing on the x-axis the mass density in CGS
units, at 90% level are in dashed blue lines [40]. In Ref. [40] , Abbott et al. have sampled their
EOS at high density using the spectral parametrization [203]. These EOS are then matched
with SLy EOS [204] at around ∼ ρsat/2. The authors also put some prior criteria similar to
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our analysis, which are causality, thermodynamic stability, and consistency of NS maximum
mass with the observation. For the last condition, they put a sharp limit (Mmax ≥ 1.97M�)
instead of using a likelihood like the one used in our analysis (see Eq. (2.103)). However,
we have verified that the difference in the maximum NS treatment does not lead to sizable
deviation in the final results. In Fig. 2.38a, we can see that our prior distribution is in good
agreement with the whole posterior band given by GW170817 event [40]. In our case, the
prior distribution carries information from nuclear physics experiments via the chosen prior
intervals of empirical parameters as well as the mass fit. This is why the EOS in our prior
distribution at low densities is relatively narrow compared to other analyses. Note that the
uncertainty below ρsat, appears to be large due to the visual effect of the logarithmic scale
in the pressure. Once the chiral EFT filter is applied, this uncertainty is vastly reduced
(see Fig. 2.38b), resulting in a very well-constrained band in excellent agreement with the
posterior constrained by GW170817 data [40]. Contrarily, the behavior of the EOS at supra-
saturation densities is not constrained by the chiral EFT filter. As a result, a larger dispersion
is observed at high densities. This dispersion is not as large as in fully agnostic studies [205]
because of the nucleonic hypothesis that imposes an analytic behavior of the EOS at all
densities. This strong hypothesis can be challenged by astrophysical measurements, and any
inconsistency with the observations would reveal the presence of exotic degrees of freedom.

By incorporating the pass-band filter ωHD as well as the condition on the NS maximum
mass in Fig. 2.38c, the deviation in the lower limit of the pressure at density ρ & 1015 g
cm−3 observed in the prior, is very much reduced. In particular, the constraint on the NS
maximum mass sets a stringent limit on the lower bound of the pressure, and the posterior
EOS is shifted significantly towards higher values of pressure. Conversely, the constraint from
LVC favors softer EOS, hence setting the limit on the upper bound of the pressure band. In
Fig. 2.38d, when all constraints are combined together, we obtain as expected a narrower
band for the EOS than the one obtained exclusively from GW170817 data [40]. In addition,
we observe that our EOS is lightly stiffer than the one of Ref. [40] at around 2− 3ρsat. The
small width of the EOS and its stiffness are assigned to the semi-agnostic nucleonic prior,
which represents current nuclear physics knowledge. Nevertheless, the overall agreement is
excellent, thus indicating the compatibility of the nucleonic EOS with the gravitational wave
GW170817 data.

Comparing the “HD+LVC” and “All” distributions in panels c and d Fig. 2.38, it can
be observed that the inclusion of the new NICER measurement [37, 38] does not show any
significant impact on the EOS. Similar conclusions have been drawn in other studies in the
literature. In particular, Pang et al. [185] carried out a Bayesian analysis using the data from
Riley et al. [37] and Miller et al. [38]. In both cases, they found that the constraint from
the radius measurement of PSR J0740+6620 only marginally impacts the EOS. In Ref. [206],
Raaijmakers et al. performed the Bayesian inference with two EOS parametrizations, namely
a piece-wise polytropic model and a speed-of-sound model, and drew similar conclusions. For
the constraint on PSR J0740+6620, they employed the data from Riley et al. [37], in which
the error bar of the radius is smaller than that obtained in Miller et al. [38]. They concluded
that for the piece-wise polytropic models, the impact on the EOS mainly comes from the
high mass value of PSR J0740+6620 because their prior distribution in that mass range is
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within the 68% level of the radius measurement (see Fig. 4 in Ref. [206]).

2.3.4.3 Pearson correlation studies
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Figure 2.39: Pearson correlation matrix among bulk and surface empirical parameters in the case all filters
are applied. Figure reproduced from Ref. [184].

Studying correlations among parameters and observables reveals a lot of information on
the many facets of multi-parametric model calculations [141]. The most frequently employed
tool for this purpose is the linear Pearson correlation, which is defined for two quantities x
and y (x, y can be parameters of the model or any observable calculated from it) as,

corr(x, y) = cov(x, y)
σxσy

, (2.114)

where cov(x, y) = 〈xy〉 − 〈x〉〈y〉, with 〈〉 denoting averages, is the covariance between x and
y, and σx (σy) is the standard deviation on x (y).

Figure 2.39 displays the Pearson correlation coefficients among all bulk, surface, and
curvature parameters in the case where all constraints are applied. Since the bulk parameters
are initially by construction uncorrelated in the flat prior distribution, we can easily assign
the induced correlations to the different filters employed. One can see that there is an almost
perfect negative correlation between the surface tension of symmetric matter σ0 and the
saturation energy Esat, with corr(σ0, Esat) = −1. A similar result was found in Ref. [127].
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Figure 2.40: Pearson correlation matrix among some observables in the case all filters are applied. Figure
reproduced from Ref. [184].

The parameters associated to the curvature (σ0c and β), on the other hand, exhibit strong
positive correlations with Esat. These correlations appear due to the fit of the surface and
curvature parameters to the experimental AME2016 mass table [135]. In addition, if the
prior is only constrained by the experimental binding energy of nuclei, we also find a strong
correlation between bs and Esym, which are the two main parameters governing the energy of
asymmetric nuclear matter. However, once the filter from chiral EFT calculation is applied,
Esym is tightly constrained, and hence the correlation gets blurred. Similar to Refs. [65,127],
no significant correlations are found to be induced by the astrophysical constraints. This
can be understood from the fact that the astrophysical observations are only sensitive to the
beta-equilibrium EOS, and there is a degeneracy between the symmetric EOS parameters
and the ones associated to the symmetry energy [207]. The correlations among the bulk
parameters shown in Fig. 2.39 thus basically result from the chiral EFT constraint. In
particular, the symmetry energy Esym has a moderate (anti)correlation with (Esat) nsat.
Stronger correlations are found among the isovector parameters, which are corr(Esym, Lsym) =
0.67 and corr(Lsym, Ksym) = 0.67. The former is found in several works (see Refs. [127, 189,
208] and references therein for a review), and the latter is also studied in Refs. [209–214].
Slight correlations between high-order parameters, Ksat − Qsat and Ksym − Qsym, are also
induced due to the narrow EFT energy bands at very low densities.

Correlations among different observables found in our study are plotted in Fig. 2.40. The
strongest correlations in this matrix are the well known ones between radius and dimensionless
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Figure 2.41: Pearson correlation coefficients between some observables with the empirical and surface pa-
rameters in the case all filters are applied. Figure reproduced from Ref. [184].

tidal deformability, corr(R1.4,Λ1.4) = 0.97 and corr(R2.0,Λ2.0) = 0.98. This explains the
similarity in the distributions of R and Λ seen in Figs. 2.29 and 2.30, and confirms the result
obtained in Fig. 2.31. There is also a strong positive correlation between nCC and PCC.
This correlation is visible also in the joint distribution plot in Fig. 2.25 (panels b and d). I
have mentioned before that the determination of the transition point from the crust to the
core is important in predicting crustal observables; this is again confirmed by the correlation
coefficients between the crust thickness and the transition density and pressure.

Finally, the correlations between the observables and parameters are shown in Fig. 2.41.
For most of the cases, the most influential parameters are from the isovector channel, namely
Lsym, Ksym, and Qsym. The only exception is for the proton fraction, where high-order
isoscalar parameters appear to have an impact and exhibit negative correlations. This corre-
lation study clearly demonstrates that astrophysical observables have some marginal influence
on the higher order nuclear matter properties, which points towards two conclusions: (a) the
low density nuclear physics data have big influence on constraining the lower order parame-
ters; (b) we need more precise astrophysical data to tighten the constraints on higher order
parameters. Conversely, to have more accurate prediction on astrophysical properties, we
need to reduce the uncertainties in these higher-order parameters from other sources, e.g.,
heavy ion collisions [215].
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2.4 Conclusions

In this chapter, I presented the formalism for constructing unified EOS for NS within the
meta-modeling technique. To describe the crust, we employed a CLDM approach, in which
the surface parameters are obtained from the fit to the AME2016 mass table. At each given
thermodynamic condition, the composition of the crust was obtained at beta equilibrium from
the variational procedure. Then, the static NS global and crustal properties were calculated
by solving the TOV equations.

To propagate the uncertainties in nuclear physics to the NS predictions, we performed a
Bayesian inference. In this analysis, we have jointly analyzed different constraints on the
nuclear matter EOS coming from nuclear experiments, ab initio nuclear theory, and several
new astrophysical observational data, including the very recent simultaneous observation
of mass-radius distributions of PSR J0030+0451 and PSR J0740+6620 from the NICER
collaboration as well as the observation of tidal deformability in the GW170817 event by
LVC. Imposing all these different constraints in a Bayesian framework, we have challenged
the hypothesis of a fully analytical (continuous and derivable at all orders) EOS, as obtained
in the case where dense baryonic matter is purely constituted of neutrons and protons without
any phase transition or exotic degrees of freedom.

Particularly, we have observed that if we have a nuclear-physics-informed prior including
the binding energy data of the whole nuclear chart and chiral EFT constraints on low-density
SNM and PNM, the posterior for mass-radius of NS are already in line with NICER obser-
vations. Contrarily, important bounds on high-density matter are put from radio astronomy
observation of NS mass and GW170817 data on tidal deformability. With the present knowl-
edge on astrophysical observations, we predict that the direct Urca cooling is possible with
non-negligible probability (27%) even in a NS with mass as low as 1.4M�, which increases
much further ∼ 72% for a NS of 2.0M�. This might also be very crucial to (in)validate the
nucleonic hypothesis of high-density matter. As all current data on astrophysical observa-
tions comply with the nucleonic hypothesis within our metamodel approach, we need more
stringent constraints from observations to conclusively establish (or definitively reject) the
presence of exotic degrees of freedom in high-density matter.
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CHAPTER 3

Inner crust of cold–catalyzed neutron stars

Conventionally, matter in the inner crust of a NS is studied using the WS approximation
with the assumption of sphericity. That is, the NS crust is divided into spherical WS cells,
each of which contains a spherical nucleus in its center (see Chapter 2). This premise comes
from the fact that ordinary nuclei found in terrestrial laboratories are more or less spherical.
In the low-density regions of a NS, such as in the outer crust or the outer part of the
inner crust, this spherical symmetry of nuclei is well supported by the predominance of
nuclear self-energies, namely surface and self-Coulomb energies. As the density increases,
the distance between neighboring nuclei decreases, and the lattice contribution in the total
Coulomb energy prevails. Accordingly, non-spherical geometries, known as “pasta phases”,
can appear [12, 216]. The presence of pasta has been robustly predicted in several works
[121, 131, 134, 137, 142, 217]. Particularly, it was shown that the pasta layer could contribute
up to ∼ 10− 15% of the crust thickness and to ∼ 50% of the crust mass.

This chapter is organized as follows. In Sect. 3.1, I present a brief introduction to the
pasta phases. Particularly, I summarize the recent progress in the studies of these exotic
structures (Sect. 3.1.1) and discuss the importance of their possible existence on astrophysical
observations (Sect. 3.1.2). Then, I describe how we model pasta phases in Sect. 3.2 and
discuss the results obtained using different energy functionals in Sect. 3.3. Interestingly, the
properties of the inner crust in the pasta region turn out to be strongly model-dependent.
As a result, in Sect. 3.4, we perform a Bayesian inference in order to quantitatively assess
the uncertainties of the predictions. Moreover, the influence from the surface as well as the
bulk terms are thoroughly discussed. Finally, conclusion can be found in Sect. 3.5. Some of
the results presented in this chapter were published in Refs. [121,142,217].

75
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3.1 Introduction to the pasta phases

3.1.1 A brief historical overview

From the theoretical point of view, the pasta phases have been explored and discussed in
many studies, see, e.g., Refs. [12, 13, 76, 86, 89, 134, 151, 216, 218–225] and references therein.
In the following, I present briefly the historical evolution of research on the pasta phases.

The existence of pasta phases, particularly the bubble phase, at high densities in the crust
was already suggested in the pioneering work on NS matter by Baym, Bethe, and Pethick in
1971 [9]. Specifically, in this paper, the authors stated that when the nucleus occupies more
than half of the space in the WS cell, i.e., u = VN

VWS
≥ 0.5, it might be more favorable for the

nucleus to “turn inside out”. In this case, the inner crust would contain a lattice of neutron
gas inside bubbles, surrounded by denser nuclear matter. Even though the bubble structure
also has spherical symmetry, it is different from the standard sphere configuration, since in
the latter case the denser nuclear matter (the cluster) is located at the center of the WS cell.
Therefore, typically, the bubble phase is also categorized as “pasta”.

In the early 80s, other, non-spherical, shapes, particularly two-dimensional (rod, tube)
and one-dimensional (slab) geometries, were further investigated by Ravenhall et al. [12] and
Hashimoto et al. [216]. Within a liquid drop approach, both studies found that the ground
state of matter changes from spherical to non-spherical structures, in the following order:
spheres → rods → slabs → tubes → bubbles. Due to the resemblance with the Italian
pasta, the rod, slab, and tube phases are sometimes also referred to as spaghetti, lasagna,
and bucatini. Shortly after these two works, in 1985, William and Koonin [226] performed
a microscopic study on these phases using the TF approximation employing the Skyrme
III functional, and they also found the same hierarchy for the appearance of pasta. These
findings were later confirmed by Lorentz et al. [137] using the HF method.

Following these seminal papers, over the last decades, numerous studies have been con-
ducted on nuclear pasta, using different approaches. They include CLDM (see e.g., Refs. [121,
126, 131, 134, 137, 138, 142, 227–229] for recent works), ETF method (e.g., [74, 76, 126, 138,
220, 230–233]), Skyrme-HF calculations (e.g., [234–236]), molecular dynamics calculations
(e.g., [10, 222, 237–239]), and HF+BCS method (e.g., [219, 240, 241]). For a review, see also
Refs. [28, 58,128,218,242] and references therein.

Besides the five traditional phases of inhomogeneous matter that I have just listed, re-
cently, many works were devoted to investigating more complex structures. For instance,
in 2009, Nakazato et al. [223] employed a CLDM to study the so-called gyroid and double-
diamond morphologies shapes, which are periodic bicontinuous structures discovered in a
block copolymer. Interestingly, they showed that the gyroid phase is expected to appear
near the transition from rods to slabs, at a volume fraction similar to that in the polymer
system, that is, u ≈ 0.35. It is natural to expect that the complexity of the structure of
inhomogeneous matter could lead to strong implications in the dynamic properties of NS.
Indeed, in 2014, with a classical molecular dynamics model, Alcain et al. [243] showed that
unusual pasta shapes, such as intertwined lasagna, could be more efficient in scattering neu-
trinos of the same momentum than usual pasta. Within the same approach as [243], the
topological defects of the pasta slabs were studied in Refs. [237, 238]. Furthermore, another
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structure called nuclear waffles, was also explored in the work of Ref. [244]. This phase has
an interesting topology formed of perforated plates, and it was found to appear in the tran-
sition between the spaghetti phase and the lasagna phase. Similar to the previous molecular
dynamic studies, this calculation was done at a fixed proton fraction (from 0.1 to 0.4), density
(0.05 fm−3), and temperature (around 1 MeV). At the same thermodynamic conditions (den-
sity and temperature), in a system with 40% of protons, a structure called parking-garage,
inspired by the helical structures found in cell biology, was studied in Ref. [245].

The non-traditional nuclear shapes, such as waffles or defects, seem to appear only at
the transition from spaghetti to lasagna and lasagna to bucatini and to correspond to very
narrow layers compared to the standard pasta structures [218]. Moreover, the inclusion of the
surface and Coulomb energy calculation for these structures is complicated and numerically
expensive. For this reason, all the studies mentioned above were performed for selected
thermodynamic conditions at fixed density, proton fraction, and temperature. Since our
aim is to perform a study of the (cold) NS inner crust in the whole density range and in
beta equilibrium, we only consider the five geometries as originally proposed by Ravenhall et
al. [12], namely spheres, rods, slabs, tubes, and bubbles.

3.1.2 Implication of the pasta phases on astrophysical observations

From the observational point of view, up to now, there is still no direct evidence of the
existence of the pasta phases. Nevertheless, the presence of these exotic configurations can
potentially have important impacts on various supernovae (SN) and NS phenomena [218,242].
I discuss them in the following.

Neutrino scattering in the collapse phase of SN : In the SN core-collapse dynamics, the
interaction between neutrinos and the nucleons/nuclei plays a crucial role. Particularly, it is
expected that the neutrino-pasta scattering could affect the onset, the timescale associated
to neutrino trapping, as well as the value of the lepton fraction during the collapse [242].
Moreover, it was shown that neutrino excitation of the low-energy modes of the pasta could
allow a significant energy transfer to the nuclear medium, possibly reviving the stalled SN
shock [246]. As a result, measurements of neutrinos emitted from SN explosion might provide
us with indication of the existence of the pasta structure. Indeed, it was shown that the
additional opacity from the coherent scattering of neutrinos on pasta slows the neutrino
diffusion. Consequently, it increases significantly the neutrino signal at later times of ≥ 10
seconds after the core collapse [247].

NS cooling: The existence of the pasta phases could also affect the cooling of NS by
neutrino emission, and this has been postulated and/or investigated by several works, e.g.,
[137, 222, 237, 248, 249]. For instance, Lorentz et al. 1993 [137] suggested that the neutrino
generation in NS cooling needed to be reconsidered with the inclusion of the non-spherical
nuclear shapes. Particularly, they pointed out that rapid cooling processes such as neutrino-
antineutrino pair bremsstrahlung and direct Urca could be affected by the non-spherical
nuclear geometries. As mentioned in Chapter 2, the direct Urca is the most efficient cooling
process in a NS. However, it is allowed only at sufficiently high densities. Therefore, this
process is forbidden in the cores of low-mass NS because of energy and momentum conser-
vation law. In 2004, Gusakov et al. [248] calculated the neutrino emissivity in the tube and
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bubble phases of the inner crust, and they showed that the direct Urca process is allowed in
these two phases. Indeed, thanks to the periodic potential created by the nuclear pasta, the
nucleons acquire sufficiently large quasi-momenta to satisfy the momentum conservation in
the interaction with neutrinos. Recently, Lin et al. [222] presented an improved calculation
in this regard using a broad variety of pasta phases and with large-scale molecular dynamics
simulations. They found that the neutrino luminosity due to a direct Urca process in the
pasta phases can be 3-4 orders of magnitudes larger than that from the modified Urca pro-
cess in the core. One may therefore expect that data on NS cooling could be used to acquire
information on the existence and possibly to constrain the properties of the pasta phases.

Transport properties: Pasta phases can also strongly impact the transport properties of
NS, see, e.g., Refs. [55, 56, 237, 238, 250–252], and their existence has been claimed to help
explaining the observations of magnetic [56] and thermal evolution [55] of NS. For example,
in the observations of the spin-down behavior of rotating NS, it was noticed that very few
isolated X-ray pulsars spin with a period exceeding ≈ 10 seconds. Since the spin-down
process is governed chiefly by the magnetic dipole radiation, it relates closely to the crust
transport properties, particularly the electrical resistivity. Specifically, it was shown that
the low upper-limit period of isolated X-ray pulsars could be due to the presence of a layer
with low electrical conductivity at the bottom of the crust, which would correspond to a
layer made up of nuclear pasta [56]. Consequently, this could be a promising indication of
the amorphous structure in the crust, whose properties may be constrained by future X-ray
timing data.

Crust oscillations: In Ref. [253], it was demonstrated that the nuclear pasta phases have
elastic properties of a liquid crystal, rather than a conventional solid1. Based on this sug-
gestion, the effect of the pasta layer on the torsional crustal shear mode was subsequently
investigated [254, 255]. In particular, Sotani [254] and Gearheart et al. [255] showed that
because of the presence of the pasta layer, the shear mode frequency is considerably smaller
than that expected if one considers only spherical nuclei, thus underlying the role of pasta
phases in understanding stellar oscillations. Furthermore, the authors of Ref. [255] showed
that the pasta phase could also cause a decrease in the maximum quadrupole ellipticity sus-
tainable by the crust by up to an order of magnitude. Therefore, astrophysical observations
of gravitational wave data could possibly probe the presence of pasta phases.

Last but not least, the existence of the pasta phase is also believed to influence the glitch
phenomena. Nonetheless, despite the speculation that the non-spherical structure could
significantly impact the pinning of superfluid neutron vortices to nuclei [137, 242, 256, 257],
to our knowledge, no work has been conducted on this topic so far.

3.2 Modeling of the pasta phases

To study the pasta-phase properties in catalyzed NS, we employ a CLDM, in which the
bulk energy is calculated using the meta-modeling approach [64, 65], and the surface pa-
rameters are optimized from the AME2016 table [135]. The formalism is the same as that
presented in Sect. 2.1.2. In particular, we keep the same set of variational variables (rN , ni,

1This is the reason why they referred to the pasta layer as “mantle” rather than as part of the “crust”.
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I, np, ngn), which are obtained by solving the system of Eqs. (2.68)-(2.71). The geometry of
the nucleus enters in the expression of the cluster energy, see Eq. (2.52). For convenience,
let us re-write here the expression:

Ei = (A− Z)mnc
2 + Zmpc

2 + Ebulk + ECoul+surf+curv,d, (3.1)

where I have added a subscript d to indicate the terms which depend on the cluster geometry.

rN
rWS

(a) d = 3

rWSrN

(b) d = 2

rWS

rN

(c) d = 1

Figure 3.1: Nuclear geometries considered here: d = 3 (panel a), d = 2 (panel b), and d = 1 (panel c). For
the normal phases (spheres, rods, slabs), the denser nuclear matter occupies the blue region, that is, l ≤ rN ,
where l is the distance from the center (for d = 3) or from the symmetry axis (for d = 2)/plane (for d = 1).
For the inverted phases (tubes, bubbles), the denser nuclear matter occupies the white region, rN < l ≤ rWS.

As mentioned before, in this work, we only consider the five conventional geometries:
spheres, rods, slabs, tubes, and bubbles. Thus, the dimensionality d takes integer values:
d = 1 (slabs), d = 2 (rods, tubes), and d = 3 (spheres, bubbles). The illustration of these
geometries is displayed in Fig. 3.1. In the case of normal phases, which are spheres, rods,
and slabs, the denser nuclear matter occupies the blue regions, that is, l ≤ rN , where l is the
distance from the center or from the symmetry axis/plane. On the other hand, in the case of
inverted phases, which are tubes and bubbles, the location of the denser nuclear matter and
the neutron gas is exchanged. Thus, the denser nuclear matter occupies the white region,
that is, rN < l ≤ rWS. For convenience, let us refer to the blue regions in the case of normal
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(inverted) phases as clusters (holes).
In Sect. 2.1.2, I have respectively defined VN and u as the volume and volume fraction of

the cluster. In this chapter, since we are also considering holes, let us generalize VN to be
the volumes of the blue regions of Fig. 3.1, that is, that occupied by either clusters or holes.
Therefore:

VN =
{

A
ni

for clusters,
VWS − A

ni
for holes. (3.2)

Then, the volume fraction u = VN
VWS

can be written as

u =


A
niVWS

= 2np
(1−I)ni for clusters,

1− A
niVWS

= 1− 2np
(1−I)ni for holes. (3.3)

Let f(u) be the volume fraction of the denser phase,

f(u) = 2np
(1− I)ni

, (3.4)

then, we can also write f(u) as:

f(u) =
{
u for clusters,
1− u for holes. (3.5)

Therefore, the total energy density in Eq. (2.53) is now written as:

εWS = εe + εg(1− f(u)) + Ei
VWS

. (3.6)

We note that f(u) is the same for the case of clusters and holes. Therefore, Eqs. (2.68)-
(2.71) still hold for any phase. However, it is worth mentioning that the interaction pressure,
defined in Eq. (2.76), in the case of holes not only depends on the Coulomb term but also on
the surface and curvature terms. Therefore, the last equality in Eq. (2.76) no longer holds,
and in the general case, we can write:

Pint =
n2
p

Z

∂Ei
∂np

. (3.7)

From Eq. (3.1), one can see that only the finite-size contributions, namely the surface,
curvature, and Coulomb energy, depend on the nuclear shape. Regarding the interface term,
the total surface tension σ can be written as a Taylor expansion at first order in the surface
curvature κ = ξc

d−1
rN

[258], with ξc = 1 (−1) for clusters (holes), around the κ = 0 point as:

σ = σs + κσc, (3.8)

where σs is the dominant surface term, and σc is the curvature correction.
If SN is the surface area of the pasta, it is straightforward to show that the total surface

energy per unit volume can be written as:

εsurf+curv,d = σSN
VWS

= σVN
VWS

SN
VN

= ud

rN
σ = ud

rN

(
σs + ξc

d− 1
rN

σc

)
. (3.9)
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In the above equation, the surface per unit volume for different geometries is written as:
SN
VN

= d

rN
, (3.10)

which are obtained from the following expressions:(
SN
VN

)
d=3

= 4πr2
N

4
3πr

3
N

= 3
rN
, (3.11)

(
SN
VN

)
d=2

= 2πr2
N + 2πhrN
πhr2

N

= 2
rN

(
rN
h

+ 1
)
, (3.12)(

SN
VN

)
d=1

= 2L1L2 + 2(2rNL1 + 2rNL2)
2rNL1L2

= 1
rN

(
1 + 2

L1
+ 2
L2

)
, (3.13)

where h (L1, L2) is the dimension along the symmetrical axis (plane) for d = 2 (d = 1). Since
the length of rods/tubes and the area of slabs can be considered to be infinite, h, L1, L2 � 1
and h, L1, L2 � rN . Thus, the limit h, L1, L2 → ∞ yields the correct expression in Eq.
(3.10).

The surface and curvature can be written separately as:

εsurf,d = ud

rN
σs, (3.14)

εcurv,d = ξc
ud(d− 1)σc

r2
N

, (3.15)

as in Refs. [129,131,134]. However, we note that there is a sign typo in the expression of the
curvature energy for the inverted phases (tubes and bubbles) in Refs. [131,134]. Indeed, the
curvature energies of clusters and holes should have opposite signs, see Refs. [259,260]. The
surface and curvature tensions σs and σc are independent of the geometry and are given by
Eqs. (2.57)-(2.58).

The Coulomb energy density reads [12]:

εCoul,d = 2π (eypnirN)2 uηCoul,d, (3.16)

with:

ηCoul,1 = 1
3

[
u− 2

(
1− 1

2u

)]
, (3.17)

ηCoul,2 = 1
4 [u− ln u− 1] , (3.18)

ηCoul,3 = 1
5

[
u+ 2

(
1− 3

2u
1/3
)]
. (3.19)

Details of the derivation for the Coulomb term in the WS approximation for the cylindrical
and planar geometries are presented in Appendix A.

3.3 Pasta-phase properties

Employing the model described in Sect. 3.2, in this section, I present the properties of
the pasta phase which is predicted to appear at the bottom of the inner crust. Particularly,
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from the standard variational procedure, solving Eqs. (2.68)-(2.71), we compute microscopic
quantities such as size, density, and charge, of the dense component (cluster) and the diluted
one (gas) in the WS cell for several thermodynamic conditions. We recall that in beta
equilibrium and at zero temperature, the latter condition is characterized by the baryon
density nB only. In addition, we calculate the inner-crust EOS as well as the transition
densities between different layers, which are subsequently used as inputs to solve the TOV
equations. This allows us to obtain the crustal macroscopic properties, such as the pasta
thickness, mass, and moment of inertia. The latter could be of interest for different NS
observations, and potentially they could be constrained by the upcoming astrophysical data.

3.3.1 Microscopic properties

Let us start by discussing the microscopic properties of different geometries. Particularly,
in Sect. 3.3.1.1, I demonstrate the dependence of the crust equilibrium composition on the
nuclear shape using the BSk24 functional. As the pasta phases are predicted to appear in
the deepest region of the inner crust, the associated neutron-to-proton ratio is typically high.
Consequently, one can expect the emergence of model dependence, and I highlight this aspect
in Sect. 3.3.1.2.

3.3.1.1 Geometry dependence

Figure 3.2 shows the evolution as a function of the total baryonic density nB of our
variational variables (rN , I, ni, ngn, np) and the volume fraction f(u) of the denser phase,
obtained with the BSk24 functional. The former are the solutions of the system of Eqs.
(2.57)-(2.58) for each given geometry, while the latter is obtained from Eq. (3.4). In general,
we can see that rN , I, and ni exhibit strong shape-dependence. On the other hand, the
surrounding gas densities, ngn and np, as well as the volume fraction of the dense nuclear
matter phase are almost geometry-independent. Concerning ni and I, the difference among
geometries is larger at low densities, while at nB > 0.06 fm−3, the geometry dependence
tends to vanish. As one may expect, the size of the cluster/hole has the strongest geometry
dependence. Indeed, the cluster size rN is determined from the competition between the
Coulomb and total surface contributions through the following relation:

εsurf + 2εcurv = 2εCoul. (3.20)

Incorporating Eqs. (3.14)-(3.16) in Eq. (3.20), we get:

4π(eypni)2ηCoul,d(u)rN 4 − dσrN − 2ξcd(d− 1)σc = 0, (3.21)

From this equation, the cluster/hole radius/half-thickness can be approximated as:

rN ≈
(

dσs
4π(eypni)2ηCoul,d(u)

)1/3

. (3.22)

We note that Eq. (3.22) is exact only if there is no curvature term, that is, εcurv,d = 0.
However, since the curvature correction is usually negligible compared to the surface term,
εcurv,d � εsurf,d, Eq. (3.22) can be considered as a good approximation, and it has been used
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in several studies [12,224,227]. In our calculation, the curvature term is included, and rN is
obtained numerically and simultaneously with other variational variables.
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Figure 3.2: Evolution as a function of the total baryonic density nB of the variational variables (rN , I, ni,
ngn, np) and the volume fraction of the denser phase f(u) obtained for different geometries. The results are
obtained with the BSk24 functional.

For the cluster structures, which are spheres (solid red line), rods (solid blue line), and
slabs (solid black line), the size rN increases with nB. On the contrary, considering the hole
configurations, the radius of the gas tubes (dashed green line) and bubbles (dotted orange
line), decreases as nB increases. This result is reasonable because, at low densities, the nuclei
are far from each other. Therefore, the WS cell volume is mostly occupied by the neutron
gas, hence very large gas bubbles/tubes. As one goes deeper towards the core, the nuclei get
closer, and most of the WS cell is filled by the denser nuclear matter. This is the reason why
we have larger clusters and smaller holes.

Additionally, from Eq. (3.22), we can deduce that for the same dimensionality d the
difference between clusters and holes in the evolution of rN originates from the term ηCoul,d.
Indeed, the terms σs and ypni on the right-hand side of Eq. (3.22) both decrease with nB
independently of the nuclear shape. Conversely, ηCoul,d behaves oppositely for clusters and
holes. Indeed, the ηCoul,d function decreases as a function of the filling factor u, and ηCoul,d → 0
as u → 1, as shown in Fig. 3.3. As one can see from the bottom right panel of Fig. 3.2,
while u = f(u) increases with nB in the case of clusters, u = 1− f(u) decreases with nB for
holes. Thus, in the latter case, ηCoul,d is very small at low densities. This explains the very
larger values of rN observed for holes at low nB (see the top left panel of Fig. 3.2).

Previously, we have seen that given the same dimensionality, different structures (cluster
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Figure 3.3: Function ηCoul,d, defined in Eqs. (3.17)-(3.19), as a function of the cluster/hole volume fraction
u for different dimensionality d.
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or hole) can lead to very different values of rN , according to Eq. (3.22). Now, with the very
same equation, we can also explain the dependence of rN on the dimensionality d for a given
structure. In Figs. 3.4 and 3.5, I show the ratio of the optimal radius rN of spheres with
respect to that of rods and slabs (solid green line). We can see that the difference in rN
between these geometries is larger than the cube root of the ratio between the dimensionality
d (horizontal dotted blue line). This implies that discrepancy in the radius, rN,d=3 with
respect to rN,d=1,2, is mainly due to the ηCoul,d term in Eq. (3.22). Indeed, as we can see
in Fig. 3.3, ηCoul,d differs significantly between different values of d. From Figs. 3.4 and
3.5, we can see that the ratio of rN is very close to the ratio of

(
d

ηCoul,d

)1/3
. Therefore, the
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Figure 3.5: Same as Fig. 3.4, but between spheres and slabs.
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Figure 3.6: Left panel: the difference between the WS-cell energy density εWS and that of homogeneous
matter in beta equilibrium εnpe as a function of baryon density for five geometries: spheres (solid red lines),
rods (solid blue lines), slabs (solid black lines), tubes (dashed green lines), and bubbles (dotted orange lines),
for BSk24. Right panel: WS-cell energy-density difference (εWS−εnpe) obtained for the most stable geometry
(solid blue line) and for only spheres (dash-dotted red line). The horizontal color bar on top of each panel
indicates the most favorable geometry at each nB . See text for details.

contribution of σs and ypni (see Eq. (3.22)) is negligible as far as the dependence of rN on
the geometry is concerned.

To check which configuration is favored, in the left panel of Fig. 3.6, I plot the energy
difference between the optimal WS-cell energy density εWS obtained from the minimization
procedure for a given geometry and that for homogeneous matter at β-equilibrium εnpe. The
difference is very small at high densities that the different curves are almost indistinguishable
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ni (bottom panel) of the denser nuclear matter, obtained with (solid blue line) and without (dash-dotted
red line) considering pasta as a function of the total baryonic density nB using BSk24. The color bar in the
bottom panel indicates the most stable geometry at each nB . See text for details.

at nB & 0.065 fm−3. We determine the most stable nuclear shape among the five considered
as the one with the lowest εWS, or equivalently (εWS−εnpe). The most favorable geometry at
each density is indicated by the color bar on top of the panel. We obtain the same transition
order as that found in several work in the literature [12, 137, 216, 226], that is, spheres (red)
→ rods (blue) → slabs (black) → tubes (green) → bubbles (orange). We can see that for
the BSk24 functional, pasta appears at a density above around 0.05 fm−3 and dissolve into
nuclear matter near 0.08 fm−3.

On the right panel of Fig. 3.6, I plot the energy density of the most favored geometry at
each nB (solid blue line) and compare it with that obtained for only spheres (dash-dotted red
line). We can see that the deviation between the two cases is tiny. In particular, the energy
density obtained with the inclusion of pasta is slightly lower than that with only spheres. As
a result, when pasta is considered, the density at which the transition to the core happens is
higher, but not remarkably, nw/ pasta

CC − nw/o pasta
CC ≈ 0.002 fm−3. Even though the transition

between different geometries is quite abrupt, we do not observe discontinuities in εWS at the
transition points.

However, the discontinuities can be observed in other quantities, such as the crust compo-
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sition, as shown in Fig. 3.7. The most visible discontinuities are in the cluster/hole size rN .
When the presence of pasta is included (solid blue line), rN is significantly smaller than in the
case where only spheres are considered (dash-dotted red line). Nevertheless, the difference
between the two cases is negligible as far as the isospin I and density ni of the denser phase
are concerned. Similar to rN , for ni and I, the jumps at the transition can still be observed,
but they are much smaller than for rN .

Finally, Fig. 3.8 shows that including the pasta structures does not affect significantly the
EOS of the inner crust. Therefore, the approximation of sphericity that we made in Chapter
2 is justified for the calculation of the EOS. Nonetheless, we can still observe that at the
transition between two successive geometries, there is a small “jump” in the pressure. As
mentioned before, this behavior is due to the sudden transition from one shape to another.
As a matter of fact, the five geometries that we are considering are very likely oversimpli-
fications of the realistic configurations encountered in the inner crust. For example, before
transforming into rods, it is likely that spheres are first deformed to prolate spheroids. Then,
the elongation continues until rods are formed. Similarly, intermediate shapes could also be
realized at the transition from rods to slabs. We believe that the discontinuities would be
smoothed out if these intermediary stages are taken into account.

3.3.1.2 Model dependence

To explore the model dependence of the results, we have examined the equilibrium con-
figurations obtained with different popular nuclear models, corresponding to different bulk
parameter sets listed in Tables 2.1. The associated optimal surface parameters are given in
Table 3.1. The (σ0, bs, σ0,c, β) parameters have been obtained from the fit of the experi-
mentally measured nuclear binding energies [135], while the p parameter has been optimized
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Table 3.1: Optimized surface and curvature parameters for different functionals, for which the bulk parameters
are fixed as in Table 2.1. Table reproduced from Ref. [121].

σ0 bs σ0,c β p
(MeV/fm2) (MeV/fm)

BSk24 1.05021 30.32168 0.12147 0.66495 3.00
SLy4 0.98911 19.02416 0.15141 0.75548 3.00
RATP 1.05161 35.22683 0.12488 0.67745 3.00
NRAPR 0.91932 14.68853 0.16594 0.83634 3.00
DD-ME2 1.09358 5.47648 0.11969 0.53966 2.42
DD-MEδ 1.08385 11.38970 0.11810 0.55559 2.73
NL3 1.12493 4.52517 0.12297 0.46301 2.79
PKDD 1.17354 27.70134 0.08008 0.25816 3.00
TM1 1.13817 9.31146 0.11377 0.39118 3.00

to provide a good reproduction of the crust-core transition density of the different function-
als, whenever available, or fixed to p = 3 otherwise (see Table 3.2 and Refs. [59, 127] for a
discussion).

Results are shown in Fig. 3.9, where the different colors correspond to the density regions
where different geometries (spheres, rods, slabs, tubes, and possibly bubbles) dominate. The
upper edge of each column gives the transition point from the inhomogeneous crust to the
homogeneous core, defined as the point where the WS cell energy density, Eq. (3.6), cor-
responding to the optimal geometry, equals that of homogeneous nuclear matter in beta
equilibrium with electrons, see Fig. 3.6. The sequence of the different geometries appears
to be model-independent, although not all the considered models predict bubble configura-
tions. Again, it shows that the hierarchy is consistent with previous results (see Ref. [128]
for a review). We note that due to the negative curvature energy in the case of inverted
configurations, see Eq. 3.15, the tube and bubble phases become more favorable and the
density range where the slab phase dominates is reduced compared to the results published
in Ref. [121]. However, this sign change does not impact the sphere-pasta transition density,
and only slightly increases the crust-core transition density (∼ 1%), see also Table 3.2.

For a given energy functional, it is well known that the precise value of the transition
density from the spherical to the non-spherical phases depends on the details of the many-
body model used to treat the clustered structure. A comparison with results in the literature
is reported in Table 3.2. The first full fourth-order ETF calculations of pasta within the
WS approach is the one by Ref. [76] with the BSk24 functional. In that paper, the authors
obtained a slightly higher value for the transition density to the rod shape (see Table 3.2),
compared to our estimation of 0.048 fm−3. Particularly, without (with) the shell and pairing
corrections for spheres, they found the transition density to the pasta phase to be npasta =
0.050 (0.051) fm−3. In Ref. [76], the transition density to the core is not stated explicitly due
to a convergence issue occurring at densities above ∼ 0.078 fm−3. Therefore, we compare
our prediction with that obtained in Ref. [75], where the crust-core boundary was found to
happen at 0.081 fm−3. We consider this comparison as a very good agreement, especially
considering that beyond-mean field contributions such as pairing, fully neglected here, have
been recently shown to affect the composition of the crust [69,76].
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for different nuclear functionals. See text for details. Figure adapted from Ref. [121].

In Ref. [76], the microscopic corrections were considered only for spheres and were ne-
glected for pasta. Recently, in Ref. [220], the authors repeated the same calculations but
with the Strutinsky-integral and pairing corrections included for the pasta phases. This
improvement led to a dramatic effect on the equilibrium shapes. Specifically, due to the
positive microscopic corrections for rods, this phase is completely eliminated, and spherical
nuclei dominate until ∼ 0.077 fm−3 where slabs take over. In this case, our CLDM results
no longer agree with those using fourth-order ETFSI calculation.

Table 3.2: Transition density from spheres to cylinders (npasta) and from crust to core (nCC) for different
functionals. For comparison, results from Refs. [74–76,125,126,149,229] are also given. The “-” sign indicates
that no transition to pasta is found. Table adapted from Ref. [121].

npasta/nCC (10−2 fm−3 )

Model This Pearson M&U D&H Viñas Grill Shchechilin

work et al. [75, 76] [74] [125] et al. [126] et al. [149] et al. [229]

BSk24 4.84/8.28 5.0/8.1

SLy4 5.07/8.30 6.1/8.1 -/7.6 -/7.6 5.6/7.7

NL3 4.95/5.48 -/5.48

DD-ME2 5.83/7.42 6.11/7.35

DD-MEδ 5.63/7.78 6.26/7.66
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In the case of the SLy4 functional, Ref. [74] have employed a slightly less sophisticated
second-order ETF approach, and observed a transition to the cylindrical shape at a higher
density than the value obtained with our approach for SLy4. However, the thermodynamical
potentials corresponding to d = 3 and d = 2 in Ref. [74] are almost indistinguishable starting
from 0.05 fm−3, in good agreement with our results. Furthermore, the crust-core transition
point is also in excellent agreement with our findings. At variance with this result, Refs. [126]
and [125], who also employ the SLy4 functional, have reported no deviation from the spherical
shape within a zeroth-order TF calculation and a CLDM approach, respectively. Moreover,
they also obtained a lower density for the crust-core transition. Recently, a calculation of
the pasta phases was performed using both the fourth-order ETF method and CLDM based
on SLy4 was shown in Ref. [229]. Within the ETF approach, the authors found that the
pasta phases composed of rods and tubes cover from ∼ 0.056 fm−3 to 0.077 fm−3. This result
is in reasonable agreement with ours in terms of transition densities. However, concerning
the equilibrium shapes, in our calculation, we also found a robust amount of slabs. In the
CLDM results, the pasta phases calculated in Ref. [229] almost disappear as the rod form only
dominates over spheres in a very narrow density range, from 0.074 fm−3 to 0.075 fm−3. The
difference with respect to our results might originate from different treatments in the surface
energy. Indeed, in Ref. [229], the neutron absorption on the cluster surface is included, while
this effect is not considered in our formalism. Moreover, in our calculation, the curvature
corrections to the surface tension are taken into account (see Eq. (3.15)), whereas they are
not included in Ref. [229]. In beta equilibrium, the difference in energy among the geometries
is extremely small (see Fig. 3.6). As a result, an energy correction, even though being very
small, could result in considerable change in the appearance of different phases.

Finally, we can also compare our results concerning the relativistic functionals NL3, DD-
ME2, and DD-MEδ with the extensive Thomas-Fermi calculations of Ref. [149]. In our
approach, we obtain a lower density transition between spheres and cylinders for DD-ME2
and DD-MEδ. For DD-ME2, we obtained the same configuration sequence as in the referred
paper (spheres→ rods→ slabs), while for DD-MEδ, we also found a small portion of bubble-
like structures. As for the NL3 functional, we do find non-spherical shapes, unlike Ref. [149].
As we have stressed before, the transition densities depend significantly on the finite-size
contributions. Therefore, by adjusting the parameter p, we are able to reproduce the crust-
core transition densities for the mentioned functionals (see Tables 3.1 and 3.2).

Even if the comparison of our work with previous results can be globally considered as
satisfactory, Table 3.2 shows that some differences exist between the inner-crust composition
of different many-body methods used to compute the energy of clusterized matter, for a fixed
EOS (or equivalently: a fixed set of bulk parameters X). This highlights the importance of
finite-size contributions to the nuclear energy, which are essential to determine the optimal
composition and are not uniquely linked to the bulk matter properties. Indeed, only the
bulk parameters X of our meta-model are adjusted to reproduce a given functional, while we
employ a different fitting protocol for the surface (plus curvature) energy. The effects of the
surface contribution are studied in greater detail in Sect. 3.4.1.

Complementary information on the inner-crust composition in the presence of non-spherical
geometries is given by Fig. 3.10, which reports the total proton fraction in the cell, Y tot

p , as a
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Figure 3.10: Proton fraction in the Wigner-Seitz cell as a function of the baryonic density in the NS crust for
different geometries of the clustered structures using different popular nuclear models. See text for details.
Figure adapted from Ref. [121].

function of the baryonic density for the different geometries, for a selected set of functionals,
as illustrative examples. We can see that some of the functionals exhibit the characteristic
parabolic shape already reported by Ref. [76] for the BSk24 model, and the absolute value of
the proton fraction is also in reasonable agreement with the findings of Ref. [76]. However,
we can also observe that the trend of the proton fraction, the effect of the geometry, and its
numerical value throughout the inner crust are very strongly model-dependent.

3.3.2 Macroscopic properties

The consistent minimization of the total energy density εWS under the constraint of baryon
number conservation for each geometry is crucial in getting the correct configuration for the
ground state of matter. This procedure plays an important role in calculations requiring the
exact composition as input, such as in calculating transport coefficients [251]. However, as it
is well known in any root-finding algorithm, one needs to provide initial guesses as starting
values. Since the solutions, especially in rN , vary with the geometry, as shown in Fig. 3.2,
performing this process for all five geometries in a statistical study could be relatively time-
consuming. In addition, for the determination of more global quantities, such as thickness,
mass, or moment of inertia of the pasta phases, the important ingredients are the EOS and
transition densities (or equivalently: the transition pressure). Thus, in Sect. 3.3.2.1, I discuss
the so-called spheres-composition approximation we adopted for calculating crustal EOS.
With the latter as input, we solve the TOV equations [166, 167] (see also Sect. 2.2.1) and
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compute some macroscopic properties, such as mass, thickness, and moment of inertia, for
the pasta layer, which I discuss in Sect. 3.3.2.2.

3.3.2.1 Spheres-composition approximation
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Figure 3.11: Comparison of the optimal radius/half-thickness rN obtained from the consistent minimization
for each geometry (“exact”, solid lines) versus those calculated using the spheres-composition approxima-
tion (“approx”, dashed lines) for four different energy functionals. Different colors correspond to different
geometries. See text for details.

In principle, once the nuclear model, defined by the energy functional and the surface
parameters, is specified, the pasta structure and composition at a given baryonic density
nB can be determined by a two-step process. First, given a geometry, the energy density
of the system is minimized under the condition of baryon number conservation. Then, the
equilibrium configuration is defined as the one corresponding to geometry that produces the
minimum εWS. As described in Sect. 2.1.2.2, the first step is equivalent to solving the system
of four equations, (2.68)-(2.71), together with Eq. (2.64), for the five variables (rN , ni, I,
np, and ngn). As we have seen in Figs. 3.2 and 3.7, the only considerable difference among
the geometries is rN . Indeed, in Fig. 3.2, we can see that the gas densities, np and ngn
are almost independent of the geometry. Furthermore, in Fig. 3.7, it is clear that the most
favorable values of ni and I are almost indistinguishable from those obtained for spheres.
Therefore, instead of performing the minimization for all five geometries, it is more efficient
to solve the equilibrium composition for only spheres. Then, the values of ni, I, np, and ngn
computed for spheres are used as inputs to find the size rN for other geometries from the
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virial theorem, Eq. (3.21). Thus, the problem of solving a system of multiple equations is
now reduced to only one equation, as was proposed in Ref. [122].

To check the validity of this approximation, in Fig. 3.11, I compare the most favored
radius/half-thickness obtained from the full minimization for each geometry (solid lines) with
that obtained using the solutions from spheres (dashed lines) for four different models, BSk24,
NRAPR, DD-MEδ, and PKDD. We can see that the radii in the region where spheres (red)
and rods (blue) dominate are almost identical for all models. This is because values of optimal
ni, I, np, and ngn for spheres and rods are very similar (see Fig. 3.2). Considering other
geometries, slabs (black), tubes (green), and bubbles (orange), even though the deviation
between the two approaches is still visible, it remains small.

The macroscopic properties of the crust are not very sensitive to the detailed composition
but to the EOS and the transition points. As we have seen in Fig. 3.8, the impact of
the geometry on the EOS is negligible. Moreover, in Fig. 3.12, we can also see that the
transition densities among different configurations obtained with the approximation are in
excellent agreement with the exact ones. For these reasons, we can conclude that the spheres-
composition approximation, which assumes for all geometries the composition obtained for
spheres, can be adopted to reduce the computational time when computing global properties
of the crust for several models and particularly when performing the Bayesian analysis.
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3.3.2.2 Pasta observables

Once we have the information on the EOS and transition points, the pasta observables
can be calculated (see also Sect. 2.2.1). In particular, to find the total pasta thickness and
mass, the integration of Eqs. (2.81)-(2.82) is performed from r = 0 up to the sphere-pasta
transition point, r = Rcore+pasta, where Rcore+pasta is defined as the radius position where
P (r = Rcore+pasta) = Ppasta, with Ppasta being the pressure at the sphere-pasta transition.
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The pasta thickness and mass then can be calculated using:

Rpasta = Rcore+pasta −Rcore, (3.23)
Mpasta = Mcore+pasta −Mcore, (3.24)

with Rcore (Mcore) being the core radius (mass), defined as the radius (mass) from the center
to the crust-core transition point. Once the transition densities between two most probable
configurations are known, see Fig. 3.12, it is also possible to calculate the radius and mass
corresponding to each geometry. The results are shown in Figs. 3.13-3.14, where I respectively
display, as a function of the NS mass, the fractional radius and mass of different pasta layers to
the whole crust for two functionals, BSk24 and DD-MEδ, as illustrative examples. Generally,
both figures suggest that the fraction of pasta increase with the NS mass. However, for NS of
mass larger than 1.5 M�, the increase is only marginal. In total, DD-MEδ predict a slightly
larger thickness fraction (11% versus 10%), while BSk24 results in a higher mass fraction
(∼ 54% versus ∼ 42%). The latter is because the pasta structure corresponding to BSk24
extends to a higher density, as shown in Fig. 3.12.

From the results displayed in this section, we can observe that the predictions for the
pasta properties clearly exhibit some model dependence. In order to quantitatively address
this issue and determine the influence of the choice of the functionals on the uncertainties of
the pasta observables, we perform a Bayesian analysis, which is discussed in the next section.

3.4 Evaluation of the pasta-phase properties uncertainties

We now come to the quantitative determination of the uncertainty on the pasta observ-
ables, due to the imperfect knowledge of the nuclear energy functional. To this aim, we
perform a Bayesian analysis by largely varying the model parameters X using flat non-
informative priors, and generating posterior distributions with filters that impose both our
present low-density (LD) nuclear physics knowledge and high-density (HD) constraints com-
ing from general and NS physics. The ranges of different parameters in the prior distributions
are the same as those listed in Table 2.5, except for parameter b. In particular, we observed
that the LD filter tends to eliminate high values of b. Therefore, to increase the acceptance
rate, for the calculation in this chapter, we varied b from 1 to 6 (previously, b was varied
from 1 to 10).

The posterior distribution reads:

ppost(X) = NωLD(X)ωHD(X)ωMmax(X)e
−χ2(X)/2ω0prob(X), (3.25)

where prob(X) is the flat prior probability and N is the normalization. Similar to Sect.
2.3, here, the ωLD filter is given by the chiral EFT calculations of the energy per particle of
symmetric and pure neutron matter by Drischler et al. [110], which is considered as a 90%
confidence interval to account for models marginally consistent with the bands. Since the
EFT energy bands become very narrow at low densities, in Ref. [127], the ωLD filter was
applied from ≈ 0.1 fm−3, while in Refs. [121, 142, 217], we have extended this constraint to
lower densities, namely in the range [0.02, 0.2] fm−3. I further investigate the effect of such
a choice in Sect. 3.4.2.



96 Chapter 3. Inner crust of cold–catalyzed neutron stars

Let us recall that the wHD filter is defined by imposing:
(i) stability, i.e., the derivative of the pressure with respect to the mass-energy density must
be positive, dP/dρB ≥ 0,
(ii) causality, i.e., the squared speed of sound must be non-negative and smaller than c2,
0 ≤ c2

s ≤ c2,
(iii) a positive symmetry energy at all densities.

Moreover, we also require all EOS in the posterior distribution to result in the maximum
NS mass satisfying Mmax > Mµ −Mσ = 1.97M�, with Mµ (Mσ) being the mean (standard
deviation) of the mass measurement from the radio-timing observation of the pulsar PSR
J0348+0432 [31], MJ03 = 2.01± 0.04M�. We found that applying the sharp filter ωMmax and
using the likelihood prob(J03|X) (Eq. (2.103)) do not result in any noticeable difference,
especially in the crustal properties.

A further constraint is given by the condition that the minimization of the energy density
of the system, under the constraint of conserving the baryon number, leads to physically
meaningful results for the crust, namely positive values for the optimal gas and cluster
densities. This condition is represented by ω0. Finally, the quality of reproduction of the
experimental binding energies is defined from the error estimator χ2(X) (see Eq. (2.101)).

In this section, I focus our analysis on the impact of the low-density region of the EOS
on the pasta observables. Indeed, while the high-density part is crucial to determine global
NS properties such as masses and radii, it does not have a predominant role in the region of
the crust of interest here [184, 201]. For this reason, unlike Sect. 2.3, the constraints from
LVC [39–41] and NICER [35–38] are not included in this section.

3.4.1 The influence of the surface parameters

Within a given nuclear model, the appearance of pasta phases essentially results from the
competition between different finite-size contributions. In beta equilibrium, the energy gaps
among different geometries are extremely small. Thus, a small difference in the surface term
can lead to a different pasta configuration, as discussed in Sect. 3.3.

As we have seen in Sect. 2.1.2.1, the parameter p, which governs the behavior of the
surface tension at extreme isospin values (see Fig. 2.10), cannot be constrained by fitting
nuclear binding energies. Typically, p is fixed to the value p = 3. It was shown that the
value p = 3 tends to reproduce very well the crust-core transition density obtained with the
dynamical method for most of the models [59, 127]. Nevertheless, given the sensitivity of
the crustal properties on the surface energy, in this Bayesian analysis, we add p as an extra
independent parameter, and randomly generate p ∈ [2, 4] together with others in the set X.

The first part of this section is devoted to discussing the impact of p. To this aim, in the
prior distribution, we generate 108 parameter sets X. These prior models are then passed
through all the likelihoods/filters mentioned in Eq. (3.25). Particularly, the chiral EFT filter
is applied from 0.02 fm−3. Regarding the parameter p, here, we consider both cases: (i) p
is fixed to the canonical value, p = 3; (ii) p ∈ [2, 4]. In the posteriors, we respectively have
7178 and 7008 parameter sets retained. This suggests that the filters are not selective to the
value of p. Indeed, Fig. 3.15 shows that the posterior distribution of the p parameter (blue
histogram) is almost flat. This outcome is understandable because p governs the surface
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Figure 3.15: Posterior distribution of the p parameter. The vertical dashed black line indicates the canonical
value, p = 3.

properties, therefore, it can not be constrained by the LD constraint, which controls the
nuclear matter behaviors. Furthermore, this parameter enters only the low-density region of
the EOS. Consequently, it cannot be constrained by the high-density filters either.

In Sect. 2.1.2.1, I have shown with the BSk24 functional that except for bs, values of other
surface parameters are independent of p (see Fig. 2.10). This statement holds independently
of the functional choice, as one can see in Fig. 3.16. Specifically, in this figure, I plot the
posterior distributions of σ0, σ0,c, β, and bs corresponding to the case where p is fixed (dashed
black lines) in comparison with those obtained when p is allowed to vary (solid blue line).
While the distributions of σ0, σ0,c, and β are unaffected by p, Fig. 3.16 shows that there is a
strong correlation between p and bs. In fact, from Fig. 2.10, we expect that the correlation
between the two parameters is positive. The results shown in Fig. 3.16 suggest that among
the five surface parameters, only three, i.e., σ0, σ0,c, and β, can be determined from the
experimental mass measurements.

Even though the information on the parameter p is decoupled from the nuclear physics
experimental data, it impacts the surface tension at high isospin values, see Fig. 2.9. As
a result, it can be important in the calculations concerning the inner crust [59, 127]. In
Fig. 3.17, I depict the posterior distributions of the crust-core transition density nCC (left
panel) and pressure PCC (right panel). It can be observed that fixing the value of p to p = 3
eliminates models with low crust-core transition. Nevertheless, the peaks of the distributions
are unmodified. Regarding the interface between spheres and pasta, since the associated
isospin is not yet extreme, the corresponding transition density and pressure are quite similar
in the two cases, as shown in Fig. 3.18. These results imply that by varying p, we allow more
models with a small (or even zero) pasta layer. This is displayed in Fig. 3.19. Nonetheless,
the probability of these models is negligible compared to the most-probable value.

To explain the models with zero pasta contribution in Fig. 3.19 in the case p ∈ [2, 4], in
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Figure 3.16: Posterior probability density distributions of surface parameters (σ0, σ0,c, bs, β) when p is fixed
to p = 3 (dashed black line) and when p is varied from 2 to 4 (solid blue line).

Fig. 3.20, I plot the probability of having a transition from spheres to one of the possible
phases: rods, slabs, tubes, bubbles, or homogeneous matter. Particularly, the rightmost
column of each panel indicates the possibility of having a direct transition from spheres to
the core without going through any of the pasta structures. When p is varied, p ∈ [2, 4], (top
panel), there are around 0.5% of models in the posterior predicting no transition to pasta.
On the other hand, if p is fixed to p = 3, then the pasta structure is always predicted (see
the bottom panel). Surprisingly, the spherical nuclei do not always transform into rods. In
fact, there is approximately 1% of the models with nuclei conversing from spheres to slabs,
while 99% them follow the traditional sequence, that is, from spheres to rods.

From the results shown in Figs. 3.17-3.20, we can conclude that even though the transition
to the pasta phase is invariant with p, to account for models with relatively low crust-core
transition, which correspond to those with small or zero pasta, it is more general to explore
p in the range p ∈ [2, 4] than to fix p to only one unique value2.

2Hereafter, the results presented are always obtained varying p ∈ [2, 4].
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Figure 3.17: Posterior probability density distributions of crust-core transition density (left panel) and pres-
sure (right panel), obtained considering different treatments of the surface parameter p: p = 3 (dashed black
line) and p ∈ [2, 4] (solid blue line).
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Figure 3.18: Same as Fig. 3.17, but for the sphere-pasta transition.

Table 3.3: Surface and curvature parameters optimized to reproduce the full extended Thomas-Fermi mass
table obtained for the BSk24 and SLy4 functionals, by Carreau et al. [79] and Furtado & Gulminelli [132],
respectively. Table reproduced from Ref. [121].

σ0 bs σ0,c β p
(MeV/fm2) (MeV/fm)

BSk24 0.98636 36.227 0.09008 1.1631 3.0
SLy4 0.99654 49.82 0.061768 yp+1 3.4

In our study, the properties of the bulk functional are essentially constrained by the EFT
calculation, while independent surface parameters are introduced, correlated to the bulk
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Figure 3.19: Posterior distributions of the fractional thickness (top panel), mass (middle panel), and moment
of inertia (lower panel) of the pasta layer with respect to the whole crust, for a neutron star having a mass
M = Mmax, obtained with p = 3 (dashed black line) and p ∈ [2, 4] (solid blue line).

properties via the constraint on the reproduction of the nuclear masses. As a consequence,
the uncertainties in the bulk parameters induce an uncertainty in the surface properties. This
is consistent with the parameter fitting protocol of Skyrme interactions, for which surface
properties are governed by extra gradient terms, with respect to the ones associated with
the bulk behavior. In the case of relativistic functionals, however, surface properties emerge
naturally from the field equations and cannot be independently varied with respect to the
bulk. One may then wonder if the 5-parameter expressions, Eqs. (2.57)-(2.58), are general
enough to account for the different possible behaviors of the surface tension. The quality
and flexibility of this parametrization were partially verified by Newton et al. [131], who
showed that the seminal crust composition of Ref. [9] can be indeed reproduced with it, and
by Furtado & Gulminelli [132], who checked that this functional form can very precisely
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posterior (yellow bands) distribution as a function of the cluster isospin I. The dashed green (dash-dotted
red) line shows the surface tension obtained for BSk24 by Ref. [79] (SLy4 by Ref. [132]). See text for details.
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Figure 3.22: Same as Fig. 3.21 but for curvature tension.
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Figure 3.23: Relative uncertainty in the surface tension as a function of the cluster isospin for the posterior
distribution.

reproduce extended Thomas-Fermi calculations both for terrestrial nuclei and for beyond
dripline crustal nuclei in the case of the SLy4 interaction.

To generalize the discussion, I plot in Figs. 3.21 and 3.22 the 1σ (dark bands) and 2σ (light
bands) estimation of the surface and curvature tensions as a function of the isospin of the
denser phase, I = (N−Z)/A. We can see that the constraint of nuclear masses is not enough
to precisely fix the surface tension of symmetric I ≈ 0 nuclei, even if they correspond to the
quasi totality of the measured masses. This can be understood from the degeneracy between



3.4. Evaluation of the pasta-phase properties uncertainties 103

0.0 0.1 0.2 0.3 0.4
Rpasta/Rcrust

0

4

8

12

16

20

24

PD
F

Optimized
Furtado & Gulminelli
Carreau et al. 

0.0 0.2 0.4 0.6 0.8
Mpasta/Mcrust

0

2

4

6

8

10

12
PD

F

0.0 0.2 0.4 0.6 0.8
Ipasta/Icrust

0

2

4

6

8

10

12

PD
F

Figure 3.24: Posterior distributions of the fractional thickness (top panel), mass (middle panel), and momen-
tum of inertia (bottom panel) of the pasta layer with respect to the whole crust. Solid blue curves: surface
parameters optimized on the energy functional using the AME2016 mass table [135]; dash-dotted red (dashed
green) curves: fixed surface parameters from Ref. [132] (Ref. [79]). Figure adapted from Ref. [121].

the surface and the bulk parameters implied by Eq. (2.59), and from the extreme simplicity
of the CLDM approximation, which does not include shell and pairing effects. The absolute
uncertainty in the surface tension decreases with increasing isospin, due to the constraint
that the surface tension should vanish in pure neutron matter. However, this is not the same
for the relative uncertainty, that is of the order of > 20% at the typical proton fraction of
the clusters in the inner crust, I & 0.4 (see Fig. 2.12), and even & 60% for very high isospin
values I & 0.8, much higher than the uncertainty on stable, I = 0 − 0.3, nuclei that can be
accessed in the laboratory, as shown in Fig. 3.23.

To assess the importance of a self-consistent calculation of surface properties from the
assumed bulk energy functional in the modeling of the NS crust, we have performed two
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calculations where the surface parameters in the Bayesian analysis are fixed to the values
obtained from two different accurate fits of extended Thomas-Fermi calculations of a large
pool of nuclei. In the work by Ref. [79], the full BSk24 extended Thomas-Fermi mass table is
fitted from dripline to dripline, while the authors of Ref. [132] have used the SLy4 functional,
and included in the fit ETF calculations beyond drip, with global proton fractions as low as
Y WS
p = 0.02. The resulting surface parameters are reported in Table 3.3. These fits lead to

surface parameters slightly different from the ones obtained in Table 3.1, because of the larger
pool of nuclei included in the optimization. Moreover, in both cases, the extension of the mass
table to extremely neutron-rich nuclei has allowed also an optimal determination of the p
parameter (see Eq. (2.57)), that governs the extreme isospin behavior of the surface tension
and cannot be fixed from the properties of terrestrial nuclei. The surface and curvature
tensions corresponding to the parameters fitted by Ref. [79] (dashed green lines) Ref. [132]
(dash-dotted red lines) are in very good agreement with the 1σ posterior bands of σs (Fig.
3.21) and σc (Fig. 3.22) obtained from the optimization of the surface parameters using the
AME2016 mass table (dark yellow bands).

The surface tensions in Table 3.3 are more accurately determined than those deduced
from the global reproduction of measured nuclear masses (see Table 3.1) and which depend
on the empirical X parameters. However, they are not consistent with the bulk properties of
functionals different from BSk24 and SLy4, respectively. The resulting posterior distribution3
for the pasta obervables is displayed in Fig. 3.24. We can see that the use of a surface
tension which is not consistent with the bulk functional (dashed green lines and dash-dotted
red lines) leads to a small shift in the most probable values of the represented pasta-layer
properties, and an important deformation of the distribution, with a clear underestimation
of the uncertainties in the pasta observables.

3.4.2 The influence of the low-density equation of state

The chiral EFT constraint was applied in numerous previous studies of static properties
of NS, see Refs. [59, 139, 261, 262]. In these studies, the accent is typically put on the high-
density EOS, which is the dominant ingredient of the different astrophysical observables that
are integrated over the whole NS volume, such as the tidal polarizability or the NS mass and
radius. The compatibility of the functionals with the ab initio predictions in the very low-
density region below n ≈ 0.05 fm−3 has a negligible influence for these global NS observables,
and as such it was often overlooked. In this section, I highlight the importance of low-density
EOS in modeling pasta phases by applying the chiral EFT filter in two different density
intervals, namely [0.1, 0.2] fm−3 and [0.02, 0.2] fm−3. In order to have comparable statistics,
when the low-density EFT constraint is applied from 0.1 fm−3 instead of 0.02 fm−3, 2× 106

models are generated in the prior, of which 7714 are retained. Here, the surface parameters
are fitted from the AME2016 mass table, with p ∈ [2, 4].

As long as crustal observables are concerned, the very low-density region, [0.02, 0.1] fm−3,
in the chiral EFT calculation is crucial. This is illustrated in Figs. 3.25-3.26, where we
respectively represent the posterior distributions of the density and pressure at the crust-

3In this analysis, the low-density filter is applied from 0.02 fm−3; out of the 108 computed models, 7147 (7024) are retained
when the surface parameters are fixed to the values optimized for SLy4 (BSk24).
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Figure 3.25: Posterior probability density distributions of crust-core transition density (left panel) and pres-
sure (right panel), obtained considering different density intervals for the application of the chiral EFT
constraint. Arrows correspond to the predictions of some selected models: BSk24 (black), RATP (red),
DD-ME2 (green), and TM1 (yellow). See text for details. Figure adapted from Ref. [121].
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Figure 3.26: Same as Fig. 3.25, but for spheres-pasta transition.

core transition, (nCC, PCC), and the density and pressure at the transition from spherical
nuclei to non-spherical pasta structures, (npasta, Ppasta). For comparison, we also indicate by
arrows the predictions corresponding to some selected models: BSk24 (black-filled arrow),
RATP (red-filled arrow), DD-ME2 (green-filled arrow), and TM1 (yellow-filled arrow). We
can see that the very low-density part of the EOS has a notable effect on the determination
of the transition points. In particular, an important number of models which correspond
to reasonable properties of nuclear matter close to saturation, and therefore fulfill the chiral
EFT condition for n ≥ 0.1 fm−3 (orange distributions), are seen to produce very low values
for the crust-core and the sphere-pasta transition point.

This implies a very thin crust for the NS and a small or negligible contribution of the pasta
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Figure 3.27: Posterior distributions of the fractional thickness (top panel), mass (middle panel), and moment
of inertia (lower panel) of the pasta layer with respect to the whole crust, for a neutron star having a mass
M = Mmax. The low-density EFT constraints and the arrows corresponding to the predictions of selected
models are the same as in Figs. 3.25-3.26. See text for details. Figure adapted from Ref. [121].

phases, as shown in Fig. 3.27, which displays the prediction for the relative crustal thickness
associated to the non-spherical pasta structures, Rpasta/Rcrust (top panel), the associated
mass, Mpasta/Mcrust (middle panel), and the fraction of the moment of inertia, Ipasta/Icrust
(lower panel). The two choices for the low-density constraints and the arrows indicating
the predictions of some selected models (BSk24, RATP, DD-ME2, and TM1) are the same
as those adopted in Figs. 3.25-3.26. These observables are computed from the numerical
solution of the TOV equations, the crust radius (mass) being calculated as the difference
between the total NS radius (mass) and that of the core (we have considered NS having
a total mass equal to the maximum mass predicted by each computed model). As it can
be seen in Figs. 3.25-3.27, when the chiral EFT constraint is applied from n ≥ 0.02 fm−3
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(blue distributions), almost all models corresponding to a very small (or even null) pasta
contribution are filtered out of the posterior distribution. Knowing that the precision and
reliability of the ab initio calculations improve with decreasing density, we can conclude that
our present theoretical understanding of nuclear matter implies that pasta phases should
exist in the inner crust of NS.

The results of Figs. 3.25-3.27 clearly show that, as far as the crustal properties are con-
cerned, the treatment of the very low-density region has a sizeable impact. It is interesting
to observe that recently, the authors of Ref. [77] conducted a systematic investigation of the
composition of the NS inner crust and also underlined the importance of constraining the
pure neutron-matter EOS at sub-nuclear densities for a reliable description of NS crusts.
Moreover, the important effect of the behavior of the functional at densities below 0.1 fm−3

shown by these figures suggests that beyond the influence of the Lsym parameter, which has
been advanced by numerous studies [158, 159], the high-order parameters might also play a
role in the determination of the pasta phase. We, therefore, turn to examine the effect of
the chiral EFT filter on the empirical parameters, and the correlation between the transition
densities and the behavior of the energy functional at low density.

Figure 3.28 shows the distributions of the energy per baryon (upper panels) and pressure
(lower panels) of the different models, for symmetric (δ = 0) and pure neutron matter
(δ = 1). The uncertainty bands4 from Ref. [110] are plotted as dash-dotted black lines, while
the violin shapes represent the posterior distributions. Particularly, the models passing the
EFT constraints at all densities, i.e., [0.02, 0.2] fm−3, are labeled as “n ≥ 0.02 fm−3” and
represented by coral shapes on the left part of the density axes in all panels. In panels a and
c, we compare these distributions with those consistent with the constraints in the density
range n ≥ 0.1 fm−3 but not in the interval [0.02−0.1] fm−3 (green shapes on the right part of
the density axes, labeled as “n ≥ 0.1 fm−3 only5”). As we have seen in Figs. 3.25 and 3.27,
the very low-density regions of the LD filter eliminate models with low crust-core transition
density, nCC < 0.05 fm−3, and with very small (or zero) pasta contribution. To elaborate
on this point, in panels b and d, we compare the distributions satisfying the low-density
EFT constraints (labeled “n ≥ 0.02 fm−3”) with those resulting from the filter applied from
n ≥ 0.1 fm−3 but predicting a crust-core transition lower than 0.05 fm−3. The latter ones
are represented in light blue shapes on the right part of the density axes in panels b and d,
labeled as “nCC < 0.05 fm−3”.

Comparing panels a and b of Fig. 3.28, we can notice that models can violate the EFT
constraint both because of a too-soft or a too-stiff energy behavior of pure neutron matter at
sub-saturation densities, but it is the excessive stiffness (corresponding to very low neutron
energy) that leads to abnormally low transition densities. In the symmetric matter sector,
the mass filter is more constraining than the EFT calculation around saturation and the
filter is not effective in that region. Going well below saturation, where the mass constraint
becomes ineffective, we can observe that the low transition densities are associated to an over-
binding of symmetric matter. Looking at the lower panels, we can see that the low transition

4We have considered the bands in energy as a 90% confidence interval, that is, the boundaries of the bands represented here
are increased by 5% with respect to the original calculations of Ref. [110].

5In the posterior distribution where the LD filter is applied in [0.1, 0.2] fm−3, there are some models passing also [0.02,
0.1] fm−3. Here, we want to compare the models passing the EFT bands at all densities, i.e., [0.02, 0.2] fm−3, with those passing
the bands only from [0.1, 0.2] fm−3, hence the label “n ≥ 0.1 fm−3 only”.



108 Chapter 3. Inner crust of cold–catalyzed neutron stars

16
12

8
4
0
4
8

12
16
20
24

e B
 [M

eV
]

 = 1

 = 0(a)

n 0.02 fm 3

n 0.1 fm 3 only

density

 = 1

 = 0(b)

n 0.02 fm 3

nCC < 0.05 fm 3

2 4 6 8 10 12 14 16 18 20
n [10 2 fm 3]

2
1
0
1
2
3
4
5
6
7
8
9

P B
 [M

eV
 fm

3 ]

(c)
2 4 6 8 10 12 14 16 18 20

n [10 2 fm 3]

(d)

0.02

0.100

0.075

0.050

0.025

0.000

0.025

0.050

0.075

0.04

0.3

0.2

0.1

0.0

0.1

0.2

0.3

0.02

0.100

0.075

0.050

0.025

0.000

0.025

0.050

0.075

0.04

0.3

0.2

0.1

0.0

0.1

0.2

0.3

Figure 3.28: Bands of the energy per baryon (top panels) and pressure (bottom panels) of symmetric (δ = 0)
and pure neutron matter (δ = 1) as a function of density representing the chiral EFT constraint from
[110] (dash-dotted black lines). The probability distributions of models passing the EFT constraints from
n ≥ 0.1 fm−3 only (green) and n ≥ 0.02 fm−3 (coral) are represented as a violin-shape on the left panels. On
the right panels, we show the same quantities but for models consistent with the bands from n ≥ 0.02 fm−3

(coral) in comparison with those from n ≥ 0.1 fm−3 but predicting a crust-core transition nCC < 0.05 fm−3

(light blue). The insets in panels (c) and (d) show a zoom of the low-density part. See text for details. Figure
adapted from Ref. [142].

densities are globally associated to higher pressures in the sub-saturation region. However, a
non-trivial effect is observed at extremely low densities. Indeed we can see that in this regime
(right inset in panel c), the effect of the filter is to narrow the distribution of the pressure,
without sensibly modifying its shape. As a result, going to even lower densities (left inset in
panel c) the pressure is systematically underestimated, showing that the zero-density limit
is not correctly reached. This underlines the fact that the zero-density limit as imposed by
ab initio considerations is not correctly modelled by phenomenological functionals [263,264].
From panel d, we can see that the violation of the EFT predictions are particularly important
in the functionals leading to abnormally low transition densities. These observations lead
us to expect that further improvement in the predictions of the pasta properties might be
obtained if the low-density behavior will be enforced in the functional through the Yang-Lee
expansion following Refs. [263,264].
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Figure 3.30: Posterior distribution of the isoscalar bulk parameters for models for which the chiral EFT
constraint from Ref. [110] are applied from n ≥ 0.02 fm−3 (red solid line), n ≥ 0.1 fm−3 only (green dashed
lines), and from n ≥ 0.1 fm−3 but predicting a crust-core transition nCC < 0.05 fm−3 (dash-dotted blue line).
See text for details. Figure adapted from Ref. [142].
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Figure 3.31: Same as in Fig. 3.30 but for the isovector bulk parameters. See text for details.

From the behavior of nuclear matter, one can expect the EOS to manifest in a very
similar manner. Indeed, this is demonstrated in Fig. 3.29, where we plot the total pressure
in the crust (see Eq. (2.75)) as a function of the baryon density nB (bottom axis) and mass-
energy density ρB (top axis). The posterior EOS resulted by applying the EFT bands from
n ≥ 0.1 fm−3 and associated with a low crust-core transition density, nCC < 0.05 fm−3, is
shown in blue at 1σ confidence level. For comparison, the posterior EOS for models which
are consistent with the EFT bands from very low densities, n > 0.02 fm−3, is depicted
in red, also at 1σ level. Figure. 3.29 clearly indicates that models yielding a crust-core
transition below 0.05 fm−3 reflects in a stiffer EOS in the NS crust in the baryon density
range 0.03 . nB . 0.1 fm−3 (or, equivalently in the mass-energy range 0.5 × 1014 . ρB .
1.8× 1014 g cm−3).

We now examine the impact of this low-density filter on the bulk parameters, whose
distributions are plotted in Figs. 3.30 and 3.31 for the isoscalar and isovector parameters,
respectively. We can see that no strong impact is observed on the Esat and nsat isoscalar
parameter distributions (see panels (a) and (b) in Fig. 3.30), nor on the isovector parameter
ones (see Fig. 3.31), except a slight shift of the distributions towards higher values ofKsym and
Qsym for models filtered from n ≥ 0.02 fm−3. On the other hand, the low-density filter has a
sizeable effect on the higher-order isoscalar parameters Ksat and Qsat (see panels (c) and (d)
in Fig. 3.30). Indeed, models filtered from n ≥ 0.02 fm−3 (red solid lines) have a more peaked
distributions on higher (lower) Ksat (Qsat) with respect to models predicting nCC ≤ 0.05 fm−3

(dot-dashed blue lines). This behavior can also explain why models yielding low crust-core
transition also have lower energy per baryon and higher pressure at sub-saturation density
(see Fig. 3.28). Indeed, considering only the lower-order terms in the expansion, the nuclear-
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matter energy per nucleon in terms of empirical parameters reads

eB(n, δ) ≈ Esat + 1
2Ksatx

2 + 1
6Qsatx

3

+ δ2
(
Esym + Lsymx+ 1

2Ksymx
2 + 1

6Qsymx
3
)
, (3.26)

and, for the pressure,

PB(n, δ) ≈ nsat

3 (1 + 3x)2
[
Ksatx+ 1

2Qsatx
2

+ δ2
(
Lsym +Ksymx+ 1

2Qsymx
2
)]

. (3.27)

Therefore, roughly speaking, lower average values of Ksat and higher values of Qsat result in
lower energy per baryon and higher pressure for x < 0.

From these results, we can infer that the low-energy part of the functional, and particularly
the higher-order isoscalar parameters, have a non-negligible impact on a correct estimation
of the transition densities.

3.4.3 Correlations

In the previous sections, we have analyzed the distributions of the different bulk and
surface parameters that enter into the modeling of the NS crust. To assess their relative im-
portance in the determination of the pasta properties, we turn to examine the Pearson linear
correlation coefficients between the transition properties as well as pasta observables with
the bulk and surface parameters. In particular, I show in Fig. 3.32 the correlation coefficient
for the crust-core transition density and pressure, nCC and PCC, the density and pressure of
the transition between spherical and non-spherical configurations, npasta and Ppasta, and the
relative mass and thickness of the pasta layer with respect to the whole crust, Mpasta/Mcrust
and Rpasta/Rcrust. For each quantity, the correlations are displayed for the prior, as well as for
the posterior distributions. Lines labelled as n ≥ 0.02 fm−3 (n ≥ 0.1 fm−3) refer to posteriors
for which models have been constrained by EFT calculations in the range [0.02− 0.2] fm−3

([0.1− 0.2] fm−3).
As for the crust-core transition, we can see that when no constraints are considered

(“prior”)6, a correlation of the crust-core transition density (pressure) with Lsym (Ksym and
Qsym) is noticed, as already pointed out in Refs. [127, 158]. A (slight) correlation with the
second and third derivatives of the symmetry energy, Ksym and Qsym, is also observed in
the prior for the pasta transition. However, only when the physical constraints are applied,
further interesting correlations start to appear, particularly with respect to the surface pa-
rameters when the models are filtered from n ≥ 0.02 fm−3. Also, a light correlation with
Qsat emerges for models filtered from n ≥ 0.1 fm−3, while the correlation with the symmetry
parameters are preserved. As for the pasta transition density and pressure, we can see that
only when the EFT constraint is applied from very low density, more significant correlations
emerge. Indeed, otherwise, compensations among the different terms in the functional can
occur, thus blurring the correlations. The most relevant bulk parameters seem to be the

6Unlike in Chapter 2, here we do not include the likehood from the mass fit in the prior.
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energy at saturation, Esat, and to a less extent the higher-order derivatives of the symmetry
energy Ksym and Qsym.
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Figure 3.32: Pearson correlations between different crustal properties and the bulk, surface, and curvature
parameters in the prior and posterior distributions. Two different density intervals for the application of the
chiral EFT constraint are considered. See text for details. Figure adapted from Refs. [121,142].
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From Fig. 3.32, we can also observe that both the crust-core transition density and pressure
as well as the transition between spherical and pasta configuration are correlated with the
surface parameters, particularly when the low-density EFT constraint is enforced from n ≥
0.02 fm−3. In particular, the strong correlation of the spheres-pasta transition with Esat
might be understood from the important correlation imposed by the mass constraint between
Esat and the parameters governing the surface tension at moderate isospin (σ0, σ0,c, β).
As for the crust-core transition, we can see that it is mainly correlated with the isovector
surface parameters, namely bs and p. Such correlation was already pointed out by Carreau et
al. [127], who observed that, when the low-density filter was considered and the p parameter
was allowed to vary, the transition point was correlated to the surface properties, and the
isovector surface tension was the dominant parameter determining the crust-core transition.

It is encouraging to observe that the fully unconstrained parameter p is not influential at
all in the determination of the pasta transition point (see also in Fig. 3.18). As far as this
latter is concerned, the most important parameters are instead the curvature parameters,
namely σ0,c and β, together with σ0, that are at least in principle more accessible from
experiments, if a more refined model of nuclear mass is employed in the future.

Finally, in the last two panels of Fig. 3.32, I also display the correlation for the rela-
tive mass and thickness of the pasta layer with respect to the crust. Similar to the case of
transition density and pressure, in the absence of physical constraints, that is, in the prior
distribution, no very strong correlation can be observed between the bulk parameters and
the pasta observables, as expected from the even exploration of the parameter space of our
prior distribution. When only the models compatible with our present knowledge of nuclear
matter are retained, that is, the posterior, the correlations with the physically significant pa-
rameters start to appear, particularly when the LD filter is applied from a very low density.
The most relevant parameters are seen to be the energy of symmetric matter Esat and sym-
metry energy Esym at saturation, as well as the slope of the symmetry energy Lsym. These
parameters are already relatively well constrained by nuclear theory and experiments, but
we can expect that their uncertainty will be further reduced in upcoming studies, which will
lead to increased precision in the determination of the pasta contribution to the physics of
the crust. Regarding the correlation with the surface parameters, since Mpasta/Mcrust and
Rpasta/Rcrust carry both information from the spheres-pasta as well as crust-core transitions,
correlation can be observed with both (σ0, σ0,c, β), which determine the former, and (p, bs),
which is important for the latter.

3.5 Conclusions

In this chapter, we have studied the properties of the pasta phases in cold-catalyzed NS,
within the CLDM described in Sect. 2.1.2. Particularly, the bulk properties are obtained
using the meta-modeling technique [64,65], while the surface parameters are fitted from the
AME2016 mass table [135]. Five different geometries of matter were considered: spheres,
rods, slabs, tubes, and bubbles.

With the BSk24 functional, we first illustrated the geometry dependence of the crust
equilibrium composition. We found that while the surrounding gas densities, i.e., ne = np
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and ngn, are invariant with the geometry, the cluster properties, which are I, ni, and rN ,
exhibit some shape dependence at different extents. Particularly, the strongest geometry
dependence appears in the clusters/holes size rN . Due to the oversimplification in the pasta
configuration, we observed discontinuities in the radius/half-thickness associated to the most
favorable phase. At each baryon density, if only the most probable configuration is considered,
we showed that the composition found for spheres, which are I, ni, np and ngn, can be used
to calculate the size of the pasta structure. As a result, we adopted this spheres-composition
approximation in calculating the EOS and solving the TOV equations.

Table 3.4: Posterior estimations of the fractional thickness Rpasta/Rcrust, moment of inertia Ipasta/Icrust, and
mass Mpasta/Mcrust of the pasta layer, normalized to the corresponding crustal quantity, for a neutron star
having a mass M = Mmax. The uncertainties indicate 1σ deviations. The chiral EFT filter is applied from
either n = 0.02 fm−3 or n = 0.1 fm−3. Table adapted from Ref. [121]

Posterior
n ≥ 0.02 fm−3 n ≥ 0.1 fm−3

Rpasta/Rcrust 0.128± 0.047 0.104± 0.063
Ipasta/Icrust 0.480± 0.137 0.411± 0.212
Mpasta/Mcrust 0.485± 0.138 0.415± 0.214

We also studied the model dependence of the results by employing various nuclear func-
tionals. Even though all the considered models predict the existence of pasta phases, the
transition densities among the geometries are strongly model dependent. For this reason,
we performed a Bayesian analysis by largely varying the model parameters using uniform
priors and generating posterior distributions with filters accounting for both our present low-
density nuclear physics knowledge and high-density general and NS physics constraints. We
concluded that the most relevant parameters in determining the pasta-phase properties are
the lower-order empirical and surface parameters. Furthermore, we found that fixing the sur-
face parameters could lead to an underestimation of the uncertainties in the pasta properties.
Moreover, we also highlighted the importance of a consistent calculation between the nuclear
functional and surface properties. In addition, by applying the low-density EFT filters on the
energy of homogeneous matter on two different density ranges, [0.1, 0.2] fm−3 and [0.02, 0.2]
fm−3, we showed that the low-density nuclear physics constraints are crucial in determining
the crustal and pasta observables. This implies that the higher-order parameters, such as
Ksat and Qsat, also play a role in the determination of crustal properties. Our final predictions
for the different pasta observables, namely the fractional thickness Rpasta/Rcrust, moment of
inertia Ipasta/Icrust, and mass Mpasta/Mcrust, of the pasta layer for a NS with a mass equal to
its maximum mass, are summarized in Table 3.4.

This formalism for the crust can be extended at finite temperatures, similarly to the
approach adopted in Refs. [81] and [80] for the outer and inner crusts, respectively, to account
for the so-called impurities. This quantity is of particular interest in different NS phenomena,
including NS cooling, and is discussed in Chapter 4.



CHAPTER 4

Inner crust of proto-neutron stars

Generally, the composition of the inner crust is determined under the so-called “cold–
catalyzed matter hypothesis”, where matter is supposed to be at zero temperature and com-
posed of a periodic lattice of fully ionized and neutron-rich ions, surrounded by unbound
neutrons, in beta equilibrium with a highly relativistic electron gas, see the discussion in
the Introduction. Such crystalline structure can be divided into identical WS cells [124],
with an ion embedded in the center [9, 66], as presented in Chapters 2 and 3. However, this
zero-temperature picture may not reflect the real composition of the NS crust [1,58,265]. In
reality, the initial temperature of PNS after being born from the gravitational core-collapse
is very high, T ∼ 1011 K [1, 266–268] (Fig. 1.1). These PNS are then cooled down mainly
via neutrino emission. The cooling of PNS is usually categorized into two main regimes: the
short term, which happens at t . 60 seconds from the PNS birth, and the longer term period
lasting about millions of years [266]. This chapter focuses on the late stage of the former
case, with the assumption that beta equilibrium holds. In particular, we consider PNS after
t ∼ 50 seconds, at which the star is expected to cool to below a few 1010 K, and the neutrino
mean free path overcomes the stellar radius, leading to neutrino transparency (see Fig. 9 of
Ref. [267]). At such temperatures, the PNS crust is expected to be characterized by statisti-
cal distributions of different nuclear species in the liquid phase, and the nucleon background
can also contain free protons, see e.g., Ref. [7] for a review.

As the star cools down, the temperature decreases, and the width of the nuclear distribu-
tion becomes narrower [80]. Thus, at sufficiently low temperatures, where the distribution is
sharply peaked, the mixture of different nuclei can be approximated by the most probable
one. This approach is called the one-component plasma (OCP) approximation. If the full
thermodynamic equilibrium is maintained until the ground state is reached, the NS crust
is made of pure layers, each consisting of a one-component Coulomb crystal obtained at
zero temperature. However, after the solidification of the crust, the crust composition is
believed to be frozen [1, 58]. As a result, the composition of the crust is expected to re-
flect the situation near the crystallization point T ∼ Tm, with Tm being the crystallization
temperature [58]. Furthermore, depending on the NS cooling timescales, the equilibrium
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configuration of the crust could even be frozen at some temperature Tf higher than the crys-
tallization one, Tf > Tm (see e.g., Ref. [265]). Consequently, the impurities induced by the
coexistence of different nuclear species would remain, and the one-component picture would
become even less reliable. As a result, the nuclear distribution needs to be taken into account
in a multi-component plasma (MCP) approach, (see e.g., Refs. [80, 82,83,269]).

Due to the intrinsic complexity of the MCP calculation, most approaches to the finite-
temperature crust have been performed employing the OCP approximation (see e.g., Refs.
[79, 90, 93, 224, 270]). This approximation is justified at relatively low densities and temper-
atures, where the most probable nucleus is very close to the ground-state OCP composition
and the contribution of other ions is typically very small, or as far as average thermodynamic
quantities are concerned [84, 269]. Nevertheless, the coexistence of different nuclear species
can influence in a significant way the transport properties of the NS crust (see Ref. [251] for
a review), and also various NS phenomena, such as magneto-rotational evolution [56] and
magneto-thermal evolution [55].

In this chapter, I describe the liquid crust of PNS in both the OCP approximation
(Sect. 4.1) and the MCP approach (Sect. 4.2). In particular, I discuss the impact of the
cluster center-of-mass motion, which is often neglected in the literature, on the crust equilib-
rium configuration, as well as its role in breaking the ensemble equivalence between MCP and
OCP. Moreover, I also present the investigation on the validity of the OCP approximation
and highlight the importance of a fully self-consistent MCP approach. The conclusion can
be found in Sect. 4.3. We note that the possible presence of pasta phases is not included in
this study.

4.1 One-component plasma approximation

Similar to the case of zero-temperature limit (see Chapters 2 and 3), in the OCP or
single-nucleus approximation at finite temperature, the inner crust of a NS can be considered
to be composed of identical WS cells, each of which includes a fully ionized ion of mass
Mi = (A − Z)mn + Zmp, surrounded by uniform distributions of electrons and dripped
nucleons. At finite temperatures, the nucleon background contains not only free neutrons
but also free protons. Let us denote the density of the dripped protons by ngp. In the liquid
phase that we are interested in, the ion is no longer located at the center of the cell, but
it can explore the whole volume. Nevertheless, because of the OCP approximation, a WS
volume can still be defined as the optimal volume encompassing each (moving) ion and is
obtained from the condition of charge neutrality.

In this section, I elaborate on the results published in Ref. [270]. Specifically, in Sect. 4.1.1,
I detail the derivation of the ion effective mass in an incompressible, irrotational, and non-
viscous fluid by employing a standard hydrodynamic approach. Two boundary conditions,
corresponding to two assumptions on the penetrability of the ion, are considered separately
in Sects. 4.1.1.1 and 4.1.1.2. Then, different terms in the ion free energy are presented in
Sect. 4.1.2. In particular, after outlining the expression of the bulk, Coulomb, surface, and
curvature free-energy terms in Sects. 4.1.2.1 and 4.1.2.2, special attention is given to the
derivation of the translational free energy in Sect. 4.1.2.3. Finally, I introduce the formalism
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for the liquid PNS inner crust in Sect. 4.1.3, in which the results at beta equilibrium and
fixed total proton fraction are shown respectively in Sects. 4.1.3.1 and 4.1.3.2.

4.1.1 Studying the ion motion with a hydrodynamic approach

In the following, I review the derivation of the effective mass of an ion moving in an
incompressible, irrotational, and non-viscous fluid, within an ideal hydrodynamic approach,
as already proposed in the literature for a different application [271–276]. Two different
boundary conditions, which correspond to the assumptions that the ion is (i) an impenetrable
hard sphere, and (ii) a permeable sphere, are considered.

êz
0 u=v0êz

êr
êθ

θ

Figure 4.1: Sketch of the motion of the ion (red sphere) in a uniform background, with the considered system
of reference. êz, êr, and êθ indicate the unit vectors. Figure reproduced from Ref. [270].

Let the z-axis be the direction of the sphere velocity ~u (see Fig. 4.1), then, ~u can be written
as:

~u = v0êz. (4.1)
Assuming that nuclear matter both inside and outside the ion is incompressible and irro-
tational, there exists a velocity potential Φ(~r) = Φin(~r) + Φout(~r), with ~r being the vector
from the sphere center, and Φin(~r) (Φout(~r)) being the potential inside (outside) the cluster,
satisfying the continuity equation for an incompressible fluid, i.e., the Laplace equation:

∇2Φ(~r) = 0, (4.2)

and the associated velocity field ~v can be written as:

~v = ~vin + ~vout = ∇Φ. (4.3)

As the flow is azimuthally symmetric, the velocity potential Φ(~r) only depends on the radial
distance r and the polar angle θ (see Fig. 4.1):

Φ(~r) = Φ(r, θ), (4.4)

leading to the following Laplace equation in the spherical coordinate:

1
r2

∂

∂r

(
r2∂Φ
∂r

)
+ 1
r2 sin θ

∂

∂θ

(
sin θ∂Φ

∂θ

)
= 0. (4.5)

Using the standard separable ansatz, Φ(r, θ) = R(r)Θ(θ), Eq. (4.5) becomes:

1
R(r)

d

dr

(
r2dR(r)

dr

)
+ 1

Θ(θ) sin θ
d

dθ

(
sin θdΘ(θ)

dθ

)
= 0. (4.6)
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Then, one can split the Laplace equation in Eq. (4.6) into two separate ordinary differential
equations:

1
R(r)

d

dr

(
r2dR(r)

dr

)
= ζ, (4.7)

1
Θ(θ) sin θ

d

dθ

(
sin θdΘ(θ)

dθ

)
= −ζ, (4.8)

with ζ being a constant. It is well known that ζ is chosen to be l(l+ 1) such that Eqs. (4.7)-
(4.8) are equivalent to differential equations whose solutions are available. Particularly,
concerning the radial part, we can rewrite Eq. (4.7) as

r2R′′(r) + 2rR′(r)− l(l + 1)R(r) = 0. (4.9)

We can identify Eq. (4.9) with the Euler-Cauchy equation, whose solution reads

R(l)(r) = Arl + B
rl+1 , (4.10)

where A and B are constants to be determined from the specific boundary conditions. Sim-
ilarly, for the angular part, we have:

1
sin θ

d

dθ

(
sin θdΘ(θ)

dθ

)
+ l(l + 1)Θ(θ) = 0, (4.11)

which can be recognized as the Legendre equation in the variable of cos θ. Therefore,

Θ(l)(θ) = Pl(cos θ), (4.12)

where Pl is the Legendre polynomial. Combining Eqs. (4.10) and (4.12), the solution for the
velocity potential has the following form:

Φ(l)
k (r, θ) = Pl(cos θ)

A(l)
k r

l + B
(l)
k

rl+1

 , (4.13)

where k = {in, out}, and the general equation for the Laplace equation in the spherical
coordinate, Eq. (4.5), can be written as the sum of all the solutions,

Φk(r, θ) =
∞∑
l=0

Pl(cos θ)
A(l)

k r
l + B

(l)
k

rl+1

 . (4.14)

4.1.1.1 Ion as an impenetrable hard sphere

Let us first consider the ion as an impenetrable hard sphere. If the center of the reference
frame coincides with the center of the ion, the radial velocity on the surface of the sphere
must vanish:

vr,k(rN , θ)− v0 cos θ = 0,
∂

∂r
Φk(r, θ)

∣∣∣∣∣
r=rN

− v0 cos θ = 0,
(4.15)
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where vr,k is the radial component of the velocity field ~vk. Using the expression of the velocity
potential in Eq. (4.14), we obtain:

∞∑
l=0

dR
(l)
k (r)
dr

∣∣∣∣∣∣
r=rN

Pl(cos θ)− v0 cos θ = 0, (4.16)

implying that l = 1. As a result, the velocity potentials inside and outside the cluster can
be expressed as

Φin(r, θ) =
(
Ainr + Bin

r2

)
cos θ, (4.17)

Φout(r, θ) =
(
Aoutr + Bout

r2

)
cos θ. (4.18)

Since Φin(r, θ) should not diverge as r → 0, the second term on the right-hand side of
Eq. (4.17) should be zero, leading to

Bin = 0. (4.19)

To determined the coefficient Ain, one can use the condition that the velocity field is constant
inside the ion,

~v(r ≤ rN , θ) = ∇Φin = ~u, (4.20)

and it is straightforward to show that:

Ain = v0. (4.21)

Concerning Φout, the constants Aout and Bout are determined by imposing that in the crust
reference frame, the nucleon fluid is at rest far from the ion, ~v(r → ∞, θ) = ~0, and the
sphere is impenetrable, meaning that the ion “pushes” the external nucleon fluid along in
the same direction of motion, that is, vr,out(r → rN , θ) = ur (equivalent to Eq. (4.15)), where
vr,out = ∂

∂r
Φout(r, θ) and ur = v0 cos θ are the radial components of ~v and ~u, respectively.

Thus, the boundary conditions for Φout can be written as:

lim
r→∞

Φout(r, θ) = 0, (4.22)
∂

∂r
Φout(r, θ)

∣∣∣∣∣
r=rN

− v0 cos θ = 0. (4.23)

Equation (4.22) implies that:
Aout = 0, (4.24)

and from Eq. (4.23), one can write:

− 2Bout
1
r3
N

cos θ − v0 cos θ = 0, (4.25)

leading to the following expression for the coefficient Bout:

Bout = −v0r
3
N

2 . (4.26)
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As all the coefficients are determined, the potential field Φ can be written as:

Φ(r, θ) =
v0r cos θ if r ≤ rN ,

−v0r3
N

2r2 cos θ if r > rN .
(4.27)

The kinetic energy associated to the flow can therefore be calculated using:

Ek(~v) = 1
2

∫
V
d3~rρb(r)|∇Φ|2

= 1
2

∫
V
d3~rρb(r)∇ · (Φ∇Φ) , (4.28)

where ρb(r) is the local (baryonic) mass density, and the integral is extended to the total
volume. The former can be expressed as

ρb(r) =
ρb,i if r ≤ rN ,

ρb,g if r > rN ,
(4.29)

with ρb,i = Mi/VN being the mass density of the ion and ρb,g = mpngp +mnngn being that of
the outside fluid.

Furthermore, from the first to the second line of Eq. (4.28), we have used the following
relation:

∇ · (Φ∇Φ) = Φ∇2Φ +∇Φ · ∇Φ = |∇Φ|2. (4.30)

Applying the divergence theorem1, the kinetic energy in Eq. (4.28) reads:

Ek = 1
2

∮
S
dSρb,iΦin (∇Φin · êr)−

1
2

∮
S
dSρb,gΦout (∇Φout · êr) . (4.31)

Considering the first term on the right-hand side of Eq. (4.31), which corresponds to the
kinetic energy inside the ion, one can write:

Ek,in = 1
2

∮
S
dSρb,iΦin (∇Φin · êr) , (4.32)

= ρb,i
2 2πr2

N

∫ π

0
dθ sin θ(v0rN cos θ)(v0cosθ), (4.33)

= −πr3
Nv

2
0ρb,i

∫ π

0
d(cos θ)(cos θ)2, (4.34)

= −πr3
Nv

2
0ρb,i

(cos θ)3|π0
3 = 2

3πr
3
Nv

2
0ρb,i, (4.35)

= 1
2Miv

2
0, (4.36)

as expected.

1The divergence theorem reads:
∫
V
d3~r∇ · ~F =

∮
S
dS ~F · ~n, where ~F is a continuously differentiable vector field, and ~n is the

outer unit normal vector. The right-hand side of the equation is a closed integral over the surface S, while the left-hand side
gives the volume integral of the divergence of the field over the volume V inside the surface.
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Concerning the kinetic energy associated to the flow of the nucleon background, we have:

Ek,out = −1
2

∮
S
dSρb,gΦout (∇Φout · êr) , (4.37)

= −ρb,g2 2πr2
N

∫ π

0
dθ sin θ

(
−v0r

3
N

2r2
N

cos θ
)(

2v0r
3
N

2r3
N

cos θ
)
, (4.38)

= −1
2πr

3
Nv

2
0ρb,g

∫ π

0
d(cos θ)(cos θ)2, (4.39)

= 1
3πr

3
Nρb,gv

2
0 = γ

2
1
2Miv

2
0. (4.40)

Here, γ denotes the ratio of the nucleon background mass density to that of the cluster:

γ ≡ ρb,g
ρb,i

. (4.41)

Then, the total kinetic energy of the system is given by:

Ek = Ek,in + Ek,out, (4.42)

= 1
2Mi(

γ

2 + 1)v2
0 = 1

2M
?
i v

2
0. (4.43)

Thus, if the ion is an impenetrable hard sphere, then its effective mass can be expressed as:

M?
i = Mi

(
1 + 1

2γ
)
, (4.44)

which reduces to M?
i = Mi if the ion is in vacuum (γ = 0). Therefore, modeling the ion

as an impenetrable hard sphere leads to an increase in the ion effective mass. Making the
further approximation that the neutron and proton mass be equal, mn ≈ mp, one retrieves
Eq. (2.43) of Ref. [11] (although in the latter work the outside medium also includes alpha
particles). Additionally, if there are no dripped protons, that is, γ = ngn/ni, one recovers
the picture of the neutron fluid flowing around the cluster, as mentioned in Ref. [272].

4.1.1.2 Ion as a permeable sphere

From the microscopic point of view, the cluster and the dripped nucleons are portions of the
same fluid (nuclear matter) with different densities and proton-to-neutron ratios. Therefore,
one expects that some portion of the nucleons in the cluster participate in the flow of the
external fluid. This situation was studied by Refs. [273, 274]. In particular, in the referred
works, the authors considered the ion and the dripped neutrons as a single fluid and, as
opposed to the hard-sphere image, they assumed the cluster to be fully permeable. This
latter is also an extreme picture because one only expects the nucleons in the cluster to
participate in the external flow only if they are loosely bound. A more realistic picture
would probably be intermediate between these two extreme scenarios, whereby a fraction of
nucleons in the cluster can ‘freely’ move with the external fluid (see also Fig. 7 in Ref. [275]).

Let ρf
b denote the mass density of the nucleons inside the ion that participate in the flow.

Therefore, ρb,i−ρf
b is the mass density of neutrons plus protons moving together in the cluster.
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The boundary conditions in the case of a partially-permeable ion are given by:

Φin(rN , θ) = Φout(rN , θ), (4.45)

ρf
b

(
∂Φin

∂r
− v0 cos θ

)∣∣∣∣∣
r=rN

= ρb,g

(
∂Φout

∂r
− v0 cos θ

)∣∣∣∣∣
r=rN

, (4.46)

lim
r→∞

Φout(r, θ) = 0. (4.47)

In the above equations, Eq. (4.45) ensures the continuity of the velocity potential at the ion
surface. The second equation, Eq. (4.46), represents the conservation of the baryon mass
along the radial flow. From this equation, we can also deduce that l = 1. Similar to the case
of a hard sphere, Eq. (4.47) gives the asymptotic behavior of the velocity field at infinity,
which also implies Aout = 0. Moreover, the non-divergence of Φin at r → 0 requires Bin = 0.
As a result, we can write the solution of the Laplace equation as:

Φin(r, θ) = Ainr cos θ, (4.48)

Φout(r, θ) = Bout

r2 cos θ. (4.49)

Replacing Eqs. (4.48)-(4.49) into Eqs. (4.45)-(4.46), we have:

AinrN = Bout
1
r2
N

, (4.50)

ρf
b (Ain − v0) = −ρb,g

(
2Bout

r3
N

+ v0

)
. (4.51)

Solving for Ain and Bout, we obtain:

Ain = ρf
b − ρb,g

ρf
b + 2ρb,g

v0, (4.52)

Bout = Ainr
3
N = ρf

b − ρb,g
ρf
b + 2ρb,g

v0r
3
N . (4.53)

Finally, the velocity potential inside and outside the permeable ion has the form:

Φ(r, θ) =


δf−γ
δf+2γ r v0 cos θ if r < rN ,
δf−γ
δf+2γ

r3
N

r2 v0 cos θ if r > rN ,
(4.54)

where we define δf ≡ ρf
b/ρb,i and γ is expressed as in Eq. (4.41).

Repeating the same steps as in Sect. 4.1.1.1, we can show that the total kinetic energy of
the system has the following expression:

Ek(~v) = 1
2Miv

2
0

[
1− δf + (δf − γ)2

δf + 2γ

]
= 1

2M
?
i v

2
0 , (4.55)

where we define the effective mass of the ion as:

M?
i = Mi

[
1− δf + (δf − γ)2

δf + 2γ

]
. (4.56)
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If δf > γ/4, we can see that the effective mass of the cluster is reduced compared to the bare
one. In other words, the cluster moves in the medium with a reduced speed. In the limiting
δf = 0 case, corresponding to the situation where no neutrons participate in the external
flow, and all neutrons move with the protons in the cluster, one recovers Eq. (4.44). In the
limiting δf = 1 case, meaning that all nucleons in the cluster participate in the “free” motion
and the cluster is completely permeable to the flow of the outside fluid, one retrieves Eq. (12)
of Ref. [274], which has the correct high-density physical limit, namely M?

i → 0 for γ → 1
(uniform homogeneous system),

M?
i = M

(1− γ)2

1 + 2γ . (4.57)

We can see that the expression in Eq. (4.56) is general, where different chosen values of
δf lead to various prescriptions for the ion effective mass. The use of the renormalization of
the ion mass in the translational free energy is discussed in Sect. 4.1.2.3.

4.1.2 Cluster free energy in the liquid phase

When the inner crust is in the liquid phase, the collective degrees of freedom are transla-
tional. At variance with the cluster energy in cold–catalyzed NS, Eq. (2.52), the cluster free
energy Fi at a temperature above the crystallization can be written as:

Fi = (A− Z)mnc
2 + Zmpc

2 + Fbulk + FCoul+surf+curv + Ftrans, (4.58)

where Fbulk = A
ni
FB(ni, I, T ) is the cluster bulk free energy2; FCoul+surf+curv is the sum of the

Coulomb, surface, and curvature energies at finite temperatures; and the last term, Ftrans,
accounts for the translational degrees of freedom of the cluster. I discuss these terms in detail
in the following sections.

4.1.2.1 Nuclear matter free energy in the mean-field approximation

Computation of the cluster and the surrounding nuclear-matter bulk free-energy terms
requires knowledge of the free-energy density of homogeneous nuclear matter, FB(n, δ, T ),
at a total baryonic density3 n = nn + np and isospin asymmetry δ = (nn − np)/n. To this
aim, we use the self-consistent mean-field thermodynamics [11, 152]. In this approach, the
free energy is decomposed into a “potential” and a “kinetic” part:

FB(n, δ, T ) = V(n, δ) + Fkin(n, δ, T ), (4.59)

where the temperature dependence encoded in the term Fkin is the same as in a system
of independent quasi-particles with effective single-particle energies eq = p2

2m?q
(p being the

momentum and q = n, p labeling neutrons and protons) and with shifted effective chemical
potentials µ̃q that account for the self-consistent interaction. Regarding the “potential”
term, we still employ the meta-modeling approach proposed in Refs. [64, 65], V = VN =4

MM , as
in Eq. (2.15).

2In this chapter, the uppercase F , the lowercase f , and F to denote the free energy per cell, the free energy per nucleon, and
the free energy per unit volume, respectively.

3Here, np refers to the proton density in the homogeneous matter, while elsewhere when treating inhomogeneous matter,
np = Z/VWS.
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The Fermi-Dirac distribution of an interacting fermion system reads:

fFD(eq, T, µ̃q) = 1
1 + exp

(
eq−µ̃q
kBT

) , (4.60)

in which the auxiliary chemical potential is related to the thermodynamical one, µ0
HM,q =(

∂FB
∂nq

)
nq′

(nq′ being the number density of the other species), through:

µ̃q = µ0
HM,q − Uq, (4.61)

where Uq is the mean-field potential. Here, µ0
HM,q is used to denote the chemical potential

without the nucleon rest mass, µ0
HM = µHM,q − mqc

2 (see Eq. (2.29) for the case at zero
temperature). Let H be the total energy density of the nuclear matter system,

H = V(n, δ) +
∑
q̄=n,p

E q̄kin, (4.62)

= V(n, δ) +
∑
q̄=n,p

~2τq̄
2m?

q̄

, (4.63)

then the mean-field potential Uq is defined as:

Uq =
(
∂H
∂nq

)
τ

=
(
∂V
∂nq

)
nq′

+
∑
q̄=n,p

E q̄kinm
?
q̄

∂
(
1/m?

q̄

)
∂nq


nq′

, (4.64)

where the partial derivatives with respect to nn (np) are computed keeping np (nn) constant.
The particle number density, nq, is related to the corresponding auxiliary chemical poten-

tial µ̃q through the following relation:

nq =
∫ ∞

0
ρ(eq)fFD(eq)deq, (4.65)

where ρ(eq) is the density of fermionic energy states,

ρ(eq) = 1
2π2

(
2m?

q

~2

)3/2√
eq . (4.66)

In the above equation, m?
q(nq, nq′) is the density-dependent nucleon effective mass, defined

in Eq. (2.11). With Eqs. (4.60) and (4.66), one can demonstrate that Eq. (4.65) is equivalent
to:

nq = 1
2π2

(
2m?

q

~2

)3/2 ∫ ∞
0

√
eq

1 + exp
(
eq−µ̃q
kBT

)deq, (4.67)

Defining the nucleon thermal wavelength as

λq =
(

2π~2

kBTm?
q

)1/2

, (4.68)

the particle number density in Eq. (4.67) can be written as:

nq =
∫ ∞

0
deq

ρ(eq)
1 + exp

{
eq−µ̃q
kBT

} = 2
λ3
q

F1/2

(
µ̃q
kBT

)
, (4.69)
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in which F1/2 denotes the Fermi-Dirac integral:

Fj(x) = 1
Γ(j + 1)

∫ ∞
0

tjdt

1 + et−x
, (4.70)

where j > −1.
To evaluate the Fkin(n, δ, T ) term, we can use the thermodynamic relation

Fkin =
∑
q=n,p

Eqkin − TS
q
kin, (4.71)

where Eqkin and Sqkin are the kinetic energy and entropy densities, respectively, of a system of
independent particles with single-particle energy eq = p2/2m?

q. The kinetic energy density
corresponding to particles of type q at density nq is given by:

Eqkin =
∫ ∞

0
deq

eqρ(eq)
1 + exp

{
eq−µ̃q
kBT

} = 3kBT

λ3
q

F3/2

(
µ̃q
kBT

)
. (4.72)

The entropy is defined from the partial grand canonical thermodynamic potential Φq
kin as:

Sqkin = − ∂Φq
kin

∂T

∣∣∣∣∣
µ̃q

. (4.73)

Using the expression of the grand canonical thermodynamic potential density Φq
kin,

Φq
kin = −kBT

∫ ∞
0

ln
[
1 + exp

{(
−eq − µ̃q

kBT

)}]
ρ(eq)deq

= −2
3E

q
kin , (4.74)

we obtain:
Sqkin = 5

3
Eqkin
T
− µ̃q
T
nq. (4.75)

Incorporating Eqs. (4.75) and (4.72) into Eq. (4.71), the final result for Fkin reads:

Fkin =
∑
q=n,p

[
−2kBT

λ3
q

F3/2

(
µ̃q
kBT

)
+ nqµ̃q

]
. (4.76)

Finite-temperature mean-field theory [11, 152] implies that the free energy density Fkin
given by Eq. (4.76) represents the correct “kinetic” term entering Eq. (4.59), provided that
the relation between the effective chemical potential µ̃q and the thermodynamic potential µ0

q

is satisfied, as written in Eq. (4.61).
Numerically, the nuclear matter free energy in our calculation is determined as follows.

Given the component number densities nq of the system, the associated chemical potential
µ̃q is calculated using Eq. (4.69). Then, inserting the obtained value of µ̃q into Eq. (4.76),
one gets the kinetic-free-energy density Fkin. Using the meta-modeling formalism described
in Chapter 2, with Eq. (2.15) for the potential term, one obtaines the total nuclear matter
free-energy density FB from Eq. (4.59). In addition, the mean-field potential Uq, Eq. (4.64),
and thereby the physical chemical potential µ0

HM,q = µ̃q + Uq (with rest mass: µHM,q =
µ̃q + Uq +mqc

2) can be determined.
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Figure 4.2: Evolution as a function of the total nuclear matter density n of different thermodynamic quantities
—energy per nucleon (panels a and b), entropy per nucleon (panels c and d), free energy per nucleon (panels
e and f), neutron chemical potential without rest mass (panels g and h), and pressure (panels j and k)—
for pure neutron matter obtained using the complete Fermi-Dirac integral (solid lines) and the second-order
Sommerfeld approximation (dashed lines) at five different temperatures. Two functionals are considered:
BSk24 (left panels) and DD-MEδ (right panels).
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Figure 4.3: Ratio (in logarithmic scale) of the temperature to the neutron Fermi energy as a function of
the nuclear matter density n for pure neutron matter. The solid (dash-dotted) lines are obtained for BSk24
(DD-MEδ) for five different temperatures: 0.1 MeV (black), 1.0 MeV (orange), 2.0 MeV(blue), 3.0 MeV (red),
and 4.0 MeV (green).

Finally, the nuclear pressure reads:

PB =
∑
q=n,p

nqµ
0
HM,q(n, δ)−FB(n, δ) =

∑
q=n,p

nq(µHM,q(n, δ)−mqc
2)−FB(n, δ). (4.77)

In the degenerate limit, µ̃q
kBT
� 1 or equivalently kBT � eF,q, with eF,q being the Fermi

energy,

eF,q =
~2k2

F,q

2m?
q

= ~2(3π2nq)2/3

2m?
q

, (4.78)

the complete Fermi-Dirac integrals can be approximated by the Sommerfeld expansions. At
the second order, one can show that

µ̃q ≈ eF,q

1− π2

12

(
kBT

eF,q

)2
 , (4.79)

Eqkin ≈
3
5nqeF,q

1 + 5π2

12

(
kBT

eF,q

)2
 , (4.80)

Sqkin ≈
π2

2 nq
k2
BT

eF,q
, (4.81)

F qkin ≈
3
5nqeF,q

1− 5π2

12

(
kBT

eF,q

)2
 . (4.82)

Once these quantities are determined, the pressure PB and the physical chemical potential
µHM,q in the Sommerfeld approximation can be calculated using the relations in Eqs. (4.77)
and (4.61), respectively, see also Ref. [277].

To evaluate the validity of the approximations in Eqs. (4.79)-(4.82), in Fig. 4.2, I compare
different thermodynamic quantities corresponding to PNM calculated using the complete
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Fermi-Dirac integrals (solid lines) with those obtained using the second-order Sommerfeld
expansions (dashed lines) for BSk24 (left panels) and DD-MEδ (right panels) at different
temperatures. We can easily see that the approximations produce good results at high
densities and low temperatures. Particularly, at kBT = 0.1 MeV (black lines), the second-
order Sommerfeld expansions are sufficient to describe the nuclear-matter properties, even at
very low densities, n < 10−4 fm−3, while at kBT = 1.0 MeV (orange lines), the approximations
are valid at n > 10−3 fm−3. Therefore, the Sommerfeld expansions can be used for calculating
different thermodynamic properties of both neutron gas and nuclear matter inside the ion in
the inner crust at temperatures below 1 MeV. Nevertheless, in our calculation, temperatures
of interest are typically above 1 MeV and could even reach up to 4 MeV. Moreover, the
proton gas, whose density is very low, ∼ 10−7 − 10−4 fm−3, is also considered. Because of
these two reasons, the Sommerfeld expansions are no longer valid, and the complete Fermi-
Dirac integrals must be used. Indeed, at low densities, the approximations considerably
overestimate the energy (panels a and b), entropy (panels c and d), and pressure (panels
j and k). Conversely, they noticeably underestimate the free energy (panels e and f ) and
chemical potentials (panels g and h). This can be understood from Eqs. (4.79)-(4.82) and
Fig. 4.3. Specifically, at low densities and high temperatures, the ratio kBT

eF,n
is large because

the Fermi energy is small (see Eq. (4.78)). As a result, the chemical potential and free energy
(energy and entropy) are underestimated (overestimated).

In this study and in the results shown in the following sections, we mainly use the empirical
parameters corresponding to BSk24 [112]. Moreover, to study the model dependence of
the results, we also employ the SLy4 [113] and DD-MEδ [117] functionals. The empirical
parameters of these models are listed in Table 2.1. These three interactions were selected
because they all fulfill the basic constraints from nuclear theory, nuclear experiments, and
NS observables, and at the same time, they reasonably cover present uncertainties on the
nucleonic energy functionals [121,184], see also Fig. 2.2.

4.1.2.2 Interface energy at finite temperatures

To model the inhomogeneities in the inner crust, in Eq. (4.58) the bulk free energy Fbulk
is complemented by Coulomb, surface, and curvature contributions:

FCoul+surf+curv = VWS(FCoul + Fsurf + Fcurv) . (4.83)

The Coulomb term gives the electrostatic proton–proton, proton–electron, and electron–
electron interaction energies. If there is no proton gas and assuming a spherical geometry for
the WS cell, the Coulomb energy is derived as in Appendix A. In the case where the proton
gas is accounted for, we can use the same formalism, except for replacing ne → (ne − ngp)
and nip → (nip − ngp) in Eq. (A.25), and we can show that

FCoul = 2π(enirN)2
(1− I

2 − ngp

ni

)2
uηCoul(u), (4.84)

in which the function ηCoul accounting for the electron screening is given by Eq. (2.55).
Regarding the surface and curvature energy density, we employ the same expression as in

Eq. (2.56), but with a modification on the surface and curvature tensions (see Eqs. (2.27)-
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(2.28) in Ref. [90]):
σs,c(I, T ) = σs,c(I, T = 0)h(T ), (4.85)

where

h(T ) =


0 if T > Tc ,[
1−

(
T
Tc

)2
]2

if T ≤ Tc ,
(4.86)

and Tc is the critical temperature given by Eq. (2.31) in Ref. [90].

kBTc(yp) = 87.76
(

Ksat

375 MeV

)1/2 (0.155 fm−3

nsat

)1/3

yp(1− yp) MeV. (4.87)

The behavior of the critical temperature as a function of the cluster proton fraction yp is
plotted in Fig. 4.4 for three different functionals: BSk24 (solid black line), SLy4 (dash-dotted
blue line), and DD-MEδ (dashed orange line). We can observe that for all three considered
models, kBTc increases from 0 to ∼ 18 MeV as yp increases from 0 to 0.5. Therefore, in the
outer layer of the inner crust, where the clusters are relatively symmetric, the impact of the
temperature on the surface and curvature tensions is negligible. On the other hand, at the
bottom of the crust, where yp < 0.1, the PNS temperature and the critical temperature may
have the same order of magnitude, thus, the surface and curvature tension are expected to
be reduced.
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Figure 4.4: Critical temperature as a function of the cluster proton fraction yp, obtained for BSk24 (solid
black line), SLy4 (dashed-dotted blue line), and DD-MEδ (dashed orange line).

4.1.2.3 Translational free energy

Since the temperatures of interest in this work are those above the melting point, clusters
are expected to be in the liquid phase. As a result, it is necessary to account for their
translational degrees of freedom.

If the effect of the fluid of dripped nucleons is neglected, the free energy corresponding to
the translational motion reduces to the standard expression of an ideal gas [1]:

Ftrans = kBT ln
(

1
VWS

λ3
i

gs

)
− kBT. (4.88)
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Figure 4.5: Left: a system of Ntot identical ions in a (macroscopic) volume Vtot. Right: an ion in a (micro-
scopic) volume VWS (right).

This expression is easily obtained considering a system of Ntot identical ions in a volume Vtot.
In the thermodynamic limit, Ntot → ∞, Vtot → ∞, and Ntot/Vtot → 1/VWS (see Fig. 4.5 for
an illustration). The partition function for the center-of-mass motion of a non-relativistic
classical particle can be written as

Zcl
1 =

∑
~p

exp
{(
− p2

2MikBT

)}

= gsVtot

(
Mi

h

)3 ∫
exp

{(
−Miv

2

2kBT

)}
d3v = Vtotgs

λ3
i

,

(4.89)

where λi =
√

2π~2

MikBT
is the ion thermal wavelength, and gs = 2Ji + 1 is the ground-state

spin degeneracy, which is set to unity independently of the ion species, because Ji = 0 for
even-even nuclei, which are most abundant in the crust. This expression is valid in the non-
degenerate Boltzmann limit, corresponding to λ3

i � VWS. For a system of Ntot identical and
indistinguishable clusters, the total partition sum reads:

Zcl
tot = (Zcl

1 )Ntot

Ntot!
. (4.90)

Therefore, the translational free energy for each cluster can be obtained using the relation

Ftrans = −kBT lnZcl
tot

Ntot
, (4.91)

Ftrans = kBT

Ntot

(
ln(Ntot!)−Ntot ln

(
Zcl

1

))
. (4.92)

Applying the Stirling approximation for Ntot � 1:

ln(Ntot!) ≈ Ntot ln(Ntot)−Ntot, (4.93)
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Figure 4.6: Ratio (in logarithmic scale) of the ion thermal wavelength to the WS cell volume as a function
of the baryonic density nB for the BSk24 model at four different temperatures: kBT = 0.8 MeV (blue line),
kBT = 1.0 MeV (red line), kBT = 1.2 MeV (green line), and kBT = 1.4 MeV (black line). The results
are obtained at beta equilibrium using the ideal-gas translational energy, Eq. (4.88). Figure adapted from
Ref. [270].

we can rewrite Eq. (4.92) as:

Ftrans ≈
kBT

Ntot

(
Ntot ln(Ntot)−Ntot −Ntot ln

(
Zcl

1

))
,

≈ kBT ln
(
Ntot

Vtot

λ3
i

gs

)
− kBT.

(4.94)

At the thermodynamic limit, Ntot/Vtot → 1/VWS, and Eq. (4.88) is immediately found. From
this expression, we can observe that due to the indistinguishability achieved in the OCP
approximation, the translational free energy for each ion depends on the volume available to
itself, and the WS cell for each ion can still be defined even when the crust is in the liquid
phase.

To check the validity of the non-degenerate limit for the calculation of the translational
free energy, Eq. (4.88), I show in Fig. 4.6 the ratio of the ion thermal wavelength cubed, λ3

i ,
to the WS cell volume as a function of the inner-crust baryon number density nB for the
BSk24 model in beta equilibrium and for four different temperatures. It can be observed
that, although the ratio λ3

i /VWS remains smaller than 1 throughout the inner crust, the non-
degenerate Boltzmann limit tends to break at high densities and higher temperatures in the
vicinity of the crust-core transition.

The derivation of Eq. (4.88) also shows that this expression is only valid in the limit of
heavy ions, that is, those with Mi/mn � 1, and if ions are considered as point-like particles
moving in vacuum. The first of these conditions is well realized in the inner crust, but the
latter two clearly become more doubtful as density increases. A first obvious correction to
Eq. (4.88) that was considered in the literature since the first works on the finite-temperature
crust [11, 90] is to consider a reduced volume Vf for the center-of-mass motion:

VWS → Vf = 4
3π(rWS − rN)3 , (4.95)
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with rWS being the WS cell radius.
Moreover, in a PNS inner crust, nuclei are surrounded by a distribution of dripped protons

and neutrons. At the bottom of the inner crust, the densities of these fluids are comparable to
the nuclear internal density and, as a result, the cluster bare mass Mi should be replaced by
an effective mass M?

i , accounting for the modification of the free flow in a nuclear medium.
The derivation of the effective mass of the cluster moving in a uniform nucleon medium
modeled as an ideal fluid, with different hypotheses as to the fluid properties of the cluster,
was presented in Sect. 4.1.1.

Repeating the calculation of the translational partition sum of Eq. (4.89) —using Eq. (4.55)
for the thermal kinetic energy— leads to an expression identical to Eq. (4.88), with the sub-
stitution Mi →M?

i . Including both the corrections on the finite-size effect of nuclei and the
effective mass, the translational free energy per WS cell can be written as

F ?
trans = kBT ln

(
1
Vf

λ?3i
gs

)
− kBT, (4.96)

where λ?i =
√

2π~2

M?
i kBT

, with M?
i given by Eq. (4.56). Exclusively for the calculation of the ion

effective mass in the translational free energy, the following approximations are made:
(i) mn ≈ mp. This leads to δf ≈ nf/ni, with nf being the number density of nucleons in the
cluster participating in the superfluid flow.
(ii) ngp ≈ 0. This leads to γ ≈ ngn

ni
. Neglecting the possible contribution from proton

unbound states appears to be a reasonable approximation at the relatively low temperatures
considered in this work, as will be shown in Sect. 4.1.3 (see Fig. 4.13).

Three different prescriptions for M?
i , corresponding to three chosen values of δf are con-

sidered:

1. the limiting case δf = 0, leading to Eq. (4.44), corresponding to a solid cluster fully
impermeable to the surrounding nuclear medium;

2. the limiting case δf = 1, corresponding to the single-fluid calculation by Ref. [274], see
Eq. (4.57);

3. the intermediate case δf = γ, leading to:

M?
i = Mi (1− γ) . (4.97)

We can expect that the latter case, which considers that the translational motion con-
cerns protons, bound neutrons, and neutrons in unbound resonant states, while all neutrons
occupying continuum states constitute the external fluid, is more realistic. Indeed, the mo-
bility of the nucleons is given by their velocity flux at the Fermi surface [278]. As such, this
is only defined for “conduction” nucleons with single-particle wave functions, which do not
vanish at the WS boundary, that is, continuum states as defined in Ref. [136]. Although the
prescription of e-clusters in Eq. (4.97) is rough, it is found to give an accurate estimation
of the total number of unbound non-resonant states obtained from a microscopic HF [136]
calculation in the whole density region corresponding to the inner crust (see also e.g., Fig. 9
in Ref. [275]). In the presence of a periodic potential, corresponding to the solid phase where
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the relative motion between ions and neutron (super)fluid is driven by star rotation rather
than thermal ion motion, the Bragg scattering of free neutrons gives rise to the entrainment
effect. This effect alters the number of neutrons entrained by the cluster compared to the
expected number in the e-cluster. Typically, this effect reduces the number of effectively free
neutrons, leading to an increase in the effective mass of the ions [279, 280], even if it has
been reported that in certain cases, the entrainment effect may increase the number of freely
moving neutrons [275], particularly in the slab phase in the neutron-star crust [281, 282].
However, this entrainment effect can be disregarded in the current context as the system
in the liquid phase is disordered [283], and therefore, the periodic potential does not exist.
Thus, it is reasonable to assume that the conduction neutrons coincide with the continuum
states. Furthermore, Ref. [82] showed that the factorization of the partition sum that is
needed to theoretically obtain the extended nuclear statistical equilibrium models used to
produce the general-purpose equation of state [7,284,285] is only possible if the cluster mass
appearing in the translational part is the e-cluster mass, Ae = A(1− ng/ni).

For comparison with Fig. 4.6, in Fig. 4.7, I show the ratio of the ion thermal wavelength
cubed, (λ?i )3, to the WS cell volume VWS (top panels) as a function of the inner-crust baryonic
density nB for the BSk24 model at beta equilibrium and at two different temperatures:
1.0 MeV (left panels) and 2.0 MeV (right panels). Three different prescriptions of M?

i are
considered, corresponding to the three listed cases of δf . One can observe that, in this case, the
ratio (λ?i )3/VWS remains always � 1. Moreover, near the crust-core transition, it is smaller
than that obtained for the case of the ideal-gas case. This is because in the ideal-gas case when
the clusters dissolve near the crust-core transition point, A and VWS become small (because
of the sharp decrease in the cluster mass and proton number; see also Fig. 4.8 and related
discussion), and therefore the ratio (λi)3/VWS is relatively large. On the other hand, when
F ?

trans is used, the clusters remain large until high nB (see also Figs. 4.12 and 4.14), yielding
a greater cluster mass and WS volume, resulting in a smaller thermal-wavelength-cubed-to-
WS-cell-volume ratio. However, the ratio of (λ?i )3 to the reduced volume Vf (bottom panels
in Fig. 4.7) increases towards the crust-core transition, reaching ≈ 0.5 almost independently
of the temperature and effective-mass estimation. This shows that the non-degenerate limit
implicit in Eq. (4.96) is always a reasonable approximation, albeit less justified at the highest
densities.

In the following sections, I investigate the effects of the translational free energy on the PNS
inner-crust properties by performing the calculations employing both the ideal-gas expression
(see Eq. (4.88)) and the expression accounting for the finite-size and in-medium corrections
(see Eq. (4.96)).

4.1.3 Crust equilibrium equations at finite temperatures

At a given thermodynamic condition, defined by the baryonic density nB and temperature
T if beta equilibrium is assumed4, the total free energy density of the system can be written
as

F = Fe + Fg(1− u) + Fi
VWS

, (4.98)
4In the case where the total proton fraction Y tot

p is fixed, the thermodynamic condition is defined by the baryonic density
nB , the temperature T , and Y tot

p = ne/nB .
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Figure 4.7: Ratio (in logarithmic scale) of the ion thermal wavelength to the WS cell volume (top panels)
and to the reduced volume (bottom panels) as a function of the baryonic density nB for the BSk24 model,
using three different prescriptions for the ion effective mass, at two different temperatures: kBT = 1.0 MeV
(left panels) and kBT = 2.0 MeV (right panels). The results are obtained at beta equilibrium using the trans-
lational energy F ?trans, Eq. (4.96), accounting for the in-medium correction. Figure adapted from Ref. [270].

where Fe is the electron gas free energy density calculated using Eq. (2.65) in Ref. [1],
Fg = FB(ng, δg, T ) +mnc

2ngn +mpc
2ngp is the free energy density of uniform nuclear matter

(including the rest masses of nucleons) at baryonic density ng = ngn+ngp, isospin asymmetry
δg = ngn−ngp

ngn+ngp
, and temperature T (see Sect. 4.1.2.1 for more details), and Fi is the cluster

free energy (see Sect. 4.1.2 for details). The excluded-volume term breaking the additivity
of the free energy in Eq. (4.98), −uFg, has also been shown to account for the subtraction
of the gas states from the nuclear partition sum, which avoids double counting of unbound
single-particle states [82, 286].

With the presence of the proton gas, the baryon number conservation reads:

nB = AWS

VWS

=
A+ (ngn + ngp)

(
VWS − A

ni

)
VWS

= A

VWS

(
1− ngn + ngp

ni

)
+ ngn + ngp.

(4.99)
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With np = Z
VWS

being the average density of bound protons5 over the WS-cell volume,
Eq. (4.99) is equivalent to:

nB = 2np
(1− I)

(
1− ngn + ngp

ni

)
+ ngn + ngp. (4.100)

The condition of charge neutrality reads:

ne =
Z + ngp(VWS − A

ni
)

VWS

= np + ngp

(
1− A

niVWS

)
,

(4.101)

thus,

ne = np + ngp

(
1− 2np

ni(1− I)

)
. (4.102)

The minimization of the total free energy density F in Eq. (4.98) needs to satisfy the two
constraints coming from the conservation of the baryonic number (Eq. (4.100)) and the charge
neutrality (Eq. (4.102)). As a result, one can introduce two Lagrange multipliers, γ1, and γ2,
such that the function to be minimized can be expressed as

Ω = 2np
1− I

Fi
A

+
[
1− 2np

(1− I)ni

]
Fg + Fe

+ γ1

[
nB −

2np
1− I

(
1− ngn + ngp

ni

)
− ngn − ngp

]
+ γ2

[
ne − np − ngp

(
1− 2np

ni(1− I)

)]
.

(4.103)

Minimizing Ω with respect to ngn:

∂Ω
∂ngn

∣∣∣∣∣
rN ,I,ni,np,ngp,ne

= 0, (4.104)

2np
1− I

∂

∂ngn

(
Fi
A

)
+
[
1− 2np

(1− I)ni

]
∂Fg

∂ngn
−
[
1− 2np

(1− I)ni

]
γ1 = 0, (4.105)

thus:
γ1 = ∂Fg

∂ngn
+ 2npni
ni(1− I)− 2np

∂(Fi/A)
∂ngn

. (4.106)

Similarly, minimizing Ω with respect to ngp:

∂Ω
∂ngp

∣∣∣∣∣
rN ,I,ni,np,ngn,ne

= 0, (4.107)

2np
1− I

∂

∂ngp

(
Fi
A

)
+
[
1− 2np

(1− I)ni

]
∂Fg

∂ngp
−
[
1− 2np

(1− I)ni

]
(γ1 + γ2) = 0, (4.108)

5It is worth reminding that np defined here, corresponding to the inhomogeneous crust, is not the same as the homogeneous
proton density in Sect. 4.1.2.1
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and we obtain:
γ2 = ∂Fg

∂ngp
+ 2npni
ni(1− I)− 2np

∂(Fi/A)
∂ngp

− γ1. (4.109)

Defining µn and µp as

µn ≡
∂Fg

∂ngn
+ 2npni
ni(1− I)− 2np

∂(Fi/A)
∂ngn

, (4.110)

µp ≡
∂Fg

∂ngp
+ 2npni
ni(1− I)− 2np

∂(Fi/A)
∂ngp

, (4.111)

the Lagrange multipliers can be written as

γ1 = µn, (4.112)
γ2 = −µn + µp. (4.113)

On the right-hand side of Eqs. (4.110)-(4.111), we can easily see that the first terms are the
chemical potentials of the unbound nucleons (including the nucleon rest masses), µgn(gp) =
µHM,n(p)(ng, δq) ≡

(
∂Fg

∂ngn(gp)

)
ngp(gn)

, while the last terms account for the in-medium modifica-

tion induced by the Coulomb screening and the center-of-mass translation.

4.1.3.1 Composition at beta equilibrium

In this section, I discuss the impact of the translational free energy on the properties of the
inner crust assuming that beta equilibrium holds, which is believed to be the case in the PNS
at moderate temperatures (see Ref. [7] and references therein). In this case, we minimize the
function Ω defined in Eq. (4.103) with respect to the variational variables (rN , I, ni, np, ngn,
ngp, ne). Details of the derivation are presented in Appendix C. The equilibrium system of
equations for the PNS inner crust at beta equilibrium is given by:

µp + µe = µn, (4.114)
∂(Fi/A)
∂rN

= 0, (4.115)

n2
i

∂

∂ni

(
Fi
A

)
= Pg, (4.116)

Fi
A

+ (1− I) ∂
∂I

(
Fi
A

)
= µn −

Pg

ni
, (4.117)

2
[
∂

∂I

(
Fi
A

)
− np

1− I
∂

∂np

(
Fi
A

)]
= µn − µp, (4.118)

where Pg = µnngn + µpngp − Fg is the pressure of the dripped nucleons, and µe = ∂Fe/∂ne
is the electron chemical potential. It is to be noted that, because of the definition of the
chemical potentials µn and µp, see Eqs. (4.110)-(4.111), the pressure term Pg is not just the
pressure of a self-interacting nucleon gas, but also includes in-medium effects.

At each given (nB, T ), this system of five coupled equations, Eqs. (4.114)-(4.118), is
solved numerically together with the two constraints from the baryon number conservation,
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Figure 4.8: Cluster mass number A (left panel) and proton number Z (right panel) as a function of the
baryonic density nB for the BSk24 model at four different temperatures: kBT = 0.8 MeV (blue lines),
kBT = 1.0 MeV (red lines), kBT = 1.2 MeV (green lines), and kBT = 1.4 MeV (black lines). The solid
(dashed) lines are obtained when the translational energy, defined by Eq. (4.88), is (not) included. Figure
adapted from Ref. [270].

Eq. (4.100), and charge neutrality, Eq. (4.102), yielding the equilibrium composition, (rN , I,
ni, np, ngn, ngp, and ne).

We can start by considering the standard ideal-gas expression for the translational motion,
Eq. (4.88), while the excluded volume and effective mass corrections are addressed later in this
section. The calculation is performed using the BSk24 at four selected values of temperature:
kBT = 0.8, 1.0, 1.2, and 1.4 MeV. Indeed, T. Carreau et al. [79], who calculated the melting
temperature using BSk24, showed that these temperatures are sufficiently high for the crust
to be in the liquid phase. Figure 4.8 shows the evolution of the cluster mass number A (left
panel) and proton number Z (right panel) with the baryonic number density nB for the chosen
temperatures. Let us recall that since only spherical nuclei are considered here, A is related to
the variational variables rN and ni through the relation A = 4πr3

Nni/3, and Z = A(1− I)/2.
To demonstrate the notable influence of the translational free energy Ftrans, Eq. (4.88), I show
in Fig. 4.8 the results obtained including (solid lines) and neglecting (dashed lines) the Ftrans
term in Eq. (4.58). Let us first discuss the case without Ftrans (dashed lines). In this case,
Eq. (4.115) is equivalent to the equation of the Baym virial theorem [9], with an additional
curvature term, Fsurf + 2Fcurv = 2FCoul. From this equation, the cluster mass number A can
be deduced as

A ≈ σs(I, T )
e2(1−I

2 −
ngp
ni

)2niηCoul(u)
. (4.119)

As mentioned in Chapter 3, Eq. (4.119) provides a good approximation in the whole crust
because Fcurv � Fsurf for all nuclei. As T increases, the surface tension decreases, see
Eq. (4.85). Consequently, A decreases with temperature, as shown in the inset of the up-
per panel of Fig. 4.8. Similar behavior is observed in Z as well. On the other hand, the
denominator of the right-hand side of Eq. (4.119) is a decreasing function of the baryonic
density nB. However, since nuclei become more neutron-rich deeper in the crust, the surface
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Figure 4.9: Coulomb, surface, and curvature energies per nucleon, fCoul+surf+curv (dash-dotted teal lines),
translational free energy per nucleon, ftrans (dashed violet lines), and their sum (solid black lines) as a
function of A at kBT = 1 MeV and nB = 0.04 fm−3 (left panel) and nB = 0.05 fm−3 (right panel) for the
BSk24 model. The red star in each panel indicates the solution for A from the minimization. Figure adapted
from Ref. [270].

Table 4.1: Crust-core transition density, nCC, and pressure, PCC, for the BSk24 functional at different
temperatures with (w/) and without (w/o) the inclusion of the translational free energy Ftrans. Table
reproduced from Ref. [270].

kBT 0.8 1.0 1.2 1.4
(MeV)

nCC w/ Ftrans 0.062 0.054 0.046 0.036
(fm−3) w/o Ftrans 0.079 0.079 0.078 0.078
PCC w/ Ftrans 0.160 0.133 0.111 0.078

(MeV/fm3) w/o Ftrans 0.260 0.257 0.255 0.256

tension σs(I, T ) also decreases with nB. As a consequence, the trend of A versus nB cannot
be straightforwardly deduced and strongly depends on the detailed behavior of σs, that is,
on the nuclear model. From Fig. 4.8, one can see that for the considered temperatures and
functional, the behavior of the denominator prevails, hence the increase of cluster mass. For
Z, this is not always the case because the isospin I also increases with nB. Taking into
account the translational motion Ftrans (solid lines in Fig. 4.8) significantly reduces both the
mass and proton numbers of the cluster. Specifically, at high densities the cluster completely
dissolves, that is, Z < 1. Analogously to the calculation without the translational term, the
cluster size decreases with temperature. However, the density at which the transition from
inhomogeneous to homogeneous matter occurs is much lower than that obtained without
Ftrans. In particular, if we neglect (include) Ftrans, for all the considered temperatures, the
crust-core transition occurs at around nCC ≈ 0.08 fm−3 (nCC ≈ 0.04− 0.06 fm−3), as can be
seen from Table 4.1.

We can understand this behavior by analyzing the minimization equation of the total free
energy per nucleon with respect to rN (or equivalently: A), Eq. (4.115). From the definition
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of Fi in Eq. (4.58), Eq. (4.115) can be written as

∂(fCoul+surf+curv + ftrans)
∂rN

= 0, (4.120)

where f = F/A denotes the free energy per nucleon. This equation shows that we can have
heavy or light clusters depending on the competition between fCoul+surf+curv, which favors the
former ones (as we have seen above), and ftrans, which favors the latter ones. Indeed, it is
easy to show that ftrans is minimized at

A ≈ A0 = exp
[2
5 ln

(
C0

niu

T 3/2

)
+ 3

5

]
, (4.121)

where C0 = ~3/gs (2π/mnkB)3/2.
Replacing realistic values for ni and u in Eq. (4.121), one can show that, for temperatures

equal or above 1 MeV, A0 < 30. This point is further illustrated in Fig. 4.9, which displays
fCoul+surf+curv (dash-dotted teal lines), ftrans (dashed violet lines), and their sum (solid black
lines) as a function of A at kBT = 1 MeV for two selected densities: nB = 0.04 fm−3 (left
panel) and nB = 0.05 fm−3 (right panel). The other variables (I, ni, np, ngn, ngp, ne) are
fixed to the values obtained from the minimization at the given (nB, T ). From this figure, we
can see that, indeed, fCoul+surf+curv is minimized for large clusters (A > 100), whereas ftrans is
minimized for very small ones, A ≈ 10. At higher density, as matter becomes more neutron-
rich, both the Coulomb and the surface energies per baryon decrease. Thus, the impact of
the translational motion prevails. Moreover, ftrans obviously dominates at high temperatures.
Consequently, the net effect is that the translational free energy becomes more important
at high temperatures and densities, as shown in Figs. 4.10-4.11. This explains why small
clusters are found in this regime in Fig. 4.8 when the translational energy is accounted for in
the minimization procedure.
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Figure 4.10: The sum of surface, curvature, and Coulomb free energies per nucleon (solid lines) and the
absolute value of the translational free energy per nucleon(dashed lines) as a function of the baryonic density
nB for the BSk24 model at four different temperatures: kBT = 0.8 MeV (blue lines), kBT = 1.0 MeV (red
lines), kBT = 1.2 MeV (green lines), and kBT = 1.4 MeV (black lines).
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Figure 4.11: Absolute value of the ratio of the translational free energy to the sum of surface, curvature,
and Coulomb free energies as a function of the baryonic density nB for the BSk24 model at four different
temperatures: kBT = 0.8 MeV (blue line), kBT = 1.0 MeV (red line), kBT = 1.2 MeV (green line), and
kBT = 1.4 MeV (black line). Figure adapted from Ref. [270].

The surprising results of Figs. 4.8-4.11 are obtained using the oversimplified ideal-gas
expression, Eq. (4.88), which is only justified at rather high temperatures and relatively low
densities, see Fig. 4.6. One can expect that the inclusion of the cluster effective mass, as well
as the reduction of the available volume for the translational motion, will reduce the impact
of the center-of-mass motion. This is shown in Fig. 4.12, where the cluster mass number A
and proton number Z are plotted as a function of the baryonic number density nB for the
BSk24 model at kBT = 1.0 MeV (left panels) and kBT = 2.0 MeV (right panels). For all
the considered values of δf , including F ?

trans, Eq. (4.96), still noticeably shrinks the size of
the cluster with respect to the case where the collective degrees of freedom are neglected.
However, the effect is not as dramatic as when the ideal-gas expression, Eq. (4.88), is used
(see also Fig. 4.8). The latter is true both when M?

i < Mi, that is, when δf > 0, and
when M?

i > Mi, that is, in the case where δf = 0. As one may expect, the influence of
the translational free energy becomes larger with increasing temperature, as can be seen by
comparing the left and right panels. The effect is also larger with decreasing δf . As already
mentioned, among the three prescriptions of the ion effective mass discussed in Sect. 4.1.1,
the most realistic one would be when all neutrons in the continuum states participate in the
flow, i.e. δf = γ. Therefore, in the following, I show the results only for this case, that is,
Eq. (4.97) is used in F ?

trans, Eq. (4.96).
Interestingly, in the case δf = γ (dash-dotted green line in Fig. 4.12), we can observe a

transition to small proton-mass clusters, Z ∼ 2, at kBT = 2.0 MeV (right panels) and nB >
0.075 fm−3, and this configuration persists even at nB > 0.1 fm−3. As it is shown in Fig. 4.13,
the neutron and proton cluster densities (solid lines), nin = ni(1+I)/2 and nip = ni(1−I)/2,
of these light configurations are very similar to those of the surrounding homogeneous nuclear
medium (dashed lines). From the physical point of view, these small-amplitude and small-
wavelength inhomogeneities might correspond to correlations or resonant states that are
expected to exist in nuclear matter but are not captured in the homogeneous matter mean-
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Figure 4.12: Cluster mass number A (upper panels) and proton number Z (lower panels) as a function of
the baryonic density nB for the BSk24 model at two different temperatures: kBT = 1.0 MeV (left panels)
and kBT = 2.0 MeV (right panels). Different prescriptions for the translational free energy are considered.
See text for details. Figure adapted from Ref. [270].

field approximation. However, in this density region, there is no clear distinction between
inhomogeneous and homogeneous matter. Therefore, this transition to low-Z clusters can be
identified as the interface between the crust and the core.

Figure 4.14 displays the cluster mass number A and proton number Z as a function of the
baryonic number density nB for three values of temperature: kBT = 1.0 MeV (left panels),
1.5 MeV (middle panels), and 2.0 MeV (right panels) for the BSk24 [112] (black lines),
SLy4 [113] (blue lines), and DD-MEδ [117] (orange lines) models. The A and Z obtained
with (without) the translational energy F ?

trans are shown with solid (dashed) lines. While the
results are almost model-independent, they vary significantly with the temperature. For all
the considered models, with the more realistic expression F ?

trans, at 1 MeV very heavy clusters
(A > 400) are favored until the transition to the core, whereas, at higher temperatures, the
crust-core transition occurs at lower densities. The latter behavior can be expected due to
the increase in the translational degrees of freedom.

To better understand this finding, we can notice that the mass number A?0 at which
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Figure 4.13: Neutron (upper panels) and proton (lower panels) densities inside (solid lines) and outside
(dashed lines) the cluster as a function of the baryonic density nB for the BSk24 model at two different
temperatures: kBT = 1.0 MeV (left panels) and kBT = 2.0 MeV (right panels). The effective translational
free energy F ?trans is included, with δf = γ. Figure adapted from Ref. [270].

F ?
trans/A is minimized has the same functional form as in Eq. (4.121), that is:

A?0 = exp
[

2
5 ln

(
C0

niu

T 3/2g(u, γ)

)
+ 3

5

]
, (4.122)

where:
g(u, γ) =

(√
1− γ(1− u1/3)

)3
. (4.123)

The behavior of A?0 thus depends on the competition between the T 3/2 and the g(u, γ) factors.
As nB increases, the ratio γ between the density outside and inside the ion increases and
approaches 1 near the crust-core transition, thus reducing the effect of the translational term.
If the volume fraction occupied by the ion u also increases (approaching 1), which is the case
at relatively small temperatures, 1/g can be a very large number, and large clusters are still
favored even if the translational free energy is accounted for (see left panels in Fig. 4.14).
However, at higher temperatures, kBT & 1.5 MeV, the translational effect becomes more
significant, and the cluster volume fraction decreases near the crust-core transition, thus
leading to the appearance of small clusters when F ?

trans is included.
The impact of the excluded-volume approach on the transition from clusterized to ho-

mogeneous matter was also discussed by Ref. [287]. In the latter work, a strong increase
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Figure 4.14: Cluster mass number A (upper panels) and proton number Z (lower panels) as a function of the
baryonic density nB for the BSk24 (black lines), SLy4 (blue lines), and DD-MEδ (orange lines) models at three
different temperatures: kBT = 1.0 MeV (left panels), kBT = 1.5 MeV (middle panels), and kBT = 2.0 MeV
(right panels). The solid (dashed) lines are obtained with (without) the effective translational energy F ?trans,
Eq. (4.96), with δf = γ. Figure adapted from Ref. [270].
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Figure 4.15: Same as Fig. 4.14, but for the pressure P versus the baryonic number density nB . The green
dots (violet squares) mark the crust-core transition with (without) F ?trans. Figure adapted from Ref. [270].

(and even divergence) of the pressure, resulting in the transition to uniform matter when the
excluded-volume mechanism was implemented, was noticed, and a solution was proposed,
namely a generalization of the excluded-volume approach. In our case, this same divergence
that is brought by the term (1 − u1/3)−3 in Eq. (4.122) is moderated by finite-temperature
effects, yielding instead the appearance of lighter, essentially unbound clusters.
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Table 4.2: Crust-core transition density, nCC, and pressure, PCC, for the BSk24, SLy4, and DD-MEδ models
at different temperatures with (w/) and without (w/o) the inclusion of the translational free energy F ?trans
for the case δf = γ. Table adapted from Ref. [270].

Model BSk24 SLy4 DD-MEδ
kBT 1.0 1.5 2.0 1.0 1.5 2.0 1.0 1.5 2.0
(MeV)

nCC w/ F ?trans 0.081 0.079 0.076 0.080 0.077 0.073 0.079 0.075 0.071
(fm−3) w/o F ?trans 0.079 0.078 0.078 0.077 0.076 0.076 0.076 0.075 0.075
PCC w/ F ?trans 0.274 0.264 0.248 0.373 0.342 0.320 0.447 0.404 0.368

(MeV/fm3) w/o F ?trans 0.257 0.256 0.261 0.344 0.334 0.338 0.407 0.398 0.408

The effect of the modified translational free energy, F ?
trans, on the compositions (A, Z) is

significant at all densities in the PNS inner crust. Specifically, at the highest temperature
considered, kBT = 2.0 MeV, the reduction in A and Z with respect to a calculation where
the translational energy is neglected or excluded from the variational equation with respect
to the cluster size, as in the works by Refs. [90,288], is of the order of > 400 in A and > 20 in
Z. Therefore, for calculations of the (liquid) inner crust where an accurate description of the
composition is needed, the translational free energy should be taken into account. In contrast
to the ideal-gas approximation, the inclusion of in-medium effects in the translational free
energy does not lead to an early dissolution of the clusters, as can be seen by comparing
Figs. 4.8 and 4.14. Instead, at all the considered temperatures, clusters are favored over
homogeneous nuclear matter up to nB & 0.07 fm−3.

On the other hand, in most cases, the impact of the translational free energy term is
reduced on more global quantities like the equation of state. This is demonstrated in Fig. 4.15,
where the total pressure P is plotted as a function of the baryon number density nB in the
inner crust. We can see that, for all the considered models, including or not the in-medium
modified translational free energy F ?

trans yields almost identical results, the solid and dashed
curves in Fig. 4.15 being almost indistinguishable. The crust-core interface is indicated by
green dots (violet squares) for the case where F ?

trans is (not) taken into account. The crust-core
transition was determined by comparing the WS free energy density of the inhomogeneous
crust to that of homogeneous (or quasi-homogeneous) matter at beta equilibrium (see also
Fig. 4.14). At kBT = 1.0 MeV (top panel), the translational degrees of freedom favor clusters
over homogeneous matter by lowering the free energy density of the system. Thus, the crust-
core transition is moved to higher density (and pressure) when this term is accounted for.
On the other hand, the situation is reversed for kBT = 1.5 MeV (middle panel) and 2.0 MeV
(bottom panel). This is understood from the fact that the most favorable clusters decrease
in size as the temperature increases, leading to a progressive “melting” in the surrounding
medium. Thus, the resulting crust-core transition is very close to or even lower than that
obtained by neglecting the translational free energy contribution. Values of the crust-core
transition density and pressure are reported in Table 4.2.

4.1.3.2 Composition at a fixed proton fraction

In the case of beta equilibrium, the cluster proton fraction falls rapidly as the density
increases, from ∼ 0.4 at the outermost layer to ∼ 0.05 at the bottom of the PNS inner crust.
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As a result, the contribution from the Coulomb, surface, and curvature energies decline
dramatically, and the effect from the translational degrees of freedom in this region becomes
significant, leading to the reduction of the cluster mass and proton number, as discussed in
Sect. 4.1.3.1. One would expect that the drastic effects observed in the beta-equilibrium case
are hindered if the cluster proton fraction remains relatively high at all densities. To verify
this, in this section, I consider the case where the total proton fraction is fixed. The latter is
of interest for astrophysical scenarios, either where the total proton fraction can be assumed
to be roughly constant, as in some regions of the supernova collapsing core in the neutrino-
trapped regime (e.g., [289,290]; see also Ref. [291]), or for the computation of general-purpose
EOS, where calculations are performed for given (fixed) values of density nB, temperature
T , and total proton (or electron) fraction Y tot

p (see e.g., Refs. [90, 288, 292, 293]; see also
Refs. [7, 284] for an overview of general-purpose EOS computation). For this reason, several
studies have been devoted to calculations at finite temperature and fixed proton fraction
(Y tot

p ≈ 0.1− 0.5), particularly for conditions relevant to supernova matter (e.g., [293–296]).

101

102

103

Z

kBT = 3.0 MeV
Ytot

p = 0.2

BSk24
w/ Ftrans
w/ Ftrans
w/o Ftrans

kBT = 3.0 MeV
Ytot

p = 0.4

10 3 10 2 10 1

nB [fm 3]

101

102

103

Z

kBT = 4.0 MeV
Ytot

p = 0.2

10 3 10 2 10 1

nB [fm 3]

kBT = 4.0 MeV
Ytot

p = 0.4

Figure 4.16: Proton number in the cluster as a function of baryon density nB obtained with Ftrans (solid
green lines), with F ?trans where δf = γ (dash-dotted orange lines), and without translational term (dashed
blue lines).

At a fixed total proton fraction Y tot
p = ne/nB, Eq. (4.114) associated to beta equilibrium

no longer holds, and the equilibrium state of matter for each given thermodynamic condition
(nB, T , Y tot

p ) is determined by solving the system of four variational equations, Eqs. (4.115)-
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Y tot
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(solid line) and without the (ideal-gas) translational energy. Figure adapted from Ref. [270].

(4.118), together with the equations of baryon number conservation, Eq. (4.100), and charge
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neutrality, Eq. (4.102).
Figure 4.16 displays the cluster proton number Z as a function of nB at kBT = 3.0 MeV

(upper panels) and kBT = 4.0 MeV (lower panels) at two selected total proton fractions:
Y tot
p = 0.2 (left panels) and Y tot

p = 0.4 (right panels). Results are shown both for the
case where the translational free energy is neglected (dashed lines) and for the two different
prescriptions for the translational free energy term considered in this work: Ftrans, Eq. (4.88)
(solid lines), and F ?

trans, Eq. (4.96), with δf = γ (dash-dotted lines). Similarly to the beta-
equilibrium case discussed in Sect. 4.1.3.1, both prescriptions, Ftrans and F ?

trans, have the
effect of reducing the cluster size. In particular, this effect is larger at lower nB and Y tot

p ,
and higher T . However, in the scenario where the proton fraction is fixed, the impact of
the translational free energy is only slightly reduced when the in-medium corrections on the
cluster volume and on the effective mass are taken into account, as can be seen by comparing
the solid and the dash-dotted lines in Fig. 4.16.

More strikingly, the role of the translational free energy is overall much less important
than in the beta-equilibrium case. When the translational term is included, the clusters still
survive up to around 0.1 fm−3, unlike in beta equilibrium (see Table 4.1 and Fig. 4.14). This
can be understood by analyzing the absolute ratio between the translational, Ftrans (solid
lines) and F ?

trans, and the finite-size free energies, |Ftrans/FCoul+surf+curv|, shown in Fig. 4.17.
Indeed, as already mentioned in Sect. 4.1.3.1, the cluster size results from the competition
between these two terms. For the fixed proton fractions we consider, which are however
higher than those obtained in beta equilibrium, the finite-size term dominates at all densities,
particularly at higher nB, higher Y tot

p , and lower T , which explains the reduced impact of
Ftrans in these regimes observed in Fig. 4.16. One can thus expect that the effect of the
translational free energy remains negligible on the equation of state also in the fixed proton
fraction scenario, as can indeed be seen in Fig. 4.18.

4.2 Multi-component plasma approach

As it was shown in Ref. [80], at temperatures close to the crystallization point, the nu-
clear distribution in the outer region of the inner crust is sufficiently narrow that it can be
represented by a single heavy nucleus obtained from the OCP approximation. However, at
other thermodynamic conditions, where the distribution gets broader and the abundance of
light clusters becomes prominent, this approximation is no longer reliable. As a result, the
coexistence of all nuclear species needs to be taken into account [82,85,88].

In this section, I present in detail the MCP formalism and the results of our work in
Ref. [269]. In this work, the modeling of matter in nuclear statistical equilibrium is a further
extension of the formalism from Refs. [81] and [80] to deeper regions in the inner crust as well
as to higher temperatures, with the employment of a more realistic description for the center-
of-mass motion. Moreover, we also go beyond the perturbative approach used in Ref. [80]
and perform a fully self-consistent MCP calculation, where the cluster distribution and the
gas variables are calculated consistently with the constraints of baryon number conservation
and charge neutrality. Indeed, in Ref. [80], the nuclear distributions were calculated using
a perturbative implementation of the nuclear statistical equilibrium, as first proposed in
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Ref. [83]. In this perturbative treatment, for a given baryon density nB and temperature T ,
the beta-equilibrium composition is firstly found in the OCP approximation. This procedure
yields the (OCP) neutron and proton chemical potentials which are subsequently used in
the computation of the ion abundances. Although not fully self-consistent, this approach
has the advantage of leading to a very fast convergence, with reduced computational cost
with respect to a full nuclear statistical equilibrium treatment (see e.g., Refs. [82, 88, 285]).
However, the applicability of such perturbative approach needs a more thorough assessment
at high densities, in the deeper regions of the crust, and at relative high temperatures, above
the crystallization temperature.

Our MCP analysis is performed at temperatures in the range from 1 MeV to 2 MeV, where
the crust is expected to be in the liquid phase [79] and the beta-equilibrium condition should
be realized. This section is organized as follows: The derivation of the cluster distribution
is described in Sect. 4.2.1, while the total pressure of the inhomogeneous matter in the
MCP calculation is given in Sect. 4.2.2. In Sect. 4.2.3, I present the translational-free-energy
term in the MCP picture. Then, the comparison between the MCP and OCP approaches is
discussed in Sect. 4.2.4. Numerical results are presented in Sect. 4.2.5, where the perturbative
MCP approach is shown in Sect. 4.2.5.1, the self-consistent MCP calculations are presented
Sect. 4.2.5.2, and the outcomes for the impurity parameter are displayed in Sect. 4.2.5.3.

4.2.1 Derivation of the cluster distribution

In the MCP approach, the NS inner crust at each thermodynamic condition is an ensemble
of different nuclear species, denoted by (j) ≡ (A(j), Z(j))6, in WS cells of volume V (j)

WS. At
finite temperatures, a free proton gas could also be present as included in the OCP calculation
in Sect. 4.1. However, as we have seen in Fig. 4.13, for the considered temperature regimes,
kBT . 2.0 MeV, the proton gas density remained very small for almost all densities, about
10−3 fm−3 at most at the bottom of the crust, and its effects on the EOS and the crust
composition are negligible. For this reason, the presence of the free protons is neglected in
the MCP formalism, as was done in Ref. [80].

Assuming that the electron and neutron gases are uniformly distributed in all cells, we
have: n(j)

gn = ngn and n(j)
e = ne. In addition, to avoid the interaction between different cells,

let us suppose that charge neutrality holds in each of them:

ne = np = n(j)
p = Z(j)

V
(j)

WS
. (4.124)

Let n(j)
N be the ion density of a species (A(j), Z(j)), the frequency of occurrence or probability

of the component (j) is given by pj = n
(j)
N 〈VWS〉, with the bracket notation 〈〉 indicating

ensemble averages. The normalization condition for the probability reads∑
j

pj = 1, (4.125)

implying ∑
j

n
(j)
N = 1

〈VWS〉
. (4.126)

6We vary Z ∈ [2, 100], and for each Z, A ∈ [2Z, 30Z].
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The total free energy density of the system is given by:

FMCP =
∑
j

n
(j)
N

(
F

(j)
i − V

(j)
N Fg

)
+ Fg + Fe , (4.127)

where Fg = FB(n = ngn, δg = 1, T ) + ngnmnc
2 is the free-energy density of the neutron

gas. The minimization of this total free energy density FMCP is subject to the constraints of
baryon number conservation and charge neutrality:

nB − ngn −
∑
j

n
(j)
N

(
A(j) − ngnV

(j)
N

)
= 0. (4.128)

np −
∑
j

n
(j)
N Z(j) = 0, (4.129)

As a result, two Lagrange multipliers, ξ1 and ξ2, can be introduced, and the function to be
minimized becomes:

ΩMCP = Fg + Fe +
∑
j

n
(j)
N

(
F

(j)
i − V

(j)
N Fg

)

+ ξ1

np −∑
j

n
(j)
N Z(j)


+ ξ2

nB − ngn −
∑
j

n
(j)
N

(
A(j) − ngnV

(j)
N

) .
(4.130)

Minimizing ΩMCP with respect to np (=ne) and ngn, we obtain the following expressions for
ξ1 and ξ2:

ξ1 = −∂Fe
∂np
−
∑
j

n
(j)
N

∂F
(j)
i

∂np
= − (µe + ∆µe) , (4.131)

ξ2 = ∂Fg

∂ngn
+
∑
j n

(j)
N

(
∂F

(j)
i /∂ngn

)
1−∑j n

(j)
N V

(j)
N

≡ µn. (4.132)

The second term on the right-hand side of Eq. (4.131), ∆µe = ∑
j n

(j)
N

∂F
(j)
i

∂np
, arises from the

dependence of the cluster free energy on the electron-gas density via the Coulomb screening
term. Moreover, we can also see that µn is not the same as that of the neutron background,
but it also includes the in-medium effect:

µn = ∂Fg

∂ngn
+ ∆µn, (4.133)

with

∆µn =
∑
j n

(j)
N

(
∂F

(j)
i /∂ngn

)
1−∑j n

(j)
N V

(j)
N

. (4.134)

The condition of charge neutrality in Eq. (4.129) is equivalent to ∑j n
(j)
N V

(j)
WS = 1. Using this

relation in Eq. (4.134), at the limit where the distribution is made of only one component,
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we can easily show that ∆µn → (∂Fi/∂ngn)
VWS−VN

, and the neutron chemical potential in Eq. (4.132)
has the same expression as that in Eq. (4.110).

Since the neutron gas and the electron gas free-energy densities, Fg and Fe, are inde-
pendent of n(j)

N , we only need to consider the terms related to ions. Substituting ξ1 and
ξ2 by their corresponding expressions in Eqs. (4.131)-(4.132), the function to be minimized
becomes:

ΩMCP
i =

∑
j

n
(j)
N

(
F

(j)
i − V

(j)
N Fg

)
+ (µe + ∆µe)

∑
j

n
(j)
N Z(j) − µn

∑
j

n
(j)
N

(
A(j) − ngnV

(j)
N

)
.

(4.135)

It is worth noticing that the ion free energy, F (j)
i , has the same form as in Eq. (4.58), but

the contribution from the translation must be replaced by:

F
?,(j),MCP
trans = kBT ln

n(j)
N

ūf

(λ?,(j)i )3

g
(j)
s

− kBT, (4.136)

where g(j)
s = 1 ∀j, and ūf is the fraction of the average free volume, and the effective thermal

wavelength of the ion in Eq. (4.136) is given by

λ
?,(j)
i =

√√√√ 2π~2

M
?,(j)
i kBT

, (4.137)

where
M

?,(j)
i = M

(j)
i (1− γ(j)) , (4.138)

with γ(j) = ngn/n
(j)
i being the ratio between the neutron gas density and the cluster internal

density. In the same spirit as Ref. [87], the fraction of the average free volume ūf is given by:

ūf = 1−
∑
j

n
(j)
N V

(j)
N . (4.139)

Details on F ?,(j),MCP
trans are given in Sect. 4.2.3.

Performing the variation on ΩMCP
i in Eq. (4.135) with respect to n(j)

N , we obtain:

F
(j)
i − V

(j)
N Fg +

∑
j′
n

(j′)
N

∂F
(j′)
i

∂n
(j)
N

+ (µe + ∆µe)Z(j) − µn
(
A(j) − ngnV

(j)
N

)
= 0. (4.140)

Using ∑j′ n
(j′)
N

∂F
(j′)
i

∂n
(j)
N

= kBT , and denoting R(j) = ∆µeZ(j), Eq. (4.140) becomes:

F
(j)
i − V

(j)
N Fg − F ?,(j),MCP

trans + kBT lnn(j)
N − kBT ln ūf + kBT ln

(λ?,(j)i )3

g
(j)
s

+R(j)

+ µeZ
(j) − µn

(
A(j) − ngnV

(j)
N

)
= 0,
(4.141)
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leading to the following expression for the ion density n(j)
N :

n
(j)
N = ūf exp


− Ω̃(j)

i

kBT

. (4.142)

From Eq. (4.141), it is straightforward to demonstrate that Ω̃(j)
i can be written as:

Ω̃(j)
i = F

(j),?
i − V (j)

N Fg +R(j) + µeZ
(j) − µn

(
A(j) − ngnV

(j)
N

)
. (4.143)

where

F
(j),?
i = F

(j)
i − F

?,(j),MCP
trans + kBT ln

(λ?,(j)i )3

g
(j)
s

 . (4.144)

The term R(j) in Eq. (4.143) is the so-called rearrangement term. It was shown that this
term is important to guarantee the thermodynamic consistency of the model and to recover
the ensemble equivalence between the MCP and OCP approaches (see e.g., Refs. [80, 81,
83, 89]). As mentioned before, R(j) accounts for the modification in the electron chemical
potential due to the dependence of the Coulomb energy on the electron density:

R(j) = Z(j)∆µe ,

= Z(j)∑
j′
n

(j′)
N

∂F
(j′)
i

∂np
,

= Z(j)∑
j′
n

(j′)
N

∂F
(j′)
Coul
∂np

,

= V
(j)

WS
∑
j′
n

(j′)
N V

(j′)
WS P

(j′)
int ,

= V
(j)

WSP̄int ,

(4.145)

in which P (j′)
int is the pressure contributed by the Coulomb interaction,

P
(j′)
int =

n2
p

Z(j′)
∂F

(j′)
Coul
∂np

. (4.146)

and P̄int reads:
P̄int =

∑
j′
n

(j′)
N V

(j′)
WS P

(j′)
int . (4.147)

We can notice that the rearrangement term, Eq. (4.145), is not exactly equivalent to that
derived in Ref. [80].

In order to determine the cluster distribution n
(j)
N , it is essential to know np, ngn, ∆µn,

ūf , and P̄int, in which the three latter terms themselves require the knowledge of n(j)
N , leading

to a self-consistent problem. Therefore, for each given baryon density and temperature, the
system of five equations, Eqs. (4.128), (4.129), (4.134), (4.139), and (4.147), with n(j)

N given by
Eq. (4.142) are solved simultaneously. This procedure results in the gas variables and cluster
distribution fulfilling the baryon number conservation and charge neutrality conditions at
the input thermodynamic condition (nB, T ).
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4.2.2 Total pressure in MCP

Considering a WS cell containing species (j), the total pressure corresponding to this cell
can be written as

P (j) = Pgn + Pe + P
(j)
i , (4.148)

where the gas and electron pressures are the same in all cells since both gases are uniformly
distributed in the whole volume, and P (j)

i is the ion pressure,

P
(j)
i = P

?,(j)
trans + P

(j)
int , (4.149)

in which P (j)
int is the interaction pressure and is given by Eq. (4.146), while P (j)

id is contributed
by the center-of-mass motion:

P
?,(j)
trans = P ?

trans = kBT

ūf〈VWS〉
. (4.150)

Now, to derive the total pressure in MCP, one can start from the definition of pressure,
i.e., P = − ∂F

∂V

∣∣∣
N,T

, and obtain:

PMCP = − ∂〈FMCP〉
∂〈VWS〉

∣∣∣∣∣
pj ,T

, (4.151)

= Pgn + Pe + P ?
trans + ∂〈FCoul〉

∂〈VWS〉
, (4.152)

= Pgn + Pe + P ?
trans +

n2
p

〈Z〉
∑
j

pj
∂F

(j)
Coul
∂np

, (4.153)

where Pgn = µgnngn −Fg (Pe = µene −Fe) is the neutron gas (electron) pressure 7. Finally,
using the relations in Eq. (4.147), we obtain:

PMCP = Pgn + Pe + P ?
trans + P̄int. (4.154)

As it was already pointed out by Ref. [81], the total pressure in MCP is not equal to the the
average pressure over all species, i.e., PMCP 6= ∑

j pjP
(j).

4.2.3 Translational free energy of ions in the MCP

The translational-free-energy term appearing in Eq. (4.58), F ?,(j),MCP
trans , accounts for the

center-of-mass motion of each ion in the liquid MCP. In the OCP description (see Sect. 4.1.2.3),
clusters at each thermodynamic condition are not only identical but also indistinguishable,
and the translational free energy per ion can be associated to a single microscopic WS-cell
volume, such that all WS cells are independent, and the charge neutrality holds in each cell.
In this approximation, when the finite-size effect is taken into account, the free volume of
each ion is that given by Eq. (4.95):

V OCP
f = 4

3π(rWS − rN)3 , (4.155)
7One should notice that the pressure term denoted by Pgn corresponds to pure neutron gas, that is, it does not include

in-medium effects.
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Figure 4.19: Schematic illustration of a system of Ntot =
∑
j N

(j) different species (j) in a (macroscopic)
volume Vtot.

where I have added the superscript “OCP”.
On the contrary, in the MCP picture, at each (nB, T ), the system contains a mixture

of different species (see Fig. 4.19). Let N (j) be the number of (indistinguishable) ions of
species (j), the total number of particles in the system is Ntot = ∑

j N
(j), and the occurrence

frequency is pj = N(j)

Ntot
. If we (temporarily) neglect the finite size of the clusters, then the

translational free energy for an ion of species (j) has the same form as in Eq. (4.94), but with
Ntot being replaced by N (j):

F
(j),MCP
trans ≈ kBT ln

N (j)

Vtot

(
λ

(j)
i

)3

gs

− kBT , (4.156)

= kBT ln

pjNtot

Vtot

(
λ

(j)
i

)3

gs

− kBT , (4.157)

= kBT ln

 pj
〈VWS〉

(
λ

(j)
i

)3

gs

− kBT. (4.158)

We can see that the available volume per ion 〈VWS〉 = Vtot/Ntot in the MCP mixture is an
average quantity, and it is the same for all species. Thus, unlike the OCP picture, in the
MCP approach, the microscopic volume associated with the center-of-mass motion of each
ion does not coincide with the corresponding WS-cell volume, 〈VWS〉 6= V

(j)
WS. As a result,

in the latter, the WS approximation is relaxed, and therefore, when the finite-size effect
is considered, the average free volume 〈Vf〉 can be obtained by subtracting from 〈VWS〉 the
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average volume occupied by the different ions:

〈Vf〉 = 〈VWS〉 − 〈VN〉 =
∑
j

pjV
(j)

f , (4.159)

where

V
(j)

f = 4
3π

(
r

(j)3
WS − r

(j)3
N

)
, (4.160)

Using 〈Vf〉 = ūf〈VWS〉 (see the definition of ūf in Eq. (4.139)), and accounting also for the
fact that the bound nucleons inside each ion can be in relative motion with respect to the
unbound neutron gas leads to Eq. (4.136) for the translational free energy.

In Ref. [81], it was noticed that, because of the different expressions of the translational
energy in the OCP and MCP approach, a first deviation from the linear mixing rule appears.
As a consequence, the total free-energy of the ions is not just the sum of the OCP ion free-
energies, but an extra term arises, known in the literature as the mixing entropy (see Eq. (21)
in Ref. [81]; see also Ref. [297]). This is still the case here, but the additional (non-ideal)
“mixing entropy” term now reflects the in-medium (excluded-volume) effects included in the
translational energy F ?,(j),MCP

trans ,

F
(j)
i = F

(j),OCP
i + kBT ln

pjZ(j)

〈Z〉

(
1− u(j)1/3

)3

ūf

 . (4.161)

4.2.4 MCP versus OCP

To compare the MCP and OCP approaches, we need to evaluate the most probable config-
uration in the MCP. The latter corresponds to the maximum probability, pmax

j , or equivalently
the minimum grand-canonical potential, Ω̃(j),min

i . Since the gas densities are invariant with
cells, the minimization is performed only with respect to the three variables associated with
the cluster, i.e., r(j)

N , I(j), and n(j)
i , yielding the following system of equations:

(n(j)
i )2∂(F ?,(j)

i /A(j))
∂n

(j)
i

− r
(j)
N n

(j)
i

3
∂(F (j),?

i /A(j))
∂r

(j)
N

= Pg, (4.162)

r
(j)
N

3A(j)
∂F

?,(j)
i

∂r
(j)
N

+ (1− I(j))∂(F ?,(j)
i /A(j))
∂I(j) = µn −

Pg

n
(j)
i

, (4.163)

2∂(F ?,(j)
i /A(j))
∂I(j) − P̄int

np
= µe, (4.164)

where Pg = µnngn − Fg = Pgn + ∆µnngn is the neutron pressure, including the in-medium
effects.

The OCP equilibrium equations, Eqs. (4.114)-(4.118), without the free proton gas, can be
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written as:

n2
i

∂

∂ni

(
Fi
A

)
= Pg , (4.165)

Fi
A

+ (1− I) ∂
∂I

(
Fi
A

)
= µn −

Pg

ni
, (4.166)

2
[
∂

∂I

(
Fi
A

)
− np

1− I
∂

∂np

(
Fi
A

)]
= µe , (4.167)

∂(Fi/A)
∂rN

= 0 . (4.168)

It is easy to show that Eqs. (4.162)-(4.164) for the most probable ion in the MCP are
equivalent to the first three OCP variational equations Eqs. (4.165)-(4.167) if the following
conditions are satisfied:
(i) F ?,(j)

i is the same as in the OCP, i.e., F ?,(j)
i = F

(j),OCP
i = Fi. This is the case if the

non-linear mixing term, which arises due to the translational motion [81,82], see Sect. 4.2.3,
is negligible;
(ii) the gas densities, ngn and ne, as well as ∆µn and P̄int, are identical to the OCP values.
This is expected to be realized if the ion distributions are strongly peaked on a unique ion
species, such that the averages in Eqs. (4.134) and (4.147) can be approximated to a single
term corresponding to the OCP solution.

The validity of these conditions, which are necessary for the OCP approximation to give a
satisfactory description of the finite-temperature configuration, are discussed in Sect. 4.2.5.1.
The extra OCP condition Eq.(4.168) is identical to the well-known Baym virial theorem [9]
which holds for a nucleus in the vacuum. This condition arises from the fact that, for a
given thermodynamic condition, there is systematically one more independent variable in
the OCP with respect to the MCP. Indeed, the WS cell volume in the MCP is simply defined
by charge conservation, while in the OCP it corresponds to an additional variable that has
to be variationally determined.

In a CLD picture, for a given mass A and atomic number Z, a nuclear species is also char-
acterized by its radius, rN , or equivalently its density ni = 3A/(4πr3

N), which can in principle
fluctuate from cell to cell in the MCP equilibrium. Changing variables from (rN , I, ni) to
(A,Z, ni), the ion radius distribution of a given (A,Z) nucleus is expressed as

pAZ(rN) = NnN(A(j) = A,Z(j) = Z, rN), (4.169)

where N is a normalization. This distribution will be peaked at a value rN corresponding to
∂Ω̃(j)

i /∂ni|A(j),Z(j) = 0. This gives a pressure equilibrium condition as

P ?
cl ≡

n2
i

A

∂F ?
i

∂ni

∣∣∣∣∣
A,Z

= Pg. (4.170)

This equation is not necessarily compatible with the so called virial condition, or radius
minimization ansatz given by

∂(F ?
i /A)
∂rN

∣∣∣∣∣
A,Z

= 0. (4.171)
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As a consequence, even if conditions (i) and (ii) above are met, the minimization equation
for the OCP radius, Eq. (4.168), is not necessarily fulfilled in the MCP.
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Figure 4.20: Normalized distribution of the cluster radius, pAZ(rN ), (orange solid line) in a full MCP calcu-
lation, in comparison with two different equilibrium prescriptions (see text) obtained for the most probable
cluster at different temperatures (in MeV) and densities (in fm−3). Figure adapted from Ref. [269].

This first important difference between the OCP and MCP approach is presented in
Fig. 4.20, which shows the normalized distribution of the cluster radius for the most proba-
ble (A,Z) nucleus obtained at different thermodynamic conditions (orange solid lines) using
BSk24 funtional. This distribution is compared with the solution obtained from the condition
of pressure equilibrium in Eq. (4.170) (green dash-dotted lines) and that resulting from the
minimization of the free energy per nucleon with respect to rN in Eq. (4.171) (red solid lines).
The distributions are obtained using the gas densities and chemical potentials consistent with
the baryon number conservation and charge neutrality at each given thermodynamic condi-
tion (nB, T ) (see also Sect. 4.2.5.2). From Fig. 4.20, one can also observe that the solution of
the pressure equilibrium equation always coincides with the peak of the MCP distribution.
This is true not only for the radius of the most probable cluster but also for the r(j)

N of any
(A(j), Z(j)) cluster. On the other hand, using Eq. (4.171) to determine the cluster radius
fails in reproducing the most probable cluster radius obtained within the MCP approach. In
fact, it only produces the correct peak for the most probable cluster if the OCP chemical
potentials are used and the contribution from the non-linear mixing term is negligible, as it
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was analytically demonstrated in Ref. [83].
The computation of the crust observables considering the cluster distribution in the three-

dimensional variable space (A,Z, rN), is a numerically heavy task. In the literature, most
MCP codes for core-collapse simulations either ignore the cluster density degree of freedom
(see, e.g., Refs. [82, 87]) or impose the virial condition Eq. (4.171) (see, e.g., Refs. [86, 89]).
Since the radius distribution is symmetric and relatively narrow in all thermodynamic con-
ditions studied in the present work, to limit the numerical cost, in the following sections, the
radius for each (A,Z) species is fixed from the pressure equilibrium condition Eq. (4.170).

4.2.5 Crust composition at finite temperature in the MCP

In this section, I show the composition and EOS of the inner crust of a PNS in the MCP
approach, employing the empirical parameters from the BSk24 functional.

4.2.5.1 Perturbative MCP calculations

To begin, I discuss the results obtained calculating the MCP distribution in a perturbative
approach as first proposed in Ref. [83]. The calculation was done as follows. For each
(nB, T ), the OCP solution is first calculated by solving the system of equilibrium equations
Eqs. (4.165)-(4.168). This yields the OCP composition (that is, AOCP, ZOCP, and the nuclear
radius rOCP

N ), the OCP chemical potentials, as well as the neutron and electron densities,
ngn = nOCP

gn , ne = nOCP
e , and:

∆µn ≡ ∆µOCP
n =

(
∂Fi/∂ngn

VWS − VN

)
OCP

, (4.172)

P̄int ≡ P̄OCP
int =

(
n2
p

Z

∂FCoul

∂np

)
OCP

, (4.173)

ūf ≡ ūOCP
f =

(
Vf

VWS

)
OCP

. (4.174)

With the latter five quantities as input, the ion distribution is obtained from Eq. (4.142),
from which the normalized probabilities as a function of A and Z can be obtained, pj ≡
pAZ = n

(j)
N /

∑
j n

(j)
N .

As discussed in Sect. 4.2.4, the OCP and MCP results should coincide if, in addition,
the non-linear mixing term coming from the translational free energy is set to zero. This is
illustrated in Fig. 4.21, where the cluster radius rN (blue lines), proton number Z (red lines),
and mass number A (black lines) predicted by OCP (solid lines) are plotted as a function
of the input baryon density, nB, together with the MCP average (dashed lines) and most
probable quantities (diamonds). For all the considered densities (from the neutron-drip up
to the crust-core transition density) and temperatures, we can see that the most probable
A, Z, and rN coincide with the OCP solutions, and follow very closely the average values,
implying that the distributions are centered around the OCP predictions.

This is further shown in Fig. 4.22, which displays the joint distributions of the cluster
proton number Z and mass number A for the same temperatures as in Fig. 4.21 and for
three selected densities, nB = 2 × 10−3 fm−3 (green contours), nB = 10−2 fm−3 (orange
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Figure 4.21: Cluster radius rN (blue), proton number Z (red), and mass number A (black) as a function of
the baryon density nB at different temperatures: kBT = 1.0 MeV (panel a), kBT = 1.5 MeV (panel b), and
kBT = 2.0 MeV (panel c). OCP results are shown by full lines, while dashed lines and symbols correspond
to the average and the most probable value of the cluster distribution in a perturbative MCP calculation.
The translational free energy is not included in the calculations. Figure adapted from Ref. [269].

contours), and nB = 2× 10−2 fm−3 (blue contours). The distributions are, indeed, Gaussian-
like, peaking at the OCP solutions (black stars). We can also observe that, while the proton
number Z is relatively constant, the most probable mass number A increases with density,
as already noticed in Refs. [79, 270]. Moreover, the width of the distributions gets broader
with temperature and density, with lighter clusters being populated at higher T and nB
(see panel c), underlying the importance of considering a full nuclear ensemble instead of a
single-nucleus (OCP) approach.
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Figure 4.22: Joint distributions of the cluster proton number Z and mass number A for the same temperatures
as Fig. 4.21 and for three selected input baryon densities: nB = 2 × 10−3 fm−3 (green contours), nB =
10−2 fm−3 (orange contours), and nB = 2× 10−2 fm−3 (blue contours), in a perturbative MCP calculation.
The black stars indicate the OCP solution. The translational free energy is not included in the calculations.
Figure adapted from Ref. [269].

Due to the dependence of the cluster free energy on the electron gas density via the
Coulomb screening term, the so-called rearrangement term, denoted by R(j), appears, as in
Eq. (4.135). This term is crucial in ensuring the thermodynamic consistency of the model.
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Figure 4.23: Probability density distribution of the proton number Z obtained with (blue) and without
(orange) the rearrangement term at 1 MeV for two selected densities nB = 0.01 fm−3 (left panel) and
nB = 0.02 fm−3 (right panel), in a perturbative MCP calculation. The arrows indicate the OCP solution.
The translational free energy is not included in the calculations.

Moreover, in calculations where the chemical potentials are approximated by the OCP values,
accounting for R(j) is necessary to recover the ensemble equivalence between the MCP and
OCP approaches (see e.g., Refs. [80,81,83,86,89]).This is shown in Fig. 4.23, where I plot the
probability density distribution of the proton number Z at 1 MeV for two selected densities:
nB = 0.01 fm−3 (left panel) and nB = 0.02 fm−3 (right panel). The blue (orange) histograms
are obtained with (without) the rearrangment term, while the red arrows indicate the OCP
solutions. We can see that the rearrangement term significantly impacts the distribution.
Particularly, without R(j), the Z distribution is shifted towards low-Z clusters. Moreover,
the effect is more considerable at higher density.
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Figure 4.24: Same as in Fig. 4.21 but with the translational free energy, F ?trans, included in both the OCP
and perturbative MCP calculations.

Now, let us turn to discuss the influence of the non-linear mixing term, coming from the
translational motion. Figure 4.24 shows the evolution with the baryon density of the cluster
variables A, Z, and rN , for the same conditions as in Fig. 4.21, but with the translational
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free energy included in both the OCP and the MCP calculations, Eqs. (4.96) and (4.136),
respectively. We can see that the different description of the center-of-mass motion induces
a discrepancy in the prediction of the two approaches. Indeed, in the OCP approximation,
the cluster moves in the reduced (“free”) volume V OCP

f , see Eqs. (4.96) and (4.155), asso-
ciated to the single WS cell determined from the variational procedure, while in the MCP,
clusters of different species are considered to move in the same macroscopic volume, leading
to an average “free” volume 〈Vf〉, see Eqs. (4.136) and (4.159). This correlation between
the different ion species breaks the linear mixing rule. At lower temperatures (see panel a
of Fig. 4.24), the deviation between the MCP and OCP prediction is negligible at densities
below about 0.05 fm−3, implying that the influence of the non-linear mixing term is not very
important. On the other hand, from panels b and c of Fig. 4.24 we can see that, with increas-
ing temperature, the discrepancy between the two approaches starts to become significant
at progressively lower densities. This can be understood from the fact that the contribution
of the translational free energy becomes more important at higher T and nB, as discussed
in Sect. 4.1. In particular, we can see that the distributions in the (perturbative) MCP are
shifted to bigger clusters with respect to the OCP solution and that the crust-core transition
occurs earlier. This is because Eq. (4.168), which yields small clusters in the OCP approxima-
tion (see Sect. 4.1), no longer holds in the MCP, as discussed in Sect. 4.2.4. In addition, the
contribution of the translational free-energy term in the OCP approximation is more impor-
tant than that in the MCP. Indeed, in the former, the free volume term is a variable entering
the minimization process, whereas 〈Vf〉 in the MCP is the common volume for all nuclear
species. As a result, it does not affect the nuclear distribution, see Eqs. (4.143)-(4.144).

The discontinuous behavior of the most probable (A,Z) cluster in Fig. 4.24 is due to
the fact that, as the temperature increases, the contribution of very light clusters, such as
neutron-rich helium isotopes, becomes increasingly favored. This is shown in Fig. 4.25, which
show the two-dimensional distribution of Z and A for different densities at 2.0 MeV. Indeed,
we can see that the distribution has a double-peaked structure, and at nB = 0.02 fm−3 (middle
panel), the helium abundancy (slightly) overcomes the abundancy of the heavy cluster in
the iron region predicted by the OCP. Still, it is also visible from Fig. 4.25 that the light-
cluster contribution is limited to a small number of helium isotopes, while a large variety of
nuclear species has a comparable probability around the (AOCP, ZOCP) value. Therefore, if we
consider the probabilities of each element Z by integrating the distributions over the isotopic
content (that is, over A), the (perturbative) MCP predictions appear in closer agreement
with the OCP approximation, at least at relative low densities, as can be seen from Fig. 4.26.

The results presented in this section confirm that the non-linear mixing term induced by
the translational energy leads to a breaking of the ensemble equivalence between the OCP
and MCP predictions.

The perturbative MCP approach employed here has the clear advantage of computing
the full nuclear distributions at a reduced computational cost. However, this approach is
not fully self-consistent, because the gas densities and chemical potentials resulting from the
OCP solutions might not exactly satisfy the constraints of baryon number conservation and
charge neutrality in the MCP, Eqs. (4.128) and (4.129), respectively. For this reason, we
have performed fully self-consistent MCP calculations, that are discussed in the next section.
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Figure 4.25: Normalized probability pAZ in a perturbative MCP calculation, as a function of the cluster
proton number Z and cluster proton fraction Z/A, obtained at temperature kBT = 2.0 MeV for three
different baryon densities: nB = 0.01 fm−3 (left panel), nB = 0.02 fm−3 (middle panel), and nB = 0.03 fm−3

(right panel). The green arrow in each panel indicates the corresponding OCP solution. The translational
free energy is included in both MCP and OCP. Figure adapted from Ref. [269].
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4.2.5.2 Self-consistent MCP calculations

In this section, I present the results obtained from the fully self-consistent MCP calcula-
tions. At each thermodynamic condition, the system of five equations given by Eqs. (4.128),
(4.129), (4.134), (4.147), and (4.139), are solved simultaneously with the ion density n

(j)
N

given by Eq. (4.142), yielding ngn, ne, ∆µn, P̄int, and ūf . The chemical potentials of neu-
trons, Eq. (4.132), and electrons µe = dFe/dne are calculated subsequently. In the following,
the translational free energy term, Eq. (4.96) for OCP and Eq. (4.136) for MCP, is always
included in the computation of the ion free energy.

In Fig. 4.27, I show the evolution with the baryon number density of the neutron chemical
potential µn, Eq. (4.132) (panel a), the electron chemical potential potential µe = dFe/dne
(panel b), the average free-volume fraction ūf , Eq. (4.139) (panel c), and the MCP interaction
pressure P̄int, Eq. (4.147) (panel d). All these quantities enter the computation of the ion
abundances via Eq. (4.143). For illustrative purposes, the results are displayed for only
one selected temperature, kBT = 1.0 MeV. The solutions from the MCP calculations are
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Figure 4.27: Self-consistent MCP solution (solid blue lines) for the neutron chemical potential µn (panel a),
electron chemical potential µe (panel b), average free volume fraction ūf (panel c), and MCP interaction
pressure P̄int (panel d) as a function of the total baryon density nB at kBT = 1 MeV. The dotted black lines
show the OCP predictions. The tick marks of the x and y axes in the insets of panel a and b are spaced by
2× 10−4 fm−3 and 0.1 MeV, respectively. Figure adapted from Ref. [269].

shown by solid lines, while the dotted lines correspond to the values calculated at the OCP
composition, that is, µOCP

n , µOCP
e , ūOCP

f , and P̄OCP
int . As we can see from panels a and b,

the chemical potentials in the MCP are very similar to those in the OCP approximation;
indeed, the two curves are almost indistinguishable. However, from the inset in panel a,
we can observe that the neutron chemical potential in the MCP is slightly lower than the
OCP counterpart, suggesting that the corresponding gas density is not the same in the two
approaches, and in particular that it is smaller in the MCP. The same trend is observed for
the electron chemical potential (see panel b in Fig. 4.27), except at densities above 0.06 fm−3,
where µe calculated in the MCP is slightly above that obtained in the OCP approach, and
therefore, the corresponding density is higher in the MCP. Even though the difference between
the MCP and OCP chemical potentials is numerically small since these latter enter in the
calculation of the ion abundances through the exponential, Eq. (4.142), it could still lead to
a significant deviation between the MCP and OCP results, as already noticed in Ref. [82].
From panels c and d in Fig. 4.27, one can see that at relatively low baryon density, nB . 0.02
fm−3, ūf and P̄int computed within the MCP are almost identical to those calculated in the
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OCP approximation8. We, therefore, can expect that, at low densities and temperatures, the
results shown in Fig. 4.24 be a good approximation. On the other hand, at higher densities,
the absolute value of the interaction pressure, which directly enters in the computation of
the rearrangement term, tends to zero in the MCP approach, while |P̄OCP

int | increases. Since
the latter is an input in the perturbative MCP, we can expect that the discrepancies between
the perturbative and self-consistent MCP approaches would also become more pronounced
at higher densities.
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Figure 4.28: Neutron (upper panels) and electron (lower panels) gas densities as a function of the total
baryonic density obtained in MCP (solid blue lines) and OCP (dotted black lines) for BSk24 at three different
temperatures: kBT = 1.0 MeV (left panels), kBT = 1.5 MeV (middle panels), and kBT = 2.0 MeV (right
panels). Figure adapted from Ref. [298].

A complimentary comparison is shown in Fig. 4.28, which displays the densities of free
neutrons (upper panels) and electrons (lower panels) as a function of nB in the OCP (dotted
black lines) and MCP (solid blue lines) at three selected temperatures: kBT = 1.0 MeV
(left panels), kBT = 1.5 MeV (middle panels), and kBT = 2.0 MeV (right panels). For all
three temperatures considered, values of ngn and ne in MCP and OCP in the low-density
region overlap. As the density and temperature increase, the discrepancy between the two
approaches becomes larger. This can be understood as follows. At low (nB, T ), the nu-
clear distribution is narrow and symmetric, and the non-linear mixing term is negligible, as
mentioned by Refs. [80–82]. Thus, the average quantities in MCP are close to those calcu-
lated assuming only one single nucleus, i.e., 〈A〉 ≈ AOCP, 〈Z〉 ≈ ZOCP, and 〈VWS〉 ≈ V OCP

WS .
Therefore, the charge neutrality and baryon number conservation constraints imply that

8One should notice that ūOCP
f = uf ≡ Vf/VWS 6= V OCP

f /VWS due to the different definitions of Vf , see Eq. (4.160) and
Eq. (4.155).
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Figure 4.29: Average (dash-dotted violet lines) and most probable (violet squares) values of the cluster Z
(upper panel) and A (lower panel) in the self-consistent (SC) MCP calculations as a function of the total
baryon density nB at kBT = 1 MeV. The OCP solutions (black solid lines), as well as the average (orange
dashed lines) and most probable (orange dots) values in the perturbative (P) MCP are also plotted for
comparison. Figure reproduced from Ref. [269].

the gas solutions in the two approaches coincide, and the ensemble equivalence is estab-
lished. On the other hand, at higher densities and temperatures, the distributions are spread
over wider ranges of A and Z, and multiple peaks with comparable probabilities may even
emerge [82, 85, 87, 88]. As a consequence, the symmetric shape of the distributions is no
longer guaranteed. Furthermore, the peak in MCP can be shifted with respect to the OCP
solution because of the non-linear mixing term (see Sect. 4.2.5.1). As a result, 〈A〉 6= AOCP,
〈Z〉 6= ZOCP, and 〈VWS〉 6= V OCP

WS , and the gas densities in the two approaches deviate. Inter-
estingly, Fig. 4.28 also shows that the density of unbound neutrons in MCP is always lower
than that in OCP (see upper panels). This reduction was also observed in other statistical
studies, particularly, Ref. [84] (see their Table 3) and Ref. [82] (see their Figure 13). To
be more specific, the former study was performed for core-collapse supernovae matter at a
fixed proton fraction, while the latter was calculated for PNS crust at beta equilibrium. In
addition, in Ref. [82], the authors showed that the depletion of free nucleons is due to the
formation of light clusters. Thus, we can also expect to observe the presence of light nuclei
in the MCP.

This is shown in Fig. 4.29 that displays the average (dash-dotted violet lines) and most
probable (violet squares) values of Z (upper panel) and A (lower panel) in the self-consistent
MCP calculation. These quantities are plotted as a function of nB at kBT = 1 MeV, together
with the OCP predictions (black solid lines) and the average (orange dashed lines) and
most probable (orange dots) values obtained within the pertubative MCP procedure. Below
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about 0.02 fm−3, the results of the three different approaches coincide. However, as the
density increases, the outcome of the different methods start to diverge, and therefore the
pertubative MCP and OCP predictions become less reliable. These results confirm, on the
one hand, the validity of these approximations at relatively low densities, while, on the other
hand, highlight the importance of full MCP calculations in the deeper region in the PNS inner
crust. We can see that, in the self-consistent MCP calculations, lighter nuclei dominate at
high density, in agreement with previous works based on the nuclear statistical equilibrium
(see, e.g., Refs. [82, 85]). Conversely, in the OCP and perturbative MCP approximations,
heavier clusters survive until the crust-core transition.
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Figure 4.30: Normalized probability distributions of the cluster proton number Z (left panel) and mass
number A (right panel) at kBT = 1 MeV for different baryon densities, nB ∈ [0.001, 0.04] fm−3. The violet
distributions are obtained from the self-consistent MCP calculations, while the orange ones correspond the
perturbative MCP. The OCP solutions are marked by the green triangles. Figure reproduced from Ref. [269].
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kBT ∈ [1.0, 2.0] MeV.
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In order to further investigate this point, I show in Fig. 4.30 the normalized distributions
of the cluster proton number Z (left panel) and mass number A (right panel) at different
densities in the inner crust, nB ∈ [0.001, 0.04] fm−3 at kBT = 1.0 MeV, for both the self-
consistent MCP calculations (violet areas) and the perturbative MCP ones (orange areas).
As one may expect, at lower densities, the distributions obtained in the two approaches
are almost identical; they are narrow and peaked at the OCP predictions (green triangles).
Therefore, employing a perturbative MCP, where the gas variables are fixed from the OCP
solution, is a very good approximation in these thermodynamic conditions. As the density
increases, at nB ≈ 0.02 − 0.03 fm−3 the self-consistent MCP distributions are displaced
towards lower values of A and Z and even exhibit a double-peaked structure, meaning that
lighter clusters co-exist with heavier ones, and their contribution becomes important. In
these regimes the OCP and perturbative MCP predictions significantly overestimate the
cluster mass and proton number. Eventually, at the bottom of the crust, nuclei with Z < 5
and A < 50 may even dominate, with Helium being the most probable element, although
the tails of the distributions extend up to Z ' 50 and A ' 400, implying that heavier nuclei
may still be present near the crust-core transition.
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Figure 4.32: Probability density distribution of the ion proton number Z obtained with (blue) and with-
out (orange) including the rearrangement term. Three different densities are considered: nB = 0.01 fm−3

(left panels), nB = 0.02 fm−3 (middle panels), and nB = 0.03 fm−3 (right panels). At each density, the
distributions are obtained at two chosen temperatures: kBT = 1.0 MeV (upper panel) and kBT = 1.5 MeV
(lower panel). The vertical dashed black line in each panel indicates the OCP solution. The gas densities
and chemical potentials are obtained from the self-consistent MCP calculation with the rearrangement term.
Figure adapted from Ref. [298].

In order to study the dependence of the results on the temperature, in Fig. 4.31, I show the
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Figure 4.33: Same as Fig. 4.32 but for the ion mass number A. See text for details.
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Figure 4.34: Average value of the rearrangement term 〈R〉 in the fully self-consistent MCP as a function of the
total baryonic density nB at three different temperatures: kBT = 1.0 MeV (solid red line), kBT = 1.5 MeV
(dash-dotted blue line), and kBT = 2.0 MeV (dashed black line). Figure reproduced from Ref. [298].

distributions of Z (left panel) and A (right panel) at nB = 0.001 fm−3 in the aforementioned
temperature range. As in Fig. 4.30, the results from both the self-consistent MCP calculations
(violet areas) and the perturbative MCP ones (orange areas) are displayed and compared
with the OCP solutions (green triangles). At lower temperatures, the distribution peaks
coincide with the OCP predictions. However, as the temperature increases, more nuclear
species are populated, and therefore the distributions flatten and the OCP prediction tends
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to overestimate the cluster size. At higher temperatures, kBT ≥ 1.8 MeV, small clusters start
to appear. At 2 MeV, the double-peak structure already observed at high density is clearly
visible in the self-consistent MCP calculations, while it is not the case in the perturbative
MCP results. Nevertheless, the deviation between the predictions of the two approaches is
not as significant as in Fig. 4.30, which suggests that the effect of the density overcomes that
on the temperature as far as the resulting distributions are concerned.

To evaluate the importance of the rearrangement term, Eq. (4.145), at the same gas den-
sities and chemical potentials as obtained in the self-consistent MCP (Fig. 4.28), in Figs. 4.32
and 4.33, I display with the blue (orange) histograms the nuclear distributions obtained with
(without) R(j). We can easily see that the impact of this term on the MCP distributions is
non-negligible, especially at lower densities and temperatures. Specifically, the distributions
without R(j) (orange) are very much shifted to low Z and A, while the correct distributions
are peaked around heavier nuclei (see left panels). Nevertheless, at higher densities and tem-
peratures, where the nuclear distribution is dominated by light degrees of freedom, the effect
from R(j) can be neglected. This is because the rearrangement term, defined in Eq. (4.145),
is proportional to the WS volume and the interaction pressure from the Coulomb interaction.
When the light clusters are present and dominant in the crust, the associated WS cell volume
as well as Coulomb interaction magnitude decrease. As a result, the rearrangement term in
this region becomes small, hence not affecting the nuclear distribution. The effect of the
rearrangement term in the self-consistent MCP is opposite to that of the perturbative MCP,
as shown in Fig. 4.23 and in Ref. [83], in which the effect is larger at higher densities and
temperatures.

To elaborate on this point, in Fig. 4.34, I plot the average value of the rearrangement term,
〈R〉 = 〈VWS〉P̄int, as a function of densities for three selected temperatures: kBT = 1.0 MeV
(solid red line), kBT = 1.5 MeV (dash-dotted blue line), and kBT = 2.0 MeV (dashed
black line). From this figure, we can observe that the absolute value of the rearrangement
term decreases with temperature. Moreover, at 1 MeV, 〈R〉 is most negative when nB =
0.01 fm−3, and it approaches to zero as the density increases. We should keep in mind that
the impact from R(j) depends on its relative contribution with respect to other terms in Ω̃(j)

i ,
see Eq. (4.143), and not on the absolute value. Nevertheless, when 〈R〉 ∼ 0, as it is the case
for kBT = 1.5 MeV and nB = 0.03 fm−3, we can safely conclude that the rearrangement term
does not play any role in the nuclear distribution. Indeed, this is shown in the bottom right
panels of Figs. 4.32 and 4.33.

The results presented in Figs. 4.29-4.31 show that even for temperature as low as 1 MeV,
the OCP approximation is no longer reliable in the deepest region of the crust. Therefore,
for studies requiring an accurate knowledge of the crust composition, a full MCP calculation
is needed. However, the effect is less important as far as more global properties like EOS
are concerned. This is illustrated in Fig. 4.35, which present the total pressure (Eq. (4.154))
versus the mass-energy density in the PNS inner crust, for three different temperatures,
kBT = 1 MeV (red lines), 1.5 MeV (blue lines), and 2 MeV (black lines), for both the
MCP (solid lines) and the OCP approximation (dotted lines). Indeed, at kBT = 1 MeV, the
EOS provided within the self-consistent MCP approach and the OCP approximation are very
similar at all densities. At higher temperatures, deviations between the two calculations start



4.2. Multi-component plasma approach 169

0.2 0.4 0.6 0.8 1.0
B [g/cm3] 1e14

0.0

0.5

1.0

1.5

2.0

2.5

3.0

P 
[d

yn
/c

m
2 ]

1e32

self-consistent

1.0 MeV
1.5 MeV
2.0 MeV

MCP
OCP

Figure 4.35: Total pressure as a function of mass-energy density ρB resulting from the self-consistent MCP
calculations (solid lines) at kBT = 1 MeV (red lines), 1.5 MeV (blue lines), and 2 MeV (black lines). For
comparison, the OCP results are plotted with dotted lines. In the inset, the tick marks on the x and y axis
are spaced by 1012 g/cm3 and 2× 1030 dyn/cm2, respectively. Figure reproduced from Ref. [269].

to emerge, particularly at high densities. However, these discrepancies amount to ∼ 10% at
most in the vicinity of the crust-core transition.

4.2.5.3 Impurity parameter

Many different astrophysical phenomena, such as NS cooling, timing evolution, and accre-
tion, are determined by the transport properties, such as thermal and electrical conductivities,
of the crust [251,299–303]. As electrons act as the primary carriers governing these transport
processes, an accurate understanding of electron-ion scattering is essential for determining
the crustal transport properties, see e.g., Ref. [251] for a review. Since the crust could cease
to be in strong and weak equilibrium at the crystallization temperature Tm or even above
depending on the cooling timescales9, as suggested by Refs. [303, 304], the final composition
of the crust could be established at T ∼ Tm. As a consequence, the lattice is imperfect,
and the electron-impurity scattering needs to be taken into account [251, 302, 303]. If the
impurities in the solid are weakly correlated, the collision frequency can be split into the
sum of the electron-phonon and the electron-impurity scattering contributions according to
the Matthiessen’s rule [251, 301, 305], i.e., ν = νe−ph + νe−imp. Particularly, the influence of
electron-impurity scattering on the thermal and electrical conductivities can be quantified
by the impurity parameter, defined as the variance of the Z distribution [303,305],

Qimp = 〈Z2〉 − 〈Z〉2 . (4.175)

Nevertheless, it is worth mentioning that the applicability of this splitting rule could be
questionable for the case of very large Qimp [301].

In the literature, the presence of impurities is commonly linked to the pasta phases, as
they have been observed in molecular dynamics simulations performed at high temperatures,
high densities near the crust-core transition, and with a high proton fraction. Particularly,

9The timescales are such that thermal equilibrium is always granted.
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these studies suggest that Qimp can be of the order of 30-100 [86, 238, 306]. However, it
is important to emphasize that the thermodynamic conditions examined in the mentioned
works do not align with those encountered in the crust of a NS.

In the calculations of magneto-thermal and timing evolution of NS [55, 56], the value of
Qimp as a function of the density is taken as a free parameter. Within our MCP approach,
it is possible to self-consistently calculate the impurity parameter for the entire inner crust.
Values of Qimp for three temperatures, kBT = 1.0 MeV (red lines), kBT = 1.5 MeV (blue
lines), and kBT = 2.0 MeV (black lines) are plotted in Fig. 4.36. Results obtained with
the self-consistent (perturbative) MCP calculations are shown as a function of the input
baryon density in the crust by solid (dash-dotted) lines. At the lower temperature, kBT =
1.0 MeV (red lines), the predictions from the two treatments coincide at lower densities, until
nB ≈ 0.01 fm−3. With increasing density, the impurity parameter is, at first, larger in the
self-consistent MCP approach with respect to the perturbative one. However, at variance
with the perturbative MCP predictions, Qimp does not increase monotonically in the self-
consistent calculations, but peaks around nB ≈ 0.025 fm−3, reaching Qimp ≈ 100 for the
considered BSk24 model, and subsequently decreases at higher densities. A similar behavior
is observed for higher temperatures, although the discrepancy between the two treatments
and the peak in the impurity parameter appear at smaller densities. This can be understood
from the Z distributions shown in the left panel of Figs. 4.30-4.31. Indeed, while the presence
of the second peak at small Z for moderate densities increases the variance of Z, the transition
to light nuclei at high densities overall decreases the value of the impurity parameter. These
findings also show that the impurity parameter calculated within the perturbative MCP
approach is underestimated at low densities, and severely overestimated at high densities.
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Figure 4.36: Impurity parameter Qimp as a function of the baryon density nB in the inner crust for kBT = 1.0
MeV (red), kBT = 1.5 MeV (blue), and kBT = 2.0 MeV (black) in the self-consistent MCP calculation
(solid lines) in comparison with the results obtained with the perturbative MCP (dash-dotted lines). Figure
reproduced from Ref. [269].

In the cooling process of a NS, it is reasonable to suppose the crust composition to be frozen
after the solidification of the crust. Neutron absorption or β-decays might still occur at lower
temperatures, but pycnonuclear reactions that involve overcoming a Coulomb barrier might
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Figure 4.37: Panel a: Crystallization temperature kBTm calculated using Eq. (4.176) as a function of the
baryon density nB . Panel b: Impurity parameter Qimp in the fully self-consistent MCP calculation as a
function of nB evaluated at the crystallization temperature kBTm (green points) and at four fixed tempera-
tures: kBT = 0.5 MeV (magenta points), kBT = 1.0 MeV (red points), kBT = 1.5 MeV (blue points), and
kBT = 2.0 MeV (black points). Solid lines are obtained from the fit given by Eq. (4.177). Panel c: Error in
the fitting formula (∆Qimp = calculated Qimp - fit). Figure reproduced from Ref. [269].

be considerably inhibited even above crystallization. A realistic estimate of the temperature
at which the ion distribution is frozen and the impurity parameter is settled, would require
a comparison between the cooling time and the different reaction rates, which is beyond
the scope of the present study. As a reasonable estimate, the impurity parameter of the
solid crust can be computed from that obtained at the crystallization temperature of a pure
Coulomb plasma [1]:

Tm ≈
Z2e2

kBrWSΓm
, (4.176)

where Z and rWS correspond to the ground-state composition at zero temperature, and
Γm ≈ 175 is the Coulomb coupling parameter at the melting point. It is interesting to
observe that this simple expression was shown in Ref. [79] (see their Fig. 4) to give a good
order-of-magnitude estimate of the temperature where the OCP free-energy densities in the
liquid equate those of the solid phase.

Values of kBTm from Eq. (4.176) are displayed in panel a of Fig. 4.37: kBTm increases
monotonically from ∼ 0.3 MeV at nB = 10−3 fm−3 to ∼ 1.0 MeV at nB = 0.07 fm−3 (see also
Fig. 4 in Ref. [79]). The corresponding evolution of the impurity parameter in the fully self-
consistent MCP calculations at the crystallization point as a function of the baryon density
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in the inner crust is shown with green points in panel b of Fig. 4.37. We can see that a high
impurity parameter 10 . Qimp . 100 should be expected in the whole inner crust, which
could have important consequences in the magneto-thermal evolution of X-ray pulsars, see
Refs. [56, 237,249].

For comparison, I also plot Qimp for four different selected temperatures: kBT = 0.5 MeV
(magenta points), kBT = 1.0 MeV (red points), kBT = 1.5 MeV (blue points), and kBT =
2.0 MeV (black points). We can see that the general behavior of Qimp is similar for all
temperatures, that is, all curves show a peak and a subsequent drop. Indeed, even at a
relatively low temperature, kBT = 0.5 MeV, Qimp is still reduced at high densities, nB ≈
0.06 fm−3, indicating that the charge distribution is dominated by small Z. Moreover, as
expected, a higher Qimp is obtained if the composition is frozen at higher temperatures,
but the sharp drop occurs at lower density because of the appearance of light nuclei (see
also Figs. 4.30-4.31). However, our results should be considered with care at high densities,
because non-spherical pasta structures, which are not considered in the present paper, could
appear. Such structures are also expected to be associated with high impurity parameters
Qimp ∼ 30, see Refs. [238, 307]. Also, the CLD description can be questioned for light
clusters and a more microscopic treatment of the in-medium modifications might be needed,
see Refs. [308] and [309].

Table 4.3: Impurity parameter Qimp in the inner crust for different temperatures. The results are obtained
with the fully self-consistent MCP calculation. Table reproduced from Ref. [269].

Density Temperature (MeV)
(fm−3) 0.5 kBTm 1.0 1.5 2.0

0.001 6.73 4.00 13.41 21.52 55.75
0.005 8.67 7.31 18.16 49.65 106.76
0.010 10.74 10.88 24.69 117.81 23.21
0.015 12.85 14.42 41.62 81.21 3.06
0.020 15.02 18.27 84.15 21.20 1.08
0.025 17.68 23.58 114.79 4.41 0.61
0.030 20.89 36.22 77.58 1.57 0.41
0.035 26.62 70.06 29.61 0.84 0.30
0.040 40.09 108.84 8.26 0.54 0.23
0.045 71.04 81.13 2.67 0.39 0.19
0.050 108.29 25.97 1.25 0.29 0.16
0.055 89.51 4.76 0.74 0.24 0.14
0.060 33.78 1.28 0.52 0.21 0.14
0.065 7.29 0.57 0.41 0.20 0.16
0.070 2.27 0.35 0.39 0.24 0.19

The results for the impurity parameters shown in Fig. 4.37 are given in Table 4.3 and will
be publicly available to the astrophysics community for implementation in NS simulations.
For practical applications to numerical simulations, we also provide a fitting formula,

Qimp = exp
a0 +

4∑
k=0

xkB

3∑
j=1

akjx
j
T

+ ∆Q (4.177)

where xB ≡ nB/fm−3, xT ≡ kBT/MeV, a0 = 3.328, akj are given in Table 4.4, and the
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Table 4.4: Fitting parameters akj in Eq. (4.177) for the impurity parameter. Table reproduced from Ref. [269].

akj
j = 1 j = 2 j = 3

k = 0 −2.285× 101 2.205× 101 −5.370
k = 1 1.818× 103 −1.087× 103 2.000× 102

k = 2 −9.456× 104 6.849× 104 −2.673× 104

k = 3 1.730× 106 −5.766× 105 4.969× 105

k = 4 −1.161× 107 6.356× 106 −1.666× 107

function ∆Q reads:

∆Q = f0 xT (xBT (nB, T ))f1

[(xBT (nB, T )/f2 + f3)4 + f4] f(nB, T ) , (4.178)

with f0 = 65.55, f1 = 9.046 × 10−2, f2 = −6.324, f3 = −1.087 × 10−2, f4 = 4.802. The
variable xBT in Eq. (4.178) depends on both nB and T and is defined as:

xBT (nB, T ) ≡ (5 + log10 xB)2 xT , (4.179)

while f(nB, T ) is given by

f(nB, T ) = 1 + xBx
3/2
T exp

(200
3 xB −

1
4

)
. (4.180)

The impurity parameter calculated at different temperatures with the fitting expression
Eq. (4.177) is shown by solid lines in panel b of Fig. 4.37, while the error with respect
to the computed values of Qimp in the MCP approach is displayed in panel c. We can see
that the error remains relatively small, |∆Qimp| ≈ 5 at most, in the whole inner-crust density
range. Indeed, even if the fit tends to break down at higher densities and higher temperatures
(see black and blue lines in panel b of Fig. 4.37 for nB & 0.05 fm−3), the error remains very
small because of the low values of Qimp ≈ 0.1− 0.2.

4.3 Conclusions

In this chapter, I have focused mainly on studying the properties of the PNS inner crust
in late PNS cooling stages, after tens of seconds from the birth of the hot PNS, where the
star is expected to cool to a few 1010 K, and beta-equilibrium is assumed to hold. At such
temperatures, the crust is expected to be in the liquid phase, and the translational free en-
ergy of clusters needs to be considered. To describe the cluster energetics, a CLDM approach
is employed, in which the nuclear matter quantities are calculated from finite-temperature
mean-field thermodynamics with the BSk24 functional, and the surface parameters are op-
timized consistently with the bulk energy from the fit to the experimental nuclear masses in
the AME2016 table.

The first part of the chapter was devoted to analyzing the influence of the translational
degrees of freedom in the liquid phase on the properties of finite-temperature ultra-dense
stellar matter in the one-component plasma approximation, where the crust is supposed to be
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composed of identical WS cells. To this aim, different expressions were derived analytically
for the effective mass of the ion modeled with a constant density profile and moving in
a uniform nucleon background using a hydrodynamical approach with different boundary
conditions. This renormalization of the ion mass to account for the in-medium effects was
then included in the translational free energy contribution of the ion energetics. For each
given thermodynamic condition, the crust composition was calculated using the standard
variational minimization of the total free energy density. It was shown that the cluster
size is determined by the competition between the motion of the center-of-mass of the ion
and the interface properties, namely, the Coulomb, surface, and curvature energies. Within
the temperature range considered in this work (few 1010 K), the interface terms favor large
clusters constituted of more than ≈ 100 nucleons, while the entropy gain associated to the
translational motion is maximal for a gas-like composition of very small ions. Consequently,
including the translational free energy in the variational theory can significantly reduce the
number of nucleons in the clusters, especially at high temperatures. However, the importance
of this effect varies with the scenario. In particular, at beta equilibrium, considering the ions
as an ideal gas, the inclusion of the translational free energy leads to a drastic reduction of
the cluster proton and mass numbers already at temperatures as low as the crystallization
temperature. This implies an early dissolution of clusters in the dense medium, hence a
very low crust-core transition density. If one includes the corrections from the cluster size
and the in-medium modification considering that only neutrons in the continuum states
participate in the flow, then the composition is still modified by the translational motion,
but the effect is less drastic than the ideal-gas case. This result, therefore, is important,
because the translational degrees of freedom are typically neglected in the literature when
modeling the finite-temperature crust for NS cooling simulations. This unexpected influence
of the translational entropy on the composition of matter is due to the fact that, in beta
equilibrium, the proton fraction at high densities is very small, and the contribution from the
Coulomb, surface, and curvature energies does not dominate the translational contribution.
Conversely, if the total proton fraction is of the order of 0.2 or more, as typically found in
supernova matter, the finite-size energies dominate, and the crust composition is less affected.
Indeed, even at temperatures as high as kBT = 4 MeV, heavy clusters are still favored close
to the transition to homogeneous matter. In supernova matter, neglecting the translational
contribution in the variational treatment, as is done for instance in the popular EOS by
Ref. [90], therefore appears to be justified. For both cases, the impacts of the translational
degrees of freedom on the EOS is negligible.

The coexistence of different nuclear species in beta equilibrium was investigated in the
second part of the chapter, where the calculations were performed employing both a per-
turbative MCP treatment, with the chemical potentials and gas densities being taken from
the OCP calculations, and a fully self-consistent MCP approach. It was shown that, if non-
linear mixing terms arising from the center-of-mass motion of the ion are neglected, the most
probable clusters in the MCP (perturbative) approach coincide with the OCP predictions
throughout the whole inner crust at all considered temperatures. However, as already dis-
cussed in Sect. 4.1, this translational free energy term should be taken into account in the
calculations of the (liquid) inner-crust composition, leading to a breaking in the ensemble
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equivalence. The outcomes also show that the OCP and the perturbative MCP treatments
are a good approximation at relatively low densities and temperatures, especially as far as
global properties like the EOS are concerned. However, a full self-consistent MCP is needed,
particularly in the deeper region of the crust, for reliable predictions of the PNS crust com-
position. Moreover, the results reveal that, with increasing density and temperature, the
abundance of light nuclei becomes important, and eventually dominates the whole distribu-
tion. This result has an important effect on the calculation of the impurity parameter, thus
potentially on the NS cooling. Despite the discrepancy in the composition predicted in MCP
and OCP, overall, the EOS in these two approaches are in good agreement. In general, the
pressure in MCP is lower than the OCP counterpart, but the effect is only noticeable in the
innermost region and at very high temperatures.

In this study, only spherical clusters were considered. However, non-spherical structures
like the so-called nuclear pasta phases may appear at the bottom of the inner crust, and the
coexistence of different (non-spherical) structures deserves further study.
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CHAPTER 5

Summary and Outlook

The purpose of this thesis is to study the interior structure of (proto-)NS as well as the
connections to their observables. To this aim, the nuclear matter properties are charac-
terized within the meta-modeling technique [64, 65], and the inhomogeneities in the crust
are described using a compressible liquid drop model. The results in this thesis can be di-
vided into different topics corresponding to different chapters, addressing various topics in
NS studies: unified nucleonic EOS of cold–catalyzed neutron stars (Chapter 2), pasta phases
in cold–catalyzed neutron stars (Chapter 3), and proto-neutron star inner crust in the liquid
phase (Chapter 4).

Chapter 2 starts with the formalism of nuclear matter properties in the meta-modeling
approach. First, I verified that the meta-modeling approach can reproduce satisfactorily
different non-relativistic and relativistic nucleonic models if the Taylor expansion is trun-
cated at the fourth order, confirming the analysis of Refs. [64, 65]. On top of that, using a
large set of functionals, I showed that for symmetric nuclear matter they agree well up to
the saturation density, whereas the dispersion becomes larger at higher densities and isopins.
Consequently, the core composition, which is obtained in beta equilibrium and within the nu-
cleonic hypothesis, exhibits strong model dependence. To describe the crust, the bulk energy
is complemented by the Coulomb, surface, and curvature terms. In particular, the Coulomb
energy accounts for the electrostatic interaction in the WS approximation and can be derived
analytically. For the surface and curvature tensions, we employed the parameterization from
Ref. [133], which is based on Thomas-Fermi calculations at extreme isospin asymmetries and
characterized by five surface parameters, (σ0, σ0,c, bs, β, p). These parameters were optimized
to reproduce the experimental nuclear binding energies in the AME2016 table [135]. Except
for light nuclei, the χ2-fit for the surface parameters was shown to perform well for different
functionals, with a relative error of ∼ 1%. Nevertheless, since the parameters bs and p are
mostly related to isovector properties of matter, they cannot be constrained very well by ex-
perimental nuclear data, leading to significant uncertainties in the inner-crust properties. At
each given thermodynamic condition, defined by the total baryonic density, the composition
of the crust was obtained using a variational method. Then, a unified EOS was constructed
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and used as input to solve TOV equations. In order to assess the uncertainties in our pre-
dictions for NS properties, we performed a Bayesian inference, in which the ranges of the
empirical parameters in the prior distribution were chosen based on the current knowledge
from nuclear physics. In this analysis, the likelihoods were taken from the chiral EFT cal-
culation [110] as well as the updated data from NS observations, i.e., the mass measurement
from radio timing by Ref. [31], tidal deformability inferred from the GW170817 event [39–42],
and mass-radius distributions provided by the NICER collaboration [35–38]. It is important
to emphasize that, in this analysis, we only considered the nucleonic hypothesis, where the
baryonic matter in the core is purely constituted of neutrons and protons without any phase
transition or other hadronic degrees of freedom. With this Bayesian study, we demonstrated
that the information from nuclear physics constrains the EOS at low densities, hence the
crustal properties of NS. On the other hand, the data from NS observations constrain the
EOS at high densities and therefore determine NS global properties, such as mass, radius,
and tidal deformability. Furthermore, the nuclear matter properties compatible with nuclear
theory and experiments as well as astrophysical data were also extracted. In addition, the
results of this Bayesian study also suggest that the nucleonic hypothesis can reproduce all
current data from NS observations. Nevertheless, one should keep in mind that our analysis
does not rule out the possibility of having other hadronic species or the transition to quark
matter in the NS core. In fact, to evaluate the probability of having other degrees of freedom,
one can compute the evidence in the two hypotheses and calculate the so-called Bayes factor,
as done in e.g., Refs. [185, 186, 194]. If more stringent data become available in the future,
our current Bayesian inference can also be used as a null hypothesis to search for possible
exotic degrees of freedom. Moreover, the developments of heavy-ion collision experiments
are expected to shed light on high-density nuclear matter properties, and therefore, the un-
certainties in our predictions for the NS properties could be reduced. While the foundational
framework of this chapter was initially presented in T. Carreau’s thesis, I have improved
the Bayesian analysis and consistently integrated the latest astrophysical constraints. These
improvements have yielded results published in a peer-reviewed article [184] and a conference
proceedings [201].

Even though the crust only has a small contribution to the total mass and radius of a NS,
it can have significant impacts on different NS phenomena. Particularly, in the innermost
region of the crust, non-spherical structures of nuclei called the pasta phases could appear
and influence NS cooling, transport properties, etc. The properties of the pasta phases are
addressed in Chapter 3. Specifically, we extended the formalism of inhomogeneous matter
described in Chapter 2 to include five different geometries: spheres, rods, slabs, tubes, and
bubbles, as suggested in Refs. [12, 216]. The microscopic properties, specifically the varia-
tional variables (rN , I, ni, ngn, np) and the cluster volume fraction f(u), of different geometries
were calculated from the minimization of the total energy density of the WS cell under the
constraints of charge neutrality and baryon number conservation. Using the BSk24 func-
tional, we found that apart from the size rN , the other quantities corresponding to the most
favored geometry are almost identical to those of spheres. In addition, including the pasta
structures does not affect the EOS of the inner crust, except for a small jump in pressure
at the transition from one geometry to another. To investigate the model dependence of the
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results, we carried out the calculation for nine different functionals and found that the com-
position and the transition densities among the geometries vary significantly with the nuclear
model. This is also the case for the macroscopic pasta properties, such as thickness, mass, and
moment of inertia. To calculate these latter quantities, we utilized the spheres-composition
approximation to obtain the EOS and solve the TOV equations. Similar to Chapter 2, a
Bayesian study was performed to quantify the uncertainties in the pasta phase properties.
In particular, the posterior distributions resulted from the constraint on the maximum mass
(Mmax ≥ 1.97 M�) [31] and the chiral EFT calculation [110]. It was shown that both the
bulk and surface properties play an important role in the determination of the pasta phases.
To be more specific, we observed that restricting the variation of the surface and curvature
parameters could lead to an underestimation of the uncertainties of pasta-phase properties.
These results emphasize the importance of the consistency between the surface properties
and the nuclear functional. Moreover, by considering two different density ranges for ap-
plying the low-density EFT filters on the energy of homogeneous matter, [0.1, 0.2] fm−3 and
[0.02, 0.2] fm−3, it is interesting to observe that the information from nuclear physics at very
low densities are of great importance for a better understanding of astrophysical quantities,
particularly the crustal and pasta phase properties. Finally, we estimated that the pasta
phases contribute 12.8±4.7% of the crust thickness and 48.5±13.8% of the crust mass. One
can expect that these uncertainties on the pasta properties could be reduced when further
constraints from nuclear physics experiments and theory become available. This chapter of
the thesis is entirely original and has resulted in two publications [121,142] and a conference
proceedings [217].

The picture at zero temperature may not reflect the real composition of the neutron-star
crust. Indeed, the initial temperature of proto-neutron stars after being born from the grav-
itational core collapse is of the order of 1011 K [1]. These stars then cool down mainly via
neutrino emission. After tens of seconds from its birth, a proto-neutron star is expected to
cool to a few 1010 K and to be transparent to neutrinos [267]. Depending on the cooling
rate, the composition in the crust could be frozen at some finite temperature. Under this
condition, the crust can be modeled as a multi-component plasma characterized by the co-
existence of different ion species in the liquid phase, and the background can also contain
free protons. The crust at finite temperature is studied in Chapter 4. The results in this
chapter were obtained assuming that nuclei are spherical. Besides, we mainly used the em-
pirical parameters from the BSk24 functional, which was shown to be in good agreement
with ab initio calculation as well as astrophysical data [121]. Moreover, we built our model
from the one-component plasma approximation to the multi-component plasma approach.
In the former, the crust is supposed to be composed of identical WS cells, that is, the whole
nuclear distribution is represented by a single nucleus, and we focused on demonstrating the
effects of the cluster center-of-mass degrees of freedom on the properties of the crust. To
obtain a realistic approximation for the translational free energy, the finite-size effect was
taken into account, and the effective mass induced by the motion of the ion in the uniform
nucleon background was derived using a hydrodynamical approach, assuming nuclear matter
inside and outside the ion to be incompressible and irrotational fluid. At beta equilibrium,
each thermodynamic condition is defined by the temperature and total baryonic density of
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the system. In this case, the cluster size results from the competition between the motion
of the center-of-mass of the ion and the interface properties, namely, the Coulomb, surface,
and curvature energies. At a temperature of a few 1010 K, the latter prefer large clusters
(A & 100), while the translational term is minimized at small clusters (A ∼ 10). As a conse-
quence, accounting for the center-of-mass motion leads to nucleon depletion in the optimal
configuration, and this effect grows with density and temperature. The reduction in A and
Z is also observed in the case of a fixed proton fraction, which is relevant for hot and dense
supernova matter. However, the impact in the latter case is much less significant than in
the case of beta equilibrium. Regarding the crust EOS, the translational free energy only
has a negligible influence. The OCP approximation is applicable if the nuclear distribution
is very peaked, such as in the outer crust and at temperatures around the crystallization
point. However, this is not always the case in other conditions, especially at high densities
and temperatures. Therefore, we employed the MCP approach to study the coexistence of
different nuclear species in beta equilibrium. Since the contribution from the proton gas is
insignificant at the temperatures considered in this work, free protons are neglected in the
MCP calculation. Here, we considered both the perturbative – where the gas properties are
taken from the OCP approximation – and self-consistent – where the gas properties are com-
puted self-consistently with the charge neutrality and baryon number conservation – cases.
With the perturbative MCP treatment, we demonstrated that the equivalence between MCP
and OCP is established only if non-linear mixing contribution, which originates from the
center-of-mass motion in the case of liquid crust, can be neglected. Nevertheless, since this
term becomes more important in deeper layers of the crust and at higher temperatures, the
OCP prediction deviates from the most probable configuration in the perturbative MCP
calculation. This approach does not guarantee thermodynamic consistency, and therefore, a
full self-consistent MCP is needed, particularly in the deeper region of the crust, for reliable
predictions of the PNS crust composition. Interestingly, it was shown that with increasing
density and temperature, the abundance of light nuclei becomes important, and eventually
dominates the whole nuclear distribution. Consequently, the impurity parameter, which is
defined as the variance in the charge distribution, shows a peak structure, rather than in-
creasing monotonically. This result could have a potential impact on the NS cooling and
transport properties. Regardless of the considerable difference in the composition predicted
in different approaches, in general, the EOS in the crust is only modified insignificantly.
Particularly, the pressure in MCP is slightly lower than the OCP counterpart, of ∼ 10%
at most. Let us stress that our results at high densities should be taken with caution be-
cause the CLDM description is known to be not satisfactory for light nuclei. Therefore, a
more microscopic treatment with in-medium corrections might be needed for a more reliable
prediction. Additionally, non-spherical structures like the pasta phases may appear at the
bottom of the inner crust, and the coexistence of different (non-spherical) structures deserves
further study. Finally, this study can be extended to calculate the transport properties in
the NS crust. For the first time, the MCP calculations beyond the perturbative approach
as well as the inclusion of the translational degrees of freedom with the effective mass are
performed. The original work described in this chapter has led to two papers in Astronomy
& Astrophysics [269,270] and one paper in preparation.
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The formalism and numerical tools developed in this work can be utilized and expanded
upon in various directions. Specifically, the Bayesian analysis presented in Chapter 2 can
be updated to incorporate future astrophysical observations from collaborations like LIGO-
Virgo or NICER, enabling a more comprehensive understanding of the high-density region
of the EOS. With these potential measurements, we anticipate to have narrower posterior
distributions of high-order empirical parameters. Furthermore, it is also possible to inte-
grate valuable information derived from heavy-ion collision experiments, particularly on the
properties of asymmetric matter, into the Bayesian studies, as demonstrated by Ref. [103].
Although these constraints are currently not as stringent as desired [103], they hold promise
in unveiling the behavior of dense matter in the future, see e.g., Ref. [310]. As a result,
one can expect to have more precise determination of high-order empirical parameters, and
therefore, more precise predictions for the NS observables. In addition, it is also of great
importance to acquire further insights into the EOS at low densities through nuclear physics
experiments and theoretical calculations. Indeed, these insights could play a crucial role
in reducing uncertainties in the calculations of NS crustal properties, which hold relevance
across numerous astrophysical scenarios. Moreover, another possibility for extending this
work is the inclusion of other degrees of freedom, such as hyperons and quarks, into the core
EOS, as already performed by Refs. [34,194].

As discussed in Chapter 3, the presence of pasta phases in the crust could have significant
implications for various astrophysical phenomena. Consequently, it is reasonable to antici-
pate that our calculations for the properties of pasta phases can serve as inputs for calculating
relevant observables to those phenomena. On the other hand, different observations could
potentially impose constraints on the existence as well as characteristics of the pasta phases,
see Ref. [254] for an example of constraining the pasta structure with oscillations from giant
flares. Furthermore, the formalism presented for pasta phases at zero temperature in Chap-
ter 3 can be extended to finite temperatures, following a similar approach as discussed for
spheres in Chapter 4. However, unlike spheres, where the thermal effects, i.e., translations
or vibrations, can be derived using standard statistical mechanics (although with non-trivial
considerations for finite size and effective mass corrections), addressing the thermal effects
of non-spherical nuclei is a more complex and challenging task. Consequently, this topic de-
serves thorough investigation. Once this aspect is established, the presence of pasta phases
can be incorporated into the formalism presented in Chapter 4 for the crust of PNS, in both
the OCP and MCP approaches. In the latter approach, it is also possible to assess the influ-
ence of pasta phases on the impurity parameter for the beta-equilibrated crust. Additionally,
the results obtained from Chapter 4 can be employed to calculate the transport properties,
which play vital roles in various NS phenomena. In particular, it is interesting to study the
impacts of electron-impurity scattering on thermal and electrical conductivities. Besides, it
is also worthwhile to check the validity of the Matthiessen’s rule in the high-Qimp regime,
similar to the work by Ref. [301], with our consistent MCP formalism. These consistent cal-
culations on the thermal and electrical conductivities then can be used to study the timing
properties and magnetothermal evolutions of NS as in Refs. [55,56].

The code developed during my thesis builds upon the open-source library, NSEoS, created
by T. Carreau [175]. Currently, this code is exclusively available on GitLab for internal
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members of the Caen Theory group [311]. However, this code was used by other members
of the group to build a numerical tool that allows for calculating a unified EOS from an
arbitrary core EOS using the meta-modeling technique developed in this thesis. This tool is
currently hosted on the IN2P3 GitLab as well as on the LIGO Git, and is used by the LVK
collaboration for the data analysis of the O4 data-taking (May 2023). Additionally, I have
prepared a comprehensive user documentation, and in the near future, both the code and
the user guides will be made accessible to external users.
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APPENDIX A

Coulomb energy for different geometries in the Wigner-Seitz approximation

A.1 Spherical shapes

Figure A.1: Sketch of a spherical cluster of radius rN in a WS cell of radius rWS.

Considering a spherical nucleus of radius rN located in the center of a WS cell of radius
rWS, as depicted in Fig. A.1. The cluster has Z protons, and it is embedded in a uniform
electron background of density ne such that the cell is neutral, ne = Z

VWS
. In order to

determine the total Coulomb energy in the WS cell, we need to know the electric potential
and electric field.
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A.1.1 Electric field

To calculate the electric field at a distance l from the center, we can consider two regions:
(i) 0 < l ≤ rN and (ii) rN < l ≤ rWS. Outside the WS cell, l > rWS, there is no electric field
due to the charge neutrality in the cell.

* 0 < l ≤ rN :
From Gauss theorem:

E14πl2 =
e(nip − ne)4π

3 l
3

ε0
, (A.1)

where E1 denotes the electric field, ε0 is the dielectric constant of vacuum, e is the elementary
charge, and nip is the proton density inside the cluster, nip = Z

4πr3
N/3

. Thus,

E1 = e(nip − ne)l
3ε0

. (A.2)

* rN < l ≤ rWS:
Similarly,

E24πl2 = 4πe(nipr
3
N − nel3)

3ε0
, (A.3)

where E2 indicates the electric field in this region. We have:

E2 = e(nipr
3
N − nel3)
3ε0l2

. (A.4)

A.1.2 Electric potential

Let V1 and V2 be the electric potentials inside and outside the cluster, respectively. For
rN < l ≤ rWS:

V2(l)− V2(rWS) = −
∫ l

rWS
E2(r̄)dr̄, (A.5)

V2(l)− 0 = e

3ε0

∫ rWS

l

(
nip

r3
N

r̄2 − ner̄
)
dr̄, (A.6)

V2(l) = e

3ε0

[
nip

r3
N

l
+ 1

2nel
2 − nip

r3
N

rWS
− 1

2ner
2
WS

]
. (A.7)

For 0 < l ≤ rN :

V1(l)− V2(rN) = −
∫ l

rN
E1(r̄)dr̄, (A.8)

V1(l)− V2(rN) =
∫ rN

l

e(nip − ne)r̄
3ε0

dr̄, (A.9)

V1(l)− V2(rN) = e(nip − ne)
3ε0

r2
N − l2

2 , (A.10)

V1(l) = e(nip − ne)
3ε0

r2
N − l2

2 + e

3ε0

[
nipr

2
N + 1

2ner
2
N − nip

r3
N

rWS
− 1

2nel
2
WS

]
, (A.11)

V1(l) = e

6ε0

[
nip

(
3r2

N − l2
)
− ne

(
3r2

WS − l2
)]
. (A.12)
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A.1.3 Coulomb energy

The electric potential energy in the Wigner-Seitz approximation can be calculated from

ECoul = ECoul,1 + ECoul,2, (A.13)

ECoul = 1
2

∫
V1(nip − ne)edV + 1

2

∫
V2(−ne)edV, (A.14)

For the electric potential energy inside the cluster, ECoul,1, we have:

ECoul,1 = 1
2

∫
V1(nip − ne)edV, (A.15)

ECoul,1 = 1
2

∫ rN

0

e

6ε0

[
nip

(
3r2

N − l2
)
− ne

(
3r2

WS − l2
)]

(nip − ne)e4πl2dl, (A.16)

ECoul,1 = 4πe2

12ε0
(nip − ne)

[
nip

(
r5
N −

r5
N

5

)
− ne

(
r2

WSr
3
N −

r5
N

5

)]
, (A.17)

ECoul,1 = VN(nip − ne)e2

4ε0

[
nip

4r2
N

5 − ne(r2
WS −

r2
N

5 )
]
, (A.18)

with VN = 4πr3
N

3 being the cluster volume.
Similarly, for the electric potential energy outside the cluster, ECoul,2, we have:

ECoul,2 = −1
2

∫
V2needV, (A.19)

ECoul,2 = −ne2
e2

3ε0

∫ rWS

rN

[
nip

r3
N

l
+ 1

2nel
2 − nip

r3
N

rWS
− 1

2ner
2
WS

]
4πl2dl, (A.20)

ECoul,2 = −4πnee2

6ε0

[
nipr

3
N

r2
WS − r2

N

2 + ne
2
r5

WS − r5
N

5 −
(
nip

r3
N

rWS
+ 1

2ner
2
WS

)
r3

WS − r3
N

3

]
,

(A.21)

ECoul,2 = −VNnee
2

4ε0

[
nip(r2

WS − r2
N)− ne

4
5
r5

WS
r3
N

− ne
(
r2
N

5 − r
5
WS

)]
. (A.22)

Therefore, the total Coulomb energy reads:

ECoul =VN(nip − ne)e2

4ε0

[
nip

4r2
N

5 − ne(r2
WS −

r2
N

5 )
]

+

− VNnee
2

4ε0

[
nip(r2

WS − r2
N)− ne

4
5
r5

WS
r3
N

− ne
(
r2
N

5 − r
5
WS

)]
.

(A.23)

We can show that Eq. (A.23) is equivalent to:

ECoul = VNe
2

4ε0

[
n2

ip
4r2

N

5 + n2
e

4r5
WS

5r3
N

+ nipne

(
2r2

N

5 − 2r2
WS

)]
, (A.24)

ECoul = 3
5
V 2
Ne

2n2
ip

4πε0
1
rN

[
1 + n2

e

n2
ip

r5
WS
r5
N

− 5
2

(
ne
nip

r2
WS
r2
N

− 1
2

)]
(A.25)



188 Appendix A. Coulomb energy for different geometries in the Wigner-Seitz approximation

Using nipr
3
N = ner

3
WS, we arrive to the following equation:

ECoul = 3
5

(Ze)2

4πε0
1
rN

[
1 + 1

2
r3
N

r3
WS
− 3

2
rN
rWS

]
. (A.26)

Let u = VN
VWS

= r3
N

r3
WS

, the Coulomb energy can be written as:

ECoul = 3
5

(Ze)2

4πε0
1
rN

[
1 + u

2 −
3u1/3

2

]
. (A.27)

In the CGS unit system, 4πε0 = 1. Dividing the Coulomb energy ECoul by the WS cell
volume, we get the Coulomb energy density:

εCoul = ECoul

VWS
= 2π (eypnirN)2 uηCoul,3(u), (A.28)

where yp = (1− I)/2 is the cluster proton fraction, and ηCoul,3 is defined as:

ηCoul,3(u) = 1
5

[
u+ 2

(
1− 3

2u
1/3
)]
. (A.29)

In the case of bubbles, we can follow the same steps as above. Indeed, having a bubbles
structure with proton density nip, in the region rN < r < rWS, in the background of electron
of density ne is equivalent to having a sphere of proton density n′ip = −nip, in the region
r ≤ rN , with a background of electrons of density n′e = ne − nip. Thus, Eq. (A.25) becomes:

ECoul = 3
5

(Ze)2

4πε0
1
rN

[
1 + n′2e

n′2ip

r5
WS
r5
N

− 5
2

(
n′e
n′ip

r2
WS
r2
N

− 1
2

)]
. (A.30)

Using the charge neutrality condition, n′ipr3
N = n′er

3
WS, one can easily arrive to Eq. (A.27),

with u = VN
VWS

being the volume fraction of the hole.
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A.2 Cylindrical shapes

Figure A.2: Sketch of a cylindrical cluster of radius rN in a WS cell of radius rWS.

A.2.1 Electric field

* 0 < l ≤ rN :
From Gauss theorem:

E12πlh = e(nip − ne)πl2h
ε0

, (A.31)

Thus,

E1 = e(nip − ne)l
2ε0

. (A.32)

* rN < l ≤ rWS:
Similarly,

E22πlh = πhe(nipr
2
N − nel2)

2ε0
, (A.33)

We have:

E2 = e(nipr
2
N − nel2)
2ε0l

. (A.34)
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A.2.2 Electric potential

For rN < l ≤ rWS:

V2(l)− V2(rWS) = −
∫ l

rWS
E2(r̄)dr̄, (A.35)

V2(l)− 0 = e

2ε0

∫ rWS

l

(
nip

r2
N

r̄
− ner̄

)
dr̄, (A.36)

V2(l) = e

2ε0

[
nipr

2
N ln rWS

l
+ 1

2nel
2 − 1

2ner
2
WS

]
. (A.37)

For 0 < l ≤ rN :

V1(l)− V2(rN) = −
∫ l

rN
E1(r̄)dr̄, (A.38)

V1(l)− V2(rN) =
∫ rN

l

e(nip − ne)r̄
2ε0

dr̄, (A.39)

V1(l)− V2(rN) = e(nip − ne)
2ε0

r2
N − l2

2 , (A.40)

V1(l) = e(nip − ne)
2ε0

r2
N − l2

2 + e

2ε0

[
nipr

2
N ln rWS

rN
+ 1

2ner
2
N −

1
2ner

2
WS

]
, (A.41)

V1(l) = e

2ε0

[
nip

(1
2r

2
N −

1
2 l

2 + r2
N ln rWS

rN

)
− 1

2ne
(
r2

WS − l2
)]
. (A.42)

A.2.3 Coulomb energy

ECoul = ECoul,1 + ECoul,2, (A.43)

ECoul = 1
2

∫
V1(nip − ne)ehdS + 1

2

∫
V2(−ne)ehdS, (A.44)

For the electric potential energy inside the cluster, ECoul,1, we have:

ECoul,1 = 1
2

∫
V1(nip − ne)ehdS, (A.45)

=
∫ rN

0

e

4ε0

[
nip

(1
2r

2
N −

1
2 l

2 + r2
N ln rWS

rN

)
− 1

2ne
(
r2

WS − l2
)]

(nip − ne)e2πhldl,

(A.46)

= πhe2

2ε0
(nip − ne)

[
nip

(
−1

8r
4
N + 1

2r
4
N ln rWS

rN

)
+ ne

1
8r

4
N

]
, (A.47)

= VN(nip − ne)e2

2

[
nip

(
−1

8r
2
N + 1

2r
2
N ln rWS

rN

)
+ ne

1
8r

2
N

]
, (A.48)

with VN = πhr2
N being the cluster volume.
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Similarly, for the electric potential energy outside the cluster, ECoul,2, we have:

ECoul,2 = −1
2

∫
V2neehdS, (A.49)

= −ne2
e2

2ε0

∫ rWS

rN

[
nipr

2
N ln rWS

l
+ 1

2nel
2 − 1

2ner
2
WS

]
2πhldl, (A.50)

= −πhnee
2

2ε0

[
−nip

1
2r

4
N ln rWS

rN
+ 1

8ne
(
r4

WS − r4
N

)]
, (A.51)

= −VNnee
2

2ε0

[
−nip

1
2r

2
N ln rWS

rN
+ 1

8ne
(
r4

WS
r2
N

− r2
N

)]
. (A.52)

Thus, using the charge neutrality condition ner2
WS = nipr

2
N , and u = r2

N

r2
WS

= ne
nip

:

ECoul = VNe
2r2
N

8ε0

[
nipne − n2

ip − n2
ip ln u

]
(A.53)

= 1
2VN(erNnip)2π(u− 1− ln u), (A.54)

= 2πVN(erNypni)2ηCoul,2, (A.55)

where
ηCoul,2 = 1

4(u− 1− ln u). (A.56)

The Coulomb energy density for cylindrical shape is then given by

εCoul = ECoul

VWS
= 2π(erNypni)2uηCoul,2 (A.57)

A.3 Planar shape

Figure A.3: Sketch of a slab of half-thickness rN in a WS cell of half-thickness rWS.

A.3.1 Electric field

* 0 < l ≤ rN :
From Gauss theorem:

E1S = e(nip − ne)Sl
ε0

, (A.58)
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Thus,

E1 = e(nip − ne)l
ε0

. (A.59)

* rN < l ≤ rWS:
Similarly,

E2S = e(niprN − nel)S
ε0

, (A.60)

We have:

E2 = e(niprN − nel)
ε0

. (A.61)

A.3.2 Electric potential

For rN < l ≤ rWS:

V2(l)− V2(rWS) = −
∫ l

rWS
E2(r̄)dr̄, (A.62)

V2(l)− 0 = e

ε0
(niprN − ner̄)dr̄, (A.63)

V2(l) = e

ε0

[
niprN(rWS − l)−

1
2ne(r

2
WS − l2)

]
. (A.64)

For 0 < l ≤ rN :

V1(l)− V2(rN) = −
∫ l

rN
E1(r̄)dr̄, (A.65)

V1(l)− V2(rN) =
∫ rN

l

e(nip − ne)r̄
ε0

dr̄, (A.66)

V1(l)− V2(rN) = e(nip − ne)
ε0

(rN − l), (A.67)

V1(l) = e(nip − ne)
ε0

r2
N − l2)

2 + e

ε0

[
niprN(rWS − rN)− 1

2ne(r
2
WS − r2

N)
]
, (A.68)

V1(l) = e

ε0

[
−nip

2 (r2
N + l2) + ne

2 (l2 + r2
WS

]
, (A.69)

where I have used the charge neutrality condition, niprN = nerWS

A.3.3 Coulomb energy

ECoul = ECoul,1 + ECoul,2, (A.70)

ECoul = 1
2

∫
V1(nip − ne)e2Sdl + 1

2

∫
V2(−ne)e2Sdl, (A.71)
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For the electric potential energy inside the cluster, ECoul,1, we have:

ECoul,1 = 1
2

∫
V1(nip − ne)e2Sdl, (A.72)

=
∫ rN

0

e

ε0

[
−nip

2 (r2
N + l2) + ne

2 (l2 + r2
WS)

]
(nip − ne)eSdl, (A.73)

= 2Se2

2ε0
(nip − ne)

[
−1

2nip

(
r3
N + 1

3r
3
N

)
+ 1

2ne
(
r3
N

3 + r2
WSrN

)]
, (A.74)

= VN(nip − ne)e2

2ε0

[
−2

3nipr
2
N + 1

2ne
(
r2
N

3 + r2
WS

)]
, (A.75)

Similarly, for the electric potential energy outside the cluster, ECoul,2, we have:

ECoul,2 = −1
2

∫
V2nee2Sdl, (A.76)

= −nee
2

ε0

∫ rWS

rN

[
niprN(rWS − l)−

1
2ne(r

2
WS − l2)

]
Sdl, (A.77)

= −2Snee2

2ε0

[
1
2nipr

3
N + ne

(
r3

WS
6 − r2

WSrN
2 − r3

N

6

)]
, (A.78)

= −VNnee
2

2ε0

[
1
2nipr

2
N + ne

(
r3

WS
6rN
− r2

WS
2 − r2

N

6

)]
. (A.79)

Thus

ECoul = VNe
2

2ε0

(
−2

3n
2
ipr

2
N + nipne

(
r2
N

3 + r2
WS
3

))
, (A.80)

= 2πVNe2

4πε0
r2
Nn

2
ip

3

[
−2 + ne

nip

(
1 + r2

WS
r2
N

)]
, (A.81)

= 2πVN(eypnirN)2ηCoul,1, (A.82)

where
ηCoul,1 = 1

3

(
−2 + u+ 1

u

)
(A.83)

The Coulomb energy density for a slab is given by

εCoul = ECoul

VWS
= 2π(erNypni)2uηCoul,1 (A.84)

From Eqs. (A.28), (A.57), and (A.84), we can write the Coulomb energy density in the
WS approximation for a geometry d as:

εCoul = ECoul

VWS
= 2π(erNypni)2uηCoul,d. (A.85)

This expression holds for both clusters and holes structure.
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APPENDIX B

Variational equations for cold–catalyzed neutron-star crusts

In this chapter, I present in details the steps for obtaining the system of equilibrium
equations of a cold-catalyzed NS crust.

B.1 Outer crust

For the outer crust, there is no free neutron gas. Therefore, the total energy density in
each WS cell is expressed as:

εWS = εe + Ei
VWS

. (B.1)

The baryonic number conservation can be written as:

nB = A

VWS
= 2np

1− I . (B.2)

Under this constraint, one can introduce a Lagrange multiplier λo, and the function to be
minimized reads:

Ωo = εe + Ei
VWS

− λo
2np

1− I . (B.3)

Inserting Eq. (B.2) into Eq. (B.3) we have:

Ωo = εe + nB
Ei
A
− λo

2np
1− I . (B.4)

The equilibrium equations are obtained by minimizing Ωo in Eq. (B.4) with respect to four
chosen variables: rN , ni, I, and np.

The minimization with respect to rN reads:

∂Ωo

∂rN

∣∣∣∣∣
ni,I,np

= 0. (B.5)

195
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Replacing Eq. (B.4) into Eq. (B.5) leads to:

∂

∂rN

(
Ei
A

)
= 0. (B.6)

The minimization with respect to the cluster density ni gives:

∂Ωo

∂ni

∣∣∣∣∣
rN ,I,np

= 0. (B.7)

This is equivalent to:
∂

∂ni

(
Ei
A

)
= 0. (B.8)

To obtain the expression of λo, we can minimize Ωo with respect to the cluster isospin
asymmetry I:

∂Ωo

∂I

∣∣∣∣∣
rN ,ni,np

= 0. (B.9)

Substituting the expression of Ωo into Eq. (B.9), we get:

nB
∂

∂I

(
Ei
A

)
− λo

2np
(1− I)2 = 0. (B.10)

Using Eq. (B.2), one can show that:

nB
∂

∂I

(
Ei
A

)
− λo

nB
(1− I) = 0. (B.11)

From Eq. (B.11), it is straightforward that λo can be written as:

λo = (1− I) ∂
∂I

(
Ei
A

)
. (B.12)

Finally, minimizing Ωo with respect to np:

∂Ωo

∂np

∣∣∣∣∣
rN ,ni,I

= 0. (B.13)

This equation results in:

∂εe
∂ne

+ nB
∂

∂np

Ei
A
− λo

2
1− I = 0, (B.14)

µe + 2np
1− I

∂

∂np

Ei
A
− λo

2
1− I = 0. (B.15)

In the above equation, the charge neutrality, i.e., np = ne and baryonic number conservation,
Eq. (B.2), were used. Substituting the expression of λo in Eq. (B.12) we get:

2
[
∂

∂I

(
Ei
A

)
− np

1− I
∂

∂np

(
Ei
A

)]
= µe. (B.16)
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In summary, to get the composition of the outer crust, we solve for the four variables (rN ,
ni, I, and np) from a system of four equations:

2np
1− I = nB, (B.17)

∂

∂rN

(
Ei
A

)
= 0, (B.18)

∂

∂ni

(
Ei
A

)
= 0 (B.19)

2
[
∂

∂I

(
Ei
A

)
− np

1− I
∂

∂np

(
Ei
A

)]
= µe. (B.20)

B.2 Inner crust

Similarly, for the inner crust, one needs to add the neutron gas density ngn as an extra
variable, and the energy density of the WS cell becomes:

εWS = εe + εg(1− u) + Ei
VWS

, (B.21)

The baryonic number conservation reads:

nB = A+ ngn(1− u)VWS

VWS

= A

VWS
+ ngn(1− u)

= 2Z
(1− I)VWS

+ ngn(1− u),

= 2np
(1− I) + ngn(1− u). (B.22)

The volume fraction u can be expressed as:

u = VN
VWS

, (B.23)

u = A/ni
VWS

, (B.24)

u = 2Z
(1− I)niVWS

, (B.25)

u = 2np
ni(1− I) . (B.26)

Therefore, the total baryonic number can be re-written as:

nB = 2np
1− I

(
1− ngn

ni

)
+ ngn. (B.27)
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Similar to Sect. B.1, we can minimize εWS in Eq. (B.21) with the constraint in Eq. (B.27)
by introducing a Lagrange multiplier λi:

Ω = εWS − λi
[ 2np
1− I

(
1− ngn

ni

)
+ ngn

]
, (B.28)

Ω = εe + εg(1− u) + Ei
VWS

− λi
[ 2np
1− I

(
1− ngn

ni

)
+ ngn

]
, (B.29)

Ω = εe + εg

(
1− 2np

ni(1− I)

)
+ 2np

(1− I)
Ei
A
− λi

[ 2np
1− I

(
1− ngn

ni

)
+ ngn

]
. (B.30)

Minimizing Ω with respect to rN :

∂Ω
∂rN

∣∣∣∣∣
ni,I,np,ngn

= 0, (B.31)

∂

∂rN

(
Ei
A

)
= 0, (B.32)

which is the same as Eq. (B.5) for the outer crust.
Minimizing with respect to the neutron gas density ngn, one obtains:

∂Ω
∂ngn

∣∣∣∣∣
rN ,ni,I,np

= 0, (B.33)
(

1− 2np
ni(1− I)

)
∂εg

∂ngn
− λi

(
1− 2np

ni(1− I)

)
= 0. (B.34)

Thus,
λi = ∂εg

∂ngn
= µHM,n, (B.35)

which is the neutron chemical potential of nuclear matter including the nucleon rest mass
(defined in Eq. (2.29)). Note that in the solid phase that we are considering, there is no
dependence of the cluster energy per nucleon Ei/A on ngn. Therefore, ∂(Ei/A)/(∂ngn) = 0.

The minimization with respect to cluster density ni reads:

∂Ω
∂ni

∣∣∣∣∣
rN ,I,np,ngn

= 0, (B.36)

2np
(1− I)

∂

∂ni

(
Ei
A

)
+ 2np
n2
i (1− I)εg −

2npngn

n2
i (1− I)µHM,n = 0 (B.37)

n2
i

∂

∂ni

(
Ei
A

)
− ngnµHM,n + εg = 0, (B.38)

n2
i

∂

∂ni

(
Ei
A

)
= Pgn. (B.39)

with
Pgn = µHM,nngn − εg (B.40)

being the pressure of the neutron background.
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Let us turn to the minimization with respect to the cluster isospin asymmetry I:

∂Ω
∂I

∣∣∣∣∣
rN ,ni,np,ngn

= 0, (B.41)

2np
(1− I)2

[
Ei
A

+ (1− I) ∂
∂I

(
Ei
A

)
− εg

ni
−
(

1− ngn

ni

)
µHM,n

]
= 0, (B.42)

Ei
A

+ (1− I) ∂
∂I

(
Ei
A

)
− εg

ni
−
(

1− ngn

ni

)
µHM,n = 0. (B.43)

Therefore,
Ei
A

+ (1− I) ∂
∂I

(
Ei
A

)
= µHM,n −

Pgn

ni
. (B.44)

Finally, the minimization with respect to np results in:

∂Ω
∂np

∣∣∣∣∣
rN ,I,ni,ngn

= 0, (B.45)

Ei
A

+ np
∂

∂np

(
Ei
A

)
+ 1− I

2
∂εe
∂np
− εg

ni
−
(

1− ng

ni

)
µHM,n = 0. (B.46)

From Eqs. (B.44) and (B.46), we obtain:

2
[
∂

∂I

(
Ei
A

)
− np

1− I
∂

∂np

(
Ei
A

)]
= µe. (B.47)

To summarize, for the inner crust, we solve the following of equations for five variables: rN ,
ni, I, np, and ngn:

2np
1− I

(
1− ngn

ni

)
+ ngn = nB, (B.48)

∂

∂rN

(
Ei
A

)
= 0, (B.49)

n2
i

∂

∂ni

(
Ei
A

)
= Pgn, (B.50)

Ei
A

+ (1− I) ∂
∂I

(
Ei
A

)
= µHM,n −

Pgn

ni
, (B.51)

2
[
∂

∂I

(
Ei
A

)
− np

1− I
∂

∂np

(
Ei
A

)]
= µe. (B.52)



200 Appendix B. Variational equations for cold–catalyzed neutron-star crusts



APPENDIX C

Equilibrium equations for proto-neutron-star inner crust

As discussed in Sect. 4.1.3, to obtain the equilibrium composition of the PNS inner crust,
one needs to minimize the following equation:

Ω = 2np
1− I

Fi
A

+
[
1− 2np

(1− I)ni

]
Fg + Fe

+ γ1

[
nB −

2np
1− I

(
1− ngn + ngp

ni

)
− ngn − ngp

]
+ γ2

[
ne − np − ngp

(
1− 2np

ni(1− I)

)]
,

(C.1)

with

γ1 = µn (C.2)
γ2 = −µn + µp, (C.3)

in which µn and µp are respectively defined as in Eqs. (4.110) and (4.111), obtained from the
minimization of Ω with respect to the neutron and proton gas densities, ngn and ngp.

C.1 Minimization with respect to electron density ne

∂Ω
∂ne

∣∣∣∣∣
rN ,I,ni,np,ngn,ngp

= 0. (C.4)

∂Fe
∂ne
− γ2 = 0. (C.5)

Thus

γ2 = ∂Fe
∂ne

= µe. (C.6)
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From Eqs. (C.3) and (C.6), we get:

µp + µe = µn, (C.7)

which is the beta equilibrium equation for the gas components.

C.2 Minimization with respect to rN

∂Ω
∂rN

∣∣∣∣∣
I,ni,np,ngn,ngp,ne

= 0, (C.8)

∂(Fi/A)
∂rN

= 0. (C.9)

If the crust is in the liquid phase, then Eq. (C.9) is equivalent to:

∂(fCoul + fsurf + fcurv + ftrans)
∂rN

= 0. (C.10)

C.3 Minimization with respect to cluster density ni

∂Ω
∂ni

∣∣∣∣∣
rN ,I,np,ngn,ngp,ne

= 0

∂

∂ni

(
Fi
A

)
+ 1
n2
i

Fg − µn(ngn + ngp)
1
n2
i

− (−µn + µp)
ngp

n2
i

= 0,

n2
i

∂

∂ni

(
Fi
A

)
= µpngp + µnngn −Fg,

Pcl = Pg,

(C.11)

in which Pcl = n2
i
∂
∂ni

(
Fi
A

)
is the cluster pressure, and Pg = µpngp + µnngn − Fg is the gas

density. The latter includes the in-medium effect. Thus, Eq. (C.11) indicates the pressure
equilibrium between the cluster and the surrounding nucleon gas.

C.4 Minimization with respect to the cluster asymmetry I

∂Ω
∂I

∣∣∣∣∣
rN ,ni,np,ngn,ngp,ne

= 0

2np
(1− I)2

[
Fi
A

+ (1− I) ∂
∂I

(
Fi
A

)
− Fg

ni
− γ1

(
1− ngn + ngp

ni

)
− γ2

ngp

ni

]
= 0,

Fi
A

+ (1− I) ∂
∂I

(
Fi
A

)
− Fg

ni
− µn

(
1− ngn + ngp

ni

)
− (µp − µn)ngp

ni
= 0,

Fi
A

+ (1− I) ∂
∂I

(
Fi
A

)
= µn −

Pg

ni
.

(C.12)
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C.5 Minimization with respect to np

∂L
∂np

∣∣∣∣∣
rN ,I,ni,ngn,ngp,ne

= 0

Fi
A

+ np
∂

∂np

(
Fi
A

)
− 1
ni
Fg − γ1

(
1− ngn + ngp

ni

)
− γ2

(
−1− I

2 + ngp

ni

)
= 0.

(C.13)

We can identify similar terms in Eqs. (C.12) and (C.13), therefore, we have:

(1− I) ∂
∂I

(
Fi
A

)
− np

∂

∂np

(
Fi
A

)
− γ2

1− I
2 = 0. (C.14)

Thus
2
[
∂

∂I

(
Fi
A

)
− np

1− I
∂

∂np

(
Fi
A

)]
= µn − µp. (C.15)
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A unified equation of state for neutron stars and core-collapse supernovae

This thesis aims to study the interior properties of isolated, non-accreting, and non-rotating
(proto-)neutron stars. For this purpose, the meta-modeling technique was employed to compute
the properties of nuclear matter, while the inhomogeneities in the crust were characterized using a
compressible liquid drop model. Furthermore, the equation of state was consistently calculated in a
unified manner under the nucleonic hypothesis. Within a Bayesian study, we investigated the impact
of different constraints from nuclear physics and astrophysical data on the equation of state of cold
neutron stars. Notably, the results of our Bayesian analysis suggest that the nucleonic hypothesis
remains compatible with all current data from neutron-star observations provided by the NICER
and LIGO-Virgo collaborations. The non-spherical structures of nuclei in the innermost region of
the crust, known as pasta phases, and the uncertainties associated with their properties were thor-
oughly investigated. Particularly, we demonstrated that both the bulk and surface terms have a
significant impact on the prediction of the pasta-phase properties. Finally, we studied the inner crust
of proto-neutron stars in the liquid phase. In particular, we demonstrated that the translational
free energy has important effects on the crust composition. At high densities and temperatures, the
one-component plasma approximation becomes less reliable, and the coexistence of different nuclear
species in a multi-component plasma approach has been considered, thus allowing us to consistently
calculate the so-called impurity parameter, needed for neutron-star cooling simulations. The formal-
ism and numerical tools developed in this thesis could be further extended for future studies, such as
investigating phase transitions in the core and calculating transport properties of the crust.
Keywords: neutron star, dense matter, equation of state, Bayesian analysis, pasta phases, plasma

Une équation d’état unifiée pour les étoiles à neutrons et les supernovae à
effondrement de cœur

Cette thèse vise à étudier les propriétés à l’intérieur des (proto-)étoiles à neutrons isolées, non accré-
tantes et statiques. À cette fin, un meta-modèle a été utilisée pour décrire les propriétés de la matière
nucléaire, tandis que les inhomogénéités dans la croûte ont été caractérisées en employant un mod-
èle de goutte liquide compressible. De plus, l’équation d’état a été calculée de manière unifiée sous
l’hypothèse nucléonique. Avec une étude bayésienne, nous avons examiné l’impact de différentes con-
traintes issues de la physique nucléaire et des données astrophysiques sur l’équation d’état des étoiles
à neutrons froides. Les résultats de notre analyse bayésienne suggèrent notamment que l’hypothèse
nucléonique reste compatible avec toutes les données actuelles provenant des observations d’étoiles à
neutrons fournies par les collaborations NICER et LIGO-Virgo. Les structures non sphériques des
noyaux dans la région la plus interne de la croûte, connues sous le nom de phases de pâtes, ainsi
que les incertitudes associées à leurs propriétés ont été exhaustivement étudiées. En particulier, nous
avons démontré que les termes de volume et de surface de l’énergie nucléaire ont un impact significatif
sur la prédiction des propriétés des phases de pâtes. Enfin, nous avons étudié la croûte interne des
proto-étoiles à neutrons en phase liquide. En particulier, nous avons démontré que l’énergie libre de
translation a des effets importants sur la composition de la croûte. À des densités et des tempéra-
tures élevées, l’approximation du plasma à une composante devient moins fiable, et la coexistence
de différentes espèces nucléaires a été prise en compte dans une approche de plasma à plusieurs
composantes, qui a permis d’ailleurs de calculer de façon conhérente le paramètre d’impurété, don-
née nécessaire dans les calculs de refroidissement des étoiles à neutrons. Le formalisme et les outils
numériques développés dans cette thèse pourraient être étendus pour des études futures, telles que
l’investigation des transitions de phase dans le cœur et des propriétés de transport de la croûte.

Mots clés : étoile à neutrons, matière dense, équation d’état, analyse bayésienne, phases de
pâtes, plasma
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