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Abstract

After decades of research, the question of how biological neural networks
synthesize experience to serve higher-level cognitive processes (concept
acquisition, systematic decision making, evaluative thinking, creativity...)
still resists to a complete scientific understanding. At the same time, ad-
vances in large scale computation have enabled the development of their
artificial counterparts, which currently power a revolution in machine
intelligence. These simplified neural models developed through a glo-
bal scientific trial-and-error process, present however evident behavioral
differences and limitations compared to biological neural networks and
provide unsatisfactory to little insight into the computational principles
that evolution condensed in biological neurons. One evident limitation is
the lack of compositionality and systematicity in artificial neural com-
putation, determining their slow learning process, their poor robustness
to contextual perturbations and revealing their current failure as a true
functional programming paradigm. In this work, we propose to tackle
these weaknesses from the problem perspective of learning higher-order
functions (i.e functions of functions) with neural networks. Namely, we
propose to leverage modern machine learning techniques while conside-
ring neural networks as controllable functionals, unearthing original com-
putational mechanisms able to support complex cognitive faculties such
as memorization or attention, in turn serving more abstractive machine
intelligence. In particular, building on the clear epistemological trend that
hand-designed methods are eventually replaced by computerized and self-
executing solutions, we will consider the specific higher-order problem of
learning to learn, i.e meta-learning. We show that granting neural net-
works the aptitude to design learning strategies with minimal solution
constraints as a function of data, activity or choice history, can help
explore new forms of adaptive programs, with application to low-shot
learning, operator regression, robotic control or controllable generative
modeling.
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Résumé

Malgré des décennies de recherche, la compréhension des méchanismes
d’apprentissage permettant aux réseaux de neurones biologiques d’arti-
culer l’expérience vécue dans l’acquisition et l’éxecution de fonctions cog-
nitives supérieures (formation de concepts, décision systématique, pensée
critique, créativité...) résiste encore a une description scientifique com-
plète. Au même moment, les avancées du calcul informatique a grande
échelle ont permis le développement de leurs homologues artificiels, qui
sous-tendent actuellement une révolution en intelligence machine. Ces
modèles simplifiés présentent toutefois d’importantes différences d’ap-
prentissage en comparaison des réseaux naturels et apportent des expli-
cations insatisfaisantes sur les principes computationels que l’évolution a
favorisé au sein des réseaux biologiques. Le manque de compositionalité
et de systématicité constitue une limitation évidente des réseaux de neu-
rones artificiels, et détermine leur lenteur d’apprentissage et leur faible
robustesse face à des perturbations contextuelles, révelant leur échec en
tant que paradigme de programmation fonctionelle viable. Dans cette
thèse, nous explorons ces faiblesses sous la perspective du problème d’ap-
prentissage de fonction d’ordre supérieur (i.e fonctions de fonctions) par
réseaux de neurones artificiels. Nous proposons de marier les techniques
d’apprentissage actuelles à ces réseaux vus comme fonctionelles contro-
lables, proposant des mechanismes calculatoires originaux capables de
supporter des fonctions cognitives complexes comme la mémorisation ou
l’attention, qui servent à leur tour une intelligence machine plus abstrac-
tive. En particulier, nous considérons le problème du méta-apprentissage,
consistant à remplacer les méthodes manuelle d’ajustement fonctionel par
des méthodes d’adaptation elle-même apprises. En donnant aux réseaux
de neurones la possibilité de construire leur propre stratégies d’appren-
tissage en fonction des données, de leur activité et de leur historique
décisionel, nous explorons de nouvelles formes de programme adaptatifs,
trouvant des applications diverses en apprentissage "low-shot", en régres-
sion d’opérateurs fonctionels, en robotique ou pour le controle de modèles
génératifs.
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Chapter 1

Introduction

“The universe is built on a plan the profound symmetry of which is
somehow present in the inner structure of our intellect.”

Paul Valery

Contents
1.1 Artificial neural networks . . . . . . . . . . . . 19

1.2 Relation to Neuroscience . . . . . . . . . . . . 28

1.3 Relation to control theory . . . . . . . . . . . 31

1.4 Challenges and stakes . . . . . . . . . . . . . . 37

1.5 Contributions and Thesis organization . . . . 38

This thesis aims at proposing a coherent perspective for different projects
exploring original computational principles for the manipulation of higher-
order functions (i.e functions of functions) with artificial neural networks,
in particular, regarding the problem of learning to learn. This approach
lies at the interface of deep learning, dynamical systems and meta-
learning, while taking inspiration from neuroscience and control theory.
I start by presenting past and current research in artificial neural net-
works in the form of a historical note as well as its interaction with these
two fields. The remaining chapters are dedicated to the theoretical and
experimental contributions of this thesis. The first part presents two
original forms of functional regression with neural networks. The second
part is dedicated more specifically to the problem of neural meta-learning
and its connection with the free-energy minimization principle. I hope
that this document will prove useful, not only personally for graduation
purpose, but also as inspiration towards new approaches for designing
and controlling artificial neural networks. Along the way, I shall con-
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nect my discussion with various applications from generative modeling,
robotics or physical science to contextualize and motivate this work.

1.1 Artificial neural networks

1.1.1 Definition
Artificial neural networks refers to a broad class of dynamic graphs that
can be generally described as sequences of 3-tuples (Gt)t2T = (Vt, Et, st)t2T
indexed over an ordered set T , where Vt correspond to the set of pro-
cessing units at index t (or vertices Vt) linked together by set of edges
Et (i.e a set of pairs of vertices in Vt). Taken collectively, such units
are able to carry and transform information, in the form of an analogic
and distributed code of "activations" xt = st(Vt) given by the functions
st : V 7! X which associates to vertices Vt a value in a set X according
to particular message-passing processes between units and as a function
of some parameters ✓t belonging to a space ⇥. Because such networks
mimic the organization of nervous systems found in nature with local
computation rules that are inspired from biology, their processing units
are called “neurons".

Figure 1.1 – Comparison of biological pyramidal neurons and its
artificial idealization. Pyramidal neurons possess identifiable body
structures that allows for information integration through dendritic and
somatic bodies and transfer through axonal connections. This structure
is replicated in artificial neurons in the form of a parametric transfer
function s(x,✓) relating inputs stimuli to an activation state xi.
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The precise structural organization of networks (connectivity and hier-
archy of neurons determined by Et) as well as the principles governing
message aggregation and passing in the network which determines the
expression of functions (st)t2T can vary widely and describe vastly differ-
ent types of dynamics (see fig 1.3 for a simple example). In this work, we
will mostly consider artificial neural networks as dynamical systems of a
potentially large number of variables referred to as the state ht = (xt,✓t)
of the network over time, such that for all t 2 T , ht is a multidimen-
sional vector belonging to a state space H = X ⇥⇥ most often identified
to the real-valued euclidean space R

p for p 2 N. We will show below
that this generic definition will allow to unify our treatment of several
temporal processes of interest such as network inference and learning, as
well as different network typologies such as deep feed-forward and recur-
rent network. Specifically, we will show below that the partial dynamics
governing the evolution of neural activations xt can be seen as particular
arrangement preferences in the space X , which can in turn serve to form
complex and distributed computational programs relating pieces of in-
formation by encoding them in the form of subsets of neurons activations
at particular times.

Definition 1 The states of an artificial neural network (Gt)t2T can
be seen as a dynamical system governed by a function � : H⇥T 7! H
defined over a vector space H and a monoid T (usually real positive
numbers R

+ or natural numbers N) such that:

8h 2 H, �(h, 0) = h (1.1)
8t, t0 2 T 2

, �(h, t+ t
0) = �(�(h, t), t0) (1.2)

� is called the flow or evolution map of the dynamic system. Fur-
thermore, we define the state of the system as ht = �(h, t). In many
cases, when T = N, � is implicitely defined through the following
iteration map F

8t 2 N, ht+1 = F (ht, t) (1.3)

Remark: Defining neural networks as dynamical systems allows us to
consider a wide range of previously defined networks with the same the-
oretical treatment. For instance, ’classic’ feedforward computation in
neural networks (as represented in figure 1.2) can be thought as dynam-
ical system where neurons activations are partially updated following a
specific sequence of message-passing operations until we reach neurons
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considered as output of the system. Recurrent neural networks can be
directly associated to this definition. (see in particular chapter 2 and 5)

Remark II: Although we will mostly consider discrete sequences of oper-
ations, this definition will also let us manipulate continuous-time neural
networks in chapter 2. Note that this work will focus more specifically
on the class of "rate-based" neural networks, which does not consider
the exact temporality of signal passing at the neuron level as in spiking
neural networks but rather consider sequences of synchronized operations
between neurons.

Figure 1.2 – Schema of activation propagation between three sub-
sets of neurons. Our definition encompass several forms of neural net-
work architectures as message passing dynamics between neurons. Here is
depicted a feedforward network with two sequential operations affecting
alternatively three neurons subsets {x1

,x2
,x3}. At each state, neurons

with states varying from previous time-step are shown in blue.

Often, the state of a finite subset of neurons at time t is identified to
that of variables of the external world that act as stimuli over the net-
work, and form a vector xin

t
belonging to a multidimensional input space

Xin. Additionally, a (potentially overlapping) subset of neurons state at
a subsequent time t0 can be identified as a vector xout

t0
in the output space

Xout and represent the influence of the network over its environment. As
stated above, neurons connections and transfer functions defining F in
equation 1.3, are potentially defined as parametric objects, most simply
depending on a vector-valued parameters ✓ = {✓1, ✓2, . . . , ✓n} where n is
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a finite natural number. From a learning theory perspective, considering
various ways in which networks structure and parametrisation can vary
amounts to describe an hypothesis class F(Xin,Xout) of possible network
response functions xin

t
7! xout

t0
between input and output spaces. Because

Figure 1.3 – Varying trajectories of neurons activations in a sim-
ple 2 neurons network. Neurons state evolution is specified by the
equation ẋ1 = sin(ax2) + c ˙cos(ax1) and ẋ2 = sin(bx1) + d cos(bx2)) with
varying random parameters a, b, c, d for the 4 cases. Small parameters
variations generates large attractor differences in the network state space.

of their highly combinatorial and parametric nature, neural networks
have high algorithmic complexity and theory or intuition fail to describe
precisely the influence of specific network configurations and parameters
to the expressed function. Hence, finding automatic and efficient ways
to endow the network response function with desired properties, a pro-
cess that we will refer to as neural network functional control, will be the
principal problem explored in this work. Specifically, we will see that
such problem can be seen as building higher-order functions operating
on the class of applications defined by the network dynamics and that
such function can be interpreted from an energetic perspective to enforce
a desired functional behavior.

Research question 1

What factors drives the emergence of coherent functional associa-
tions in apparently chaotic artificial neural dynamics? Can we build
higher-order processes able to orchestrate and compose such dynam-
ics in order to model general cognitive functions?

1.1.2 Energetic formulation
Energetic descriptions of relations and interactions between physical sys-
tems are ubiquitous in science, and artificial neural networks make no ex-
ception. Most generally, the dynamics governing the evolution of states
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ht in the network can be characterized from the perspective of a defined
energy function E dependant on parameters µ and mapping different
neurons states over time ht, . . . ,ht0 to real numbers:

E

⇣
ht, . . . ,ht0 ,µ

⌘
2 R (1.4)

Defining such energy function allows in turn to describe a probability
distribution via the Boltzmann distribution p✓(ht, . . . ,ht0) over the car-
dinal space H = H ⇥ · · · ⇥ H with partition function Z(µ), assuming
existence of the integral:

p✓(ht, . . . ,ht0) =
e
�E(ht,...,ht0 ,µ)

Z(✓)
(1.5)

Z(µ) =

Z
e
�E(ht,...,ht0 ,µ)

dH (1.6)

As we will see particularly in chapter 4, these two definitions are not only
powerful tools to understand the mechanics of neural networks informa-
tion processing by connecting our discussion with statistical physics, they
also offer techniques for "aligning" networks dynamics with variables and
phenomenons observed in reality by allowing to define a classic optimiza-
tion problem allowing to form a model selection rule within an hypothesis
space of dynamics. More precisely, they can also describe the particu-
lar aspect of information encoding from a statistical physics perspective.
There are many different ways of defining such neural energy function
depending on the task and network definition. We show below, two par-
ticular examples:

⇧ Example 1: A very simple neural energy model can be formed
by defining an energy associated to the network as the state of a sin-
gle neuron activation x

out

t
at time t, after initially forcing the network

activations x0 (see figure 1.4 for an illustration):

E

⇣
x0|{z}

stimuli

, . . . ,x0

t
, . . .| {z }

internal states

⌘
= x

out

t|{z}
output

(1.7)

⇧ Example 2: Autoencoding networks form a second class of energy
models whose energy can be written as the distance between inputs and
outputs neurons after a sequence of internal representations:

E

⇣
x0, . . . ,x

0

t
, . . .

⌘
= ||x0 � xt||X (1.8)

This formulation has been particularly explored in the context of gener-
ative modeling.
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1.1.3 Learning paradigms of artificial neural networks
Although not explicitly framed in the above-mentioned energetic formu-
lation, many research fields in machine learning are nowadays dominated
by neural energy control approaches. Supervised learning (Cunningham
u. a., 2008), which consists in optimizing explicitly a certain energy func-
tion through the parameters ✓ in order to approximate of a specific ref-
erence function f : X 7! Y given available examples pairs (xi

, f(xi))i2I ,
has been a prominent paradigm and have led to breakthrough in different
domains, for instance in computer vision for face, objects, scene or activ-
ity recognition (Krizhevsky u. a., 2012; Simonyan und Zisserman, 2014;
He u. a., 2016).

Supervised learning

Let us define X and Y two vector spaces and let us further assume
that X is a measure space (X ,A,Px) with measure Px for the �-
algebra A. We also define an objective function L : Y ⇥ Y 7! R

and a class F⇥ ⇢ F(X ,Y) of functions f✓ from X to Y and param-
eterized by vectors ✓ 2 ⇥, where ⇥ represent a set of admissible
parameters.

Supervised learning of a target function f consists in the optimiza-
tion problem that finds the best approximation of f in the sense of
L and Px, (assuming the existence of the following integral):

inf
✓2⇥

EPx

⇥
L(f✓(x), f(x))

⇤
= inf

✓2⇥

Z

X

L(f✓(x), f(x))Px(x) (1.9)

In practice, given the intractability of the integral, problem 1.9 is
approximated through a Monte-Carlo approximation, provided a
countable collection of available reference pairs (xi, f(xi))i2I and
assuming existence of a minimizer:

min
✓2⇥

X

i2I

⇥
L(f✓(xi), f(xi))

⇤
(1.10)

In the context of supervised learning with neural networks defining
functions f✓ : X 7! Y by associating neurons states xin 7! f✓(xin) =
xout, this problem amounts to find a network such that the following
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energy function E✓ is minimized over examples:

E(xin,xout,✓) = L(f✓(x), f(x)) (1.11)

Remark: Interestingly, this framework called “empirical risk minimiza-
tion” goes beyond neural supervised learning and encompasses any method-
ology aiming at inducing a particular function from a parametric class of
models F⇥, This framework find its origin in the method of least squares,
which introduced by Legendre in 1805 (Farebrother, 2001) and have fur-
ther been developed for linear or kernel regression, naives Bayes classifiers
or polynomial interpolation.

The realization that neural networks representations could be effectively
bootstrapped to form feedback training loop also determined the rise of
another paradigm called unsupervised learning. This paradigm has found
important developments for learning useful representations and trans-
formations with auto-encoding (Kane, 1994; Salakhutdinov u. a., 2007;
Mikolov u. a., 2013a) or adversarial networks (Goodfellow u. a., 2020).
In particular, an important field where unsupervised neural learning has
been highly successful is natural language processing with applications
in language modeling (Jozefowicz u. a., 2016; Sutskever u. a., 2014), pars-
ing (Vinyals u. a., 2015) or translation (Bahdanau u. a., 2014). Another
important development of learning with neural networks which we al-
ready hinted at with the energetic formulation consists in its combination
with tools from Bayesian inference (Kingma und Welling, 2013) allowing
to extract and manipulate the generative structure of high-dimensional
complex data distributions. This area of research is nowadays highly ac-
tive with different emerging techniques such as score-matching (Hyväri-
nen, 2005; Song u. a., 2020) or likelihood-based modeling (auto-regressive
models (Van Den Oord u. a., 2016), normalizing flows (Dinh u. a., 2016;
Grathwohl u. a., 2019) or explicit energy-based modeling (LeCun u. a.,
2006; Song und Kingma, 2021)). Current state of research is exploring
how such representations can emerge from self-referential problem formu-
lations as in self-supervised learning or how they could usefully transfer
to new downstream tasks. Finally, another highly important develop-
ment in artificial neural learning has been deep reinforcement learning
Mnih u. a. (2013). The combination of neural networks with the theory
of Markov decision processes has enabled great progress to study deci-
sion making and enabled the creation of autonomous agents able tackle
automatically hard sequential tasks in complex environments.
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Figure 1.4 – Variational inference as a network energy control
problem. Learning a probability distribution of alternative external
events (here alternatives are represented by 4 different clusters of points)
with a neural network as defined in equation (1.7) amounts to control the
energy landscape expressed by the network. One important question is
how can we leverage data regularities (symmetries in this case) to learn
efficient control over the network belief.

1.1.4 Historical perspective
Pioneering work that led the way towards the introduction of artificial
neural networks and underscore their physical energetic interpretation
can be dated back from the study of thermodynamic systems of inter-
acting particles such as the Ising model in the 1920’s. Later work from
(McCulloch und Pitts, 1943) formally introduced artificial networks while
the idea of learning functions first appeared in the form of local up-
date rule referred as hebbian learning (Hebb, 1949). At the end of the
1950’s, Rosenblatt (1958) considered more complex multi-layered sys-
tems. The increase in networks depth called for more efficient methods
of training (Rosenblatt, 1961; Ivakhnenko, 1971), which determined the
emergence of backpropagation, that is the automatic propagation and
accumulation of errors to internal nodes with respect to specific net-
work target state (Linnainmaa, 1976; Werbos, 1982; Rumelhart u. a.,
1985) which was further coupled with stochastic gradient descent (Rob-
bins und Monro, 1951) by Amari (1967). This technique constitutes
nowadays the most popular approach for controlling networks, due to its
stability and the strong theory of gradient-based optimization to which
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it is associated. Since then, many coinciding factors have determined a
steady and branching out development of artificial neural networks into
the full-fledged research field of machine intelligence called Deep learn-
ing (LeCun u. a., 2015). A first factor has consisted in the technological
progress in computers power and memory (see for example Moore’s law
Moore (2006), culminating nowadays in GPU/TPU-accelerated comput-
ing (Garland, 2011). A second factor is accessibility and open-sourcing of
ressources, from data availability such as normative large-scale datasets
like the UC Irvine public dataset repository and later Image-Net for vi-
sion (https://www.image-net.org/), to the creation of widely acces-
sible public knowledge consolidation platforms such as arXiv (https:
//arxiv.org/) , or more recently Kaggle (https://www.kaggle.com/)
and PaperWithCode (https://paperswithcode.com/), as well as mod-
ern highly documented and modular public tensor programming libraries
such as Tensorflow, Pytorch or JAX allowing to perform large scale
automatic differentiation. Finally, key computational mechanisms and
methodologies have been added to the deep learning bestiary, from archi-
tectural hypothesis such as recurrence (Hopfield, 1982b; Rumelhart u. a.,
1985; Hochreiter und Schmidhuber, 1997a), convolutions ((Fukushima,
1980; LeCun u. a.)), residual connections (He u. a., 2016) and atten-
tional modulation (Vaswani u. a., 2017), or advances in gradient-based
optimization (see Sun (2019a) for a recent overview). All these factors
contributed to the unmatched abilities of current networks for data mod-
eling, which determined the growth of scientific and engineering interest
for neural-based solutions as well as a rapid expansion into the different
form of discussed artificial neural learning frameworks

While these frameworks have produced powerful solutions to highly so-
phisticated problems throughout science and industry such as protein
folding prediction (Jumper u. a., 2021), playing Go at super-human level
(Silver u. a., 2017), nuclear reaction control (Degrave u. a., 2022), mod-
eling 3D scenes from sparse viewpoints observations (Mildenhall u. a.,
2020) or generating photo-realistic images (Ramesh u. a., 2021), research
in artificial neural networks has also unveiled open problems that remain
to be solved: A synthetic question could be whether these current purely
connectionist approaches will be able to reach the cognitive flexibility that
remain a hallmark of human intelligence. Theoretical results delineating
the class of solvable problems with neural networks have been proposed:
For instance, pieces of work proved universal approximation theorems
for functions and operators (Hornik u. a., 1989; Cybenko, 1989; Chen
und Chen, 1995; Lu u. a., 2017) or showed the Turing-completeness of
recurrent neural networks (Siegelmann und Sontag, 1995). Many differ-

https://www.image-net.org/
https://arxiv.org/
https://arxiv.org/
https://www.kaggle.com/
https://paperswithcode.com/
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ent approaches have notably tried to build a theory of deep learning,
either in terms of kernel machines (Jacot u. a., 2018), information the-
ory, (Hjelm u. a., 2018; Tishby und Zaslavsky, 2015), control theory (Liu
und Theodorou, 2019), or topological and computational complexity the-
ory with Vapnik–Chervonenkis dimension (Bartlett und Maass, 2003) or
persistent homology (Bianchini und Scarselli, 2014; Hofer u. a., 2017).
Additionally, much remain to be understood regarding the influence of
neural networks parametrization regimes over functions learnability. For
instance, the double descent phenomenon (Poggio u. a., 2020) as well as
emerging properties recently observed in very-large scale models (Wei
u. a., 2022) suggest that neural networks escape understanding of con-
ventional tools from statistical learning. Finally, from an optimization
perspective, better describing the interaction between various classes of
neural networks and objective functions determining specific loss land-
scapes, as well as their relation with stochastic gradient methods is also a
crucial research direction to characterize the properties and performance
of the found solutions. Finally, one important perspective that we fur-
ther develop below is to qualify the difference of artificial networks with
respect to their biological counterparts.

1.2 Relation to Neuroscience

1.2.1 Bio-inspiration for artificial neural networks
This work is also directly inspired by the research program defended by
Rufin VanRullen and Thomas Serre regarding the necessary dialogue be-
tween Neuroscience and Deep Learning (see Hassabis u. a. (2017) for a
recent review). Since early work (Hinton, 1984), artificial neural networks
have been noted to account well for previously unexplained human phys-
iological behaviors, which determined the key influence of neuroscien-
tific insights on their subsequent development. Many aspects of the cur-
rent techniques used for building artificial networks have been motivated
by neuroscientific considerations; for instance, the replication of known
structures of biological connectomes (Fukushima, 1980; Serre u. a., 2007;
Yamins und DiCarlo, 2016; Krizhevsky u. a., 2017), the explicit model-
ing of particular cognitive functions such as attention (Larochelle und
Hinton, 2010; Gregor u. a., 2015; Reed u. a., 2016; Vaswani u. a., 2017)
and memory (Hopfield, 1982b; Hochreiter und Schmidhuber, 1997a; Mnih
u. a., 2014), the addition of natural regularization constraints Lyu und
Simoncelli (2008); Srivastava u. a. (2014); Kubilius u. a. (2019) or even
the embedding of broad computational theories of natural learning (Oord
u. a., 2018). Furthermore, neuroscience not only actively helps inform the
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Figure 1.5 – Synergies between Neuroscience and Deep learning.
The two fields interact in two distinct aspects: Neuroscience provides
hypothesis and inspiration to build artificial neural networks that can
in turn be criticized through deep learning experimentation. From an
empirical perspective, Neuroscience data also represent a privileged field
to deploy deep learning models.

development of recent generations of neural networks but also provides
tools for analysing and comparing them (Schrimpf u. a., 2018; Geirhos
u. a., 2020).

1.2.2 Reverse-engineering the brain
Moreover, various emerging features discovered in artificial networks sug-
gest a deeper conceptual connection between artificial and biological net-
works: Recent discoveries in both representation and reinforcement learn-
ing (Botvinick u. a., 2020), such as the existence of hierarchically complex
feature selectivity in vision networks (Yamins u. a., 2014; Khaligh-Razavi
und Kriegeskorte, 2014; Güçlü und van Gerven, 2015) or the spatial se-
lectivity profile of artificial neurons trained for navigation tasks (Banino
u. a. (2018), see figure 1.6) are placing deep neural networks as an im-
portant modeling tool to understand their biological cousins. These syn-
thetic neural models might shed light on specific phenomena that would
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Figure 1.6 – Example of grid-like representations similar to
mammalian-brain emerging in artificial neural agents a) A linear
read-out of recurrent neural network trained for path-integration reveals
activation profiles similar to those found in mammalian entorhinal cor-
tex. b) An exemple of the path-integration task. c) Accuracy of decoded
location before (blue) and after (green) training. d) Linear layer units
exhibit spatially tuned responses resembling grid, border, and head di-
rection cells. Top, ratemap shows activity over location; middle, spatial
autocorrelogram of ratemap with gridness indicated; bottom, polar plot
show activity versus head direction. Adapted from (Banino u. a., 2018)

otherwise be experimentally impossible to probe.

Research question 2

How can the emerging dynamical properties of trained artificial neu-
ral networks help understand the learning mechanisms of biological
neural networks?

Hence, this duality currently strengthen both fields through a scientific
loop: neuroinspiration accelerates research in deep learning which in
turn help test the hypothesis from neuroscience (Storrs und Kriegeskorte,
2019). But it is also functioning on more experimental level: As neural-
based machine intelligence becomes more an more precise, experimental



Chapter 1. Introduction 31

neuroscience becomes a privileged field for the application of modern ar-
tificial networks (Mathis und Mathis, 2020).

1.2.3 Missing pieces in artificial neural learning
Finally, although rapidly growing in classes, current artificial neural im-
plementations are rough approximation of their biological counterparts
and remains highly restricted with respect to the definition on how neu-
rons interacts with each other. Arguably, it can be hypothesized that pre-
cious computational mechanisms entailing high representational and de-
cisional capabilities might be lost through this blunt simplification. Lay-
ers of artificial neurons are highly parallel systems connected with static
parametric pathways or synapses describing their interactions which map
to operations from linear algebra and do not account for phenomenons
such as oscillations (VanRullen, 2016), or neuroplasticity and remapping
(Wittenberg, 2010; Costandi, 2016). While universal approximation the-
orems exist under such constructive hypothesis, they only hold in some
asymptotic sense and do not fully account for the current observed be-
haviors of such systems in terms of training and in situ dynamics in terms
of robustness and generalization. Hence, augmenting current networks
with bio-inspired computational mechanisms represents an active line of
research with strong potential for understanding and improving artificial
neural networks abilities.

1.3 Relation to control theory

1.3.1 Conceptual convergence
This work also advocates for a reinvestment of control theoretical ap-
proaches into deep learning and computational neuroscience research:
As these two fields progress towards more and more advanced descrip-
tions of the mechanisms supporting intelligence, there is no doubt that
a science providing a principled framework to describe the interaction of
actions and effects in complex dynamical systems will be of ever greater
value for the two fields. Going further, if we accept a basic definition
of intelligence as the capacity of an agent to identify and react to envi-
ronmental novelty, we must agree that intelligence carries intrinsically a
notion of variation, that is, of change in reaction to some cause. Hence,
control theory, as a proposition to 1) generically model sensitivity and
effects between variables of a system and 2) build autonomous processes
that perpetually adapt to these, shares intrinsically common objectives
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with Artificial Intelligence. While this conceptual contiguity was initially
evident especially regarding the field of reinforcement learning and dy-
namic programming (Bellman, 1966), control and machine learning have
evolved towards different approaches for studying complex autonomous
systems that we can roughly interpret as a varied affinity between in-
terpretable model-based solutions and model-free solutions built from
available data. In recent years, as problems dimensionality increased
and analytical solution were not available, methods from machine learn-
ing has taken over control theoretical solutions for applications were the
available numerical schemes and control regulators were not sufficient
(Han u. a., 2018; Degrave u. a., 2022).

1.3.2 Control theoretical origin of deep learning
Hence, while leveraging neural networks as controllers has been an ac-
tive area of scientific investigation, the reciprocal perspective about how
control theory can inform deep learning systems has only been recently
reconsidered. Beyond their converging objectives, control and deep learn-
ing share important theoretical descriptions that can shed a new light on
modern artificial neural techniques. For instance, fundamental concepts
that powers neural networks training such as backpropagation of errors
(Rumelhart und McClelland, 1987) are actually derived from the Pon-
tryagin Maximum Principle (Pontryagin Lev Semyonovich ; Boltyanskii
V G und F, 1962). The powerful stochastic gradient descent scheme pow-
ering deep neural networks training have only recently received an exten-
sive treatment from the control perspective (Liu und Theodorou, 2019;
Li u. a., 2019). Moreover, the interpretation of deep residual networks
as discrete dynamical systems (Chang u. a., 2017; Haber und Ruthotto,
2017; Ruthotto und Haber, 2018; Chang u. a., 2018; Ruthotto u. a., 2019)
has allowed to introduce new optimization methods such as in Li u. a.
(2017); Chen u. a. (2018); Böttcher u. a. (2022). Beyond optimization,
control theory still heavily influences recent developments in reinforce-
ment learning such as the description of optimal exploration-exploitation
trade-off (Wang u. a., 2018a). This reconsidered interaction of model-
based control theory with data-driven deep learning is still very recent.
We can anticipate that more research at this control-learning interface
could yield important theoretical and practical development for Arti-
ficial Intelligence at large. One contemporary central problem laying
ahead consists in building a satisfactory system theory for neural net-
works. Current theoretical results considers specific networks classes but
a systematic descriptions of how theses classes vary as a function of their
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architectural choices and training might unveil generic motifs and shed
light on the inner working of these currently mystifying objects.

1.3.3 Gradient descent as neural energy control
Virtually all recent approaches discussed in section 1.1.4 consist in con-
trolling simultaneously thousands to billions parameters in large networks
with a single approach called gradient descent. Formally attributed to
Cauchy in his Compte Rendu à l’Académie des Sciences in 1847, gradi-
ent descent is fundamentally an iterative method that build a sequence
of parameters (✓n)n2N converging to some “stable” configuration in the
parameter space ⇥. One interpretation of defining a specific energy func-
tion over the network state as discussed in section 1.1.2 is that it creates
a gradient field over the parameter space ⇥ allowing to reach specific
parametric states in this space with respect to the energy E, that we
discuss below.

Gradient descent

Let ⇥ be a finite-dimensional Hilbert space (most often, the network
parameter space correspond to R

d for d 2 N a natural number) and
a sequence (✓n)n2N of elements in ⇥. In this case, weak and strong
convergence of (✓n)n2N towards a point ✓̂ 2 ⇥ for the norm induced
by the scalar product on ⇥ are equivalent and corresponds to the
following property:

lim
n!+1

||✓n � ✓̂||⇥ = 0 (1.12)

We define the notion of differentiability that will be of interest for
our discussion: A function E from ⇥ to a normed vector space V
is said to be Fréchet differentiable if there exists a bounded linear
operator F : ⇥ 7! ⇥ such that

8✓ 2 ⇥, lim
||h||!0

||E(✓ � h)� E(✓)� F (✓)||
||h|| = 0 (1.13)

We usually note this operator r✓E and called gradient, which rep-
resent the direction of highest variation of the function E with re-
spect to ✓. If we now assume that an energy E : ✓̂ 7! R is Fréchet
differentiable such that r✓E is ⌫-Lipschitz continuous:

8(✓,✓0) 2 ⇥2
, ||r✓E(✓)�r✓E(✓0)||⇥  ⌫||✓ � ✓0||⇥ (1.14)
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then we can define the gradient descent operator Id��rE : ⇥ 7! ⇥
which is a �⌫

2 -averaged operator (?), such that for any sequence
(�n)n2N such that

P
�n(1 � �⌫

2 �n) > +1, the sequence (✓n)n2N
defined by

✓n+1 = ✓n � �n�rE(✓n), ✓0 2 ⇥ (1.15)

converges to a fixed point ✓⇤ of Id��rE, at rate o( 1
n
). Furthermore

✓⇤ verifies rE(✓⇤) = 0, a necessary condition for ✓⇤ to be at least
a local optimum of the function E.

This fixed-point perspective allows to see gradients descent as straightfor-
ward network control method that allow to reach useful attractor states
in the parameter space ⇥. (See (Bauschke u. a.) for a more complete
description). However, a direct limitation of this numerical framework
is the generalization error entailed by such formulation. Since the opti-
mization problem defined in equation (1.9) is only defined over a finite
set I of atoms, there is no explicit control over the entire support of the
target data distribution. One central question of artificial network con-
trol is to understand the precise mechanism by which different hypothesis
over network dynamics (architecture, optimization...) yield regularities
with respect to the energy function in "unseen" cases. We illustrate this
question by showing how the energy function of a neural network in a
simple supervised learning problem evolves over the whole domain during
gradient-based optimization in figure 1.9.

Moreover, this method can be compute and memory expansive since
the energy can be defined on a large quantity of network states which
are themselves high-dimensional vectors. A large body of work has at-
tached to accelerate convergence in gradient fields, from preconditionning
(sophistication of the step-size �), averaging (adding momentum to the
dynamics) or line-search (projection of the gradient update to specific
subspaces). These techniques are out of the scope of this discussion but
we must note that they all influence the dynamics of gradient descent and
the properties of the found local minimum (see (Sun, 2019b) for a review).

One particular technique that is however worth mentioning is stochastic
gradient descent (Robbins und Monro, 1951), which replace the determin-
istic update rE(✓n) in the gradient descent sequence with an unbiased
estimator of the gradient \rE(✓n). Apart from the computational effi-
ciency of this method, which relaxes the need for computating exactly
the gradient of the network energetic state, research has shown that it
could benefit the generalization properties of the solutions (Keskar u. a.,
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Figure 1.7 – Evolution of a neural network energy profile over
training represented by contour plots Each row represent a distinct
function: The upper row is the target function f : [0, 1] 7! R, the second
represents the network association between input and output neurons,
the last one represent the energy E(✓) described in equation 1.11. As
training progress from left to right, the network expressed function coin-
cide with target and the energy decreases. Note however that the energy
at points outside of the training set (represented by red crosses in last
contour plot) is not controlled by definition.

2016; Pesme u. a., 2021) by influencing the type of reached energetic min-
imum in the parameter space. As an example, we show in figure 1.8 an
illustration of the influence of the estimator size used to compute \rE(✓n)
over the network parameter trajectory under energy gradient control.

1.3.4 Artificial networks as functionals
Finally, control theory holds also potential for reconciling ambivalent
views regarding neurons themselves, that is, they are either function-
als whose state modulates information processing in downstream areas,
or whether they are vectors collections of neurons are encoding simul-
taneously some information content in the form of a multi-dimensional
vectors, a notion denoted as population coding (Panzeri u. a., 2010). This
ambivalence is important because neuroscience theories constantly alter-
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Figure 1.8 – Evolution of the same network energy of the previ-
ous experiment as a function of number of gradient steps for
different batch size Each color represent a distinct batch size for esti-
mating the energy. Note that this is not the training loss function but
also measure the network alignement at unseen coordinates. Fewer ex-
ample points determine a larger fluctuation of the energy during training.

nate between these dual conceptions and the same goes unsurprisingly
for artificial neural networks: Researchers substitute often the perspec-
tive of neurons as filtering functions describing collectively a particular
association from one space to another, and neurons activations as embed-
dings constituted by the collective activation of some specific population
of neurons. From the energy perspective, this alternatives consist infor-
mally in considering the “marginalized” energy function with respect to
specific state xS

s
of a subset S of neurons at time s:

E

⇣
xt, . . . ,x

S

s
, . . . ,xt0 ,✓

⌘
= ExS

s

⇣
xt, . . . ,xt0 ,✓

⌘
(1.16)

Reconciling these two views by showing how they are two face of the
same neural process is one central challenge for neuroscience and deep
learning. In this work, we will adopt a different angle and argue that
neuron activations are only to be taken as ”encoding” the presence of
some features in the data in the sense that they induce global transfor-
mations of the neural network expressed functions by affecting the entire
chain of subsequent neural excitation/inhibitions. This view will also be
extended by exploring new forms of such self-control, notably through
principles of plasticity and meta-parameterization.
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Figure 1.9 – Influence of perturbating a single neuron state in the
network over the energy function We define a feedforward neural
network with two hidden layers of width w = 32 and Rectified linear
unit activation function (Fukushima, 1980) trained on the same target
function as in figure 1.9. After training, we clamp at random one neuron
of the last layer x = 1 and show the network energy map.

Research question 3

Can we build numerical methods to automatically discover the com-
putational principles that determine learning in artificial networks?
Are there efficient and robust alternatives to gradient descent con-
trol?

1.4 Challenges and stakes

1.4.1 Societal impact of deep learning
Because of its ubiquitous modeling abilities and high adjustability to con-
straints and hypothesis, deep learning powers an information processing
revolution that currently percolates throughout science and industry. In
natural sciences, it constitutes an original approach for modeling complex
physical phenomenons: On the one hand, the underspecified and auto-
matic nature of neural learning potentially allows for finding original
solutions that will complement and go beyond man-made approaches.
On the other hand, the efficiency of network computation allows for
new numerical simulation and computing methods that allows to tackle
larger problems and iterate faster. In social sciences and humanities,
deep learning offers altogether a new medium for experimentation. For
instance, current advances in language and graph modeling allow to cap-
ture and interrogate collective or implicit phenomenons in unprecedented
ways (Mikolov u. a., 2013b; Qiu u. a., 2018; Fan u. a., 2019). In parallel,
the originality and sophistication allowed by the integration of artifi-
cial neural productions in artistic creations is progressively calling into
question what were taken as human prerogative skills, such as intuition
and creativity. Altogether, deep learning transformative features have
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the potential to change radically our lives at many levels ranging from
mundane activities (transportation (Nguyen u. a., 2018), industry au-
tomation (Kotsiopoulos u. a., 2021), material and structure design (Zhou
u. a., 2019), healthcare (Esteva u. a., 2019)) to more elaborated cultural
and social interactions with new forms of production, communication
and consumption of information and entertainment (Tsalakanidou, 2020;
Sousa u. a., 2022)).

1.4.2 Current limitations of artificial networks
Yet for all these potential applications, the cognitive abilities exhibited
the current generation of artificial neural networks remains highly prim-
itive and brittle compared to the versatility and flexibility found in bi-
ological neural intelligence. Arguably, there are two aspects that can
account for these systems limitations. First, the ”genotype“ of these
systems, which correspond to the set of high-level architectural and com-
putational principles governing information traffic between neurons is
limited. As stated previously, many biological principles such as neural,
synchronicity, plasticity or neuromodulation remains under-explored in
artificial deep networks. Similarly, architectural principles such as hier-
archy, feedback or the diversity of biological neurons populations seems
currently overlooked. Second, the training curriculum is also stereotypi-
cal and presumably jointly contributes to an artificial neural ”phenotype“
with well-known limitations that we will discuss over the following chap-
ters: They suffer from a high sample complexity for learning (Xu u. a.)
and show poor robustness to out-of-training-distribution cases and ad-
versarial attacks (Szegedy u. a., 2013), or anomalous data contamination
(Zhang u. a., 2021). In addition they are plagued with “catastrophic
forgetting” of previous solution when retrained (McCloskey und Cohen,
1989) and have poor transfer abilities (Jin u. a., 2020). A question that
this work is raising is whether these limitations can be put down to the
current rudimentary control framework used to train them. By adopting
the energy perspective, we can strive to build general behaviors and es-
cape from the narrow train/test machine learning problem to build more
adaptive and general neural agents, by binding together different aspect
of neural computation, memory, learning into the language of optimality.

1.5 Contributions and Thesis organization

Below are listed the notable contributions of this thesis. Specifically,
we split our discussion in two distinct parts. The first part explore the
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general problem of learning functionals with neural networks in several
contexts such as generative modeling and operator regression, while the
second part is particularly dedicated to the notion of meta-learning neural
network control rules.

• Part I presents two original approaches for learning of function-
als with neural network which correspond to two different forms of
neural network control: parametric and data-based control.

– Chapter 2 deals with a generalization of the class of time-
continuous neural networks (Neural Ordinary Differential Equa-
tions) with dynamic parametrization associated to classical
notions of open-loop and closed-loop control.

– Chapter 3 proposes an interpretation of the "in-context"
learning abilities of recent Transformers-like architecture from
the perspective of vector-valued Reproducing Kernel Banach
Space theory which leads to the construction of a meta-learning
framework based on original transduction principles to per-
form ultra-fast finite or infinite-dimensional functional regres-
sion.

• Part II particularly focuses on a specific form of functional learning
which consists in the problem of learning-to-learn or meta-learning.

– In Chapter 4, we propose a review of recent meta-learning
approach organised in relation to the notion of free-energy
minimization as a general principle for learning in natural and
artificial intelligence. We further outline different potential re-
search direction and challenges for neural meta-learning sys-
tem that will be discussed in the next chapter.

– Chapter 5 presents an original class of neural network with
tunable fast Hebbian synaptic plasticity inspired from neu-
roscience that describe a form of dynamic modern Hopfield
networks. We show that such model can implement a self-
contained Reinforcement Learning program through its weights
dynamics with application to one-shot learning, spatial navi-
gation and robotic motor control.



Chapter 1. Introduction 40

• Finally, Chapter 6 concludes our discussion and outlines potential
future continuation of this work.





Part I

Learning higher-order functions
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Introduction

In essence, computer science is striving towards building and understand-
ing automatic machines able to manipulate ever higher-level abstract
concepts as well as being endowed with more and more autonomous be-
havior. In recent years, this aspiration has materialized into a clear
conceptual shift going from human-specified algorithm design towards
computational solutions automatically unfolding from loosely specified
principles. Machine learning has been at the forefront of this transfor-
mation by building loosely specified data-centric approaches culminating
in the unmatched modeling abilities characterizing deep learning (Le-
Cun u. a., 2015). This algorithmic shift from hand-designed to learned
features characterizing modern deep learning has been transformative,
allowing to solve complex problems ranging from video games (Mnih
u. a., 2013, 2015) to multiplayer contests (Jaderberg u. a., 2019) or motor
control (Levine u. a., 2016; Lillicrap u. a., 2016). Yet while deep learning
has shown, as previously discussed, astonishing results for machine intelli-
gence, current generations of neural networks operate at fixed time-scales
and low abstraction level lacking compositionality to form symbolic struc-
tures which presumably determines the high sample complexity required
for training as well as unintuitive decision rules. Furthermore, they re-
mains weakly adaptive to new contexts with static properties over their
lifetime deployment, depending on specific human intervention for tuning
to specific applications. Recent work has shown that deep neural net-
works could learn higher-order functions (i.e functions of functions) (Lu
u. a., 2019; Li u. a., 2020a), showing potential to form algorithmic and
computational principles that will lead artificial neural networks towards
representing and manipulating more sophisticated and conceptual repre-
sentations of information that remain currently a hallmark of biological
networks. In this regard, this first part explores two particular models of
neural network as functionals, one is a generalization of the recent class
of continuous-time networks called Neural ODEs, the second propose a
reinterpretation of recent attentional models as function approximators
in particular Banach spaces of functions.
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Chapter 2

Neurally controlled ordinary

differential equations

“Among all of the mathematical disciplines the theory of differential
equations is the most important... It furnishes the explanation of all
those elementary manifestations of nature which involve time.”

Sophus Lie

Contents
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2.1 Introduction

This chapter covers the presentation of a theoretical generalization of
the recently proposed Neural ODE (Chen u. a., 2018) framework, which
build on a close connection between residual networks and the theory
of ordinary differential equations. We show that such models can be
extended to form open and closed-loop control systems where networks
parameters constitute the control variables. In turns, these augmented
systems endow Neural ODEs with increased representation capacity and
can serve different purpose from generative modeling with normalizing
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flows, complex dynamics stabilization or few-shot adaptation with asso-
ciative memory networks.

2.2 Neural ODEs

2.2.1 Background
The interpretation of artificial neural networks as discretizations of continuous-
time ordinary differential equations has led to both theoretical and prac-
tical advances in representation learning (Lu u. a., 2018; Chang u. a.,
2018). According to this interpretation, the separate layers of a deep
neural network are understood to be a discretization of a continuous-
time dynamical system. Neural ODEs (NODEs) adopt this perspective
by directly considering neural non-linear functions as vector fields that
can be integrated over time using classic solver methods, so that, in the
limit, an infinitely deep network is defined. Because of their ability to
take advantage of such black-box differential equation solvers and their
correspondence to dynamical systems in nature, NODEs have found nat-
ural applications from physical system identification (Köhler u. a., 2019;
Ruthotto u. a., 2020) to generative modeling with free-form jacobian nor-
malizing flows (Grathwohl u. a., 2019) such as the recent and powerful
class of diffusion models (Song u. a., 2021). They can be generically de-
scribed as dynamical systems of the following form:

dx

dt
= f(x,✓, t), (2.1)

where X is a space of features (such as the vector space R
N), ✓ 2 ⇥ is a

collection of learnable parameters, and f : X ⇥⇥⇥R 7! X is an equation
of motion which we take to be differentiable on its whole domain, such as
a neural network with differentiable activation function. Each f defines
a flow, i.e. a triple (X ,R,�✓) with �✓ : X ⇥ R 7! X defined by:

�✓(x(0), T ) = x(0) +

TZ

0

f(x(t),✓, t)dt (2.2)

which relates an initial point x(0) to an orbit of points {x(t) = �✓(x(0), t), t 2
R}. For a fixed T , the map x 7! �✓(x, T ) is a homeomorphism from X
to itself that is parametrized by ✓. Several properties of such flows make
them appealing for machine learning. As mentioned, the ODEs that
govern them can be solved with off-the shelf solvers and they can po-
tentially model data irregularly sampled in time. Moreover, such flows
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are reversible maps by construction whose inverse is just the system in-
tegrated backward in time, �✓(., t)�1 = �✓(.,�t). This property enables
depth-constant memory cost of training thanks to the adjoint sensitivity
method (Pontryagin Lev Semyonovich ; Boltyanskii V G und F, 1962)
and the modeling of continuous-time generative normalizing flow algo-
rithms (Grathwohl u. a., 2019). Interestingly, discretizing Eq. 2.2 yields
the recursive formulation of a residual network (He u. a., 2015) with a
single residual operator f✓:

�ResNet(x(0), T ) = x(0) +
TX

t=1

f✓(xt�1) (2.3)

In this sense, NODEs with time-independent (autonomous) equations of
motion, f , are the infinitely-deep limit of weight-tied residual networks.
Relying on the fact that every non-autonomous dynamical system with
state x 2 R

d is equivalent to an autonomous system on the extended
state (x, t) 2 R

d+1, Eq. 2.2 can also be used to model general, weight-
untied residual networks. However it remains unclear how dependence of
f in time should be modeled in practice and how their dynamics relate
to their discrete counterparts with weights evolving freely across blocks
through gradient descent.

2.2.2 Limit of NODE to function approximation
Using NODEs for representation learning suffer from known limitations
regarding the class of expressible functions. By definition, the feature
transformation created by Neural ODEs are homeomorphic, that is, they
are continuous, bijective, with inverse continuous. Hence they cannot
change the topology of the feature space.

Researchers have tried to alleviate either by lifting the feature space
into an higher dimensional one or by allowing the vector field to change
in time, making the system non-autonomous (Dupont u. a., 2019). For
example, Zhang u. a. (2020) showed that NODEs can arbitrarily approx-
imate maps from R

d to R if NODE dynamics operate with an additional
time dimension in R

d+1 and the system is affixed with an additional lin-
ear layer. The same authors showed that NODEs could approximate
homeomorphisms from R

d to itself if the dynamics were lifted to R
2d.

Yet, the set of homeomorphisms from R
d to itself is in fact quite a con-

servative function space from the perspective of representation learning,
since these mappings preserve topological invariants of the data space,
preventing them from “disentangling" data classes like those of the an-
nulus data that we present in section 2.3.3 (lower left panel). In general,
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Figure 2.1 – Simple example of a vector field (in blue) parameterized by a
one-layer perceptron acting on a 2-dimensional feature space. A particu-
lar orbit (in black) is approximated through an explicit Euler integration
scheme with constant step-size (in red). The application �✓(y(0), T ) de-
fines in turn a particular feature transformation that can be trained with
gradient descent.

understanding the expressive capabilities of the continuous-time neural
networks and how they relate to their deep discrete counterparts is an
active area of research. Ott u. a. (2021)

2.3 Neurally Controlled Ordinary Differen-

tial Equation

2.3.1 Motivation
In this subsection, we present the generic formulation of Neurally Con-
trolled Ordinary Differential Equations (NCODE). The main idea of
NCODE is to consider the parameters, ✓, in Eq. 2.1 as dynamic con-
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trol variables, ✓(x, t), for the dynamical state, x(t). This generalization
is inspired by several observations. First, generic problems in optimal
control theory (Liberzon, 2011), similar to the learning objective we will
introduce in section 2.3.4, are formulated over dynamic variables ✓(x, t)
instead of static parameters ✓, which allows to tackle more general con-
trol problems and most notably allows to build the notion of feedback,
which plays a central role for learning. Second, this development echoes
recent research regarding meta-parametrisation of deep networks through
hyper-networks (Ha u. a., 2017) as well as self-referential networks (Irie
u. a., 2022b). These ideas explore a blind spot of gradient-based deep
learning, by singularly reconsidering networks connection parameters as
dynamical process that are governed by trainable hierarchical mecha-
nisms. Lastly, it also echoes a known principle from computational neu-
roscience, short-term synaptic plasticity which describes electro-chemical
processes determining fast variations in synaptic efficacy between biolog-
ical neurons, thus creating fluctuations in the transfer function expressed
by biological networks at fast time scales (Wu u. a., 2013). We will see
that NCODE provides a generic framework to embed and explore such
ideas into continuous-time dynamics. We note also that recent devel-
opments proposed for Neural ODES such as delays (Zhu u. a., 2021),
polymorphic parameterization (Yoon u. a., 2022), gradient flows (Mas-
saroli u. a., 2020a) or Riemannian manifold parametrization (Choroman-
ski u. a., 2020b) can be combined with our general discussion.

2.3.2 General formulation
In NCODE, model dynamics are governed by a coupled system of equa-
tions on the extended state z(t) = (x(t),✓(t)). Throughout, we assume
that the initial time point is t = 0. The initial value of the control
weights, ✓(0), is given by a mapping � : X ! ⇥. The full trajectory of
control weights, ✓(t), is then output by a controller, g, given by another
differentiable equation of motion g : ⇥ ⇥ X ⇥ R 7! ⇥ with initial con-
dition �(x0). Given an initial point, x(0), we can solve the initial value
problem (IVP)

8
<

:

dz

dt
= h(z, t)

z(0) = z0

=

8
<

:

✓
dx

dt
,
d✓

dt

◆
= (f(x,✓, t), g(✓,x, t))

(x(0),✓(0)) = (x0, �(x0))
(2.4)

where h = (f, g). We may think of g and � as a controller of the dy-
namical system with equation of motion, f . We model g and � as neural
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networks parameterized by µ 2 R
nµ and use gradient descent techniques

where the gradient can be computed by solving an adjoint problem (Pon-
tryagin Lev Semyonovich ; Boltyanskii V G und F, 1962) that we describe
in the next section. Our goal here is to use the meta-parameterization in
the space ⇥ to create richer dynamic behavior for a given f than directly
optimizing fixed weights ✓.

Figure 2.2 – Diagram of a general N-CODE module: Given a initial state
x(0), the module consists of an augmented dynamical system that couples
activity state x and weights ✓ over time (red arrows). A mapping � infers
initial control weights ✓0 defining an initial flow (open-loop control). This
flow can potentially evolve in time as ✓ might be driven by a feedback
signal from x (closed-loop, dotted line). This meta-parameterization of
f can be trained with gradient descent by solving an augmented adjoint
sensitivity system (blue arrows).

Well-posedness - If f and g are continuously differentiable with respect
to x and ✓ and continuous with respect to t, then, for all initial conditions
(x(0),✓(0)), there exists a unique solution z for Eq. 7.3 by the Cauchy-
Lipschitz theorem. This result leads to the existence and uniqueness of
the augmented flow (X ⇥ ⇥,R,�µ) with �µ : (X ⇥ ⇥) ⇥ R 7! X ⇥ ⇥.
Moreover, considering the restriction of such a flow on X , we are now
endowed with a universal approximator for at least the set of homeomor-
phisms on X given that this restriction constitutes a non-autonomous
system. We discuss below how g and � affect the evolution of the vari-
able x(t), exhibiting two forms of control and noting how they relate to
previous extensions of NODEs.
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Figure 2.3 – Idealized dynamical computations of neural modules gov-
erned by ODEs and interpreted as particle trajectories in a vector field
over time (from triangles to crosses.) Left: A single vector field is learnt
for the whole data-distribution. Middle: An open-loop control enables
the system to flexibly adjust the trajectory for every data point. Right:
A closed-loop control continuously transform the form of vector field at
every state of the trajectory, making it a non-autonomous system.

2.3.3 Open and closed-loop controllers
If the controller outputs control weights as a function of the current state,
x(t), then we say it is a closed-loop controller. Otherwise, it is an open-
loop controller.

Open-loop control: First, we consider the effect of using only the map-
ping � in Eq. 7.3 as a controller. Here, � maps the input space X to ⇥
so that f is conditioned on x(0) but not necessarily on x(t) for t > 0. In
other words, each initial value x(0) evolves according to its own learned
flow (X ,R,��(x(0))). This allows for trajectories to evolve more freely
than within a single flow that must account for the whole data distri-
bution and resolves the problem of non-intersecting orbits (see Figure
2.4). Recently, (Massaroli u. a., 2020b) proposed a similar form of data-
conditioned open-loop control with extended state (x(t),x(0))). This is
a version of our method in which � is of the form �(x) = ✓(0) = [C : id]
with C a constant vector, id is the identity function, and : denotes con-
catenation. Our open-loop formulation makes an architectural distinc-
tion between controller and dynamics and is consequently generalizable
to the following closed-loop formulation.

Closed-loop control: Defining a differentiable mapping, g, which out-
puts the time-dependent control weights ✓(t) given the state of the vari-
able x(t) yields a non-autonomous system on X (see Fig. 2.12). This can
be seen as a specific dimension augmentation technique where additional
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variables correspond to the parameters ✓. However, contrary to append-
ing extra dimensions which does not change the autonomous property
of the system, this augmentation results in a module describing a time-
varying transformation �✓(t)(x0, t). Note that this formulation general-
izes the functional parameterization proposed in recent non-autonomous
NODES systems (Choromanski u. a., 2020b; Massaroli u. a., 2020b; Zhang
u. a., 2019), since the evolution of ✓(t) depends on x(t). Much like in the
case of classical control theory, we hypothesized that the use of dynamic
control weights would be of particular use in reacting to a non-stationary
stimulus.

The expressivity of NCODE compared to other continuous-time neural
networks is encapsulated in the following proposition. The result shows
that both open-loop and closed-loop control systems overcome NODEs’
expressivity constraint with two distinct strategies, data-conditioning
and state-space augmentation.

Proposition 1 There exists a function � : Rd ! R
d which can be

expressed by NCODE but not by NODEs. In particular, � is not a
homeomorphism.

Proof of Proposition 1: In order to show that the set of functions
defined by NCODE are not necessarily homeomorphisms on X , we show
that they are not generally injective.

Open-loop: Consider the one-dimensional system � : (X ,R) 7! X with
equation of motion f(x,✓) = �✓ where ✓ = �(x(0)) = x(0). This
system has solution:

�(x(0), T ) = x(0) +

Z
f(x,✓, t) dt = x(0)� x(0)T. (2.5)

However, this implies �(0, 1) = �(1, 1) = 0.

Closed-loop: Similarly, we can show that the following 2D oscillatory
system:

(
ẋ(t) = ✓(t)

✓̇(t) = �x(t)
=) x(t) = ↵ cos(t) + � sin(t) (2.6)

If ✓(0) = 0, we have that x(t) = x(0) cos(t), which implies that �(x, ⇡/2) =
0, so x 7! �(x, t) = x(t) is not injective.



Chapter 2. Neurally controlled ODEs 53

In particular, the transformation of the input space is no longer con-
strained to be a homeomorphism, since the flows associated with each
datum are specifically adapted to that point. Consequently, our sys-
tem can easily “tear" apart the two annulus classes in Fig. 2.5 without
directly lifting the data space to a higher dimension. Moreover, when
control weights are allowed to vary in time, they can play the role of fast,
plastic synapses which can adapt to dynamic model states and inputs.

Two examples : Reflection and Concentric Annuli

We illustrate our previous point with a 1-dimensional and a 2-dimensional
problem previously discussed in (Dupont u. a., 2019; Massaroli u. a., 2020b),
consisting of learning either the reflection map '(x) = �x or a linear
classification boundary on a data-set of concentric annuli. Earlier re-
sults have shown that vanilla NODEs cannot learn these functions since
NODEs preserve the topology of the data space, notably its linking num-
ber, leading to unstable and complex flows for entangled classes. How-
ever, we will show that both theopen and closed loop formulations of our
model easily fit these functions, as shown in Figs 2.4 and 2.5. The adap-
tive parameterization allows our model to learn separate vector fields for
each input, allowing for simpler paths that ease model convergence. In-
formally, we may think of the classification decisions as being mediated
by a bifurcation parameterized by the data space. Transiting across the
true classification boundary switches the vector field from one pushing
points to one side of the classification boundary to the other. Moreover,
the construction of � and g as a neural network guarantees a smooth
variation of the flow with respect to the system state, which can poten-
tially provide interesting regularization properties on the family learned
by the model.

2.3.4 Training
In a standard control problem, dynamics are evaluated according to a
generalized loss function that integrates a cost over some interval [0, T ]:

l(z) :=

TZ

0

`(z(t), t)dt =

TZ

0

`(x(t),✓(t), t)dt (2.7)

The loss in Eq. 2.7 is more general than in Chen u. a. (2018) since ` can
be any Lebesgue-measurable function of both states, x, and control pa-
rameters, ✓. In particular, this includes penalties at discrete time points
or over the entire trajectory (Massaroli u. a., 2020b) but also regulariza-
tions on the weights or activations over the entire trajectory rather than
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Figure 2.4 – Trajectories over time for three types of continuous-time
neural networks learning the 1-dimensional reflection map '(x) = �x.
Left: (NODE ) Irrespective of the form of f , a NODE module cannot
learn such a function as trajectories cannot intersect (Dupont u. a., 2019).
Middle: (Open-loop NCODE ). The model is able to learn a family of
vector fields by controlling a single parameter of f conditioned on x(0).
Right: (Closed-loop NCODE ) With a fixed initialization, x(0), the con-
troller model still learns a deformation of the vector field to learn '.
Note that the vector field is time-varying in this case, contrary to the
two other versions.

Figure 2.5 – The concentric annuli problem. A classifier must separate
two classes in R

2, a central disk and an annulus that encircles it. Left:
Soft decision boundaries (blue to white) for NODE (First), NCODE
open-loop (Second) and closed-loop (Third) models. Right: Training
curve for the three models as a function of gradient steps

the final state z(T ) of the system. In order to estimate a control func-
tion ✓(t) that is optimal with respect to Eq. 2.7, we invoke Pontryagin’s
maximum principle (PMP) (Pontryagin Lev Semyonovich ; Boltyanskii
V G und F, 1962), which only requires mild assumptions on the func-
tional control space ⇥ and applies to functions f that are non-smooth
in ✓. The PMP gives necessary conditions on ✓(t) at optimality via the
augmented adjoint variable a(t). This quantity is the Jacobian of ` with
respect to both x(t) and ✓(t). In the case of ✓(t) being differentiable
with respect to the meta-parameters µ, solving for the augmented ad-
joint state a(t) as in Chen u. a. (2018) allows us to compute the gradient
of the loss with respect to µ thanks tthe following theorem.
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Theorem 1 Augmented adjoint method: Given the IVP of (7.3)
and for ` defined in (2.7), we have:

@l

@µ
=

TZ

0

a(t)T
@h

@µ
dt, such that a satisfies

8
<

:

da

dt
= �aT

.
@h

@z
� @`

@z
a(T ) = 0

(2.8)

where
@h

@z
is the Jacobian of h with respect to z: @h

@z =

0

B@
@f

@x
@f

@✓

@g

@x
@g

@✓

1

CA.

Proof of Theorem 1 We place our analysis in the space Rn. Since ` and
h are continuously differentiable, let us form the Lagrangian functional
L with a the lagrange multiplier, which is an element of the dual space

of z =


x
✓

�
:

L(z,a, T ) :=
TZ

0

[`� ha, @z
@t
� hi]dt (2.9)

The constraint ha, @z
@t
� hi is always active on the admissible set by

construction of z in (7.3), such that we have 8z,a, T @L
@µ

(z,a, T ) =

@`

@µ
(z,a, T ). Moreover, integrating the left part of the integral in (2.9)

gives:

TZ

0

ha, @z
@t
idt = ha, zi

��T
0
�

TZ

0

h@a
@t

, zidt (2.10)

Now, given that `�hda
dt

, zi is differentiable in µ for any t 2 [0, T ], Leibniz
integral rule allows to write
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@l

@µ
=

TZ

0

@

@µ
[`+ hda

dt
, zi+ ha, hi]dt+ ha(T ), @z(T )

@µ
i � ha(0), @z(0)

@µ
i

(2.11)

@l

@µ
=

TZ

0

[
@`

@z

@z

@µ
+ hda

dt
,
@z

@µ
i+ ha, @h

@µ
i]dt+ ha(T ), @z(T )

@µ
i (2.12)

@l

@µ
=

TZ

0

[
@`

@z

@z

@µ
+ hda

dt
,
@z

@µ
i+ ha, @h

@µ
+
@h

@t

@t

@µ
+
@h

@z

@z

@µ
]dt+ ha(T ), @z(T )

@µ
i

(2.13)

The last equation can be reordered as:

@l

@µ
=

TZ

0

hda
dt
�a

@h

@z
� @`

@z
,
@z

@µ
idt+

TZ

0

ha, @h
@µ
idt+ha(T ), @z(T )

@µ
i (2.14)

Posing that a(T ) = O|X |+|⇥| and hda
dt
� a

@h

@z
� @`

@z
,
@z

@µ
i = 0, the result

follows.
Remark 1: This result allows to compute gradient estimate assum-
ing that µ directly parametrizes h such that the gradient @h/@µ are
straightforward to compute. However, in the case of optimizing the ini-
tial mapping � that infer the variables ✓, this result can be combined
with usual chain rule to estimate the gradient:

@l

@µ�

=
@✓

@�

@l

@✓
(2.15)

In practice, we compute the Jacobian for this augmented dynamics with
open source automatic differentiation libraries using Pytorch (Paszke
u. a., 2019), enabling seamless integration of NCODE modules in bigger
architectures. Furthermore, our implementation is based on the remark-
able torchdiffeq package that augment Pytorch with NODE adjoint
sensitivity training method, we provide a commented generic PyTorch
implementation for the NCODE module in the open-loop setting in An-
nex and show examples of such modules in section 2.4 below.
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2.4 Experimental results

Resources - Our experiments were run on a 12GB NVIDIA® Titan
Xp GPUs cluster equipped with CUDA 10.1 driver. Neural ODEs were
trained using the torchdiffeq (Chen u. a., 2018) PyTorch package.

2.4.1 Flows for annuli dataset

Figure 2.6 – Time-varying flows for two points in different classes (inner:
top row; outer: bottom row) of the annuli dataset. Time advances from
left to right.

2.4.2 Real-time pattern memorization
To illustrate the idea that closed-loop network control is particularly valu-
able on problems involving flexible adaptation to non-stationary stimuli,
we trained NCODE on a dynamic, few-shot memorization task originally
proposed in (Miconi u. a., 2018b). Here, the model is cued to quickly
memorize sets of sequentially presented n-dimensional binary patterns
and to reconstruct one of these patterns when exposed to a degraded
version. For each presentation episode, we exposed the model sequen-
tially to m = 2, 5, or 10 randomly generated n-length (n = 100, 1000)
bit patterns with {�1, 1}-valued bits. Then, we presented a degraded
version of one of the previous patterns in which half of the bits were
zeroed, and we tasked the system with reconstructing this degraded pat-
tern via the dynamic state, x(t). This is a difficult task since it requires
the memorization of several high-dimensional data in real-time. Miconi
u. a. (2018b) have shown that, although recurrent networks are theoreti-
cally able to solve this task, they struggle during learning, while models
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Figure 2.7 – Left: Diagram of an episode of the few-shot memoriza-
tion task initally presented in Miconi u. a. (2018b). Three, 5-length
�1, 1-valued bit patterns (n = 5 here for visualization) are presented
to the system at regular intervals. At query time, tq, a degraded ver-
sion of one of the patterns is presented and the task of the model is to
complete this pattern. Right: Performance of a closed-loop N-CODE,
an LSTM, a continuous-time ODE-RNN Rubanova u. a. (2019) and the
data-conditioned NODE of Massaroli u. a. (2020b) averaged over 3 runs.
All models besides N-CODE plateau at high values (chance is .25). N-
CODE, on the other hand, learns immediately and with extremely high
accuracy across all n.

storing transient information in dynamic synapses tend to perform bet-
ter. Following this result, we evaluated the performance of a closed-loop
N-CODE model in which the output of the control function takes the
form of dynamic synapses (Eq. 2.16). Here, the control parameters are
a matrix of dynamic weights, ✓(t) 2 R

m⇥m, which are governed by the
outer product µ� xxT ,

8
<

:

✓
dx

dt
,
d✓

dt

◆
=

�
⇢ (✓x) , µ� xxT

�

(x(0),✓(0)) = (xstim,✓0)
(2.16)

where µ is matrix of learned parameters, ✓0 is a learned initial condition,
⇢ is an element-wise sigmoidal non-linearity, � is element-wise multipli-
cation, and xstim is the presented stimulus. We have suppressed t for
concision.
We ran this experiment on several recurrent neural networks for compar-
ison. The different considered models are listed below:

• Open-loop control : We adopt the implementation of (Massaroli
u. a., 2020b) by appending the presented pattern xstim to the dy-
namic variable x(t) such that ✓(t) = ✓ is linear layer L(R2⇥N

,R
N).

• Closed-loop control : The weights are fully dynamic and the influ-
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Figure 2.8 – Error rate of NCODE on the 1000-bit reconstruction task
as a function of episodes for (Left) different proportions of degraded bits
and (Right) different number of patterns presented in one episode. In
all cases, the model learns in several hundreds episodes.

ence of the plastic evolution is tuned by learning the components µ
that apply an element-wise gain for every weight velocity, according
to Eq. 2.16.

• ODE-RNN : Here, a static-weight NODE models the evolution of a
continuous-time single-cell recurrent network whose hidden state is
carried over from one presentation to the next. A supplementary
linear read-out L(RN

,R
N) outputs the model’s guess and balances

the number of parameters with other models.

• LSTM : A vanilla LSTM cell (Hochreiter und Schmidhuber, 1997b).
In coherence with (Miconi u. a., 2018b) results, the hidden state
dimension need to be greatly increased for the module to start
memorizing. We tested a 5000-dimensional hidden state for the
reported results.

All systems had the same number of learnable parameters, except for
the LSTM which was much larger. For each model, we learn the model
weights with gradient descent using an Adam optimizer with a learning
rate � = 3e� 4 and use the L2 distance between the reconstruction and
objective pattern as our objective function. For continuous models, each
episode consists of a sequential presentation of each pattern for 0.5 sec
followed by a query time of 0.5 sec. For the LSTM, we adopted the setting
of (Miconi u. a., 2018b) where the sequence of presentation is discretized
into 5 time-steps of presentations. We found that all considered models,
except closed-loop N-CODE, struggled to learn this task (Fig. 2.7). Note
that chance is .25 since half the bits are degraded. A discrete LSTM en-
dowed with a much larger hidden state of 5000 neurons learns marginally
better than chance level. ODE-RNN and data control versions plateau
at 17.5% error rate. For both n tested, NCODE learned the problem not
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only much better, but strikingly faster. We tested for episodes of 3,5 and
10 patterns with 2 presentations in random order and different propor-
tions of degradation (0.5,0.7 and 0.9). Static-weight model performance
rapidly deteriorated in more challenging settings, whereas N-CODE re-
construction converged to a residual error below 1% in all cases.

2.4.3 Oscillatory dynamics: Van der Pol and Ku-
ramoto

Networks of coupled oscillators are some of the most studied objects
in the theory of dynamical systems and are of particular interest for
computational neuroscience. Two important areas of current interest are
the study of synchrony in highly disordered systems and the modeling of
systems with adaptive network structures. NCODE represents a single
approach to both of these problems by offering the possibility to learn
how to synchronize across a distribution of disordered network conditions.
The key feature of the model is the replacement of the traditionally static
couplings with a coupling function which can learn optimal interactions
within heterogeneous oscillator populations.

Kuramoto model of synchronization

Networks of coupled oscillators represent a class of objects among most
studied objects in the theory of dynamical systems. Two important ques-
tions concern the study of synchrony in highly disordered systems and
the modeling of networks with adaptive coupling structures. While pre-
vious literature has mostly focus on designing analytical descriptions to
these two questions, we showed that we can learn to replace tradition-
ally static couplings with a learned coupling function which can associate
to oscillatory states, interactions specifically designed to determine syn-
chronization coherence within the network. Specifically, we examined
the popular Kuramoto model (Kuramoto, 1975) of n oscillators, whose
dynamics are governed by the following equation:

!̇i = µi +
nX

j=1

Kij sin(!j(t� ⌧j)� !i(t)) + bi sin(!i). (2.17)

We consider the problem of learning a function � : X 7! K from a feature
space X (here we take X = R) to the couplings (Kij)i,j 2 K defined in
equation (2.17), such that a function L : ⌦ 7! R is minimized for a
certain state of the vector !i(t). In other word, we consider the problem
of learning to leverage the oscillatory dynamics defined by equation (2.17)
to perform a task specified by the loss function L. This problem is exactly
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an instance of the open-loop control system discussed in section 2.3.3.
While a particular discussion on the Kuramoto model is out of the scope
of this thesis, we propose an application for machine learning in the form
of learning a clustering function from a set of points (xi)iI in the feature
space that we describe in figure 2.9.

Figure 2.9 – Cluster synchrony for a 5-component gaussian mixture
model. (A) The phase landscape in X = R

2 is plotted by recording
the asymptotic phase of a single oscillator, i, in a fixed batch (small cir-
cles) as its 2-D feature was varied over a grid of 100 x 100 values. (B) The
trained system learns to produce coupling matrices with a clear block-
diffusive structure whose cells correspond to the true labeling function
on X . (C) However, not just any block coupling structure can produce
this effect, since the optimized model (right bars) achieves a lower to-
tal loss than both a randomized model (left bars) and a block control
model (middle bars) with positive intra-cluster couplings and negative
inter-cluster couplings. (D,E,F) The differences among these models is
all the clearer when plotting terminal phases (small dots) and cluster
mean fields (colored arrows). Here, phases and mean fields are colored
according to ground truth clusters, not angle. While the control model
can easily exhibit strong intra-group synchrony (E, only the balance of
positive and negative weights in the learned diffusive couplings of the op-
timized model (F) can also produce reliable splay configurations. Taken
from Ricci u. a. (2021).

We additionally show that augmentation of NODEs through closed-loop
control also enhance the class of dynamics that can be represented. In
particular, we show through the Van der Pol oscillator example that
higher order differential equations can be represented.
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Van der Pol oscillator

d
2x

d2t
= µ(1� x2)

dx

dt
� x

()
(
ẋ = µ(x� 1

3x
3 � ✓)

✓̇ = 1
µx

Figure 2.10 – Example of dynamical control augmentation: The Van der
Pol oscillator: As a second order differential equation, the dynamics can-
not be approximated by a single 1-dimensional NODE with a constant
control ✓ (degenerate solution in red). However, if the dynamics are de-
composed into a planar system with a dynamic control variable ✓(t), then
the parameter µ can be adapted to fit a particular oscillatory regime (in
black). This is a particular form of augmentation discussed in (Dupont
u. a. (2019); Norcliffe u. a. (2020)) that showcases the benefit of using
additional variables as evolving parameters of the dynamical system.

2.4.4 Supervised image classification
For MNIST and CIFAR-10 classification, we defined the equation of mo-
tion f as sequence of convolutional filters replicating a ResNet block ar-
chitecture with padding to conserve dimensionality and non-linear ReLU
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activation. The base architecture takes one of the forms

• 1⇥ 1, k filters, 1 stride, 0 padding

• 3⇥ 3, k filters, 1 stride, 1 padding

• 1⇥ 1, c+ a filters, 1 stride, 0 padding

with k the number of filters, c the number of channels (1 for MNIST and
3 for CIFAR10) and a the augmentation channel (Dupont u. a., 2019).
The open-loop controller is a very simple linear transformation of the data
into 10 hidden units followed by multiple heads outputting the vector of
weights for each convolution kernel. In order to examine the effect of the
size of dimensionality of the equation of motion on learnability, we tried
different parameterizations for f :

• NCODE : The three kernels are conditioned by the controller �.

• NCODE 3⇥ 3: The inner 3x3 kernels are dynamically conditioned.

• NODE DC : This corresponds to the form of data-control proposed
by (Massaroli u. a., 2020b) where the image data is concatenated
with state x(t) at each evaluation of the first 1x1 convolution kernel.

All parameters not adaptively controlled are simply learned as fixed pa-
rameters. For all models we used the adaptative solver Dormund-Prince
with tolerance of 1e-3.

Figure 2.11 – Accuracy, Train and test losses over training interations and Number

of function evaluations (NFE) vs loss for several versions of NCODE on CIFAR-10.

The results show that N-CODE models achieve higher accuracy in fewer
epochs and overall lower loss (Fig. 2.11, top panels). However, the
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simplicity of the mapping � in this experiment and the absence of reg-
ularization of the induced map �� (Finlay u. a., 2020) yields a complex
flow requiring a higher total number of function evaluations (Fig. 2.11,
lower panels). This potentially prevents NCODE from achieving even
better accuracy. Interestingly, the results for the partially controlled sys-
tems suggest that gradient descent accommodates the learning of hybrid
modules f with both static and dynamic convolution parameters. These
results advocate for the exploration of specific closed-loop formulations
and regularization of control for convolution layers which we leave for
future work.

2.4.5 Implementation of generic NCODE module
class NCODE(torch.nn.Module):

def __init__(self, *args):
super(NCODE, self).__init__()

#Definition of the ODE system

self.h = ...

def forward(self, t, z):
#Unpack variables (theta_t is potentially a tuple of tensors)

x_t, *theta_t = z

#Compute evolution od the system

d_x_t, d_theta_t = self.f_g(x_t,theta_t)

return (d_x_t, *d_theta_t)

class NCODE_wrapper(torch.nn.Module):
def __init__(self, *args):

super(NCODE_wrapper, self).__init__()
#Definition of module and controller

self.gamma = ...
self.NCODE = NCODE

def forward(self, x_0):
#Set initial conditions

self.theta_0 = self.gamma(x_0)
z_0 = (x_0,*self.theta_0)

#Run the system forward with defined settings
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x_t, *theta_t = odeint(self.NCODE, z_0, t, *options,
adjoint_params=self.NCODE.parameters())

return (x_t, *theta_t)

2.5 Controlled Normalizing flows

As mentioned previously, an important application of Neural ODEs are
continuous normalizing flows, which comes from a physical interpretation
of Neural ODEs flows as defining an invertible transformation of densi-
ties. As such, they are able to define expressive energy-based expressions
of multivariate distributions. More specifically, a continuous transforma-
tion of x(t) described by the ODE “dx/dt = f” defines a deterministic
flow for each data particle. Let p(x, t) be the probability density of the
continuous random variable x(t). The change of this density is com-
pletely determined by f as p follows the continuity equation (Batchelor,
2000):

@p(x, t)

@t
= �rx · (pf) (2.18)

where rx is the divergence operator over x. From this result can be
derived a change in log-density also referred to as the "Instantaneous
Change of Variables" that is easier to manipulate:

Theorem 2 Instantaneous Change of Variables, (Chen u. a., 2018).
Defining the material derivative dp

dt
= @p

@t
+rxp · dx

dt
, we have:

d log p(x, t)

dt
= �rx · f (2.19)

The proof of this result is a mere application of Leibniz rule of calcu-
lus. The continuity equation @p(x,t)

@t
= �rxp · f � p · rxf implies that

dp(x,t)
dt

= �p ·rxf . Hence, we can write d log p(x,t)
dt

= 1
p

dp(x,t)
dt

= �p

p
rxf .

This result allows to train neural ODEs to perform variational inference
by relating some data distribution pd to some reference distribution p0 for
which the log-probability is computable such as a multivariate gaussian
distribution. The total change in logprobability after time T can be
written:

log p(x, 0) = log p(x, t)�
Z

T

0

rx · fdt (2.20)
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With this theoretical framework, continuous normalizing flows offer nice
properties to model, evaluate and sample arbitrary distributions provided
the underlying vector field f is powerful enough to fit the geometry of
the target distribution in the feature space.

Controlled flows

Depending on the context and available information, the beliefs of an
agent over the state of the observed world can vary. One way to model
this variability is namely to define a probability distribution that can
be conditioned by available information. In figure , we show that we
can learn an "adaptive" energy function of the latent space and that
by the same token as previously, NCODE can enhance the continuous
normalizing flows by specifying an explicit control signal. An important
application of this general framework is recent generative diffusion mod-
els. Song u. a. showed that stochastic denoising diffusion models define
an implicit normalizing flow (Song u. a.).

f(x,y)
def
=

(
X ⇥ Y 7! X
(x,y) 7! f(x,✓(y))

(2.21)

2-dimensional example of energy interpolation
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Figure 2.12 – Example of two-dimensional vector fields (arrows) and en-
ergetic probabilities (colors) of normalizing flow controlled with targets
combinations (x, y) 2 [ � 1, 1]2. Despite being trained on punctual con-
trol targets combinations (x, y) 2 {�1, 1}2 (i.e corresponding to corners
of the panel.), the vector field flexibly interpolates new targets. This reg-
ularity is certainly one factor explaining the ability of diffusion models
to converge towards satisfying samples on the image manifold as they
define an implicit normalizing flow (Song u. a.)

2.6 Discussion

In this work, we have presented an original control formulation for con-
tinuous in time parametric neural feature transformations (NODEs). We
have shown that it is possible to dynamically shape the trajectories of
a continuous-time neural network by augmenting the network with a
trained control mechanism operating on the network connection space,
and further demonstrated that this can be applied in the context of su-
pervised and unsupervised representation learning. Although the general
idea is simple, this generalization has founds echoes in recent research
(Choromanski u. a., 2020b; Irie u. a., 2022a). This work calls for the
investigation the robustness and generalization properties of such con-
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trolled models as well as their similarities with fast-synaptic modulation
systems observed in neuroscience, and test this on natural applications
such as vision and robotics. An additional avenue for further research
is the connection between our system and the theory of bifurcations in
dynamical systems and neuroscience.
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Research in Machine Learning has polarized into two general regression
approaches: Transductive methods derive estimates directly from avail-
able data but are usually problem unspecific. Inductive methods can
be much more particular, but generally require tuning and compute-
intensive searches for solutions. In this chapter, we adopt a hybrid ap-
proach: We leverage the theory of Reproducing Kernel Banach Spaces
(RKBS) and show that transductive principles can be induced through
gradient descent to form efficient in-context neural approximators. We
apply this approach to RKBS of function-valued operators and show that

70
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once trained, our Transducer model can capture on-the-fly relationships
between infinite-dimensional input and output functions, given a few ex-
ample pairs, and return new function estimates. We demonstrate the
benefit of our transductive approach to model complex physical systems
influenced by varying external factors with little data at a fraction of
the usual deep learning training computation cost for partial differential
equations and climate modeling applications.

3.1 Context

In statistical learning, transduction refers to the process of reasoning di-
rectly from observed (training) cases to new (test) cases, and contrasts
with induction, which amounts to extracting general rules from observed
training cases. Vapnik (2006) condensed this philosophy into an impera-
tive principle for statistical learning: "When solving a problem of interest,
do not solve a more general problem as an intermediate step. Try to get
the answer that you really need but not a more general one.". Trans-
ductive machine learning has yielded some of the most useful regression
algorithms, from K-nearest neighbors (Cover und Hart, 1967) to support
vector machines (Boser u. a., 1992) or Gaussian processes (Williams und
Rasmussen, 1995). A major advantage of such systems is their wide ap-
plicability and the straightforward construction of estimates. Research in
deep learning, however, has mostly endeavored to find inductive solutions
by crafting networks that generalize from large datasets, relying on the
empirical evidence that stochastic gradient descent is a powerful control
rule faithfully encoding functional relationships between input and out-
puts into the network weights. Nevertheless, this paradigm has shown
limits: Gradient-based training is compute-intensive and requires a large
amount of data to approximate a single functional map. This may be
particularly problematic for real-world applications where data has het-
erogeneous sources or only a few examples of the relationship of interest
are available. Moreover, these solutions generalize poorly outside of the
training distribution (Jin u. a., 2020), and a slight modification of the tar-
get function might require expensive retraining as well as forgetting of
the previous solution (McCloskey und Cohen, 1989). Finally, they show
poor robustness to adversarial attack (Szegedy u. a., 2013) or anomalous
data contamination of the training distribution (Zhang u. a., 2021). Ul-
timately, to become practically useful, such data-driven methods should
also perform well outside of the data set they are trained with and they
should be able to extrapolate to different parameters and contexts. Still,
deep learning systems capable of flexibly and robustly adapting their re-
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sponse to small data regimes are yet to come.

In this chapter, we explore a hybrid solution to tackle functional regres-
sion problems defined in Banach spaces by meta-learning a deep transduc-
tive regression model that can produce relevant estimates given original
datasets. This meta-problem represents itself as an infinite-dimensional
regression problem, which consists in finding a program associating a
target function to its corresponding exemplar dataset. We leverage the
theory of Reproducing Kernel Banach Spaces (RKBS) (Zhang, 2013; Lin
u. a., 2022) and interpret the recent attention mechanism of the Trans-
former (Vaswani u. a., 2017) as a parametric form of a reproducing ker-
nel that we use to build functional approximators in various RKBS. Our
framework allows us to handle both RKBS defined between finite and
infinite-dimensional spaces, allowing us to manipulate functional data,
and performing operator regression given a few examples of input-output
pairs. While kernel regression is usually plagued with the “curse of di-
mensionality” (Bellman, 1966; Aggarwal u. a., 2001), we show that our
approach escapes this pitfall and manages to learn well-adapted operator-
valued RKBS kernels. From a control perspective, our method can be
interpreted as building an open-loop controller where input-output exam-
ples condition a neural operator to produce a desired functional response.
From a machine learning perspective, our method can be interpreted as
a form of in-context learning in infinite-dimensional function spaces.

Contributions ⇧ We introduce a novel meta-learning approach lever-
aging reproducing kernel theory and deep learning methods to perform
instantaneous regression of an infinity of functions in reproducing kernel
spaces.

• Our model learns an implicit regression program able to identify,
in a single feedforward pass, elements of specific functional spaces
from any corresponding collection of input-output pairs describ-
ing the target function. Such ultra-fast regression program, which
bypasses the need for gradient-based training, is also general and
can be applied to functions either defined on finite dimensional
spaces (scalar-valued function spaces) or infinite dimensional spaces
(function-valued operator spaces).

• In particular, we demonstrate the flexibility and efficiency of our
framework for fitting function-valued operators in two PDEs and
one climate modeling problem. We show that our transductive ap-
proach allows for better generalization properties of neural operator
regression, better precision when relevant data is available, and can
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be combined with iterative regression schemes that are too expen-
sive for previous inductive approaches, thus holding great potential
to improve neural operators applicability.

• To the best of our knowledge, our proposal is the first to marry
vector-valued RKBS theory with deep meta-learning and might also
shed new light on the in-context learning abilities observed in deep
attentional architectures.

The remainder of the paper is organized as follows: in Section 3.2 we
discuss previous related work. In Section 3.3 we introduce the math-
ematical formulation of the functional transductive regression problem
and describe more formally our model in section 3.5. We report in sec-
tion 5.5 experimental results in different settings. Finally, in Section 3.9
we summarise our work and outline future research directions.

3.2 Related work

Transductive Machine learning – The idea of determining statistical
predictions directly from exemplar data has been more formally described
in Gammerman u. a. (1998); Vapnik (1999) with pervasive applications
in Machine Learning: Estimators relying on relational structures be-
tween data points such as K-nearest neighbors (Cover und Hart, 1967)
and kernels methods (Nadaraya, 1964; Watson, 1964) build regression
estimates by weighting examples with respect to a certain metric space.
Further, the “kernel trick” allows to embed possibly infinite-dimensional
features (Ferraty und Vieu, 2006) into finite Gram matrix representa-
tions that are also well-suited for multi-task regression (Evgeniou u. a.,
2005; Caponnetto u. a., 2008). Gaussian processes (Williams und Ras-
mussen, 1995) combine transduction with Bayesian modeling to regress a
posterior distribution over possible functions. However, these techniques
might suffer from the so-called “curse of dimensionality”: with growing
problem dimensionality, the density of the exemplar point diminishes,
which increases their statistical variance. More recent work combining
deep learning with transductive inference has shown promising results
for few-shot learning even in high-dimensional spaces (Snell u. a., 2017a)
or for sequence modeling (Jaitly u. a., 2015), but the vast majority of
neural networks still remain purely inductive. Finally, modern Hopfield
networks (Ramsauer u. a., 2020) have been shown to implement various
dynamic operations on sets of representations related to the Transformer
attention, offering the possibility to leverage transductive computation
in the deep learning realm.
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Neural operator learning – While regression with neural networks has
primarily been applied to learning mappings between finite-dimensional
spaces, their impressive approximation abilities have been generalized
to operator mappings between function spaces. Chen und Chen (1995)
showed that finite neural parametrization can approximate well infinite-
dimensional functional relationships. More recent work on neural oper-
ator regression has shown promising results (Lu u. a., 2019), especially
when mixed with tools from functional analysis and physics (Raissi u. a.,
2017; Li u. a., 2020a; Gupta u. a., 2021; Li u. a., 2020b; Nelsen und Stuart,
2021; Wang u. a., 2021; Roberts u. a., 2021) and constitutes a booming
research direction in particular for physical applications (Goswami u. a.,
2022; Pathak u. a., 2022; Vinuesa und Brunton, 2022; Wen u. a., 2022;
Pickering u. a., 2022). Such systems are able to approximate infinite-
dimensional functional objects in a highly compressed form, and poten-
tially offer a much more powerful substrate for learning and manipulat-
ing representations than static vectors. Orthogonally, while the recent
ground-breaking attentional computation of the Transformer was inter-
preted as a Petrov-Galerkin projection (Cao, 2021) or through Reproduc-
ing Kernel Hilbert Space theory (Kissas u. a., 2022) for building neural
operators, these perspectives propose to apply attention to fit a single
target operator. We will show the theory of reproducing kernel Banach
space suggests that we can take further advantage of kernel modeling
together with neural operators in order to flexibly solve infinitely many
operator regression problems.

Meta-learning and in-context learning – Research for improving
deep learning training has accelerated in recent years. Promising work
has regarded this problem from the perspective of "learning to learn"
or meta-learning (Schmidhuber u. a., 1997; Vilalta und Drissi, 2002), by
either explicitly treating a gradient descent sequence as an optimizable
object (Finn u. a., 2017a) or modeling an optimizer as a black-box autore-
gressive model (Santoro u. a., 2016a; Ravi und Larochelle, 2017). Another
orthogonal approach aims at learning a generalizing metric that allows
for straightforward object class regression in a latent space (Snell u. a.,
2017b; Sung u. a., 2018). More recently, converging findings in various do-
mains from reinforcement learning (Mishra u. a., 2018; Laskin u. a.), nat-
ural language processing (Brown u. a., 2020a; Xie u. a., 2021; Olsson u. a.,
2022) and functional regression (Garg u. a., 2022) have established the
ability of set-based attentional computation in the Transformer (Vaswani
u. a., 2017) for in-context learning, by flexibly extracting functional rela-
tionships and performing dynamic association such as linguistic analogy
or few-shot behavioral imitation. We show that the theory of RKBS can
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help interpret such property and extends it to function-valued operators
regression.

3.3 The functional regression problem

3.3.1 Notations
Let V and U be two (finite or infinite-dimensional) Banach spaces, re-
spectively referred to as the input and output space, and let B a Banach
space of functions from V to U . We also note L(U ,B) (resp. L(U)) the set
of bounded linear operators from U to B (resp. to itself). In this chapter,
we leverage the structure of reproducing kernel Banach spaces of func-
tions B and combine it with the universal approximation abilities of deep
networks. As we will see in the experimental section, RKBS are very gen-
eral spaces occurring in a wide range of machine learning applications.
We start by recalling some elements of the theory of vector-valued RKBS
developed in Zhang (2013). Namely, we will consider throughout uniform
Banach spaces S (such condition guarantees the unicity of a compatible
semi-inner product h., .iS : S ⇥ S 7! R, i.e. 8s 2 S, hs, siS = ||s||2

S
and

allows to build a bijective and isometric dual space S⇤).

3.3.2 The meta-regression problem
We consider the meta-learning problem of creating a function T able to
approximate any functional element O in the space B from any finite
collection of example pairs DO = {(vi,ui) | vi 2 V ,ui = O(vi)}in. A
prominent approach in statistical learning is empirical risk minimization
which consists in predefining a class B̃ ⇢ B of computable functions from
V to U and subsequently selecting a model Õ as a minimizer (provided
its existence) of a risk function L : B ⇥D 7! R:

T (DO) 2 argmin
Õ2B̃

L(Õ,DO) (3.1)

For instance, the procedure consisting in performing gradient-based op-
timization of objective (3.1) over a parametric class B̃ of neural networks
defines implicitly such a function T . Fundamentally, this technique works
by induction: It captures the statistical regularities of a single map O
into the parameters of the neural network Ô such that DO is discarded for
inference.Recent examples of gradient-based optimization of neural net-
works for operator regression (i.e when V and U are infinite-dimensional)
are DeepOnet (Lu u. a., 2019) or Fourier Neural Operator (FNO) (Li
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u. a., 2020a). As previously discussed, for every regression problem in-
stance, evaluating T with these approaches requires a heavy training
procedure. Instead, we show in this work that for specific spaces B, we
can meta-learn a parametric map T✓ that transductively approximates
(in a certain functional sense) any target function O 2 B given a corre-
sponding dataset DO such that:

8v 2 V , T (DO)(v) = T✓(v1,O(v1), . . . ,vn,O(vn),v) ⇡ O(v) (3.2)

3.4 Reproducing Kernel Banach Space re-

gression

We start by recalling some elements of the theory of Reproducing Kernel
Banach Spaces (RKBS) developed in Zhang (2013), which will be useful
to build our neural kernel regression model. For a more in-depth treat-
ment of RKBS, see also Lin u. a. (2022).

Theorem 3 (Vector-valued RKBS) A U-valued reproducing ker-
nel Banach space B of operators from V to U is a Banach space such
that for all v 2 V, the point evalutation �v : B 7! U defined as
�v(O) = O(v) is continuous. In this case, there exists a unique
function K : V ⇥ V 7! L(U) such that for all (v,u) 2 V ⇥ U :

8
><

>:

v0 7! K(v,v0)(u) 2 B
8 O 2 B, hO(v),uiU = hO,K(v, .)(u)iB
8 v0 2 V , kK(v,v0)kL(U)  k�vkL(B,U)k�v0kL(B,U)

(3.3)

Informally, definition (3.3) states that the image of any function O of
B at a given point v can be expressed in terms of a single function K.
The latter is hence called the reproducing kernel of B and our goal is to
leverage the unicity of K to form a single approximator for all operators
in B. However, the previous theorem does not provide explicit informa-
tion on how to construct such function K. Fortunately, the feature maps
characterization of RKBS will give us a structure to build K. We first
define for any linear operator T 2 L(S1,S2) between two Banach spaces
S1,S2, the generalized adjoint T † 2 L(S2,S1) as the application verifying
hTs, s0iS1 = hs, T †s0iS2 for all (s, s0) 2 S1 ⇥ S2.
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Theorem 4 (Feature map characterization of RKBS) A func-
tion K : V ⇥ V 7! L(U) is the reproducing kernel of some U-valued
RKBS if and only if there exist a Banach space B and a mapping
� : V 7! L(B,U) such that:

(
8(v,v0) 2 V2

, K(v,v0) = �(v0)(�†(v))

span{(�(v)†(u))⇤,v 2 V ,u 2 U} = B⇤
(3.4)

with �† : V 7! L(U ,B) defined by: 8v, �†(v) = (�(v))†.

Theorem (4) reformulates the kernel construction problem into a search
for its corresponding feature maps � and �† (in RKBS, contrary to
RKHS, the adjoint can generally not be directly expressed from the oper-
ator itself due to the non-additivity of the semi-inner product), for which
we can find parametric approximations. It also constitutes a generalisa-
tion of the Transformer attention mechanism. To see this, let us assume
that V and U are finite-dimensional and define W✓ 2 L(Rp

,U), (Q✓, K✓) 2
L(V ,Rp)2, V✓ 2 L(U ,Rp) and � a softmax normalization. Forming the
following parametric kernel ✓;

✓(v,v
0)(u) , W✓

⇣
�
�
Q✓(v

0).(K✓(v))
T
�
· V✓(u)

⌘
(3.5)

we see that (3.6) corresponds to the Transformer key-query attention
as well as a particular kernel construction following Theorem (4). We
will use (3.6) to build our kernel, but note that other constructions are
possible.

Proposition 1 (Dot-product attention as U-valued RKBS) Let (pj)jJ

a finite sequence of strictly positive integers, let (Aj

✓)jJ be applications
from V ⇥ V to R, let V

j

✓ be linear applications from L(U ,Rpj) and W✓

a linear application from L(
Q
jJ

R
pj ,U), the (multi-head) application ✓ :

V ⇥ V 7! L(U) defined by

✓(v,v
0)(u) , W✓

✓⇥
..., A

j

✓

�
v,v0

�
· V j

✓ (u), ...
⇤
jJ

◆
(3.6)

is the reproducing kernel of an U-valued RKBS. In particular, if U =
V = R

p, for p 2 N
+ and A

j

✓ = exp
�
1
⌧
(Qj

✓v)
T (Kj

✓v
0)
�
/�(v,v0) with

(Qj

✓, K
j

✓)jJ applications from L(V ,Rd), ✓ corresponds to the dot-product
attention mechanism of Vaswani u. a. (2017).

Finally, in order to apply the kernel representation to available data EO
for approximating a specific operator O, we present an extension of the
representer theorem to vector-valued RKBS:
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Theorem 5 (RKBS Representer Theorem) Let B be a operator-
valued RKBS from V to U . Then the minimal norm interpolation
problem:

inf
O2B

{kOkB, s.t. O(vi) = ui, i  I} (3.7)

admits a unique minimizer O0. Moreover, O0 is the solution of (7.5)
if and only if O0(vi) = ui for all i  I and O⇤

0 2 span{K(vi, .)(u)⇤, i 
I,u 2 U}.

The representer theorem tells us that there exists (yi)iI functions in U
such that O⇤

0 =
P

iI
(K(vi, .)(yi))⇤. Here, contrary to reproducing kernel

Hilbert space theory, we cannot directly solve an explicit linear problem
in (yi)iI to find the minimizer of (7.5). Instead, we show in the next sec-
tion that we can jointly learn the kernel K✓ together with a deep network
mapping (ui = O(vi))iI to (ỹi)iI such that O0(v) =

P
iI

K✓(vi,v)(ỹi).
Let D be the set of all datasets DO previously defined. The following
original theorem gives the existence of a solution to our meta-learning
problem and relates it to the reproducing kernel.
[RKBS representer map] Let B be a U -valued RKBS from V to
U , if for any dataset DO 2 D, L(.,DO) is lower semi-continuous, co-
ercive and bounded below, then there exists a function T : D 7! B
such that T (DO) is a minimizer of equation (3.1). If L is of the form
L(.,DO) = L̃ � {�vi}in with L̃ : Un 7! R, then the dual T (DO)⇤ is in
span{K(vi, .)(u)⇤, i  n,u 2 U}. Furthermore, if for any DO, L(.,DO)
is strictly-convex, then T is unique.

3.5 Transducer

3.5.1 Discretization
We now focus for the rest of the paper on the case of infinite-dimensional
functional input and output spaces V and U . In this case, for numerical
computation purpose, we can accommodate different types of function
representations previously proposed for neural operator regression and
allowing for evaluation at an arbitrary point of the domain. For instance,
output function representations can be defined as a linear combination of
learned or hardcoded finite set of functions, as in Lu u. a. (2019); Bhat-
tacharya u. a. (2020). We focus instead on a different approach inspired
by Fourier Neural Operators (Li u. a., 2020a), by applying our model on
the M first modes of the Fourier transform of functions (vi,ui)iI , and
transform back its output, allowing us to work with discrete and finite
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function representations.

Figure 3.1 – Schema of a Transducer layer. A collection of input and
output elements (vl

i
,ul

i
) are transformed in parallel by one-layer fully

connected residual networks into intermediate representations (ṽl

i
, ũl

i
).

Every element (ũl

j
) is further transformed by the kernel operation K✓l

which extract relations between (ṽl

i
) to form the residual contributionP

i

l

✓
(ṽl

i
, ṽl

j
)(ũl

i
).

Our kernel model consists in a deep neural network of depth L building a
sequence of representations (v`

i
,u`

i
)iI,`L starting with (v1

i
,u1

i
)iI = EO

and defined by the following iteration:
(
v`+1
i

= v`

i
+ F

`

✓
(v`

i
)

u`+1
i

= u`

i
+G

`

✓
(u`

i
) + T `

✓

�
v`

i
+ F

`

✓
(v`

i
))

(3.8)

where F
`

✓
(resp. G

`

✓
) corresponds to pointwise feedforward networks

transformations applied in parallel to representations (v`

i
)iI (resp. (u`

i
)iI)

and T `

✓
: V 7! U are intermediate kernel transformations :

8 v 2 V , T `

✓
(v) =

X

iI


`

✓
(ṽ`

i
,v)(ũ`

i
) (3.9)
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where (ṽ`

i
, ũ`

i
)iI refers to the residual transformations (F `

✓
(v`

i
)+v`

i
, G

`

✓
(u`

i
)+

u`

i
)iI . Note that equations (3.8) and (3.9) allows to handle various set

sizes. We refer to our system as a Transducer, both as a tribute to the
Transformer (Vaswani u. a., 2017) computation mechanism from which it
is derived and by analogy with engineering devices that convert a signal
from one form to another. Our intuition is that network depth allows for a
better kernel approximation by iteratively refining the operator estimate
and approximate on-the-fly the solution functions (ỹi)iI . We investi-
gate further the influence of network depth and its parameterization in
the experimental section, noting for instance that sharing the non-linear
transformations (F `

, G
`) for the input and output domains can be bene-

ficial to regression performance. Finally, the operator image estimate of
any v 2 V corresponds to the sum of residual transformations:

Ô(v) = T✓(v|EO) =
X

`L

X

iI


`

✓
(ṽ`

i
,v`)(ũ`

i
) (3.10)

where the sequence (v`) is constructed in the same way as (v`

i
)iI start-

ing with v1 = v . Note that the model allows for jointly building se-
quence (v`) with (v`

i
)iI , as well as for batch inference by simply masking

the corresponding cross-relational features during the kernel operations.
Further, all those operations correspond to parallelizable tensorial GPU-
accelerated operations such that regression estimates are produced orders
of magnitude faster than gradient-based regression methods.

3.5.2 Training
Our goal is to learn the sequence of kernel operations (`

✓
)`L as well as

(F `

✓
, G

`

✓
)`L in order to approximate solutions of (7.5). Let us assume

that elements O are sampled according to a probability measure �, and
that for each O, EO is sampled according to a probability measure �O
from the set of possible example sets with finite cardinality EO. Our
meta-learning objective can be defined as:

J (✓) = EO⇠�


EEO⇠�O

h
kT L

✓
(.|EO)�OkB

i�
(3.11)

that can be tackled with gradient-based optimization given that T L

✓
is

differentiable w.r.t parameters ✓. In order to estimate gradient of (3.11),
we form the empirical Monte-Carlo estimator over a batch of N operators
O and J query function vj:

r✓J (✓) ⇡ 1

NJ

X

nN

X

jJ

r✓kT✓(vj|EOn)� un

j
kU (3.12)
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with un

j
= On(vj). In practice, using a single operator (N=1) to estimate

(3.12) works well and training is very stable, mitigating the linearly in-
creasing cost of storing the I examples pairs in memory. We show empiri-
cally that such meta-optimized models are able to efficiently approximate
diverse sets of operators O given small amounts of data in a single feed-
forward pass, bypassing the need for gradient-based tuning. This ability
can greatly improve neural-based operators applicability since real physi-
cal systems data is often scarce and canonical training approaches require
large amounts of it. Furthermore, to the best of our knowledge, this work
is the first to show that neural networks can learn transductive regression
programs on space of operators.

Figure 3.2 – Left: Mean relative MSE with a confidence interval at 90%
on unseen operators as a function of the dataset size for each regression
method. The grey area corresponds to dataset cardinalities seen during
training for the Transducer. All other methods are trained from scratch
with a corresponding number of original examples. Middle: Evolution
of the training loss of Transducers with different number of kernel trans-
formations. Allowing more iterations of kernel transformation improves
performance, with untied weights yielding the best performance. Right:
Up - 3 examples of the evolution of the state s(x, t) as a function of spatial
dimension for different ADR equations E(�,⌫,k). Bottom - Evolution of
the MSE of intermediate representations (u`) colored by iteration num-
ber. The decreasing profile along with the performance trend observed
with a growing number of iterations suggest network depth allows the
model to progressively refine its function estimate.

Discretization – As mentionned in the main text, in order to manipu-
late functional data, we apply our model on the Fourier transforms of the
considered input and output functions and transform its ouput back to
form estimate at arbitrary resolution. We specifically apply our model on
the d-dimensional finite vector formed by the first modes of the Fourier



Chapter 3. Learning Functional transduction 82

transform, and discarding the rest of the function spectrum. For experi-
ments with 2D fields, we describe more precisely in section 3.8.2 how we
combine the 2D FFT with our model.
Kernel definition – In order to reduce the number of trainable pa-
rameters per layer we split the linear projections defined in the kernel
formulation ✓ into different concatenated "heads" similarly to the Trans-
former (Vaswani u. a., 2017). We also tested a different kernel definition
with a radial basis function f(v,v) = exp(↵�1kv � v0k) replacing the
dot product-cosine similarity of the key-query attention, yielding similar
result in the ADR experiment at an equal compute cost. For coherence,
we present all our results with the original kernel definition.
Feedfoward network definition For F

`

✓
and G

`

✓
, we also directly use

the Transformer feedfoward network architecture defined as one layer per-
ceptron with GeLU activation and Layer normalization (Ba u. a., 2016)
and did not performed architectural search on this part of the network.

In the two following section, we show that our model can perform online
regression of various functions, in particular operators defined on scalar
and vector-valued function spaces arising in physical science.
Training details – We construct our network by merely stacking Trans-
ducer layers defined as above with one-layer perceptrons with layer nor-
malization (Ba u. a., 2016) and GeLU activation functions (Hendrycks
und Gimpel, 2016) for (F `

, G
`) and followed by the kernel operation. We

carry out meta-learning of operator regression in the following way: We
gather a meta-dataset of Ntrain operators example sets EOn with i exam-
ple function pairs. At each training step, we randomly sample a set EOn

as well as query subset Q of output functions (O(vi))i2Q to be estimated.
We form the input ẼOn by concatenating pairs of a non-overlapping set
I of example elements (vi,ui)i2I with pairs of the query set (vi,ui)i2Q
with output elements (ui)i2Q set to zero. We train our model to mini-
mize the sum of L2 error between each output function of the set Q and
its corresponding ground truth u(x) = On(v)(x) = s(x, 1). We use the
Adam optimizer (Kingma und Ba, 2014) to train for a fixed number of
steps with an initial learning rate of 2e�4 that is gradually halved along
the training. All the computation is carried on a single Nvidia Titan
Xp GPU with 12GB memory. Further details on data generation and
baseline settings are given in SI.
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3.6 Applications to finite-dimensional meta-

learning

3.6.1 MNIST-like datasets classification
We first confirm the generality of our approach in the case of finite-
dimensional spaces U and V by studying the meta-learning problem pre-
sented in ? which consists in regressing classification functions from the
784-dimensional space of MNIST-like images to a 10-dimensional space
of one-hot class encoding. (i.e functions considered are O : [0, 1]784 7!
[0, 1]10). We meta-train a 2-layer Transducer to classify consistently
pixel-permuted and class-permuted versions of MNIST. We then meta-
test the Transducer to classify the unpermuted MNIST dataset and how
the regression map transfer to Fashion MNIST and KMNIST. We show
that without particular fine-tuning, the Transducer outperforms previous
meta-learning approaches on both the original MNIST classification task
as well as Fashion MNIST and K-MNIST.

Method MNIST FashionMNIST KMNIST
MAML 53.71% 48.44% 36.33%
VSML 79.04% 68.49% 54.69%
GPICL 73.70 % 62.24% 53.39%
Transducer 81.83% 69.85% 60.64%

Figure 3.3 – Comparison of meta-test accuracies of MNIST-like datasets
classification task presented in ? against the Transducer.

3.7 Applications to1-dimensional problems

3.7.1 Regression of Advection-Diffusion Reaction PDEs
First, we examine the problem of regressing operators O associating
functions v from V ⇢ C([0, 1],R) to their future solution u = O(v) ⇢
C([0, 1],R) with respect to advection-diffusion-reaction equations defined
on the domain ⌦ = [0, 1] ⇥ [0, t] with Dirichlet boundary conditions
s(0, t) = s(1, t) = 0. We consider the space B of operators O(�,⌫,k,t)

specifically defined by the the 4-uplet (�,⌫,k, t), such that v(x) = s(x, 0),
u(x) = s(x, t) and s follows equation E(�,⌫,k) that depends on un-
known random continuous spatially-varying diffusion �(x), advection ⌫(x),
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and a scalar reaction term k ⇠ U [0, 0.1].

@ts(x, t) =r · (�(x)rxs(x, t))| {z }
diffusion

+⌫(x)rxs(x, t)| {z }
advection

+ k · (s(x, t))2| {z }
reaction

(3.13)

Eq. (3.13) is generic and arises in many physical systems of interest, lead-
ing to various forms of solutions s(x, t). (We show examples for different
sampled operators in figure 7.2.) Several methods exist for modeling such
PDEs but they require knowledge of the underlying parameters (�,⌫,k)
and often impose constraints on the evaluation point as well as expansive
time-marching schemes to recover solutions. Here instead, we assume no
a priori knowledge of the solution and directly regress the operator be-
havior from the example set EO.

Baselines and evaluation We trained our neural regression model on
Ntrain = 500 different operators O(�,⌫,k,1) with t = 1 fixed and vary-
ing number of examples n 2 [20, 100] each evaluated at 100 equally
spaced points (xk)k2[[0,100]] on the domain [0, 1]. We tested on a set of
Ntest = 500 new operators with new diffusion, advection, and reaction
parameters as well as initial states v. We compared our method with
standard machine learning algorithms as well as inductive neural oper-
ator approximators. First, we applied standard finite-dimensional re-
gression methods to the discretized problems:

�
Oi(v(xk)) = u(xk)

�
i,k

.
We apply K-nearest-neighbors (Fix und Hodges, 1989), decision trees
(Quinlan, 1986) and kernelized Ridge regression with radial basis kernel
(Hastie u. a., 2009). Second, we tried to fit two neural-based operators
with gradient-descent to the small-sized datasets: DeepONet (Lu u. a.,
2021) and Fourier Neural operator (FNO) (Li u. a., 2020a). Note that
for most of these approaches, an explicit optimization scheme is required
before inference to fit the target operator. On the other hand, after meta-
training, the Transducer program amounts to a single feedforward pass
of the network, which is orders of magnitude faster (Table 3.1).

Results First, we verified that our model approximates well unseen op-
erators from the test set ( table 3.1). Furthermore, since our model can
perform inference for varying input set sizes, we examined the Transducer
accuracy when varying the number of examples and found that it learns
a converging regression program (Figure 7.2). We noted that our model
learns a non-trivial kernel since the linear estimation produced with Near-
est Neighbors remains poor even after 1e3 examples. Further, our model
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Method RMSE Time (s) GFLOPs

FNO 2.96e�4 1.72e2 1.68e2

DeepONet 2.02e�2 7.85e1 1.54e2

Transducer 2.39e�4 3.10e�3 1.06e�1

Table 3.1 – Mean performance and compute cost of neural operator re-
gression over 50 unseen operators with n = 50 examples. Note that
DeepONet and FNO are optimized from scratch while the Transducer
has been pre-trained. GFLOPs represent the total number of floating
point (giga-)operations for performing regression.

consistently outperforms other regression approaches to the exception of
FNO when enough data is available (> 60). We also found that deeper
Transducer models with more iterations increase kernel approximation
accuracy, with untied weights yielding best performance (figure 7.2.)

Extrapolation We further tested the Transducer ability to regress dif-
ferent operators than those defined in the training set. Specifically, we
varied the correlation length (C.L) of the gaussian random fields used to
generate functions �(x) and ⌫(x) in the domain [0.1, 0.5]2 and specified
a different target time t

0 6= 1. We showed that the kernel meta-optimized
for a solution at t = 1 transfers well to these new regression problems and
that regression performance degrades gracefully as the target operators
behave further away from the training set. (figure 3.4)
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Figure 3.4 – Example of the extrapolated trajectory and Relative Mean
Squared Error of the Transducer on extrapolation tasks with n = 100
examples. Color code corresponds to different correlation lengths used
to generate the random functions �(x) and ⌫(x). Much of the result
remains below 1% error despite never being trained on such operators.

3.7.2 Burger’s equation in 2D

Figure 3.5 – Illustrative example of initial (t = 0), target (t = 10) and
Transducer estimation of the vector field s(~x, t) discretized at resolution
64⇥64 over the domain [0, 1]2 for the Burger’s equation experiment. The
last panel represents absolute error to ground truth.

We further show that our regression method can fit operators of vector-
valued functions. We examine the problem of predicting 2D vector-fields
defined as a solution of a two-dimensional Burger’s equation with periodic
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spatial boundary condition on the domain ⌦ = [0, 1]2 ⇥ [0, 10]:

@ts(~v, t) = ⌫�v · s(~v, t)| {z }
diffusion

� s(~v, t)rxs(~v, t)| {z }
advection

(3.14)

Here, we condition our model with operators of the form, v(~x) = s(~x, t),u(~x) =
s(~x, t0), s ⇠ E(⌫) such that our model can regress the evolution of the
vector field ~v starting at any time, with arbitrary temporal increment
t
0 � t  10 seconds and varying diffusion coefficient ⌫ 2 [0.1, 0.5]. We

show in figure 3.5 and table ?? that our model is able to fit new instances
of this problem with unseen parameters ⌫.

Fast and differentiable regression ⇧ Since fitting with respect to
training data is orders of magnitude faster than other operator regres-
sion approaches and fully differentiable, we can quickly execute expensive
schemes requiring multiple regressions. This can have several applica-
tions, from bootstrapping or producing confidence intervals by varying
the example set Dtrain

O
, or performing inverse problems using Monte-Carlo

Markov Chain in the dataset space. We showcase an example of this po-
tential with an outlier detection experiment: We use the Transducer to
identify outliers of a dataset of Burgers’ equation with coefficient ⌫1 ar-
tificially contaminated with elements from another dataset ⌫2 > ⌫1 at
5% level. We identify outliers by estimating RMSEs over 5000 different
regressions using random 50 % splits with outliers potentially present
in both training and testing sets. This technique takes only a few sec-
onds to estimate while outliers are clearly identified as data points with
significantly higher RMSE than the dataset average (figure 5). As a com-
parison, performing Spectral Clustering (?) on the FFT of elements (ui)
yields very poor precision (table 2)
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t = 5s t = 10s
RMSE (test sets) 2.2e�3 5.9e�3

Outliers (Pre./Rec.) 100%/100% 100%/100%

S.C. (Pre./Rec.) 6%/85% 7%/85%

Figure 3.6 – Up: Meta-test regression and outlier detection results at
two target times. RMSEs on Burgers’ equations averaged over 200 dif-
ferent parameter conditions ⌫ 2 [0.1, 0.5] each with 100 train examples.
Precision/Recall in outlier detection of the Transducer versus Spectral
clustering. Bottom: RMSE distributions of each element in the contam-
inated dataset over the 5000 regressions. Outliers are clearly identified.

3.7.3 Climate modeling
Robust and precise modeling of climate variables is difficult because mod-
els need to account for seasonal variables and adapt their prediction to
drifting parameters. Even with a globally large amount of available data,
the precise operator mapping variables of interest might change over time
or be affected by the unobserved phenomenon. Hence, in order to fully
exploit the potential of data-driven methods, being able to capture varia-
tions in how variables interact might greatly help prediction performance
even under operator fluctuation and on data drifting away from the train-
ing distribution. One advantage of our approach is the ability to select
the data that is most relevant with respect to a certain prediction task
and subsequently adapt the model response. In order to illustrate the
applicability and scalability of deep transductive learning, we considered
the problem of predicting the Earth’s surface air pressure solely from
the Earth’s surface air temperature at a high resolution. Data is taken
from the ERA5 reanalysis (Hersbach u. a., 2020) publicly made available
by the ECMWF, which consists of hourly high-resolution estimates of
multiple atmospheric variables from 1979 to the current day. We model
pressure estimate on a 720⇥ 720 grid, resulting in a spatial resolution of
0.25�⇥0.5�, allowing us to capture small features such as local dynamics
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Method LWMSE (hPa) Time (s)

Nearest-Neighbors 67.326 5.915
ViT 32.826 0.053
Transducer - (P.Y) 25.293 0.192
Transducer - (P.W) 22.718 0.192

Table 3.2 – Latitude-weighted mean-square error (in hectopascals) and
inference time for the surface pressure prediction task.

and geographic relief. Similar to (Pathak u. a., 2022), we modify a ViT
backbone to incorporate a kernel transduction layer before every patch
attention and compare our model to an unmodified ViT baseline with a
matching number of parameters. We additionally compare with a fully
transductive Nearest Neighbors approach. In Figure 3.7 and Table 3.2,
we present results obtained on training a Transducer with data from 2010
to 2014 and testing it on data from 2016 to 2019. We trained our model
by predicting 5 random days sampled from random 20-day windows and
present two test configurations: We either condition the Transducer with
a window centered at the previous year’s same date (P.Y), or with a 15
days window lagging by a week (P.W). (see SI for details). Both cases
outperform transductive and inductive baselines with fast inference time,
confirming that our model can scale to large problems.

Figure 3.7 – Up - Illustrative examples of 720⇥720 temperature (left) and
pressure (right) fields of the ERA5 dataset. Bottom - Estimated pressure
field from conditioning the Transducer with 15 days data dating 1 week
before the target date. Insets show recovered details of the Transducer
estimation (blue) compared with ground truth (red).
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3.8 Experimental details

Experiment Depth MLP dim dim d #heads heads

ADR 1-8 100 50 32 16

Burger 10 800 800 64 16

Climate 6 512 512 40 16

Table 3.3 – Summary of the architectural hyperparameters used to build
the Transducer in our three experiments. ’DEPTH’ corresponds to net-
work number of layers, ’MLP dim’ to the dimensionality of the hidden
layer representation in F

`

✓
and G

`

✓
, d to the dimension of the discrete

function representations.

3.8.1 Advection-Diffusion-Reaction operators
Data generation – For our experiment, we collect a meta-dataset of
N = 500 datasets of the advection-diffusion-reaction trajectories on the
domain ⌦ = [0, 1]⇥ [0, 1] by integrating the following equations:

@ts(x, t) = r · (�n(x)rxs(x, t))| {z }
diffusion

+⌫n(x)rxs(x, t)| {z }
advection

+kn · (s(x, t))2| {z }
reaction

(3.15)
using a explicit forward Euler method with step-size 1e�2 and stor-
ing all intermediate solutions on a spatial mesh of 100 equally spaced
points. Hence, our discretized reference trajectories are of dimensions
100 ⇥ 100. For each operator On we generate spatially varying diffu-
sion and advection coefficients as random function �n(x) : [0, 1] 7! R

and ⌫n(x) : [0, 1] 7! R as well as a random scalar reaction coefficient
kn. Defining G(0, kl(x1, x2)) the one-dimensional zero-mean Gaussian
random field with the covariance kernel:

kl(x1, x2) = e
�kx1�x2k2

2l2 (3.16)

and lenght-scale parameter l = 0.2, as well as a boundary mask function
m : [0, 1] 7! [0, 1],m(x) = 1 � (2x � 1)10 (to comply with Dirichlet
boundary condition and preserve numerical computation stability), we
sample �n(x) and ⌫n(x) according to the following equations:

• diffusion �n(x) = 0.01⇥un(x)2⇥m(x) where un ⇠ G(0, k0.2(x1, x2))

• advection ⌫n(x) = 0.05⇥yn(x)⇥m(x) where yn ⇠ G(0, k0.2(x1, x2))
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Figure 3.8 – Examples of sampled functions �(x) and ⌫(x) used to build
operators On.

• reaction kn ⇠ U([0, 0.3]).

Furthermore, we collect for each dataset i = 100 trajectories with each
different initial state s(x, 0) = vi(x), where functions vi(x) are sampled
according to the following:

• initial state vi(x) = m(x)⇥ ui(x) where ui ⇠ G(0, k0.2(x1, x2)).

For meta-testing, we sample N = 500 new datasets of the same generic
advection-diffusion-reaction equation with new parameters �n(x),⌫n(x),kn(x),
for up to 1000 different initial states vi(x). We present below example of
function profiles present in the meta-datasets.

Training – We train Tranducers for 200K gradient steps. At each
training step, we randomly draw a single operator On from the meta-
training set and isolate the pairs (vi,ui)iI = (si(x, 0), si(x, 1))iI to
form the set EOn . We sample a "query" subset Q of J = 10 pairs from
EOn to be regressed and form the input to our model by concatenat-
ing pairs of the query set Q (with output elements (ui)i2Q set to zero),
with a non-overlaping set of I 2 [[20, 100]] example elements drawn from
(vi,ui)i/2Q. We train our model to minimize the sum of L2 error between
each output function of the set Q and its corresponding ground truth
u(x) = On(v)(x) = s(x, 1) at the 100 discretized positions. We use the
Adam optimizer (Kingma und Ba, 2014) with an initial learning rate of
2e�4 that is further halved every 50K steps. All the computation opera-
tions are coded using the PyTorch library and carried on a single Nvidia
Titan Xp GPU with 12GB memory.

Baselines – In order to implement the baseline regression algorithms,
we use the scikit-learn library (Pedregosa u. a., 2011) for decisions trees,
K-nearest neighbours and Ridge regression. We specifically tuned Ridge
regression using cross-validation and selected the best-performing ’rbf’
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Figure 3.9 – Examples of advection-diffusion-reaction datasets (different
operators by row) present in the meta-test set.

kernel with regularisation lambda = 1e�3. For FNO (Li u. a., 2020a),
we use the official PyTorch implementation provided at dsd and defined
for each regression, a 4-layer deep 1-dimensional FNO network with 16
modes and 64-dimensional 1 ⇥ 1 convolutions. For DeepOnet (Lu u. a.,
2019), we implement our own PyTorch version with 4 hidden layers of
50 hidden units with ReLU activation for the branch and trunk networks.

Extrapolation experiment – In this task, we modify the generative
process of the considered operators by changing the lenght-scale parame-
ter l used to produce functions �(x) and ⌫(x), as well as the target time
t used to define the operator output.

dsd
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Figure 3.10 – Examples of the spatial function sampled with carying
lenght scale parameter l 2 [0.1, 0.2, 0.3]

Figure 3.11 – Examples of ADR state evolution forming a set of operators
with the same generative parameters but time t allowed to vary in [0, 3]

Figure 3.12 – Magnitude of the complex coefficients of the Fourier trans-
form of an exemple pair of input and output functions (v(~x),u(~x)) in
the two coordinates dimension. For every pair, the majority of the signal
lies in the two the red quadrants.

3.8.2 Burger’s equation
Generation – In order to produce the meta-datasets of our second ex-
periment, we use the �Flow library (Holl u. a.) that allows for batched
and differentiable simulations of fluid dynamics and available at https:

https://github.com/tum-pbs/PhiFlow
https://github.com/tum-pbs/PhiFlow
https://github.com/tum-pbs/PhiFlow
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//github.com/tum-pbs/PhiFlow. Following the same methodology as
experiment 1, we generate batches of the state evolution of random func-
tions (vi) : R2 7! R

2 defined on the domain ⌦ = [0, 1]2 at a resolution
of 64⇥ 64 through different parametrization of equation (3.5). We form
a meta training set of 200 operator datasets for different parameters
⌫ 2 [0.1, 0.5] each of cardinality I = 100, and meta testing set of 200 dif-
ferent operator datasets with the same cardinality. Here, we consider vec-
tor fields input functions v(~x) whose coordinates (v1(~x),v2(~x)) are drawn
each from a two-dimensional zero-mean Gaussian random fields with uni-
form exponential covariance function and correlation length l = 0.125.
Discrete Fourier representation – Since we are dealing with high-
dimensional inputs, we perform kernel regression on the 2D fast Fourier
transforms of our model. To reduce further dimensionality, since the
FFT of a real signals is Hermitian-symmetric, we pass as input to our
model only the flattened 10⇥10 upper and lower quadrants of the Fourier
transform coefficients, since we verified that those are sufficient to recon-
struct the signal at relative error level of 1e � 5. (We present examples
of the 2D FFT of our signal.) After regression, we reconstruct our model
estimate in the spatial domain at the desired 64⇥64 resolution and train
for the L2 distance against ground truth.

3.8.3 Climate modeling
Data – We take our data from ERA5 reanalysis (Hersbach u. a., 2020),
that is freely available on the Copernicus https://cds.climate.copernicus.
eu/cdsapp#!/dataset/reanalysis-era5-land?tab=overview. Surface
and temperature pressure are re-gridded from a Gaussian grid to a regu-
lar Euclidean grid using the standard interpolation scheme provided by
the Copernicus Climate Data Store (CDS) to form 2D fields that we
further interpolate in the longitude dimension to obtain images of size
720⇥ 720. Although the ERA5 possess hourly estimates, we subsample
the dataset by considering only measurement at 12:00am UTC every day.
Training We train our model with learning rate � = 1e�4 halved every
50K steps until 200K steps. As mentioned in the main text, we trained
our model to predict 5 days randomly sampled from a 20-day window
and do not explore larger settings due to GPU memory constraints.

3.9 Discussion

We proposed a novel transductive regression model combining kernel
principles and neural networks. We grounded our model on the theory of

https://github.com/tum-pbs/PhiFlow
https://github.com/tum-pbs/PhiFlow
https://github.com/tum-pbs/PhiFlow
https://github.com/tum-pbs/PhiFlow
https://github.com/tum-pbs/PhiFlow
https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-land?tab=overview
https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-land?tab=overview
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Figure 3.13 – Illustrative examples of initial (t = 0), target (t = 10) and
Transducer estimation of the vector field s(~x, t) discretized at resolution
64⇥64 over the domain [0, 1]2 for the Burger’s equation experiment. The
last panel represents absolute error compared to ground truth.

Reproducing Kernel Banach Spaces and applied it to perform operator re-
gression between function spaces. We showcased several instances where
it outperformed previous approaches at a lower computational cost. Our
approach holds the potential to yield flexible tools for modeling physical
systems. However, one limitation is that it relies on meta-training of
the model which requires collecting a sufficiently diverse meta-dataset to
explore the kernel space. In future work, we plan to investigate methods
such as synthetic augmentation to reduce meta-training costs.
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Introduction

The narrow adaptability exhibited by current artificial neural networks
comes in contrast to natural intelligence which exhibit a striking ability
to self-reflexively accelerate and expand skill acquisition through expe-
rience synthesis (Thrun und Pratt, 1998). This ability to learn how to
learn, has since long been identified by researchers in artificial intelligence
aiming at building similar meta-learning agents, i.e agents that con-
tains the principles governing their own adaptation (Schmidhuber, 1992;
Schmidhuber u. a., 1996; Vilalta und Drissi, 2002; Wang, 2021). In this
part, we discuss such an approach and its recent development from the
perspective of the free-energy principle which has been put forward as
a general theory for perceptual inference and learning in natural intelli-
gence (Friston und Stephan, 2007; Friston, 2010). As a generic principle
driving multiple scales of biological neural adaptation, we show that the
idea of free-energy minimization offers an unifying structure to interpret
different approaches in artificial neural meta-learning. We also discuss
how such principle can integrate the currently dual notions of variable op-
timization powering neural network training and Bayesian inference. We
also argue that it represent a general inspiration theme for programmatic
searches of artificial neural rules of adaptation and learning, that can au-
tomate further the discovery of original and robust knowledge promised
by the deep learning revolution, as well as potentially providing a better
understanding of natural intelligence. We finally present in chapter 5 a
new class of neural networks with dynamic weights inspired by this dis-
cussion as well as previous results regarding "fast weights" in artificial
neural networks and the role of fast synaptic plasticity for working mem-
ory. This model is tested in a range reinforcement learning problems,
such as robotic control and spatial navigation, where it validates that
dynamic weights can provide a standalone mechanism for reinforcement
learning when exposed to a feedback signal from its environment, and
advocates for a more general exploration of the role fast plasticity in
artificial and biological networks.



Chapter 4

Meta-learning and the

free-energy principle

“... something fundamentally constructive about the dynamics of things
that self-organize or simply exist: they are always moving up the log of
the probability gradients that describe the states that they are
characteristically in. And when you write that down you basically get
the free energy principle.”

Karl Friston
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4.1 The free-energy principle

A defining characteristic of living things is their homeostatic persistence
over time despite being exposed to varying and challenging environmen-
tal conditions. Biological agents maintain the integrity of their poten-
tially highly complex structure within physiological boundaries against a
natural tendency of the world towards disordered states with high config-
urational entropy (Prigogine und Nicolis, 1985). At several time-scales,
ranging from short individual experience to generational transfer, serving
this objective has determined the emergence of complex adaptive behav-
iors, allowing to capture information and react appropriately to both

99
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internal and external variations of the state of the world, and referred
broadly to as learning.

In most complex living species endowed with cognitive abilites, learn-
ing is manifested during the individual lifetime by a complex hierarchy
of inter-related electro-chemical processes happening in the nervous sys-
tem. We define the sequence of states describing the evolution of these
neural processes (that we will describe further below) in a single agent
as s̃t = {s0, . . . , st} which broadly range from connection strength be-
tween neurons, neuromodulative quantities, to neuronal activity itself.
We additionally define z̃t = {z0, . . . , zt}, a sequence of (potentially evolv-
ing) generative variables that causes the agent sequence of observations
õt = {o0, . . . ,ot}. It has been proposed by Friston (2010) that such pro-
cesses aim at minimizing a free-energy function E fundamentally measur-
ing an "adequation" between õt and the internal states s̃t = {s0, . . . , st}
of the neural system :

E

⇣
õt, s̃t

⌘
= �Eqs̃t (z̃t)

⇥
ln(p(õt, z̃t))� ln(qs̃t(z̃t))] (4.1)

In (4.1), qs̃t(z̃t) represents the density function over the environmental
causes z̃t that is encoded by the system’s internal states s̃t. Thus, in
essence, the free-energy E hypothesis assumes that neural variables s̃t
encode for a generative model of the observed world, i.e a probabilistic
model of the dependencies between causes z̃t and consequential obser-
vations s̃t. Furthermore, the free-energy E is an upper bound on the
surprise of the collection of observed states s̃t which is defined as the neg-
ative log-evidence of observed states S(õt) = � ln(

R

Z

p(õt, z̃t)dz̃) through
the following relation:

�
Z

Z

qs̃t(z̃t) ln(
p(õt, z̃t)

qs̃t(z̃t)
)dz̃ �|{z}

Jensen

� ln(

Z

Z

qs̃t(z̃t)
p(õt, z̃t)

qs̃t(z̃t)
dz̃) = S(õt)

(4.2)
Thus, minimizing of the free-energy in equation (4.1) allows implicitly
the agent to decrease the surprise contained in its observations of the
world. In order to perform such minimization, agents can decrease the
energy by varying its internal neural state s̃t or subsequently vary its
sensory information õt. We note, as stated in Friston (2010), that such
variable distinction maps nicely onto the agent action and perception
abilities. We will focus on a synthetic view of neural state minimization
s̃t, as it can indirectly bias the agent policy determining observations õt.

From a perceptual perspective, the free energy allows to interpret how
the minimization framework of a classification or reconstruction objec-
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tives of a subset of artificial neurons used to train artificial networks can
implicitly drive internal representation learning within the network (Le-
cun u. a., 1998). Defining and minimizing heuristic energy functions to
force a partial adequation of a subset neurons with external stimuli force
implictely the entire system to adopt explicative or at least correlative
structures that capture the statistical features present in external world.
Moreover, the free-energy principle is not only useful to hypothesize a
generic energy minimization problem performed by biological brains as
a surprise minimization, it also nicely account for a nested hierarchy of
inter-related neural processes occurring in the brain at different time-
scales, each orchestrating the dynamics of downstream systems, and po-
tentially entailing integrative strategies for learning.

4.1.1 Hierarchy of inter-related learning systems
Characterizing the different physiological mechanisms that govern the
evolution of the state s̃t of complex neural systems over time as a func-
tion of observations õt and their own state reveals a nested hierarchy
of processes influencing each other along different time scales. Different
cognitive and behavioral faculties ranging from direct brain functions
such as perception, motor and attentional control or decision making,
to more long-lasting effects such as memorization, or preference acquisi-
tion have been gradually mapped to such changes, although their precise
interaction is still very partially understood. We briefly identify below
such processes from fastest to longest time horizon, by partitioning the
variables s̃t into neural activity x̃t, synaptic connections ✓̃t and neural
connectivity c̃t, and describe how they are hypothesized to support dif-
ferent levels of learning.

At fast time-scales in the range of a few milliseconds, fast signaling pro-
cesses between neurons (action potentials) can propagate information
between different brain regions by changing their electromagnetic states
x̃t to encode directly rich contextual representation of the current state of
the environment (Hyman u. a., 2012) as well as a probabilistic transition
between such states (Alexander und Brown, 2011). For instance, activ-
ity levels within the anterior cingulate cortex has been identified to track
contextual volatility and uncertainty in a Bayesian manner (Khamassi
u. a., 2013). Similarly, activations of specific population in the prefrontal
cortex have been shown to elicit a competition between relevant neural
functional modes (Lee u. a., 2014; Daw u. a., 2005). Beyond the simple
feedforward model usually proposed in deep learning, which goes unidi-
rectionally from lower level sensory areas to higher-level integrative areas,



Chapter 4. Meta-learning and the free-energy principle
102

the precise organization and connectivity in biological brain is forming
specific partitions which allow to directly embed rapid feedback control
mechanisms over neural dynamics such that the distribution of neural
activity can be factored as

q✓̃t,c̃t
(õt, x̃t) = q✓̃0,c̃0

(õ0, x̃0)
tY

l=1

IY

i=1

q✓̃t�l,c̃t�l
(xi

t�l
|x!i

t�l�1) (4.3)

where q✓̃t,c̃t
(xi

t�l
|x!i

t�l�1) represent the conditional distribution of xi

t�l

given history of all afferent inputs. In this context, understanding the
functional connectivity of biological network is of paramount importance
to isolate clearly how such rapid feedback system can operate and main-
tain the network free-energy in low states.

Second, the release and absorption of chemical messengers throughout
the chain of fast neural transmissions can alter information integration
and transfer properties of neurons at a second slower time scale. This
variable set encompass phasic and localized modulations such as calcium-
dependent effects on synaptic efficacy between neurons or tonic transmis-
sions such as classic neuromodulation from external sources with more
diffuse effect (dopaminergic, serotonic or cholinergic systems) all of which
have been associated with various behavioral changes as well as theories
of memory update and learning (Doya, 2002). These effects are directly
dependant on the neurons activity level dynamics and largely ignored in
current deep learning systems although they might play a key role for
learning in conjunction with environmental reward signals. (Nakahara
und Hikosaka, 2012)

Finally, a third scale of change in neural states represent quantities ✓̃t

that change more slowly; for example long-term potentiation (LTP) and
depression (LTD) in synaptic connections as a function of the discussed
neurons activity and chemical messengers, or the making and breaking of
synaptic contacts that change on a neurodevelopmental timescale chang-
ing connectivity c̃t. It is expected that the distribution of such quantities
also follows some form of autoregressive generative process at a slower
timescale than x̃t. Let k a strictly positive natural number, we have the
following factorization:

qx̃<kt
(✓̃kt, c̃kt) = q(✓̃0, c̃0|x̃0)

KtY

k=t

(k+1)tZ

l=kt

q(✓̃kt|✓̃k(t�1), c̃k(t�1), x̃l)dt (4.4)

While one can argue that LTP and LTD mechanisms identify most with
gradient descent as they directly and durably tune the selectivity of neu-
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rons with respect to their afferent inputs, one important pending question
is how error information are propagated in the brain for tuning this se-
lectivity. In this regard, backpropagation of error in artificial network
is highly implausible as it posits a set of weights that is symmetric to
feedforward propagation for propagating errors across layers of neurons.
Other theories have been advanced, such as predictive coding (Rao und
Ballard, 1999) which offers a falsifiable system linking neural activity to
synaptic updates locally and in a Bayesian way which accommodate well
to the free-energy principle (Friston, 2005).

Finally, let us note that evolution pressure through darwinian selection
will likely influence all these adaptive systems jointly and constitute itself
a higher level of learning favoring neural systems more able to maintain
lower energetic states in specific ecosystems.

4.1.2 Inference and control
One essential aspect of the free energy principle is based on the Bayesian
idea of the brain as an “inference engine”. In this sense, the free-energy
principle unifies under one single physical perspective the notion of sys-
tem control and Bayesian inference.

First, it is likely that the natural hierarchy of nested adaptation systems
that discussed above is no accident but follows directly a hierarchical
and compositional organization of the generative variable governing the
world arrangement (Lake u. a., 2017). Indeed, the complexity and vari-
ety the variety of conditions in which agents experience reality is likely
to drive agents towards adopting structured learning strategies in order
to makes sense of the world. One illustration is hierarchical Bayesian
models, which have been used for a long time to explain the learning-to-
learn abilities of humans in various areas of cognition, from word learning
to intuitive physics (Tenenbaum u. a., 2011) and have shown encourag-
ing zero-shot compositional abilities in programmatic bayesian learning
(Lake u. a., 2015). This observation calls for a research focus on dis-
covering how to articulate learning in a representation-agnostic manner
(Gershman und Niv, 2010; Wang u. a., 2021).

However, computing a probability distribution over an entire space of
programs is usually intractable, and often even finding a single high-
probability program poses an intractable search problem or require highly
simplifying hypothesis and heuristics. A promising solution is to auto-
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matically discover such self-arranging organizations through optimiza-
tion. It has been observed that natural agents can learn their own learn-
ing bias when exposed to a serie of tasks (Baxter, 1998). More recently,
meta-learning the weights of a artificial recurrent neural network, re-
sulted in the spontaneous emergence of activation dynamics effectively
tracking the sufficient statistics of the task at hand and performing de-
cision making in a way close to Bayes optimal estimation (Ortega u. a.,
2019).

In the next section, we comparatively review the existing work specifically
combining artificial neural networks (ANNs) and meta-learning, before
exploring how the principle of free-energy could drive research at the
intersection of these fields.

4.2 Current approaches of meta-learning

If we accept the principle of free-energy minimization, it seems clear that
learning-to-learn should actually be a core objective of machine learning,
not only because discovering automatically new forms of learning might
be the fastest path towards the emergence of broadly intelligent neural
systems, but because this notion of self-update might be the very princi-
ple from which neural functions have unfolded in nature, from inference,
memorization and learning. However, the general problem in equation
(4.1) is intractable from a machine learning perspective because we gen-
erally don’t have access to the generative model p(õt, z̃t) of the world in
which the agent evolve, nor do we know the specific form that the neural
model qs̃t(z̃t) should take.

On the other hand, the current approach for building neural networks
consists in a rudimentary bi-level optimization system: Heuristic choices
guide a community wide trial-and-error process of model hypothesis that
are further tuned with stochastic gradient descent with respect to a pre-
defined energy function, leaving modestly interpretable models with re-
stricted generality (Lake und Baroni, 2018; Cobbe u. a., 2020).A poten-
tial solution to the previously discussed challenges currently faced by cur-
rent artificial neural networks is to meta-learn computational mechanisms
able to rapidly capture task structures and automatically operate com-
plex feedback control. In this view, artificial neural meta-learning consti-
tutes a promising direction to build rapidly adaptive systems that could
bridge current limitations of ANNs (sample complexity, robustness, gen-
eralization...) (Clune, 2019) and identify key neuroscience mechanisms
that endow humans with their versatile learning abilities (Botvinick u. a.,
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2019). Several works have explored different implementations of this idea
that we broadly taxonomize below:

• A direct line of work consists in applying automatic strategies to
design components of the modeling and optimization arsenal of
deep learning to accelerate and improve learning performance of
the target model over heuristic settings. Here, meta-learning refers
to a principled exploitation of meta-knowledge extracted from pre-
vious experience in order to model and train neural networks more
efficiently. While this research reach outside of deep learning, and
converge in principle with automated machine learning (AutoML)
(Guyon u. a., 2015), it has found interesting development for train-
ing neural networks beyond model selection from automatic hyper-
parameter tuning (Houthooft u. a., 2018; Xu u. a., 2018; Gupta u. a.,
2018) to neural architecture searchs (Liu u. a., 2018, 2019).

• Other explicit optimization-based techniques have tried to cast fast
adaptation at the episodic level as an explicit optimization proce-
dure either by treating the optimizer as a black-box system (San-
toro u. a., 2016a; Andrychowicz u. a., 2016; Ravi und Larochelle,
2017) or by learning a weight parametrization such that one or a
few gradient steps are sufficient to adapt the input/output mapping
to a specific task (Finn u. a., 2017a). This latter approach have been
shown to approximate any learning algorithm in the limit of large
models (Finn und Levine, 2017) and to be theoretically equivalent
to maximum a posteriori estimation in bayesian inference (Grant
u. a., 2018).

• Metric-based approaches have casted the problem of meta-learning
as that of learning feature extractors whose output space that can
be reused for new downstream tasks. Conceptually simple, this
idea consist in learning a kernel function allowing to build a no-
tion of similarity between new data points. This line of research
has yield notably efficient models of few-shot classification (Vinyals
u. a., 2016; Snell u. a., 2017b; Hariharan und Girshick, 2017) but
suffer from lack of applicability and generality as data and tasks
become more distant from the meta-training set.

• Orthogonally, work leveraging the Turing-completeness of recurrent
neural networks has shown that such networks can be trained to
store past information in their persistent activity state to inform
current decision, in such a way that the network implements a
form of reinforcement learning over each episode (Hochreiter u. a.,
2001; Duan u. a., 2016; Wang u. a., 2018b). It is believed that
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vanilla recurrent networks alone are not sufficient to meta-learn
the efficient forms of episodic control found in biological agents
(Lengyel und Dayan, 2008; Botvinick u. a., 2019). Hence additional
work has tried to enhance the system with a better episodic memory
model (Santoro u. a., 2016b; Pritzel u. a., 2017a; Ritter u. a., 2018b).

• Finally, a more recent line of research have exhibited impressive
meta-learning abilities through direct neural conditioning. This
form of learning consist essentially in marrying a transductive ap-
proach with neural netowrks by conditioning inputs neurons with
examplar data points. Various instances of such approaches are
modern Hopfield networks (Ramsauer u. a., 2020) or neural condi-
tional processes (Garnelo u. a., 2018). Recently, the key-query-
value attentional mechanism of the Transformer (Vaswani u. a.,
2017) applied over sets of object representations have been shown
to exhibit emerging in-context learning abilities. This has been
particularly identified in language modeling (Laskin u. a.) but also
generalized to other arbitrary function classes (Garg u. a., 2022) or
in meta-reinforcement learning (Mishra u. a., 2018; Laskin u. a.).

While these techniques have demonstrated that adaptive properties can
emerge from such problem formulation in well-delimited contexts, they
are far from the versatility of natural neural agents when faced to new
contexts and tasks. In the next section, we introduce some potential
work directions that will be further explored in the next chapters of this
thesis.

4.3 Potential directions and challenges

In this section, we set forth several proposition to endow artificial neural
networks with computational principles suceptible to drives them towards
good and updaptable representation of the world.

4.3.1 Explorable forms of neural control

Controllable dynamics

As stated previously, the main form of feedback control for building neu-
ral networks consists consist in gradient-based optimization of the para-
metric connections between neurons. These parameters are adjusted dur-
ing a predefined curriculum with a fixed computational budget, yielding
static solution with restricted generality (Lake und Baroni, 2018; Cobbe
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u. a., 2020) and arguably preventing the emergence of online adaptiv-
ity. However, more online dynamics such as those performed by hidden
state activations in recurrent neural networks can support adaptation as
shown in (Duan u. a., 2016; Wang u. a., 2018b). As stated in section 4.3.1,
there could exist also complementary dynamics to neurons activity that
might potentially support adaptation and learning in artificial neural net-
works. For instance, the strenght of synaptic connections ✓̃ controlling
gain of information transfer between neurons constitute a promising set
of variable able to rapidly transform representations encoded by neurons
activations that we explore in chapter 5. (Munkhdalai und Yu, 2017;
Ha u. a., 2017; Miconi u. a., 2018b,a; Schlag und Schmidhuber, 2018a;
Schlag u. a., 2020). While such models can be more memory intensive
to train due to the need to track such dynamics for training, it might
be possible to circumvent this challenge with new optimization tools (see
chapter 2 and the adjoint method). Additionally, the dynamic forma-
tion of mesoscopic arrangement of neural states such as neural rhythms
and synchrony (Deco u. a., 2011) can also be investigated as a possible
to serve an intermediary purpose for neural computation and learning.
Finally, an other possibility is to simulate the evolution of the network
graph structure itself through creation and destruction of new connec-
tions, a process called neuroevolution. This also echoes theries of func-
tional maintenance through structural "scaffolding" of neural circuitry
(Park und Reuter-Lorenz, 2009). Modeling neuroevolution is however at
odd with the differentiability requirement of gradient control. Hence, op-
timizing such dynamics require alternative methods such as evolutionary
algorithm or reformulation as symbolic regression problem (Gong u. a.,
2019). As current tensor programming tools and high-performance com-
puting infrastructures become more flexible and offer the possibility to
run larger simulations, the possibility to test such wider classes of algo-
rithmic principles is opening up (Stanley u. a., 2019).

Hierarchy and time-scales

Developing co-active forms of control requires to carefully mind the inter-
relation between their dynamics and how they reciprocally influence each
other. One reading template that was already described for biological
neurons in section is temporality (Botvinick u. a., 2019): Building mod-
els that can detect and adapt at multiple time scale can be a key feature
for the emergence of compact and factorized representations of the gener-
ative variables describing the environment. This idea has already found
a theoretical development in unsupervised learning through slow feature
analysis (Wiskott und Sejnowski, 2002). At another abstract level, one
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way of managing the difficulty inherent to the conceptualization of such
hierarchical systems is to break it down into simpler problems through
recursive thinking as in dynamic programming (Bellman, 1966). An-
other interesting concept is the notion of self-referential dependence of
the adaptation rule to the neural states themselves which might actually
be beneficial as it allows for plasticity of the control rule itself (Schmid-
huber, 2005; Irie u. a., 2022b).

The role of memory

Specifically describing how neural networks can compress, store and ma-
nipulate past information is also a critical aspect for optimal inference
and planning in complex environments. Again, the different forms of
memory abilities found in natural intelligence (working, episodic or long-
term) can be interpreted as a by-product of the energetic surprise min-
imization objective, but the question of their computational implemen-
tation remains largely open. On the other hand, meta-reinforcement
learning has been shown to benefit from explicit modeling of information
storage and retrieval in recurrent neural networks (Pritzel u. a., 2017b;
Ritter u. a., 2018a; Lin u. a., 2018). Additionally, the success of Trans-
formers (Vaswani u. a., 2017) in offline reinforcement learning (Chen u. a.,
2021) or natural language generation (Brown u. a., 2020b), whose mem-
ory system consist in an explicit and external storage of past experience in
the forms of a sequence of states passed as input to the neural model, has
determined the emergence of an intermediary useful adaptation process
called in-context learning. The poor scalability of this memory system,
quadratic in the lenght of sequences, suggest however that current ar-
tificial neural memory systems are lacking satisfactory compression and
representation mechanisms for efficiently perform lifelong learning.

Operator learning

A recent line of work have shown that the universal approximation abil-
ities of neural networks extend to higher-order functions (Neural Opera-
tors) (Chen und Chen, 1995; Lu u. a., 2019; Li u. a., 2020a) which calls
for a deeper exploration of neural control with neural networks them-
selves. The universal approximation capabilities of neural network could
in fact allow to discover learning rules in the form of higher-level neural
parametrization. This idea has already found development from the per-
spective of weight compression (Ha u. a., 2017), or equivariance in vision
with dynamic convolution filters (Jaderberg u. a., 2015; Jia u. a., 2016).
Though not explicitly formulated as neural operator control, these ap-
proaches effectively implement a form of modulation of neural network
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activity as a function of input data and activation state, resulting in more
compact and expressive models. These findings point towards the possi-
bility of building neural networks with automatically searchable adaptive
mechanisms that determines the spontaneous emergence of learning prin-
ciples from underspecified formulation. For instance, in the next chap-
ters, we will show that systems endowed with trainable neural feedback
loops can automatically operate closed-loop control to achieve higher-
level goals or to guide a dynamical system to specified optimal states.

Approximating the free-energy objective

As noted in the previous chapter, training neural networks can be seen as
finding and solving objective functions that implicitly approximate some
aspects of the general free-energy minimization problems. However, the
search for objective functions that are able to force high representation
capacity in a more ecologically plausible way while guaranteeing modu-
larity and transferability of this acquired cognitive property to new con-
texts, is still lacking a principled analysis. One direction of research is
to continue reverse-engineering the computational principle that charac-
terise biological neurons by optimizing artificial models to display specific
behaviors with particular objectives. For instance, theories that unify
neuronal and synaptic dynamics under a single minimization objective
such as in predictive coding (Huang und Rao, 2011) can be tested at large
scale. While at the moment deep learning objectives are more oriented
toward goal completion rather than skill acquisition, the recent interpre-
tation of supervised discriminative neural networks as an implicit energy
model (Grathwohl u. a., 2020) or the success of self-supervised objective
functions for crafting highly transferable artificial neural feature extrac-
tors (Misra und Maaten, 2020) suggest that vanilla supervised learning
objectives can be efficiently regularised to learn better representations.

Curriculum learning

Finally, another dimension of research for neural meta-learning is cur-
riculum learning. Designing tasks and sequence of tasks that indirectly
favor artificial neural networks solution that with spontaneously adaptive
behavior is a difficult problem, often led by intuition or computation con-
straints in deep learning. However, varying adapation tasks and minding
the order in which they are presented to learning neural networks, is
likely to accelerate the emergence of well-behaved solutions as observed
in the case of supervised learning (Soviany u. a., 2022). In this view,
automatic generation of curriculum through co-evolution is also likely
to find original solutions for curriculum learning (Miconi, 2021; Pontes-
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Filho u. a., 2022). Going further, scaling curriculum to larger pool of
tasks can determine the emergence of reusable skills by constraining the
meta-training solution space (Team u. a., 2021; Reed u. a., 2022). Such
approaches will require a systematic and compositional formulation of
designing new tasks and contexts that only programmatic solutions will
be to offer (Clune, 2020).

4.4 Transition

Throughout the next chapters, we will explore ideas originating from
these propositions in different context ranging from supervised classifi-
cation to reinforcement learning or regression of physical systems. The
positive results obtained throughout over a variety of tested computa-
tional principles and applications are clear markers of the validity and
the potential of meta-learning for more general and efficient learning in
artificial neural networks.





Chapter 5

Self-modifying networks

“To improve is to change; to be perfect is to change often.”
Winston Churchill
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5.1 Introduction

Deep Reinforcement Learning has demonstrated the potential of neural
networks tuned with gradient descent for solving complex tasks in well-
delimited environments. However, these neural systems are slow learners
producing specialized agents with no mechanism to continue learning
beyond their training curriculum. On the contrary, biological synaptic
plasticity is persistent and manifold, and has been hypothesized to play
a key role in executive functions such as working memory and cogni-
tive flexibility, potentially supporting more efficient and generic learning
abilities. Inspired by this, we explore in this chapter, an original class of

112



Chapter 5. Self-modifying networks 113

neural networks with dynamic weights, able to continually perform self-
reflexive modification as a function of their current synaptic state and
action-reward feedback though tuned plasticity principles parameterized
at the synapse level. The resulting model, MetODS (for Meta-Optimized
Dynamical Synapses) is a broadly applicable meta-reinforcement learn-
ing system able to learn efficient and powerful control rules in the agent
policy space. A single layer with dynamic synapses can perform one-shot
learning, generalize navigation principles to unseen environments and
demonstrate a strong ability to learn adaptive motor policies, comparing
favorably with previous meta-reinforcement learning approaches.

5.2 Meta-Reinforcement Learning

5.2.1 Background
In this chapter, we refer to “tasks" as Markov decision processes (MDP)
defined by the following tuple ⌧ = (S,A,P , r, ⇢0), where S and A are
respectively the state and action sets, P : S ⇥ A ⇥ S 7! [0, 1] refers
to the state transition distribution measure associating a probability to
each tuple (state, action, new state), r : A ⇥ S 7! R is a bounded
reward function and ⇢0 is the initial state distribution. For simplicity, we
consider finite-horizon MDP with T time-steps although our discussion
can be extended to the infinite horizon case as well as partially observed
MDP. We further specify notation when needed by subscripting symbols
with the corresponding task ⌧ or time-step t.

5.2.2 Connection to optimal transport
Meta-Reinforcement learning considers the problem of generating poli-
cies ⇡ in a policy space ⇧ that perform well on a set T of tasks with
distribution µT, using a reinforcement signal r coming from a sequence
of interactions with the task environments. Provided the existence of
an optimal policy ⇡⇤ for any task ⌧ 2 T, we can define the distribution
measure µ⇡⇤ of these policies over ⇧. Arguably, an ideal system aims at
associating to any task ⌧ its optimal policy ⇡⇤, i.e, finding the transport
plan � in the space �(µT, µ⇡⇤) of couplings with marginals µT and µ⇡⇤

that maximizes the expected cumulative reward R:

max
�2�(µT,µ⇡⇤ )

E(⌧,⇡)⇠�


R(⌧, ⇡)

�
where R(⌧, ⇡) = E⇡,P⌧

 TX

t=0

r⌧ (at, st)

�

(5.1)
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Here R corresponds to the expected cumulative reward of action-state
trajectories (s0,a0, . . . , sT ,aT ) for task ⌧ and policy ⇡, i.e such that
state transitions are governed by st+1 ⇠ P⌧ (.|st,at), actions are sam-
pled according to the policy ⇡: at ⇠ ⇡ and initial state s0 follows the
distribution ⇢0,⌧ . Most generally, problem (5.1) is intractable, since µ⇡⇤

is unknow or has no explicit form. Instead, previous approaches aim to
optimize a surrogate problem, by defining an iterative “specialization"
procedure which builds for any task ⌧ , a sequence (⇡t) of improving poli-
cies (see Fig. 5.1).

Figure 5.1 – Meta-Reinforcement Learning as a transport prob-
lem and MetODS synaptic adaptation: a) Associating any task ⌧
in T to its optimal policy ⇡⇤

⌧ in ⇧ can be regarded as finding an optimal
transport plan from µT to µ⇡⇤ with respect to the cost �R. Finding
this transport plan is generally an intractable problem. b) Meta-RL ap-
proximates a solution by defining a stochastic flow in the policy space ⇧
conditioned by the current task ⌧ and driving a prior distribution µ⇡0

of policies ⇡0 towards a distribution µ
✓,⌧,t
⇡

of policies with high score R.
c) Density and mean trajectories of our model dynamic weights prin-
cipal components over several episodes of the Harlow task (see section
5.5.1) reveal this policy specialization. Two modes colored with respect
to whether the agent initial guess was good or bad emerge, corresponding
to two different policies to solve the task.

Defining ✓ the meta-parameters governing the evolution of the sequences
(⇡t) and µ

✓,⌧,t
⇡

the distribution measure of the policy ⇡t after learning task
⌧ during some period t, the optimization problem amounts to finding the
meta-parameters ✓ that best adapt ⇡t ⇠ µ

✓,⌧,t
⇡

over the task distribution.

max
✓

E⌧⇠µT


E
⇡⇠µ

✓,⌧,t
⇡

⇥
R(⌧, ⇡)]

�
(5.2)

Formulation (7.4) allows to appreciate the different meta-RL approaches
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previously proposed under the unifying paradigm of flows in the policy
space ⇧. How such flows are constructed to "guide" policies towards
high-reward regions of the policy space determines the quality of a meta-
learning system. For instance, imitation learning leverages an oracle
teacher that represents a good approximation of the target distribution
µ⇡⇤ of optimal policies that inform the direction of the policy update
(Finn u. a., 2017b). When no information or demonstration is provided,
⌧ can only be known by sampling state-action trajectories (st,at)tT of
⌧ . Model-based meta-RL approaches with posterior approximation of
the task such as PEARL (Rakelly u. a., 2019) and VariBAD (Zintgraf
u. a., 2019) accelerate policy adaptation by learning efficient task iden-
tification, but might fail when tasks are too different from the training
task distribution. On the other hand, MAML (Finn u. a., 2017a) is more
generic as it corresponds to an explicit gradient flow with respect to R
and benefits theoretically from convergence properties towards a distri-
bution over fixed points in ⇧ even for unseen tasks. However, gradient-
based update might be inefficient as it requires a lot of interaction with
the environment to yield an accurate estimate of the update direction,
and it is unclear at which frequency or which event should trigger an up-
date of the synaptic configuration of the network. Altogether, problem
(7.4) emphasizes three desirable properties of a reinforcement learning
program that we further discuss below and for which we show that meta-
learnt synaptic updates have a strong potential.

Efficiency: How "fast" the distribution µ
✓,⌧,t
⇡

is transported towards a
distribution of high-performing policies when accumulating experience
on a task ⌧ . Arguably, an efficient learning mechanism should require
few interaction steps t with the environment to identify the task rule
and adapt its policy accordingly. We show that learnt synaptic update
rules are able to change the agent transfer function drastically in a few
updates, thus supporting one-shot learning of a task-contingent associa-
tion rule in the Harlow task, adapting a motor policy in a few steps or
exploring original environments quickly in the Maze experiment.

Capacity: That property defines how sensitive the learner is to specific
task features and determines its achievable level of performance for a
distribution of tasks µ⌧ . It is linked to the sensitivity of learning system
shaping µ

✓,⌧,t
⇡

to task particularities, i.e how the agent captures and re-
tains task sufficient statistics, as well as their conversion into a precise
state in the policy space. Because our mechanism is continual, it allows
for constant tracking of the environment information and policy update.
We test this property in the maze experiment in Section 5.5, showing
that tuned online synaptic updates obtain the best capacity under sys-
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tematic variation of the environment.

Generality: We refer here to the overall ability of the meta-learnt policy
flow to drive µ

✓,⌧,t
⇡

towards high-performing policy regions for a diverse
set of tasks (generic trainability) but also to how general is the result-
ing reinforcement learning program and how well it transfers to tasks
unseen during training (transferability). In the former case. since the
proposed synaptic mechanism is model-free, it allows for tackling diverse
types of policy learning, from navigation to motor control. Arguably, to
build reinforcing agents that learn in open situations, we should strive
for generic and efficient computational mechanisms rather than learnt
heuristics. Transferability corresponds to the ability of the meta-learned
policy flow to generally yield improving updates even in unseen policy
regions of the space ⇧ or conditioned by unseen task properties: new
states, actions and transitions, new reward profile. etc. We show in a
motor-control experiment using the Meta-World benchmark that meta-
tuned synaptic updates are a potential candidate to produce a more sys-
tematic learner agnostic to environment setting and reward profile. The
generality property remains the hardest for current meta-RL approaches,
demonstrating the importance of building more stable and invariant con-
trol learning rules.

5.3 Synaptic plasticty

5.3.1 Artificial fast plasticity:
Networks with dynamic weights that can adapt as a function of neu-
ral activation have shown promising results over regular recurrent neural
networks to handle sequential data (Munkhdalai und Yu, 2017; Ha u. a.,
2017; Miconi u. a., 2018b,a; Schlag und Schmidhuber, 2018a; Schlag u. a.,
2020). However, contrary to our work, these models postulate a persis-
tent neural activity orchestrating weights evolution. On the contrary,
we show that synaptic states are the sole persistent components needed
to perform fast adaptation. Additionally, the possibility of optimizing
synaptic dynamics with evolutionary strategies in randomly initialized
networks (Najarro und Risi, 2020) or through gradient descent (Miconi,
2016) has been demonstrated, as well as in a time-continuous setting
(Choromanski u. a., 2020a). Recent results have shown that plasticity
rules differentially tuned at the synapse level allow to dynamically edit
and query networks memory (Miconi u. a., 2018b; Chalvidal u. a., 2021).
However another specificity of this work is that our model synaptic rule
is a function of reward and synaptic state, allowing to drive weight dy-
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namics conditionally on both an external feedback signal and the current
model belief.

5.3.2 Potential mechanism for working memory
As discussed above, efficient memory storage and manipulation is a cru-
cial feature for building rapidly learning agents. To improve over vanilla
recurrent neural network policies (Duan u. a., 2016), some models have
augmented recurrent agents with content-addressable dictionaries able
to reinstate previously encoded patterns given the current state (Weston
u. a., 2014; Zaremba und Sutskever, 2016; Pritzel u. a., 2017c; Botvinick
u. a., 2019). However these slot-based memory systems are subject to in-
terference with incoming inputs and their memory cost grows linearly
with experience. Contrastingly, attractor networks can be learnt to
produce fast compression of sensory information into a fixed size ten-
sorial representation (Bartunov u. a., 2019; Zhang und Zhou, 2017). One
class of such network are Hopfield networks (Hopfield, 1982a; Koiran,
1994; Demircigil u. a., 2017; Krotov und Hopfield, 2016) which benefit
from a large storage capacity (Krotov und Hopfield, 2016), can possibly
perform hetero-associative concept binding (Schlag und Schmidhuber,
2018b; Schlag u. a., 2020) and produce fast and flexible information re-
trieval (Ramsauer u. a., 2020).

5.4 Reinforcement with meta-plasticity

5.4.1 Learning weights update rules
Our model learns to train itself by updating its weights through inter-
action with the environment and its own current weight state. This
mechanism enables MetODS to rapidly compress experience of a task
⌧ into a particular synaptic configuration, building the following policy
sequence:

8t  T, ⇡(a|s,Wt) ⇠ µ
✓,⌧,t
⇡

(5.3)

where Wt are instance-particular dynamic weights governed by locally
parameterized update rules driving their evolution over time and with
respect to the state trajectory (sit,ai<t, ri<t). Specifically, at every
time-step t, network computation and learning rules consists in recursive
application of read-write operations such that the model learns to update
its weights given both external stimuli vt and relevant information stored
in the network synaptic configuration Wt.
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Update operations: The core mechanism consists in two simple opera-
tions that respectively linearly project neurons activation v through the
dynamic weights W followed by an element-wise non-linearity, and build
an update through a hebbian update rule with element-wise weighting
↵:

(
�(W ,v) = �(W .v) read
 (v) = ↵� v ⌦ v write

(5.4)

where, ↵ is a matrix of RN⇥N , ⌦ denotes the outer-product, � is the
element-wise multiplication, � is a non-linear activation function. The
element-wise weighting ↵ allows for different plasticity amplitudes at ev-
ery connection consistent with biology and locally tuned synaptic plas-
ticity (Abbott und Nelson, 2000; LEE201431, 2014), and generating a
matrix update with potentially more than rank one as in the classic heb-
bian rule.

Multi-step scheme We further introduce a multi-step scheme that re-
cursively applies the previous rules S times. This scheme allows to
learn relations between stored patterns and incoming information by mix-
ing information between current neural activation and previous iterates.
Starting from an initial activation pattern v(0) and previous weight state
W (0) = Wt�1, the model recursively applies equations in (5.4) on v(s)

and W (s) such that:

for s 2 [1, S] :

8
>><

>>:

v(s) =
s�1P
l=0

(l)
s v(l) + (s)

s �(W (s�1)
,v(s�1))

W (s) =
sP

l=0
�(l)
s W (l) + �(s)

s  (v(s�1))
(5.5)

Parameters (l)
s and �(l)

s are learnt along with plasticity parameters ↵,
and correspond to delayed contributions of previous patterns and synap-
tic states to the current operation. This is motivated by biological evi-
dence of different time-scales in synaptic neuromodulators concentration
change and of their mutual retroactive influence over synaptic efficacy.
Finally, (v(S)

,W (S)) are respectively used as activation for the next layer,
and as the new synaptic state Wt. In this work, we test a single dynamic
layer and leave the extension of the synaptic plasticity to the full net-
work for future work. In order for the model to learn a credit assignment
strategy, state transition and previous reward information [st,at�1, rt�1]
are embedded into a vector vt by a feedforward map f as in previous
meta-RL approaches (Duan u. a., 2016; Mishra u. a., 2018). Action and
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advantage estimate are read-out by a feedforward policy map g. Alto-
gether, the synaptic control as well as the state-value and action policy
estimate of MetODS consists in the update presented in Algorithm 2. We
meta-learn the plasticity and update coefficients, as well as the embed-
ding and read-out function altogether, hence the meta-parameters are
✓ = [f , g,↵,,�]. Additionally, the initial synaptic configuration W0

can be learnt, fixed a priori or sampled from an specified distribution.

Computational interpretation: We note that if S=1 in equation
(5.5), the operation boils down to a simple hebbian update with a synapse-
specific weighting ↵i,j. This perspective makes MetODS an original
form of modern Hopfield network (Ramsauer u. a., 2020) with hetero-
associative memory that can dynamically access and edit stored repre-
sentations driven by observations, rewards and actions. While pattern
retrieval from Hopfield networks has a dense litterature, our model recur-
sive scheme is an original proposal to learn automatic synaptic updates
able to bind representations across timesteps. The promising results
shown in our experimental section suggest that such learnt updates can
generate useful self-modifications to sequentially adapt to incoming in-
formation at runtime.

Algorithm 1 MetODS algorithm
1: Require: ✓ = [f , g,↵,,�] and W0

2: for 1  t  T do
3: v(0)  f(st,at�1, rt�1)
4: W (0)  Wt�1

5: for 1  s  S do

6: v(s)  
s�1P
l=0

(l)
s v(l) + (s)

s �(W (s�1)
.v(s�1))

7: W (s)  
s�1P
l=0

�(l)
s W (l) + �(s)

s

�
↵� v(s�1) ⌦ v(s�1)

�

8: end for
9: at,vt  g(v(s))

10: Wt  W (s)

11: end for

5.5 Experiments

In this section, we explore the potential of our meta-learnt synaptic up-
date rule with respect to the three properties of the meta-RL problem
exposed in section ??. Namely, 1) efficiency, 2) capacity and 3) generality
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of the produced learning algorithm. We compare it with three state-of-
the-art meta-RL models based on different adaptation mechanisms: RL2

(Duan u. a., 2016) a memory-based algorithm based on training a GRU-
cell to perform Reinforcement Learning within the hidden space of its
recurrent unit, MAML (Finn u. a., 2017a) which performs online gra-
dient descent on the weights of three-layer MLP and PEARL (Rakelly
u. a., 2019), which performs probabilistic task inference for conditioning
policy. Details for each experimental setting are further discussed in an-
nex and the code can be found at https://github.com/mathieuchal/
metods2022.

5.5.1 Efficiency: One-shot reinforcement learning
To first illustrate that learnt synaptic dynamics can support fast be-
havioral adaptation, we use a classic experiment from the neuroscience
literature originally presented by Harlow (Harlow, 1949) and recently
reintroduced in artificial meta-RL in (Wang u. a., 2018b) as well as a
heavily-benchmarked MuJoCo directional locomotion task (see Fig. 5.2).
To behave optimally in both settings, the agent must quickly identify
the task rule and implement a relevant policy : The Harlow task con-
sists of five sequential presentations of two random variables placed on
a one-dimensional line with random permutation of their positions that
an agent must select by reaching the corresponding position. One value
is associated with a positive reward and the other with a negative re-
ward. The five trials are presented in alternance with periods of fixation
where the agent should return to a neutral position between items. In
the MuJoCo robotic Ant-dir experiment, a 4-legged agent must produce
a locomotive policy given a random rewarded direction.

5.5.2 Harlow task
This experiment consists in a 1-dimensional simplification of the task pre-
sented in (Wang u. a., 2018b). The action space is the discrete set {�1, 1}
moving the agent respectively to the left/right on a discretized line. The
state space consist in 17 positions while the agent receptive field is eight
dimensional. Values are placed at 3 positions from the fixation target
position. The fixation position yields a reward of 0.2 while the values are
drawn uniformly from [[0, 10]] and randomly associated with a reward of
�1 and 1 at the beginning of each episode. The maximal duration for
an episode is 250 steps, although the model solves the 5 trials in ⇠ 35
steps on average. Since values location are randomly permuted across

https://github.com/mathieuchal/metods2022
https://github.com/mathieuchal/metods2022
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Figure 5.2 – a-b) Schemas of the Harlow and Mujoco Ant-directional
locomotion task. An episode of the Harlow task consists of five sequential
presentations of two random variables placed on a one-dimensional line
with random permutation of their positions that an agent must select
by reaching the corresponding position. One value is associated with a
positive reward and the other with a negative reward. The five trials are
presented in alternance with periods of fixation where the agent should
return to a neutral position between items. In Ant-dir, the agent must
learn to select a rewarded direction of locomotion over a single episode
of 200 steps. c-d) Evolution of accumulated reward over training. In
the Harlow task, we conduct an ablation study by either reducing the
number of recursive iterations (S=1) or removing the trainable plasticity
weights ↵ resulting in sub-optimal policy. In Ant-dir we compare our
agent training profile against MAML and RL2. e) We can interpret the
learned policy in terms of a Hopfield energy adapting with experience.
We show horizontally two reward profiles of different episodes and the
energy EWt(v1, v2) = �vT1 Wtv2 along two principal components of the
vector trajectory vt. In the first episode, the error in the first presentation
(red square) transforms the energy landscape which changes the agent
policy, while on the other episode, the model belief does not change over
time. Note the two modes for every energy map, which allows the model
to handle the potential position permutation of the presented values. f)
Average rewards per timestep during a single episode of the Ant-dir task.

presentations within one episode, the learner cannot develop a mecha-
nistic strategy to reach high rewards based on initial position. Instead,
to reach the maximal expected reward over the episode, the agent needs
to perform one-shot learning of the task-contingent association rule dur-
ing the first presentation. We found that even a very small network of
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Figure 5.3 – Harlow task: a) An episode of the Harlow task. From
left to right: Actions, visual field of the agent (blue squares:fixation
target, red squares: values), Rewards (red;negative,light blue: fixation
reward, dark blue:value reward) and sum of absolute synaptic variation
k
P

�W k per neuron. b) Distribution of weights before and after adap-
tation over 5 presentations.c) Three instances of the dynamic weights
Wt after adaptation that solved the Harlow task. Every synaptic config-
uration presents differences but perform optimally.

N=20 neurons proved to be sufficient to solve the task perfectly. We
investigated the synaptic mechanism encoding the agent policy. A prin-
cipal component analysis reveals a policy differentiation with respect to
the initial value choice outcome supported by synaptic specialization in
only a few time-steps (see Figure 5.1-c). We can further interpret this
adaptation in terms of sharp modifications of the Hopfield energy of the
dynamic weights (Figure 5.2-e). Finally, the largest synaptic variations
measured by the sum of absolute synaptic variations occur for states that
carry a non-null reward signal (see S.I). These results suggest that the
recursive hebbian update combined with reward feedback is sufficient to
support one-shot reinforcement learning of the task association rule.

5.5.3 Gym Mujoco directional robot control
⇧ Setting: We consider the directional rewards task proposed in (Finn
u. a., 2017a) with the Ant and Cheetah robots, as a more complex test
of rapid adaptation. We apply standard RL practice for continuous con-
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Figure 5.4 – Reward profiles of MAML, RL2 and MetODS over 5 con-
secutive episodes with randomly varying rewarded direction. In Cheetah,
MetODS slightly overperforms RL2 and in Ant, MetODS is the only
approach able to reach performance comparable to first episode in sub-
sequent episodes.

trol by parameterizing the stochastic policy as a product of independent
normal distributions with fixed standard deviation � = 0.1 and mean in-
ferred by the agent network. A training meta-episode consists in a single
rollout of 200 steps with random sampling of the reward direction for
each episode. We trained models for performing the task on an episode
of 200 timesteps and found that MetODS can adapt in a few time-steps,
similar to memory-based models such as RL

2, (Figure 5.2-f) thanks to
its continual adaptation mechanism. By design, MAML and PEARL
do not present such a property, and they need multiple episodes before
being able to perform adaptation correctly. We still report MAML per-
formance after running its gradient adaptation at timestep t=100. We
further note that our agent overall performance in a single episode is still
superior to MAML performance reported in (Finn u. a., 2017a; Mishra
u. a., 2018) when more episodes are accessible for training.

⇧ Robot impairment: We partially impaired the agent motor capa-
bilities by "freezing" one of the robot actuator. Namely we consistently
passed a value of zero to the the right_back_leg in Ant (coordinate 8
in OpenAI Gym XML asset files) and ffoot in Cheetah (coordinate 6 in
OpenAI Gym XML asset files).

⇧ Continual adaptation: Finally, we further investigated whether the
adaptation mechanism was also adjustable after performing initial adap-
tation by testing trained agents over 5 consecutive episodes with ran-
domly changing rewarded direction while retaining weight state across
episodes. We show in Fig 10 the average reward profile of the three
meta-RL agents over 1000 test episodes, where MetODS adapt faster
and better with respect to reward variations.
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5.5.4 Capacity : Maze exploration task

Figure 5.5 – a) Examples of generated maze configurations. The mazes
consist in 8 × 8 pix. areas, with walls and obstacles randomly placed
according to a variation of Prim’s algorithm (Prim, 1957) with target
location randomly selected for the entire duration of the episode (star).
The agent receptive field is highlighted in red. b) Comparisons with
MAML and RL2 and effect of element-wise plasticity ↵. c) Variations
of MetODS writing mechanism as well as depth S of recursivity yield
different performances (see. S.I for further details)

We further tested the systematicity of MetODS learnt reinforcement pro-
gram on a partially observable Markov decision process (POMDP): An
agent must locate a target in a randomly generated maze while starting
from random locations and observing a small portion of its environment
(depicted in Figure 5.5). While visual navigation has been previously
explored in meta-RL (Duan u. a., 2016; Mishra u. a., 2018; Miconi u. a.,
2018b), we here focus on the mnemonic component of navigation by
complexifying the task in two ways, we reduce the agent’s visual field
to a small size of 3x3 pix. and randomize the agent’s position after ev-
ery reward encounter. The agent can take discrete actions in the set
{up,down,left,right} which moves it accordingly by one coordinate. The
agent’s reward signal is solely received by hitting the target location,
thus receiving a reward of 10. Each time the agent hits the target, its
position is randomly reassigned on the map (orange) and the exploration
resumes until 100 steps are accumulated during which the agent must
collect as much reward as possible. Note that the reward is invisible to
the agent, and thus the agent only knows it has hit the reward location
because of the activation of the reward input. The reduced observability
of the environment and the sparsity of the reward signal (most of the
state transitions yield no reward) requires the agent to perform logical
binding between distant temporal events to navigate the maze. Again,
this setting rules out PEARL since its latent context encoding mecha-
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nism erases crucial temporal dependencies between state transitions for
efficient exploration. Despite having no particular inductive bias for effi-
cient spatial exploration or path memorization, a strong policy emerges
spontaneously from training.

Agent 1st rew.⇤ (#) Success (") Cum. Rew. (") Cum. Rew (L) (")
Random 96.8 ± 0.5 5 % 3.8 ± 8.9 3.7 ± 6.4
MAML 64.3± 39.3 45.2% 14.95 ± 4.5 5.8 ± 10.3
RL2 16.2± 1.1 96.2% 77.7 ±46.5 28.1 ± 29.7
MetODS 14.7 ± 1.4 96.6% 86.5 ± 46.8 34.9 ± 34.9

Figure 5.6 – Performance of Meta-RL models tested at convergence (1e7
env. steps). MetODS better explores the maze as measured by the aver-
age number of steps before 1st reward and the success rate in finding the
reward at least once. It then better exploits the maze as per the accumu-
lated reward. (* We assign 100 to episodes with no reward encounter.)

⇧Models capacity: In this experiment, since model memory capacity
seems to directly impact final performance, we specifically control for
the number of learnable parameters in order to compare models and fix
a training budget of 10M env. steps. Since MAML does not have a
continual adaptation mechanism, we perform gradient adaptation every
20 time-steps during an episode, in order to balance noisiness of the
gradient and rapidity of exploration. We show in Table 5.1 the mean
over 1000 episodes of the accumulated reward of agents trained on 8⇥ 8
mazes and tested on different maze sizes N 2 (4, 6, 8, 10, 12). Agents
performances are highly varying within a size setting due to differences in
maze configurations and across maze sizes due to increasing complexity.
However, MetODS and RL2 are able to generalize at least partially to
these new settings (see table 5.1). MetODS outperforms RL2 in every
setting, and generalizes better, retaining an advantage of up to 25% in
accumulated reward in the biggest maze.

Maze size MAML RL
2

MetODS Rel imp. to RL
2

6 21.0± 18.4 149.3± 66.7 169.1 ± 66.1 13%
8 14.9± 4.5 72.1± 45.6 87.3 ± 48.3 20%
10 5.7± 7.9 28.1± 29.7 34.9 ± 34.9 21%
12 3.9± 6.9 11.1± 15.8 13.9 ± 19.8 25%

Table 5.1 – Average accumulated reward over 1000 episodes for different
maze sizes for agents trained for N=8.

Additionally, we investigated the selectivity of neurons of MetODS plas-
tic weight layer with respect to spatial location, to investigate whether
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there could be emergence of activation patterns resembling those of grid
cells found in the mammalian entorhinal cortex. We measured the selec-
tivity of each neuron for specific agent locations by measuring the average
activation rate normalized by the number of agent passages in different
maze configurations. Interestingly, we found that without any explicit
regularization, some neurons displayed sparse activation and consistent
remapping between maps.

Figure 5.7 – Heatmap of activation rate of three neurons of a trained
model across 10 different maze maps normalized by agent passage. Acti-
vation patterns show selectivity to particular positions within an episode
and strong remapping across maze configurations.

⇧ Ablation study and variations: We explored the contribution of
the different features combined in MetODS update rule, showing that
they all contribute to the final performance of our meta-learning model.
First, we tested the importance of the element-wise tuning of plasticity
in weight-based learning models and note that while it adversely affects
MAML gradient update, it greatly improves MetODS performance, sug-
gesting different forms of weights update. Second, we verified that aug-
menting recursivity depth S was beneficial to performance, consistently
with Harlow results. Third, we noted that transforming the rightmost
vector of the writing equation in 5.4 with a linear projection (Linear in
figure 5.5, see S.I for full experimental details) yields major improvement
while non-linear (MLP) does not improve performance. Finally, we ad-
ditionally test the capability of the learnt navigation skills to generalize
to a larger maze size of 10 ⇥ 10 pix. unseen during training. We show
that MetODS is able to retain its advantage (see figure 5.5 and table 5.6
for results).

5.5.5 Generality : Motor control
Finally, we test the generality of the reinforcement learning program
learnt by our model for different continuous control tasks:
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⇧ MetaWorld: First, we use the dexterous manipulation benchmark
proposed in (Yu u. a., 2019) using the benchmark suite (?), in which a
Sawyer robot is tasked with diverse operations. A full adaptation episode
consists in N=10 rollouts of 500 timesteps of the same task across which
dynamic weights are carried over. Observation consists in the robot’s
joint angles and velocities, and the actions are its joint torques. We
compare MetODS with baseline methods in terms of meta-training and
meta-testing success rate for 3 settings, push, reach and ML-10. We show
in Fig. 7.1 the meta-training results for all the methods in the MetaWorld
environments. Due to computational resource constraints, we restrict our
experiment to a budget of 10M steps per run. While we note that our
benchmark does not reflect the final performance of previous methods
reported in (Yu u. a., 2019) at 300M steps, we note that MetODS test
performance outperforms these methods early in training and keeps im-
proving at 10M steps, potentially leaving room for improvement with
additional training. (see S.I for additional discussion). Finally, we note
that all tested approaches performed modestly on ML10 for test tasks,
which highlights the limitation of current methods. We conjecture that
this might be due to the absence of inductive bias for sharing knowledge
between tasks or fostering systematic exploration of the environment of
the tested meta-learning algorithms.

⇧ Experiments: In order to run experiments and baseline of Meta-
World (Yu u. a., 2019), we used the training routines and functions offered
in the python library garage (?). We used PPO (Schulman u. a., 2017)
for training our model, with clip range r = 0.2 and 10 inner optimization
steps maximum, for its good empirical performance and in order to com-
pare with other methods with recurrent computation scheme. We kept
the experimental settings from the original paper with N=10 episodes of
500 time-steps and sampled proximal gradient update in a meta-batch
size of 25 trajectories. To estimate value function, we both tested a feed-
forward neural network trained at each iteration of the meta-training or
an additional MetODS network, which resulted in similar training results.
We ran two different types of experiments:

1. ML1: In this setting, we restrict the task distribution to a single
type of robotic manipulation while varying the goal location. The
meta-training “tasks” corresponds to 50 random initial agent and
goal positions, and meta-testing to 50 heldout positions. We tested
our model on the reach-v2 and push-v2 tasks.

2. ML10: This set-up tests generalization to new manipulation tasks,
the benchmark provides 10 training tasks and holds out 5 meta-
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testing tasks.
⇧ Robot impairment: We also tested the robustness of MetODS learnt
reinforcement programs by evaluating the agent ability to perform in a
setting not seen during training: specifically, when partially impairing
the agent motor capabilities. We adopt the same experimental setting
as section 5.5.1 for the Ant and Cheetah robots and evaluate the per-
formance when freezing one of the robots torque. We show that our
model policy retains a better proportion of its performance compared to
other approaches. These results suggest that fast synaptic dynamics are
not only better suited to support fast adaptation of a motor policy in
the continuous domain, but also implement a more robust reinforcement
learning program when impairing the agent motor capabilities.

Figure 5.8 – Left Meta-training results for MetaWorld benchmarks. Sub-
plots show tasks success rate over training timesteps. Average meta-test
results for MetODS is shown in dotted line. Right Cumulative reward
of the Ant and Cheetah directional locomotion task. For each condition,
results are normalized against the best performing policy

5.6 Optimization

Defining the weight parameters W of MetODS as dynamic variables lifts
the optimization problem (7.4) into a functional space of control functions
parameterized by ✓. Hence, meta-optimizing the control necessitates the
estimation of gradients with respect to ✓ over the space T and for any
possible trajectory ⇡t in ⇧. Interestingly, previous meta RL approaches
have performed policy gradient optimization by sampling a single policy
trajectory ⇡t ⇠M✓(⌧) over M multiple tasks, showing that it is sufficient
to obtain correct gradient estimates on ✓. We proceed in the same way,
by estimating the gradient policy update integrated over the space of
tasks as mini-batches over tasks.

@

@✓
E⌧⇠µT


E
⇡⇠µ

✓,⌧,t
⇡

⇥
R(⌧, ⇡)]

�
⇡

X

⌧1,...,⌧n

TX

t=0

@ log ⇡t(at|Wt,✓)

@✓
r⌧i(at, st)

(5.6)
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Additionally, the memory cost of storing synaptic weights trajectories
instead of hidden activity in a network of N neurons is O(N2) instead
of O(N). This might lead to prohibitively large memory requirements
for training with BPTT (Rumelhart u. a., 1985) over long episodes. We
present in S.I an alternative solution to train the model through the
discrete adjoint sensitivity method, leveraging the work of (Betancourt
u. a., 2020) yielding a memory cost of O(1). The agent’s log-policy to-
tal derivative with respect to ✓ can be computed as the solution of an
augmented adjoint problem (Chalvidal u. a., 2021).

5.6.1 Gradient policy update
We define the evolution of the agent policy in task ⌧ up to step T as the
stochastic policy process (⇡t)tT in the space of policy ⇧ with measure
µ
✓,⌧,1···T
⇡

and write (Wt)tT the trajectory of weights, such that:
�
⇡t

�
tT

=
�
⇡t(·|Wt, st,✓)

�
tT
⇠ µ

✓,⌧,1···T
⇡

(5.7)

We also recall the definition of R(⌧, ⇡) as the average accumulated reward
under the realisation of (⇡t)tT for task ⌧ . Then, The policy gradient
update used to train MetODS can be written as the average gradient of
✓ with respect to µT and µ

✓,⌧,1···T
⇡

:
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Then for any t  T , we can rewrite the gradient of the average, using
the log-policy trick:

@

@✓
E⇡t,P⌧

⇥
r⌧ (at, st)

⇤
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⇥
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t
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@✓

⇤
(5.9)

As specified in section 3.3, we do not sample over the policy distribution
⇡t and probability transition P⌧ to estimate the inner expectation in
(5.22). Instead, we rely on a single evaluation, which yield, combining
(5.20) with (5.21):
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(5.10)
By sampling over tasks, this last equation allows us to write the following
gradient estimator
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5.6.2 Discrete adjoint system
With the previous notation, let us define the total gradient function @J

@✓
as the gradient of our objective function:
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To clarify, we shall introduce the intermediary cost notation:

ct(W ,✓, t) =
MX

i=0

log ⇡t(a
⌧i
t |Wt,✓)r(a

⌧i
t , s

⌧i
t ) (5.13)

and we note the following update equation

Wt+1 = �(Wt,✓) (5.14)

This identify a discrete dynamical system with finite sum and differen-
tiable cost, whose gradient can be computed mediating the introduction
of an adjoint dynamical system presented in section 2 of (Betancourt
u. a., 2020) . Defining (⌫t)tT the adjoint sequence, the general gradient
equation can be computed as:
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Applying formula (5.27) to MetODS yields the following gradient for-
mula:
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where (⌫t)tT follows the following update rule backwards:
(
⌫T = 0

⌫t�1 = ⌫t � @ct
@Wt

(5.17)
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5.7 Experimental details

General information: As specified in section 3 and 5, we test a sin-
gle model definition for all experiments in this work, with one layer of
dynamic weights Wt. This layer consists in a dense matrix of size n 2 N

with learnt or random initialization. Our model lightweight parametriza-
tion of the synaptic update rule makes it a very parameter efficient tech-
nique, which can perform batch-computation and be ported to GPU
hardware to accelerate training. We refer readers to table 5.2 for specific
details of each experiment presented in section 5. In addition to this pdf
file, we provide the code for training METODS agents in experiments
presented in section 5 at https:/

Feature - Experiment Harlow Gym Mujoco Maze Meta-World
Dynamic layer size n 20 100 200 100
Input size i 12 134 (Ant) / 27 (Cheetah) 15 i
Output size o 2 8 (Ant)/ 6 (Cheetah) 4 8
Embedding f [i⇥ 32,�, 32⇥ n] [i⇥ 64,�, 64⇥ n] [i⇥ 32,�, 32⇥ n] [i⇥ 32,�, 32⇥ 64,�, 64⇥ n]

Read-out g [n⇥ 32,�, 32⇥ o] [n⇥ 64,�, 64⇥ o] [n⇥ 32,�, 32⇥ o] [n⇥ 64,�, 64⇥ o]

Non-linearities tanh tanh tanh tanh
Init. W0 N (0, 1e� 3) Learned Learned Learned
# Num. of episodes 5 (max) 1 1 10
Lenght of 1 episode 250 (max) 200 100 500
Meta-training Alg. A2C A2C A2C PPO
learning rate 5e-4 1e-4 5e-4 5e-4
meta-batch-size 50 50 20 25
discount factor � 9e-1 9e-1 9.9e-1 9.9e-1
gae 1. 9.5E-1 9.5e-1 9.5e-1
value function coeff. 4e-1 4e-1 4e-1 -
entropy reg. factor 3e-2 3e-2 1e-2 1e-2

Table 5.2 – Summary of training hyper-parameters for the four experi-
ments presented in this work.

Meta-training algorithm: We show in our experiments, that the all
meta-parameters ✓ = [↵,,�,f , g, ] can be jointly optimized with two
policy gradient algortihms. We use policy gradient methods to meta-
train the synaptic parameters: Advantage Actor-critic algorithm (A2C)
(Mnih u. a., 2016) where we consider that temporal dependancies are
crucial to solve the task, and we use PPO (Schulman u. a., 2017) as a
sequential policy optimization over fixed rollouts for the motor control
experiment. Additionally, to reduce noise in policy gradient updates, we
further show that it is possible to learn a dynamic advantage estimate
of the Generalized Advantage Estimation (GAE) (Schulman u. a., 2018)
and that we can meta-learn it as a second head of the MetODS layer
output v(s). This fact confirms that tuned hebbian-updates are also a
sufficient mechanism to keep track of a policy value estimate.
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Plasticity parameters: In all our experiments, ↵ consists in a real-
valued matrix of Rn⇥n initialized with independent normal distribution
N (µ = 0, � = 1e�3). Similarly, multi-step weighting parameters ((l)

s )ls

and (�(l)
s )ls can be stored as entries of triangular inferior matrices of

R
S⇥S and are initialized with N (µ = 0, � = 1e� 2).

Embedding and read-out: At each time-steps, inputs to the feed-
forward embedding function f consist in a concatenation of new ob-
servable/state st as well as previous action and reward at�1 and rt�1.
After adaptation procedure, policy is read-out from the last activation
vector v(S) by a feed-forward function g which output statistics of a pa-
rameterized distribution in the action space (categorical with Softmax
normalization in the discrete case or Gaussian in the continuous case).
Both input and output mappings f and g consist in 2-layer Perceptrons
with dense connections initialized with orthogonal initialization and hy-
perbolic tangent non-linearities.

5.7.1 METODS Optimization
Defining the weight parameters W of MetODS as dynamic variables lifts
the optimization problem (7.4) into a functional space of control functions
parameterized by ✓. Hence, meta-optimizing the control necessitates the
estimation of gradients with respect to ✓ over the space T and for any
possible trajectory ⇡t in ⇧. Interestingly, previous meta RL approaches
have performed policy gradient optimization by sampling a single policy
trajectory ⇡t ⇠M✓(⌧) over M multiple tasks, showing that it is sufficient
to obtain correct gradient estimates on ✓. We proceed in the same way,
by estimating the gradient policy update integrated over the space of
tasks as mini-batches over tasks.

@

@✓
E⌧⇠µT


E
⇡⇠µ

✓,⌧,t
⇡

⇥
R(⌧, ⇡)]

�
⇡

X

⌧1,...,⌧n

TX

t=0

@ log ⇡t(at|Wt,✓)

@✓
r⌧i(at, st)

(5.18)

Additionally, the memory cost of storing synaptic weights trajectories
instead of hidden activity in a network of N neurons is O(N2) instead
of O(N). This might lead to prohibitively large memory requirements
for training with BPTT (Rumelhart u. a., 1985) over long episodes. We
present in S.I an alternative solution to train the model through the
discrete adjoint sensitivity method, leveraging the work of (Betancourt
u. a., 2020) yielding a memory cost of O(1). The agent’s log-policy to-
tal derivative with respect to ✓ can be computed as the solution of an
augmented adjoint problem (Chalvidal u. a., 2021).
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5.7.2 Gradient policy update
We define the evolution of the agent policy in task ⌧ up to step T as the
stochastic policy process (⇡t)tT in the space of policy ⇧ with measure
µ
✓,⌧,1···T
⇡

and write (Wt)tT the trajectory of weights, such that:
�
⇡t

�
tT

=
�
⇡t(·|Wt, st,✓)

�
tT
⇠ µ

✓,⌧,1···T
⇡

(5.19)

We also recall the definition of R(⌧, ⇡) as the average accumulated reward
under the realisation of (⇡t)tT for task ⌧ . Then, The policy gradient
update used to train MetODS can be written as the average gradient of
✓ with respect to µT and µ

✓,⌧,1···T
⇡

:
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@✓
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⇥
r⌧ (at, st)

⇤�

(5.20)

Then for any t  T , we can rewrite the gradient of the average, using
the log-policy trick:

@

@✓
E⇡t,P⌧

⇥
r⌧ (at, st)

⇤
= E⇡t,P⌧

⇥
r⌧ (at, st)

@ log ⇡t(a⌧

t
|Wt,✓)

@✓

⇤
(5.21)

As specified in section 3.3, we do not sample over the policy distribution
⇡t and probability transition P⌧ to estimate the inner expectation in
(5.22). Instead, we rely on a single evaluation, which yield, combining
(5.20) with (5.21):
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(5.22)
By sampling over tasks, this last equation allows us to write the following
gradient estimator
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(5.23)

5.7.3 Discrete adjoint system
With the previous notation, let us define the total gradient function @J

@✓
as the gradient of our objective function:

@J
@✓

(✓) =
1

M

TX

t=0

MX

i=0

@ log ⇡t(a
⌧i
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t , s
⌧i
t ) (5.24)
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To clarify, we shall introduce the intermediary cost notation:

ct(W ,✓, t) =
MX

i=0

log ⇡t(a
⌧i
t |Wt,✓)r(a

⌧i
t , s

⌧i
t ) (5.25)

and we note the following update equation

Wt+1 = �(Wt,✓) (5.26)

This identify a discrete dynamical system with finite sum and differen-
tiable cost, whose gradient can be computed mediating the introduction
of an adjoint dynamical system presented in section 2 of (Betancourt
u. a., 2020) . Defining (⌫t)tT the adjoint sequence, the general gradient
equation can be computed as:
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�†
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(5.27)

Applying formula (5.27) to MetODS yields the following gradient for-
mula:
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where (⌫t)tT follows the following update rule backwards:
(
⌫T = 0

⌫t�1 = ⌫t � @ct
@Wt

(5.29)

General information: As specified in section 3 and 5, we test a sin-
gle model definition for all experiments in this work, with one layer of
dynamic weights Wt. This layer consists in a dense matrix of size n 2 N

with learnt or random initialization. Our model lightweight parametriza-
tion of the synaptic update rule makes it a very parameter efficient tech-
nique, which can perform batch-computation and be ported to GPU
hardware to accelerate training. We refer readers to table 5.2 for specific
details of each experiment presented in section 5. In addition to this pdf
file, we provide the code for training METODS agents in experiments
presented in section 5 at https:/
Meta-training algorithm: We show in our experiments, that the all
meta-parameters ✓ = [↵,,�,f , g, ] can be jointly optimized with two
policy gradient algortihms. We use policy gradient methods to meta-
train the synaptic parameters: Advantage Actor-critic algorithm (A2C)
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(Mnih u. a., 2016) where we consider that temporal dependancies are
crucial to solve the task, and we use PPO (Schulman u. a., 2017) as a
sequential policy optimization over fixed rollouts for the motor control
experiment. Additionally, to reduce noise in policy gradient updates, we
further show that it is possible to learn a dynamic advantage estimate
of the Generalized Advantage Estimation (GAE) (Schulman u. a., 2018)
and that we can meta-learn it as a second head of the MetODS layer
output v(s). This fact confirms that tuned hebbian-updates are also a
sufficient mechanism to keep track of a policy value estimate.
Plasticity parameters: In all our experiments, ↵ consists in a real-
valued matrix of Rn⇥n initialized with independent normal distribution
N (µ = 0, � = 1e�3). Similarly, multi-step weighting parameters ((l)

s )ls

and (�(l)
s )ls can be stored as entries of triangular inferior matrices of

R
S⇥S and are initialized with N (µ = 0, � = 1e� 2).

Embedding and read-out: At each time-steps, inputs to the feed-
forward embedding function f consist in a concatenation of new ob-
servable/state st as well as previous action and reward at�1 and rt�1.
After adaptation procedure, policy is read-out from the last activation
vector v(S) by a feed-forward function g which output statistics of a pa-
rameterized distribution in the action space (categorical with Softmax
normalization in the discrete case or Gaussian in the continuous case).
Both input and output mappings f and g consist in 2-layer Perceptrons
with dense connections initialized with orthogonal initialization and hy-
perbolic tangent non-linearities.

5.8 Discussion

5.8.1 Synthesis
In this chapter, we introduce a novel meta-RL system, MetODS, which
leverages a self-referential weight update mechanism for rapid specializa-
tion at the episodic level. Our approach is generic and supports discrete
and continuous domains, giving rise to a promising repertoire of skills
such as one-shot adaptation, spatial navigation or motor coordination.
MetODS demonstrates that locally tuned synaptic updates whose form
depends directly on the network configuration can be meta-learnt for
solving complex reinforcement learning tasks. We conjecture that further
tuning the hyperparameters as well as combining MetODS with more so-
phisticated reinforcement learning techniques can boost its performance.
Generally, the success of the approach provides evidence for the bene-
fits of fast plasticity in artificial neural networks, and the exploration of
self-referential networks.
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5.8.2 Outlook
Our work explores the emergence of reinforcement-learning programs
through fast synaptic plasticity. The proposed pieces of evidence that
information memorization and manipulation as well as behavioral spe-
cialization can be supported by such computational principles 1) help
question the functional role of such mechanisms observed in biology and
2) reaffirms that alternative paradigms to gradient descent might exists
for efficient artificial neural network control. Additionally, the proposed
method is of interest for interactive machine learning systems that oper-
ates in quickly changing environments and under uncertainty (bayesian
optimization, active learning and control theory). For instance, the meta
RL approach proposed in this work could be applied to brain-computer
interfaces for tuning controllers to rapidly drifting neural signals. Im-
proving medical applications and robot control promises positive impact,
however deeper theoretical understanding and careful deployment moni-
toring are required to avoid misuse.





Chapter 6

Discussion

Contents
6.1 Synthesis . . . . . . . . . . . . . . . . . . . . . 138

6.2 Looking forward . . . . . . . . . . . . . . . . . 140

6.1 Synthesis

Borrowing Maar’s levels of analysis (Marr, 2010), we conclude that de-
spite the huge advancement that the field of artificial intelligence has
recently known at the algorithmic (the what) and implementational (the
how) levels, we haven’t fully discovered what computational principles
(the why) can emulate the versatility and efficiency of natural learning.
In this situation, the principle questions addressed in this thesis are:

• What are the limitations of the current principles used for deep
neural networks control and can we qualify how they differ from
their biological counterpart?

• Can we automatically discover such principles from the optimiza-
tion of pretextual problems?

In this regard, this thesis has been organized in two parts, summarized
as follows:

• We introduced the concept of artificial neural networks as particular
dynamical systems useful in machine learning in order to bridge the
large differences between their different previous algorithmic defi-
nitions, and presented the associated energy minimization problem

138
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leveraged to operate functional control in their state-space poten-
tially enabling higher-order functions regression with such systems.

• We present in the first part, two different models for learning higher-
order functions with artificial neural networks. These two models
are building on recent advances in machine learning (Neural ODEs
and Transformer’s attention layer) while demonstrating the possi-
bility of flexible functional learning with diverse applications from
system identification to generative modeling.

– We propose first a generalization of the Neural ODEs frame-
work that augment the class of functions expressible with such
framework while experimentally demonstrating that it can
generally support rapid and efficient memorization, as well
as accrued performance in supervised and unsupervised learn-
ing applications. We further show that it can bear interesting
properties for controlling the generative process of complex
data distributions with normalizing flows.

– In the next chapter, we leverage the theory of reproducing
kernel Banach space to learn a transductive regression oper-
ator that can associate to any dataset describing a function
in the kernel space, a corresponding function estimate that
can be queried on its input domain. We show that a deep
Transformer-like network build on-the-fly such functional esti-
mator by iteratively refining its estimate over network depth.
Finally, we demonstrate that such estimator is more robust
and present better generalization properties than inductive
deep learning models.

• In the second part, we focus our discussion on the problem of meta-
learning. In particular, we propose various mechanistic hypothesis
to support efficient control in relation to this theory:

– We present the problem of artificial meta-learning and draw a
parallel to the principle of free-energy minimization set forth in
Friston (2005); Friston und Stephan (2007); Friston (2010) by
replacing the learning-to-learn abilities of biological agents as
a byproduct of a more general process aiming at surprise min-
imization. Specifically, we emphasized the hierarchical and
inferential nature of this theory and how it could help inform
the design for synthetic and automatic learners.

– We demonstrate in a second chapter that neuroscientific the-
ories of fast synaptic plasticity can also constitute a possible



Chapter 6. Discussion 140

hypothesis space of meta-learners. Our model defines biolog-
ically plausible hebbian rules that are locally specialized to
perform fast reinforcement learning in conjonction with an
external reward signal. We show through extensive experi-
mentation that such optimized rule can perform fast and ef-
ficient learning in different domains and generalize better to
out-of-distribution test tasks.

• We finally conclude our discussion in the final chapter. We present
a summary of our findings and outlines future potential research
directions.

6.2 Looking forward

The interpretation of information manipulation and preference acquisi-
tion operated by artificial neural networks as a global thermodynamical
process that this thesis emphasize constitutes a high-level and primitive
basis for novel ideas and reinterpretations, which can potentially inspire
new testable hypothesis in combination with the recent numerical ad-
vances in deep learning, but it also leaves many questions unanswered.
We conclude by raising some of them below.

Expliciting the energy formulation One shared point of the the pre-
sented explorative projects is that despite not knowing the precise form
of the energy function E that natural agents optimize when learning
a specific task, it is possible to leave implicit the energy formulation
describing the evolution of artificial networks, the same way classic su-
pervised learning allows for fitting functions with no known analytical
form. One fundamental question for artificial meta-learning will be to
gain insight regarding such implicit forms in converged agents, in order
to reverse-engineer the spontaneous mechanisms responsible for network
adaptation that emerged during meta-optimization in order to build more
precise and falsifiable theories of learning.

Designing learning curriculum While we particularly focused this
thesis on providing a mechanistic description of original numerical prin-
ciples able to support adaptation and learning in fixed setups, one pu-
tative key aspect of the development of natural learning abilities is the
progressive evolution of completixity and abstraction of experience syn-
thesis over an agent lifetime. Such dynamic aspect is likely to heavily
influence the form of the resulting learning solutions as opposed to fixed
curricula and remains an overlooked aspect of meta-learning, which usu-
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ally assume a uniform distribution of tasks durring meta-training. In this
context, understanding how the learning "sensitivity" of artificial agents
unfold from progressively from experience refinement might again help
inform our understanding of biological learning.

Learning measures to quantify learning Finally, one important
missing aspect of meta-learning will be to propose systematic processes to
measure the learning capacity of a system. At the moment, such capacity
is measured in the litterature through experimental test of held-out tasks
defined ad-hoc. Adopting standardized and generic measure of learning
entails a more precise behavorial and information theoretic definition that
will be theoretically fruitful, while generating a heuristic pressure that
will help design more generally able agents when deployed in open-ended
environments.
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Résumé de la thèse en Français
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7.1 Chapitre 1: Introduction

Cette thèse synthètise de manière cohérente différents projets visant a dé-
couvrir des principes computationnels dotant les réseaux neuronaux arti-
ficiels de capacités d’apprentissage automatique. Cette approche se situe
à l’interface de l’apprentissage profond, des systèmes dynamiques et du
méta-apprentissage, tout en s’inspirant de la neuroscience et de la théorie
du contrôle. Je commence par présenter l’état de la recherche passée et
actuelle sur les réseaux neuronaux artificiels sous la forme d’une note his-
torique ainsi que son interaction avec ces deux domaines au chapitre 1,
avant d’introduire plus spécifiquement le périmètre et les défis du méta-
apprentissage neuronal du point de vue du principe de minimisation de
l’énergie libre.
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Essentiellement, l’informatique s’efforce de construire et de comprendre
des machines automatiques dotées d’un comportement de plus en plus
autonome. Ces dernières années, cette aspiration s’est concrétisée par
un changement conceptuel clair, passant de la conception d’algorithmes
spécifiés par l’homme à des solutions computationnelles se déployant au-
tomatiquement à partir de principes d’ordre supérieur. L’apprentissage
automatique des réseaux de neurones a été à l’avant-garde de cette trans-
formation en développant des approches centrées sur les données peu
spécifiées aboutissant aux capacités de modélisation inégalées qui car-
actérisent le deep learning. Cependant, bien que le deep learning ait
montré, des résultats inégalés pour l’intelligence artificielle, les généra-
tions actuelles de réseaux neuronaux fonctionnent à des échelles de temps
fixes et à un faible niveau d’abstraction, sont très inefficaces en matière
d’échantillonnage, suivent souvent des règles de décision peu intuitives
et restent faiblement adaptatifs aux nouveaux contextes ayant des pro-
priétés statiques tout au long de leur déploiement, nécessitant une in-
tervention humaine spécifique pour leur réglage à des applications spéci-
fiques.

Une solution potentielle aux défis auxquels sont confrontés les réseaux
de neurones artificiels actuels consiste à méta-apprendre des mécanismes
computationnels capables de capturer rapidement la structures des tâches
et des distributions de données et de fonctionner automatiquement par
un mecanisme de control rétroactif. Dans cette perspective, le méta-
apprentissage artificiel neural constitue un champ prometteur pour con-
struire de manière original des systèmes adaptatifs et capables de combler
les limitations précedemment discutées(complexité de l’échantillon, ro-
bustesse, généralisation...) (Clune, 2019) tout en permettant d’identifier
certains mécanismes neuroscientifique conférant au cerveau humain ses
remarquables capacités d’apprentissage (Botvinick u. a., 2019). Dans ce
contexte, cette thèse vise à produire des modèles de meta-learning nou-
veaux, dont j’énumére ci-dessous les contributions notables:

• Au chapitre 2, nous proposons une revue des approches récentes
de méta-apprentissage organisées en relation avec le notion de min-
imisation de l’énergie libre comme principe général pour l’apprentissage
de l’intelligence naturelle et artificielle. Je présente en outre cer-
taines directions potentielles de recherche ainsi que les défis scien-
tifiques liés a ces systèmes de méta-apprentissage qui seront abordés
dans les chapitres suivants.

• Le chapitre 3 traite d’une généralisation des Neural ODEs (réseaux
neuronaux en temps continu) avec paramétrisation dynamique. Cette



Chapter 7. Résumé de la thèse en Français 144

généralisation est associée aux notions classiques de contrôle en
boucle ouverte et en boucle fermée et testée dans des applications
d’apprentissage supervisé et non-supervisé.

• Le chapitre 4 définit une classe original de modèle présentant une
plasticité synaptique Hebbienne rapide inspirée de la neuroscience
décrivant une forme de réseaux de Hopfield modernes dynamiques.
Nous montrons que ce modèle peut implémenter un programme
d’apprentissage par renforcement autonome grâce à travers la dy-
namique des poids, avec des applications à l’apprentissage one-shot,
la navigation spatiale et le contrôle moteur robotique.

• Le chapitre 5 propose une interprétation des capacités d’apprentissage
"en-contexte" des architectures récentes de type Transformer du
point de vue de la théorie des espaces de Banach à noyau re-
produisant, ce qui conduit à la construction d’un cadre de méta-
apprentissage basé sur des principes de transduction originaux per-
mettant d’effectuer des régressions fonctionnelles ultra-rapides en
dimension finie ou infinie.

• Enfin, le chapitre 6 conclut notre discussion et souligne les futures
prolongement potentiels de ce travail.

7.2 Chapitre 2 : Méta-apprentissage et le

principe de l’énergie libre

Une caractéristique essentielle des êtres vivants est leur persistance homéo-
statique au fil du temps malgré l’exposition à des conditions environ-
nementales variables et difficiles. Les agents biologiques maintiennent
l’intégrité de leur structure potentiellement hautement complexe dans
des limites physiologiques contre une tendance naturelle du monde vers
des états désordonnés à haute entropie de configuration (Prigogine und
Nicolis, 1985). À plusieurs échelles de temps, allant de l’expérience indi-
viduelle à la transmission générationnelle, la réalisation de cet objectif a
déterminé l’émergence de comportements adaptatifs complexes, perme-
ttant de capturer l’information et de réagir de manière appropriée aux
variations internes et externes de l’état du monde, et appelés de manière
générale apprentissage.

Dans la plupart des espèces vivantes complexes dotées de capacités cogni-
tives, l’apprentissage se manifeste au cours de la vie individuelle par une
hiérarchie complexe de processus électro-chimiques inter-reliés se pro-
duisant dans le système nerveux. Nous définissons la séquence d’états
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décrivant l’évolution de ces processus neuronaux (que nous décrirons plus
loin) chez un seul agent comme s̃t = s0, . . . , st, qui englobe largement
la force de connexion entre les neurones, les quantités neuromodulatri-
ces et l’activité neuronale elle-même. Nous définissons également z̃t =
z0, . . . , zt, une séquence de variables génératives (potentiellement évolu-
tives) qui cause la séquence d’observations de l’agent õt = o0, . . . ,ot.
Il a été proposé par Friston (2010) que de tels processus visent à min-
imiser une fonction d’énergie libre E qui mesure fondamentalement une
"adéquation" entre õt et les états internes s̃t = s0, . . . , st du système
neuronal :

E

⇣
õt, s̃t

⌘
= �Eqs̃t(z̃t)

⇥
ln(p(õt, z̃t))� ln(qs̃t(z̃t))

⇤
(7.1)

Dans l’équation (7.1), qs̃t(z̃t) représente la fonction de densité sur les
causes environnementales z̃t qui est encodée par les états internes du
système s̃t. Ainsi, en essence, l’hypothèse d’énergie libre E suppose
que les variables neuronales s̃t codent un modèle génératif du monde
observé, c’est-à-dire un modèle probabiliste des dépendances entre les
causes z̃t et les observations conséquentes s̃t. De plus, l’énergie libre E

est une borne supérieure sur la surprise de la collection d’états observés
s̃t, qui est définie comme le log-négatif de l’évidence des états observés
S(õt) = � ln(

R
Zp(õt, z̃t)dz̃) par la relation suivante :

�
Z

Z

qs̃t(z̃t) ln(
p(õt, z̃t)

qs̃t(z̃t)
)dz̃ �|{z} Jensen�ln(

Z
Zqs̃t(z̃t)

p(õt, z̃t)

qs̃t(z̃t)
dz̃) = S(õt)

(7.2)
Ainsi, la minimisation de l’énergie libre dans l’équation (7.1) permet
implicitement à l’agent de réduire la surprise contenue dans ses observa-
tions du monde. Pour effectuer une telle minimisation, les agents peu-
vent réduire l’énergie en faisant varier leur état neuronal interne s̃t ou
en faisant varier subséquemment leur information sensorielle õt. Nous
notons, comme indiqué dans Friston (2010), que cette distinction de vari-
ables est également utile pour cartographier les capacités d’action et de
perception de l’agent. Nous nous concentrerons sur une vue synthétique
de la minimisation de l’état neuronal s̃t, car elle peut indirectement bi-
aiser la politique de l’agent déterminant les observations õt.
Cette interprétation de l’apprentissage comme minimisation de la sur-
prise nous permet de faire plusieurs remarques sur l’organization du
sytème neural afin de soutenir ces facultés d’apprentissage:

• Un aspect essentiel du principe de l’énergie libre repose sur l’idée
bayésienne du cerveau en tant que "moteur d’inférence". En ce
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sens, le principe de l’énergie libre unifie sous une seule perspec-
tive thermodynamique la notion de contrôle et d’inférence
bayésienne.

• La caractérisation des différents mécanismes physiologiques qui régis-
sent l’évolution de l’état s̃t de systèmes neuronaux complexes au
fil du temps en fonction des observations õt et de leur propre
état révèle une hiérarchie de processus possédant différentes
échelles temporelles et s’influençant mutuellement.

Après une discussion sur les types d’approche précedmment proposée en
méta-learning, nous identifions plusieurs axes de recherche principaux:
comme le notion de controlabilité des réseaux, l’importance de modèles
hiérarchiques, le rôle transverse de la mémoire, la notion d’apprentissage
fonctionel, l’importance d’une définition exacte de l’energie libre et enfin
la notion de curriculum pour l’apprentissage.

7.3 Chapitre 3: Equations differentielles or-

dinaires neurales controlées

Dans ce chapitre, nous présentons la formulation générique des équa-
tions différentielles ordinaires neurales (NODEs) elle-même contrôlées
par un réseau de neurones (NCODEs). L’idée principale de NCODE
est de considérer les paramètres ✓ dans l’équation 2.1 comme des vari-
ables de contrôle dynamiques ✓(x, t) pour l’état dynamique x(t). Cette
généralisation est inspirée par plusieurs observations. Tout d’abord, les
problèmes génériques de théorie du contrôle optimal (Liberzon, 2011),
similaires à l’objectif d’apprentissage que nous introduirons dans la sec-
tion 2.3.4, sont formulés sur des variables dynamiques ✓(x, t) au lieu
de paramètres statiques ✓, ce qui permet de résoudre des problèmes de
contrôle plus généraux et notamment de construire la notion de rétroac-
tion, qui joue un rôle central pour l’apprentissage. Deuxièmement, ce
développement fait écho à des recherches récentes concernant la méta-
paramétrisation des réseaux profonds par l’intermédiaire de hyper-réseaux
(Ha u. a., 2017) ainsi que de réseaux autoréférentiels (Irie u. a., 2022b).
Ces idées explorent un angle mort de l’apprentissage profond basé sur
les gradients, en considérant les paramètres de connexion des réseaux
comme des processus dynamiques régis par des mécanismes hiérarchiques
entraînables. Enfin, cela fait également écho à un principe connu en neu-
roscience computationnelle, la plasticité synaptique à court terme qui
décrit les processus électrochimiques déterminant les variations rapides
de l’efficacité synaptique entre les neurones biologiques, créant ainsi des
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fluctuations dans la fonction de transfert exprimée par les réseaux bi-
ologiques à des échelles de temps rapides (Wu u. a., 2013). Nous verrons
que NCODE fournit un cadre générique pour intégrer et explorer de
telles idées dans la dynamique en temps continu. Nous notons égale-
ment que les développements récents proposés pour les NODEs peuvent
être combinés avec notre discussion, tels que le équations à retard (Zhu
u. a., 2021), la paramétrisation polymorphe (Yoon u. a., 2022), les flux de
gradients (Massaroli u. a., 2020a) ou la paramétrisation sur des variétés
riemanniennes (Choromanski u. a., 2020b).

7.3.1 Formulation générale
Dans NCODE, la dynamique du modèle est gouvernée par un système
couplé d’équations sur l’état augmenté z(t) = (x(t),✓(t)). Tout au long,
nous supposons que le point de temps initial est t = 0. La valeur initiale
des poids de contrôle, ✓(0), est donnée par une fonction � : X ! ⇥. La
trajectoire complète des poids de contrôle, ✓(t), est ensuite produite par
un contrôleur g, donné par une autre équation différentielle de mouve-
ment différentiable g : ⇥⇥X ⇥R 7! ⇥ avec une condition initiale �(x0).
Étant donné un point initial, x(0), nous pouvons résoudre le problème
de valeur initiale (IVP)

8
<

:

dz

dt
= h(z, t)

z(0) = z0

=

8
<

:

✓
dx

dt
,
d✓

dt

◆
= (f(x,✓, t), g(✓,x, t))

(x(0),✓(0)) = (x0, �(x0))
(7.3)

Cette définition nous permet de démarquer les propriétés d’expressivité
de NCODE par rapport au modèle classique (NODE):

Proposition 2 There exists a function � : Rd ! R
d which can be

expressed by NCODE but not by NODEs. In particular, � is not a
homeomorphism.

7.4 Chapitre 4: Meta-apprentissage par ren-

forcement de réseaux self-référentiels

L’apprentissage des réseaux de neurones par renforcement produisent
des agents spécialisés privés de mécanisme leur permettant de contin-
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uer à apprendre au-delà de leur programme de formation. Au contraire,
la plasticité synaptique biologique est persistante au cours de la vie de
l’individu, et a été hypothétisée comme jouant un rôle clé dans les fonc-
tions exécutives telles que la mémoire de travail et la flexibilité cognitive,
potentiellement en soutenant des capacités d’apprentissage plus efficaces
et génériques. Inspiré par cela, nous explorons dans ce chapitre une
classe originale de réseaux de neurones à poids dynamiques, capables
d’effectuer continuellement une modification autoréflexive en fonction
de leur état synaptique actuel et de la rétroaction de boucles d’action-
récompense, grâce à des principes de plasticité réglables au niveau des
synapses. Le modèle résultant, MetODS (pour Meta-Optimized Dynam-
ical Synapses), est un système de méta-apprentissage par renforcement
largement applicable et capable d’apprendre des règles de contrôle ef-
ficaces dans l’espace des polices decisionelles. Une seule couche avec
des synapses dynamiques peut effectuer un apprentissage en une seule
étape, généraliser les principes de navigation à des environnements in-
connus et démontrer une forte capacité à apprendre des politiques motri-
ces adaptatives, se comparant favorablement à des approches précédentes
d’apprentissage par renforcement méta.
En définissant ✓ comme les méta-paramètres régissant l’évolution des
séquences (⇡t) et µ✓,⌧,t

⇡ comme la mesure de distribution de la politique
⇡t après l’apprentissage de la tâche ⌧ pendant une certaine période t,
le problème d’optimisation consiste à trouver les méta-paramètres ✓ qui
s’adaptent le mieux à ⇡t ⇠ µ

✓,⌧,t
⇡ sur la distribution de tâches.

max
✓

; ;E⌧ ⇠ µT


E⇡ ⇠ µ

✓,⌧,t
⇡
⇥
R(⌧, ⇡)]

�
(7.4)

Nous présentons un mechanism original d’adaptation de la policy par
dynamique synaptique dont l’algorithm peut être formalisé de la manière
suivante:
Nous montrons de manière empirique que cet algorithm peut être en-
trainé a apprendre des taches de navigation dans l’espace ou de controle
robotique.

7.5 Chapitre 5: Meta-apprentissage par trans-

duction fonctionelle

La recherche en apprentissage automatique s’est polarisée sur deux ap-
proches générales de régression : les méthodes transductives dérivent
des estimations directement à partir des données disponibles mais sont
généralement peu spécifiques au problème. Les méthodes inductives peu-
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Algorithm 2 MetODS algorithm
1: Require: ✓ = [f , g,↵,,�] and W0

2: for 1  t  T do
3: v(0)  f(st,at�1, rt�1)
4: W (0)  Wt�1

5: for 1  s  S do

6: v(s)  
s�1P
l=0

(l)
s v(l) + (s)

s �(W (s�1)
.v(s�1))

7: W (s)  
s�1P
l=0

�(l)
s W (l) + �(s)

s

�
↵� v(s�1) ⌦ v(s�1)

�

8: end for
9: at,vt  g(v(s))

10: Wt  W (s)

11: end for

Figure 7.1 – Left Meta-training results for MetaWorld benchmarks. Sub-
plots show tasks success rate over training timesteps. Average meta-test
results for MetODS is shown in dotted line. Right Cumulative reward
of the Ant and Cheetah directional locomotion task. For each condition,
results are normalized against the best performing policy

vent être beaucoup plus spécifiques, mais nécessitent généralement un
ajustement et des recherches intensives en calcul pour trouver des so-
lutions. Dans ce chapitre, nous adoptons une approche hybride : nous
exploitons la théorie des espaces de Banach à noyau reproduisant (RKBS)
et montrons que les principes transductifs peuvent être induits par de-
scente de gradient pour former des approximations neuronales efficaces
in-contexte. Nous appliquons cette approche aux RKBS des opérateurs
à valeurs de fonction et montrons que, une fois entraîné, notre modèle
Transducer peut capturer les relations entre les fonctions d’entrée et de
sortie de dimension infinie en temps réel, en utilisant quelques paires
d’exemples, et renvoyer de nouvelles estimations de fonctions. Nous dé-
montrons les avantages de notre approche transductive pour modéliser
des systèmes physiques complexes influencés par des facteurs externes
variables avec peu de données, à une fraction du coût habituel de cal-
cul d’entraînement en apprentissage profond pour des applications de
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modélisation d’équations aux dérivées partielles et de modélisation cli-
matique.
Ce développement s’appuie sur la théorie des espaces de Banach a noyau
reproduisant de Zhang u. a. (2009) et en particulier ce résultat:

Theorem 6 (Théorème du représentant RKBS) Soit B une RKBS
à valeurs opérateurs de V à U . Alors le problème d’interpolation à
norme minimale suivant :

inf
O2B

|O|B, s.t. O(vi) = ui, i  I (7.5)

admet un minimiseur unique O0. De plus, O0 est la solution de
(7.5) si et seulement si O0(vi) = ui pour tout i  I et O0 2
spanK(vi, .)(u), i  I,u 2 U .

Ce résulat permet d’interpréter les opérations d’auto-attention au sein
du Transformer (Vaswani u. a., 2017) comme une approximation du ker-
nel reproduisant, permettant ainsi d’entrainer un modèle a régresser de
manière transductive, un jeu de de données relatif à une certaine re-
lation fonctionelle. Nous experimentons particulièrement dans le cas
d’opérateurs définis comme allant d’un état initial à sa solution pour
des équations au dérivées partielles connues et démontrons la capacité de
regression générales induites au cours du méta-apprentissage.
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Figure 7.2 – Gauche : Erreur quadratique moyenne relative avec un
intervalle de confiance à 90% sur les opérateurs inconnus en fonction de
la taille de l’ensemble de données pour chaque méthode de régression. La
zone grise correspond aux cardinalités d’ensemble de données vues lors
de l’entraînement pour le Transducer. Toutes les autres méthodes sont
entraînées à partir de zéro avec un nombre correspondant d’exemples
originaux. Milieu : Évolution de la perte d’entraînement des Trans-
ducers avec différents nombres de transformations de noyau. Le fait de
permettre plus d’itérations de transformation de noyau améliore les per-
formances, les poids détachés offrant les meilleures performances. Droite
: Haut - 3 exemples de l’évolution de l’état s(x, t) en fonction de la dimen-
sion spatiale pour différentes équations ADR E(�,⌫,k). Bas - Évolution
de l’erreur quadratique moyenne des représentations intermédiaires (u`)
colorées par le numéro d’itération. Le profil décroissant ainsi que la
tendance de performance observée avec un nombre croissant d’itérations
suggèrent que la profondeur du réseau permet au modèle d’affiner pro-
gressivement son estimation de fonction.
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Title: Learning higher-order functions for computation, memorization and control in artificial neural networks
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learning, neural operators

Abstract: After decades of research, the question of

how biological neural networks synthesize experience to

serve higher-level cognitive processes (concept acquisi-

tion, systematic decision making, evaluative thinking,

creativity...) still resists to a complete scientific under-

standing. At the same time, advances in large scale

computation have enabled the development of their ar-

tificial counterparts, which currently power a revolution

in machine intelligence. These simplified neural models

developed through a global scientific trial-and-error pro-

cess, present however evident behavioral differences and

limitations compared to biological neural networks and

provide unsatisfactory to little insight into the compu-

tational principles that evolution condensed in biological

neurons. One evident limitation is the lack of composi-

tionality and systematicity in artificial neural computa-

tion, revealing their current failure as a true functional

programming paradigm. In an attempt to identify key

neural mechanisms able to support more abstractive

machine intelligence, this thesis propose to explore the

problem of learning higher-order functions (i.e functions

of functions) with neural networks. Namely, we propose

to marry modern machine learning techniques with the

perspective of neural networks as controllable function-
als, unearthing original computational mechanisms able

to support powerful faculties such as dynamic associa-

tive memorization or functional operator regression. In

particular, building on the clear epistemological trend

that hand-designed methods are eventually replaced by

computerized and self-executing solutions, we will con-

sider the specific higher-order problem of learning to

learn, i.e meta-learning. We show that granting neural

networks the aptitude to design learning strategies with

minimal solution constraints as a function of data, ac-

tivity or choice history, can help explore new forms of

adaptive programs, with application to low-shot learning

or robotic control.
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