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Abstract
Magnetic Random Access Memories (MRAM) arise as the second main industrial application of spin-
tronics after hard disk drives. They harbor a number of assets to outperform the current state-of-the-
art devices used in electronics, such as eFLASH and possibly SRAM and DRAM. They still hold many
interesting facets that have yet to be fully explored with the advances in Spin Transfer Torque (STT),
Spin Orbit Torque and Voltage Controlled Anisotropy (VCMA) driven magnetization reversal. It is a
thriving field, and the progress in High Performance Computing and advent of quantum processors are
attracting more and more attention, motivating the interest on the subject of this work. To engineer
new magnetic memory devices for cryoelectronics, we focused on two different writing mechanisms:
STT and VCMA. We studied them under the framework of macrospin numerical simulations to better
understand the switching dynamics of our system. For cryo-STT-MRAM, we demonstrated that it
is highly beneficial in terms of switching speed and energy consumption to consider a storage layer
exhibiting higher order anisotropy terms, resulting in a canted magnetization state called "easy-cone".
Switching simulations revealed that this approach enables very low temperature switching without
thermal activation and reduces the switching energy necessary to write the bit.We also demonstrated
that the VCMA effect, under certain optimized conditions, yields a novel non-precessional switching
regime for temperatures below 50K, enabling deterministic switching of magnetization independently
of write pulse duration. Next, with a micromagnetic approach, we corroborated the results for VCMA
switching. In systems switched by STT, a deviation was found from the macrospin model within
the easy-cone system. The dependence of its switching voltage with temperature and its magnetic
hysteresis provided guidelines to interpret some of our experimental observations. To take advantage
of the low thermal activation energy at cryogenic temperatures, we fabricated MRAM cells with much
lower anisotropy compared to conventional devices. The approach used was to modify the storage
layer structure of the magnetic tunnel junctions to either reduce its anisotropy at the interface with
the tunnel barrier or increase its demagnetizing energy. The purpose was to lower the energy barrier
between the two writeable states. For that, we introduced embedded magnetic layers, such as Co
or Permalloy, onto the FeCoB layer and conducted magnetic and electrical characterization at room
temperature down to 4K. Using a storage layer containing Permalloy, they showed improvement in the
figure of merit over conventional MTJs and those using either Co, Mg, or Ru as an embedded layer.
Further analysis and MFM imaging of the Permalloy stack at thin-film and device level indicate the
presence of the easy-cone anisotropy discussed in the numerical simulation results. For the VCMA
samples, over 1000 devices were characterized at room temperature and the VCMA coefficient was
extracted for each one. The method described allows for a large amount of data to be acquired in
a short period of time, enabling us to quantify impact of layer stack variations on the VCMA effect
without the need for switching experiments, and to select devices for low temperature characterization.
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Resumé
Les Magnetic Random Access Memories (MRAM) se présentent comme la deuxième application indus-
trielle principale de la spintronique après les disques durs. Ils offrent plusieurs avantages pour surpasser
les dispositifs actuels de pointe utilisés en électronique, tels que l’eFLASH et éventuellement les SRAM
et DRAM. Ils conservent encore de nombreuses facettes intéressantes qui restent à explorer pleinement
avec les avancées en matière de Transfert de Spin par Effet Tunnel (STT), de Transfert de Spin par Ef-
fet Orbitale et d’Anisotropie Contrôlée par Tension (VCMA). Pour concevoir de nouveaux dispositifs
de mémoire magnétique pour la cryoélectronique, nous nous sommes concentrés sur deux mécanismes
d’écriture différents : le STT et le VCMA. En les étudiant dans le cadre de simulations numériques de
macrospin, nous avons cherché à mieux comprendre la dynamique de commutation de notre système.
Pour les cryo-STT-MRAM, nous avons démontré qu’il est hautement bénéfique en termes de vitesse
de commutation et de consommation d’énergie de considérer une couche de stockage présentant des
termes d’anisotropie d’ordre supérieur, résultant en un état de magnétisation incliné appelé "easy-
cone". Les simulations de commutation ont révélé que cette approche permet une commutation à
très basse température sans activation thermique et réduit l’énergie de commutation nécessaire pour
écrire le bit. Nous avons démontré que l’effet VCMA permet un régime de commutation non préces-
sionnel novateur pour des températures inférieures à 50K, permettant une commutation déterministe
de la magnétisation indépendamment de la durée de l’impulsion d’écriture. Ensuite, en utilisant une
approche micromagnétique, nous avons corroboré les résultats de la commutation VCMA. Dans les
systèmes commutés par le STT, une déviation par rapport au modèle de macrospin a été trouvée dans
le système du easy-cone. Nous avons décidé de fabriquer nos MRAM avec une anisotropie beaucoup
plus faible par rapport aux dispositifs conventionnels. L’approche utilisée consistait à modifier la
structure de la couche de stockage des jonctions tunnel magnétiques pour réduire son anisotropie à
l’interface avec la barrière tunnel ou augmenter son énergie de désaimantation. Le but était de réduire
la barrière d’énergie entre les deux états inscriptibles. Pour ce faire, nous avons introduit des couches
magnétiques intégrées, telles que le Co ou le Permalloy, sur la couche FeCoB et avons effectué une
caractérisation magnétique et électrique à température ambiante jusqu’à 4 K. En utilisant une couche
de stockage contenant du Permalloy, les échantillons analysés ont montré une amélioration du facteur
de mérite par rapport aux jonctions tunnel magnétiques conventionnelles et à celles utilisant du Co,
du Mg ou du Ru comme couche intégrée. Des analyses magnétiques supplémentaires et des images
MFM de la pile Permalloy au niveau des films et des dispositifs indiquent la présence de l’anisotropie
du easy-cone discutée dans les résultats de la simulation numérique. Pour le VCMA, un ensemble de
plus de 1000 dispositifs a été caractérisé à température ambiante et son coefficient a été extrait pour
chacun d’entre eux. La méthode décrite permet d’acquérir de grandes quantités de données en peu de
temps, ce qui nous permet de quantifier l’effet VCMA sans effectuer d’expériences de commutation.
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Chapter 1
Introduction

In this first chapter, we initially explore the state-of-the-art context for low temperature
technologies and how it matured with the development of novel magnetic memories and
computer architectures that enabled the birth of supercomputation. The main fundamen-
tal physics behind the workings of an MRAM are dissected for room temperature and
a the most important mechanisms for bit writing is explained in detail. Afterwards, we
delve into the intricacies of applying current MRAMs into cryoelectronics and how it can
impact the design and engineering of the device elements of the memory.
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Chapter 1. Introduction

1 MRAM in cryoelectronics for quantum technologies and high per-
formance computing (HPC)

Research and development related to magnetic thin films and multilayers started about 60 years
ago [3]. Over the years, the scientific community has discovered a plethora of new phenomena in
these materials that stimulated interest from both a fundamental and commercial point of view. In
particular, the phenomena that contributed greatly to the research and technological advancement of
magnetic memories were the giant magnetoresistance of metallic multilayers (GMR) [4], perpendicular
magnetic anisotropy (PMA) [5], tunnel magnetoresistance of magnetic tunnel junctions (TMR) [6],
spin transfer torque in magnetic structures (STT) [7] and giant TMR in MgO-based magnetic tunnel
junctions (MTJ) [8]. In its maturing over the decades, the technology eventually led the industry to
introduce new electrical devices into the market, such as hard disk drives (HDD) [9], magnetic random
access memory (MRAM) [10] and magnetic field sensors [11].

All the innovative components for these devices were designed to ultimately reduce the power
consumption in conventional processors. The status quo of the memory hierarchy used in electronic
circuits is highly dependent on volatile memory (VM), which must be electrically powered to retain
information. In 2001 a new system was proposed to replace it with a revised, fully nonvolatile hier-
archy (NVM), with the ability to keep information without being electrically powered [12]. Fig.1.1
exemplifies each component at its hierarchy level.

As with any new device in development, these technologies had to be improved from the early
prototypes to overcome the challenges imposed by a trilemma [13], which is a balance of power con-
sumption in information writing, retention of information and a reliable readability of the bit. These
three topics are discussed in more detail in the following chapters.

The status of MRAM implementation in electronics is limited due to its higher manufacturing cost
and lower density currently at the sub-20nm node compared to volatile memories such as the dynamic
random access memory (DRAM) that are at the 10nm node for cell feature sizes. The 1x node, as it
is called, has seen a large barrier for breaking through to sub-10 cells, for VM components and, as it
currently stands, novel architectures must be devised if they are to compete with the fast progress of
NVMs. This is due to the inherent current leakage VMs face when scaled down to extremely small
sizes, as current tunneling becomes more probable and consequentially a larger amount of energy must
be expended to refresh the bits that undergo this information loss.

Researchers, therefore, are increasingly studying new iterations of MRAM devices as lithography
techniques are improved and novel material concepts are developed. The first mechanism proposed
for functioning devices was based on magnetic field switching, which faced scalability limitations, and
was discontinued in research. A thermally assisted MRAM (TA-MRAM) structure was devised in
the 2000s to alleviate the required energy necessary to write very small bits [14], though with the
implementation of the already known STT mechanism in 2006 most efforts were diverted to focus on
this new technology [15, 16].

The introduction of the STT-MRAM as a substitute for VMs is a big achievement for this gen-
eration of spintronics. It has the potential to perform better than its counterparts, with low power
consumption and GHz operation frequency [17]. Additionally, its variant pSTT-MRAM has an in-
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1. MRAM in cryoelectronics for quantum technologies and high performance computing (HPC)

Figure 1.1: Restructuring of computer hierarchy: (a) conventional hierarchy, (b) NV computer in 1st
generation, (c) NV computer in 2nd generation, adapted from [1]

trinsically lower write current compared to established in-plane configurations [18] and another novel
property that will be further discussed in the following chapter, the easy-cone regime, allows for more
reliable writing [19, 20]. Concomitantly with these developments, the fabrication of faster processors
allowed the design of supercomputers with extremely high performance, which follows the well-known
Moore’s Law [21]. This is possible because of the investment of many companies in new architectures
that can accommodate a denser integrated circuit, increasing its storage capacity by decreasing the
size of the transistors. In 2006, the Korean Advanced Institute of Science and Technology reported the
5nm node transistor [22], which brought the technology close to the limits of physics. It is intrinsically
tied to the nature of quantum mechanics by Heisenberg’s uncertainty principle (∆E∆t ≥ ℏ) and the
Shannon-von Neumann-Landauer expression (Ebit ≥ kBT ln2). From these two uncertainties, the limit
for an operable conventional device is in the 1.5nm node [23]. Therefore, a fundamental constraint is
set to conventional electronics/spintronics in terms of data storage density, driving research to look
for alternative methods of data manipulation. One in particular, quantum computation, is not bound
by these limitations; rather, it uses them to our advantage.

In the framework of supercomputers, also called High Performance Computing (HPC), the imple-
mentation of Josephson junctions as a quantum bit (qbit) logic element has enabled the development
of a competing technology to conventional computation. This is important because recent projections
for global energy consumption present some challenges to overcome in terms of energy efficiency of
current technology [24]. The energy demands may increase up to 15x by 2030 through the expan-
sion of data centers that can now scale up to hundreds of thousands of servers. As the necessity of
higher computational capabilities and higher power consumption place a considerable strain on elec-
trical grids, the viability of conventional CMOS technology is put into question, making the industry
consider whether the increase in their performance and its potential to keep up with computational
demands are worth the investment in light of the advantages superconducting computing has to offer.
Qubits have a much shorter writing time and energy per switch of ≈ 1ps and smaller than 0.1aJ ,
with current pulses traveling at relativistic speeds of 0.3c and very low losses in the transmission lines.
And in 1999 these devices were already shown to be operable with 770GHz [25], almost 100x faster
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than conventional SRAM for L1 cache memory levels, which have speeds of a few GHz. The gain in
performance will be even more attractive once refrigeration systems become more efficient and are
capable of high-power cooling with a net gain over room temperature architectures, as most of HPC
computation is done below 10K.

This culminated with the microelectronics industry looking to develop components specifically
optimized for low temperature operation to reduce the electrical consumption of electronic circuits
and to mitigate the weak points of the current superconducting devices. Their limitations, which
have dampened the competitiveness of the technology, are the lack of compatible memory elements,
the issues with interconnecting the cryogenic circuitry with room temperature instrumentation, its
fabrication scaling capabilities and bit density. The solutions for the first two obstacles have been
approached by redesigning existing cryogenic memories, integrating MRAM elements into its archi-
tecture [26, 27, 28]. And the data density problem is easily solved as current lithography techniques
are capable of manufacturing bits in the sub-20nm node, while HPC memory bits have yet to break
the micron node [29].

Quantum computing is also an area of cryoelectronics that has gained notoriety in recent years
with the promise of quantum supremacy, an algorithm capable of computing tasks faster than any
supercomputer could within a reasonable time frame (e.g. seconds or hours instead of millions of
years). However, the technology is still in its early stages of development, and there are significant
challenges that must be overcome before it can be fully implemented and adopted in the industrial
sector. It requires very specialized component parts that are compatible with quantum circuitry and
isolating the qbits to avoid decoherence is increasingly difficult for denser arrays, although much effort
is being invested in improving its scalability. Initial iterations of quantum computers were limited to
only a few dozen bits, such as the Sycamore with 53 bits from Google in 2018, and now the 100-bit
node has been truly broken, with the development of the Osprey processor by IBM in 2022 with 433
bits. While the consensus within the field states that a 1Mbit processor is the critical threshold for a
veritably useful quantum computer capable of solving real-world practical problems, smaller chips can
be integrated with conventional super-computing to aid in calculation tasks not feasible by classical
computation. Additionally, by using classical electrical components suitable for quantum circuitry, we
can expand its uses and capabilities.

In this context, MRAM can play a considerable role in reducing power consumption and dissipa-
tion as a stand-alone component due to their combination of non-volatility, speed in write/read in
the GHz range, areal density and writing endurance. Their nonvolatility greatly reduces the static
consumption of the circuits. The ability to integrate them over logic circuits also reduces dynamic
power consumption by reducing data transfer distances between memory and logic, which is an im-
portant factor in quantum circuits with the added benefit of reducing the heating of the devices that
can introduce noise to the system.

Spin transfer torque perpendicular anisotropy magnetic tunnel junctions (STT-pMTJ) are of par-
ticular interest for low-temperature application due to their scalability, non-volatility, and the possi-
bility of adjusting the stability of the cell to a given operating temperature [30, 31]. In the context
of HPC [32], it can be envisioned that STT-pMTJ is capable of cryogenic operation at 77K and 4K
[33, 34, 35, 36], which would provide a memory solution adapted for more energy efficient computing
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in these cryogenic environments.

2 MRAM operating at room temperature

A strong focus of MRAM research has been to improve the quality of the devices to reduce its energy
consumption and its resistance to temperature variation for automotive and industrial applications,
requiring strong reliability in a wide range of temperatures, from −40oC to 125oC. With the context
for cryoelectronics in place, we open the discussion on the fundamental aspects of this technology at
room temperature before delving into the specific requirements to implement it at ranges outside the
purview of conventional MRAM research.

At its core, we have the magnetic tunnel junction (MTJ), a trilayer structure comprised of an
insulating ultrathin and nonmagnetic layer deposited or grown sandwiched by two ferromagnetic layers
with uniaxial anisotropy. And the relative configuration between their magnetizations will define the
only two possible stable states in which the MTJ can be in either parallel (P) or antiparallel (AP)
states. The conductance of electrons through the barrier will strongly depend on whether we have
either P or AP, creating an observable change on the resistance measured for this structure, which will
then define the single bit of information for an MRAM. A fully functional bit will also require other
magnetic components to its structure to couple and pin one of the ferromagnets, which is called the
polarizer or reference layer. In this manner, only one ferromagnet, the storage or free layer, is capable
of changing orientation.

There are two main types of magnetic memories, defined by the orientation of the magnetization
vectors m⃗ of the ferromagnets: the in-plane (iMTJ), in which m⃗ lies on the plane of the film and
the perpendicular (pMTJ), with m⃗ aligned perpendicularly with the film plane. Before the research
on perpendicular magnetic anisotropy (PMA) took the field in stride, the development of iMTJs
had reached a major bottleneck for increasing its array density. Its state-of-the-art was based on
CoFeB/MgO junctions that had magnetostatic field curling issues when their lateral size went below
60nm, inducing vortex magnetization [37]. It could be avoided by fabricating the devices with an
aspect ratio of 2 or higher [38], but these elliptical structures are not trivial to manufacture and
occupy a larger area that limits its density.

2.1 Interfacial perpendicular magnetic anisotropy

We focus our discussion on pMTJs, as they have certain advantages over their IP counterpart in
regards to scalability and energy consumption, as will be discussed in the following section. The first
commercial product to use PMA was in perpendicular magnetic recording for HDDs in 2005 [39],
and since then has expanded extensively into spintronics applications such as MRAMs. The total
contribution for the anisotropy of a thin-film material is given by the effective anisotropy:

Keff = KV + KD + KS

t
(1.1)

where we have the bulk magneto-crystalline KV , the demagnetizing KD < 0 and the interfacial KS

contributions to the total anisotropy of the layer, with t being the its thickness. For the dimensions
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considered in MTJs (sub-5nm films), KV is usually regarded as negligible, while KD is the result of
dipole-dipole interactions that favors in-plane magnetization. It is present in every finite structure
and is the source of shape anisotropy in iMTJs.

This material property has been explored for various material systems, such as Co/Pt and Fe(Co)/MgO.
It arises from the interface of ferromagnets with either non-magnetic or insulating/oxide materials,
when their thicknesses are limited to just a few monolayers. Currently, the extensive use of FeCoB as
the storage layer for pMTJs in part due to its role in iMTJs, when it was discovered that it showed
PMA characteristics at below 1.5nm [40]. This effect arises from the spin-orbit coupling between the
atoms of the two materials which causes orbital hybridization that is strongly dependent on the crys-
talline structure of the layers and stoichiometry of the oxide formed at the interface. For example, in
Co/Pt multilayers, PMA is only present if the crystal lattice is textured as (111), while for FeCo/MgO,
a (001) configuration is needed. For this specific case, it can be achieved by depositing amorphous
FeCoB and MgO with a Ta or W buffer layer. During an annealing process, the B atoms are drawn
out of the interface and allows the compound to crystallize into the desired texture. Additionally, in
over-oxidized interfaces, the hybridization of in-plane orbitals essentially kills the PMA, with only a
small reduction for under-oxidized samples [41].

2.2 Tunneling magneto-resistance

The ratio between the aforementioned difference of the parallel resistance (RP ) and the anti-parallel
resistance (RAP ) of an MTJ is what is defined as the tunneling magneto-resistance (TMR).

TMR = RAP − RP

RP
(1.2)

In its infancy, this effect was first demonstrated by Jullière in 1975 [6] at low temperatures us-
ing a Fe/Ge/Fe thin-film, showing TMR = 14% at 4.2K. The observed change in conductance was
attributed to the tunneling of electrons through the oxidized semiconductor, whose interfaces with
the ferromagnets exhibited Fermi levels with different density of states for majority and minority
spins. In parallel, majority/minority spins can tunnel through to majority/minority states, while in
anti-parallel, the majority/minority spins tunnel to minority/majority states.

An important step was made in 1995 for alumina (AlOx) tunnel barriers, showing TMR of 11.8%
at room temperature [42]. But not until 2004 was the 100% mark broken through with the implemen-
tation of crystalline MgO as the tunnel barrier [43], albeit still a far cry from the theoretical prediction
value of 1000% from 2001 [44]. In these systems, the simplified density of states model for explaining
the TMR was no longer sufficient and a revision was proposed by Butler in 2001. It introduces orbital
symmetry tunneling dependence that comes into play with the presence of crystalline structures such
as MgO(001) [45]. In Fig.1.2, a schematic representation of the alumina incoherent tunneling is shown
in (a), in which all electrons have the same probability of tunneling, while in (b) the crystalline struc-
ture of MgO filters out higher order symmetries ∆2 and ∆5 of the electrons only ∆1 has a significant
contribution to tunneling. Then in (c) we see a magnetic hysteresis loop for an MRAM bit with a
visible TMR signal between the low resistance state P and high resistance state AP. The vectors m⃗

and p⃗ are the magnetization vectors for the ferromagnetic layers of the MTJ.
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Figure 1.2: Schematic of orbital symmetry tunneling characteristics in a tri-layer using a)Amorphous
AlOx compound and b)Crystalline MgO with lattice [001]. c)Example of a magnetic hysteresis loop
showing the TMR signal and the distinction between the two stable states P and AP.

TMR is a critical device parameter for technological application as it controls the gap between
the read measurement signal from the P and AP states, which is important due to variability in the
fabrication process of processor chips. In an array of memory bits, each one may have a slightly different
resistance and if the TMR value is too low, this can induce errors in the data storage manipulation if
among the resistances we have a condition such as Rmin

AP < Rmax
P . Avoiding this overlap of the states

is crucial for the level of reliability required in industrial production.
Since its inception, development of higher quality devices has come a long way, from the first

reported value of 14%, to improvements with alumina oxides up to 80% [46] and more recently with
highly optimized interfaces of FeCo/MgO/FeCo exceeding 600% at RT and over 1000% at 4K [47, 48].

2.3 Bit thermal Stability

Another one of the most important properties of a memory cell is the thermal stability ∆, also called
the retention factor, which is used as a quality factor for the timescale for which the stored bit will
remain unchanged. It was first approached by Néel’s theory of relaxation in magnetic nanoparticles [49]
and it is derived from Arrhenius’ law for the speed of chemical reactions. In an anisotropic magnetic
system, much like a reaction, an energy barrier normally separates only two existing stable states,
which in our case are the P and AP states of the MTJ. Due to the presence of thermal energy in the
environment in the form of kBT , there is a finite possibility that the system will overcome the barrier
and stabilize in its alternative state, which in this case is the parallel or antiparallel magnetization
configuration. The Néel-Arrhenius equation for the mean transition time between states is expressed
as:

τ = τ0exp

(
εBVol

kBT

)
(1.3)

where τ0 is the attempt frequency and εB is the energy barrier density. This prefactor describes
the time-length scale of the system and is highly dependent on its material properties. Its extraction
involves computationally heavy calculations by solving the Fokker-Planck equation for probability
diffusion [50], and methods such as Monte Carlo operations are only affordable to be implemented in
small systems [51]. Therefore, in experiments, it is usually taken as 10−9s as a good approximation
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for MTJs, and the transition time is spoken of in terms of the exponent factor in the form of:

∆ = εBVol

kBT
(1.4)

Most technologies that use non-volatile memories require extended periods of data retention, up to
decades long, while CPU usage for web applications may tolerate cache storage of only a few minutes.
This would translate to retentions of ∆ = 40 for 10 years and ∆ = 27 for 5 minutes for a single bit.
To calculate the level of retention for memory arrays, we use a modified version of Eq.1.3 at room
temperature of 300K [52]:

∆ = −ln

(
−τ0

τ
ln

(
1 − FIT

N

))
(1.5)

where FIT is the number of failures in time of the array and N is the size of the array, the
probability of failure for N bits is given by:

F = 1 − exp

(
−N

τ

τ0
exp (−∆)

)
(1.6)

Depending on the processor density and the architecture requirements for Read/Write Error Rates
and the operating temperatures of its cores, the retention can vary substantially, with system-specific
optimizations. As an example, for 10-year storage of a 1Mb array at 80oC with 1000 failures, we have
∆ = 57, while for 1Gb it scales to ∆ = 65.

3 Bit writing mechanisms

In this section, three mechanisms for bit writing will be discussed: spin-transfer-torque, voltage-
controlled magnetic anisotropy, and spin-orbit-torque. The first two are the focus of the present
discussion, and the latter is an honorable mention as it has become increasingly important in the
field of MRAM research in recent years. In Fig.1.3, we have a basic circuit schematic for the three
mechanisms in order, showing their differences in which direction the writing IW and read IR currents
are applied and how the bit (BL), write (WL), read (RL) and source (SL) lines are connected to each
other.

To understand how the magnetization is susceptible to current manipulation, we look into the
dynamics of its precession under these forces through the Landau-Lifshitz-Gilbert equation, which
governs the dynamics of a ferromagnet in the presence of magnetic fields:

∂m⃗

∂t
= −γ(m⃗ × µo

⃗Heff ) + α

(
m⃗ × ∂m⃗

∂t

)
(1.7)

Where m⃗ is the magnetization of the layer, γ is the reduced gyromagnetic ratio, µ0 is the vacuum
permeability, ⃗Heff is the effective field, α is the Gilbert damping. The first term is responsible for a
precessional movement around the ⃗Heff axis, while the second is the damping term, which controls the
rate in which the magnetization relaxes to its equilibrium state. It is important to engineer materials
with optimized α, as it has two major impacts on an MRAM: the writing speed increases for high
damping, while the critical switching current for STT also increases. Therefore, most research focuses
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Figure 1.3: Schematics of the circuit connections for bit, write, read and source lines using a)STT,
b)SOT and c)VCMA writing mechanisms.

on materials with the lowest damping possible since at the current stage of the technology, reducing
the energy consumption takes priority over achieving larger writing speeds.

3.1 STT-MRAM

The spin-transfer effect is a phenomenon that occurs at the interface of a FM/NM/FM, in which the
non-magnetic layer may be either paramagnetic or an insulating barrier in the case of an MTJ, with
the multilayer R/I/F, where R is the reference/polarizer layer, I is the MgO insulator, and F is the
free layer. The passage of an electron flux through a ferromagnetic layer will induce an exchange
interaction between the incident particles and the local magnetization, which by conservation of an-
gular momentum will absorb some of the incident momentum and vice versa [53]. Thus, considering a
current flowing from P to I for our system in question, due to the pinning of our polarizer, the injected
current will undergo spin polarization to align itself with the local magnetization p⃗. Subsequently,
the tunneling through the barrier conserves the spin state, which will scatter at the interface with the
ferromagnets and act on the free layer that absorbs the angular momentum and initiate a precessional
motion with a transverse and parallel component. This current polarity is used to write the P states
and, by reversing it, the AP state can be written. The difference is that in the reverse direction,
the backscattered electrons going from F to R will act upon the free layer, which are the minority
spin components of the electron flux. The imbalance on the occupancy of states will then create an
asymmetry on the currents for STT when comparing P-to-AP and AP-to-P writing.

To describe the effect mathematically, the LLG equation that governs single-spin dynamics can be
modified by adding the Slonczewski term for spin-transfer (or current-driven) torque, given by [53]:

ΓST T = −γa∥(m⃗ × (m⃗ × p⃗)) + γa⊥(m⃗ × p⃗) (1.8)

The spin torque, given by the parallel term m⃗× (m⃗× p⃗), is sometimes referred to as a damping-like
term where ˙⃗m is the time derivative of the magnetization. And the precessional transverse torque
(m⃗ × p⃗) is called field-like because of its mathematical similarities with the LLG contributions [54].
Under currents below the critical threshold for switching I < IC , the magnetization will precess around
the easy axis from the effects of the field-like torque and its angle θ, given by m⃗ × n̂, will increase to
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Figure 1.4: a)Schematic representation of the forces upon the magnetization of a ferromagnetic layer
being driven by an STT current and the pathway in blue in the condition Ib < IC . b)Switching
pathway representation if Ib > IC .

compensate the energy dissipation coming from the Gilbert damping. Here, n̂ is the normal vector of
the plane of the ferromagnetic layer. In Fig.1.4a we have a representation of the forces involved, with
the directions in which each pulls the magnetization; with the line in blue is the relaxation path after
the current is removed. If the condition I > IC is reached, the spin-torque effect is strong enough to
overcome the energy dissipation and cross the in-plane hard axis, changing the rotation chirality and
stabilizing in the opposite stable state, shown in Fig.1.4b.

As previously mentioned, the in-plane configuration for STT-MRAM had limitations on the scala-
bility due to the anisotropy magnitude that was capped by the geometry of the cell. This also meant
that the switching itself had an extra barrier to overcome to reach criticality, expressed by the current
density necessary for writing.

JIP
C = 4e

ℏ
αkBT

ηA

(
∆ + πM2

SVol

kBT

)
(1.9)

where η is the STT polarization and A is the surface area of the device. The second term in
parentheses is the extra energy that iMTJ needs to switch. Compared to the perpendicular critical
current density, it is clear that this configuration brings advantages that cannot be surmounted.

J⊥
C = 4e

ℏ
αkBT

ηA
∆ (1.10)

The expression of the critical current density assumes that the switching pulse τ injected into the
layers has an infinite duration and it is an important distinction to make, as it can have a drastic
influence on the necessary energy required to write a bit. In literature work, two writing regimes can
be distinguished: thermally assisted or thermally activated, which is derived from the Néel-Brown
model [55], and ballistic, which arises from an over-driving current [56]. The first one is defined as:

IC = IC(0)
(

1 − kBT

εBVol
ln

(
τ

τ0

))
(1.11)

And the ballistic regime can be described as [57]:
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1
τ

= A(I − IC(0)) (1.12)

with A being a dynamic parameter that controls the switching rate. The gap between the two
modes arises from the speed at which the misalignment angle between the two ferromagnets fluctuates
due to thermal energy. If the writing pulse is faster than the given temperature can influence m⃗, then
the current needed to switch it will have a much larger dependence on its pulse width, going with 1/τ

instead of a logarithmic function.

3.2 SOT-MRAM

Spin orbit torque (SOT) is often referred to as the next step in the MRAM development timeline and
was first proposed in 2011 [58]. It is a mechanism that relies on the spin-orbit coupling of an injected
electron flux with the crystal lattice of a heavy metal material that generates a spin-hall effect (SHE-
SOT), accumulating polarized electrons on the surface of the heavy metal that can be interfaced with
a ferromagnet, which will absorb the spins in an analogous form as if an STT current was injected
[59]. The illustration of such a writing scheme is shown in Fig.1.5, where an in-plane writing current is
used to switch a three-terminal MTJ bit. It has the potential to outperform STT switching in terms
of switching speeds down to sub-ns [60] with lower power dissipation, high endurance and a much
lower read disturbance rate due to the splitting of the Read-Write pathways into two separate lines.
Additionally, due to the spin-hall effect, the SOT writing is symmetric in regards to PAP and APP
switching, with a spin current density absorbed by the storage layer given by

jSHE
SOT = ℏ

2e
ηθshσN E (1.13)

where η here is the spin injection efficiency (or transparency) across the NM/FM interface, θsh

is the spin hall angle of the non-magnetic material with conductivity σN and E is the orthogonal
applied in-plane electric field. The write path, not passing through the tunnel barrier, also allows for
over-driving currents to operate the bit at much faster switching speeds without incurring in dielectric
breakdown of the junction.

These new features of SOT have generated much research for its ability to substitute DRAM
and SRAM and L1-level cache, although there are still obstacles to tackle for its industrial applica-
bility, such as a reduced density capacity of the three-terminal configuration and the external field
requirements to create the SHE [61].

Solutions for these challenges have been proposed in the form of field-free switching [62], STT-
assisted devices [63] and its architecture studies shed light on the limitations of both STT and SOT
and the advantages of each one [64] .

3.3 VCMA-MRAM

Unlike the previous two writing mechanisms, voltage-controlled magnetic anisotropy is an effect that
relies, as the name implies, on the modulation of the anisotropy with an applied voltage bias Vb across
the tunnel barrier. It has been determined to have a linear effect on the surface anisotropy of the form
[65]
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Figure 1.5: SOT bit scheme, showing the spin polarized flow of electrons of the SOT track in green,
created by the writing current IW .

KS(V ) = KS0 + ξ
V

tMgO
(1.14)

In this expression, ξ is the VCMA coefficient, tMgO is the thickness of the tunnel barrier, and KS0

is the surface anisotropy at zero bias. In Fig.1.6a, we see the effects that different applied voltages
have on the energy density of a pMTJ free layer, with negative bias increasing the barrier between
states and it reducing to zero at Vb = 0.23V . Above this critical threshold, the two stable states merge
into a single state at θ = π, which correspond to the in-plane position. As we have seen, the magnetic
properties of a thin ferromagnetic layer exhibiting PMA are strongly dependent on surface effects that
arise from electron occupancy of hybrid orbitals. The application of an electric field across the MTJ
by supplying voltage to the circuit will modify the band structure of the interface and the density of
states of these orbitals will change accordingly, altering the magnitude of the surface anisotropy by
means of a spin-dependent screening effect [66, 67]. This effect has been observed to have a linear
dependence, although other literature discussions on its nature also suggest a second-order dependence
via Rashba spin-orbit coupling [68]. To define the critical switching voltage of a VCMA device, we
can use the expression for the stability factor in Eq.1.4 and Eq.1.14. By equating ∆(Vb) = 0, we have
[69]:

VC = ∆(0)kBT
tMgO

ξA
(1.15)

The tunnel barrier for this type of device usually has much higher resistance, going from ≈ 1−10kΩ
for STT to > 100kΩ for VCMA, suppressing most of any possible STT effect on the bit and, for that,
drastically reducing its energy dissipation. However, one of the disadvantages is that it necessarily
requires a break in the symmetry of its azimuthal angle by means of an in-plane applied field or other
methods, such as using magnetostriction [70] or elliptical junctions [71]. As a voltage is applied, the
energy barrier that separates its P and AP states reduces until it eventually vanishes for Vb > VC . At
this stage, if the effective field of the system has a preferred direction that is not collinear with the
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Figure 1.6: a)Energy density dependence with magnetization angle for different applied biases. b)2D
representation of the magnetization motion under applied bias for two different pulse lengths. The
red switches from AP to P while the blue back-switches to AP. The angles ϕ and θ are relative to the
plane rotation and the vertical axis, respectively.

magnetization, it will start precessing around ⃗Heff , continuously passing through both states until it
either relaxes into the field direction or the voltage is turned off. If the field is not present, the system
will appear static, as exemplified in Fig.1.6b.

Another particularity of this mechanism is its precessional nature. It requires a writing scheme that
uses monopolar currents, classifying it as a toggle-switch system, meaning that a single current pulse
can write either P or AP states. This presents some difficulty in integrating it with the conventional
CMOS architecture, as the pulse widths used must be very narrow and with low losses along the
connection lines to avoid writing errors. The frequency of the motion depends on the external magnetic
field and can have a short time window tsw to complete a single half-precession to switch, around 500ps
[72]:

tsw ≈ π(1 − α2)
γµ0HIP

(1.16)

These characteristics can have favorable roles, however, depending on its application due to its
high-speed switching, separation of current polarity for Read/Write operations, and the very low
currents used, which allow transistor down-scalability and much lower energy consumption.

4 From room temperature to cryogenic operations

In a memory, an optimal trade-off imposed by the previously mentioned trilemma has to be achieved
between stability of the written information (retention of the memory) and energy necessary to change
its state. Compared to conventional memories, at our operating temperatures for these circuits (for
example, 1K to 4K), the available thermal energy kBT is reduced by 1-2 orders of magnitude com-
pared to the ambient temperature of 300K, which considerably increases the thermal stability of the
magnetization of the storage layer in MRAM cells and allows us to reduce the magnetic anisotropy
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of our devices by the same factor of 10-100 while maintaining a reasonable memory retention. For
example, a bit with an energy barrier of EB = 15000kB would have a stability ∆300K = 50 at room
temperature, while one with EB = 150kB would have ∆3K = 50, and since the critical switching
currents necessary to write with STT are proportional to EB, the energy pumped into the system will
be reduced accordingly.

The total write energy will consist of the dissipative ED losses, which can be derived by Ohm’s
Law V = RI and E =

∫
Pdt, where P is power:

ED =
∫ τ

0

V 2
C

RP
dt (1.17)

and the capacitive EC losses, derived by the integration of the work done to charge a capacitor:

EC = CV 2
C

2 (1.18)

where C is the capacitance of the tunnel junction. As a result of the smaller EB, the write current of
the memory can be decreased compared to conventional memories operating at ambient temperatures.
However, to achieve this, it requires us to completely re-optimize its structure (composition of the
stacks, shape of magnetic pillars) and take into account possible obstacles for high performance in the
form of writing latency due to reduced thermal activation and the increase of the switching currents
at low temperatures, which can influence the duration of the writing pulses and stochasticity of the
switching from local heating of the cell.

In the context of quantum technologies, cryoelectronic components are needed to control qubits.
For these applications, including possible direct interfacing, the first obstacle for integration is the
power dissipation of the memory. For STT and SOT, Joule heating is inevitable, becoming a source
of noise and decoherence for the qubits. Therefore, it is necessary to optimize the whole system, as
the available typical dilution refrigerators have a cooling power in the range of a few dozen µW to a
few hundred µW , operating from 20 to 120 mK [73, 74]. Current MRAM development must achieve
higher electrical efficiency of the writing process to become compatible with the expected refrigeration
cooling powers of these ultra deep cryogenic systems. The requirements for interfacing with HPC
components in 4K operation are less strict, with state-of-the-art refrigeration achieving almost 1000W
of available power [75]. Compared to non-volatile memory technology such as Phase Change RAM
(PCRAM) or Resistive oxide RAM (RRAM), MRAM has the advantage of not relying on a local
heating of the cells during write, which would be detrimental for low temperature operation.

4.1 Impact on the design of STT-MRAM

Implementation of STT-MRAMs into quantum circuits is feasible due to our approach based on the
easy-cone regime for storage layers. It is an intermediate MTJ configuration that has characteristics
from both perpendicular and in-plane junctions, with its magnetization in a stable canted state relative
to the film plane, rather than completely out-of-plane. This is an important point to tackle in designing
devices for very low temperatures because even though the mechanism for STT is not technically
thermally assisted, by the nature of the torque from Eq.1.8, the vectorial product between the storage
layer and the polarizer means that, unequivocally, a misalignment must exist for the switching to be
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5. Thesis objectives

initiated. Normally, this small angle is provided by kBT , which in cryogenic environments is strongly
reduced. Therefore, rather than using conventional pMTJs, this regime waives the necessity for
thermal fluctuations to trigger the spin-torque switching by having a permanent and ideally constant
angle that can potentially decrease the stochasticity of the logic operations and avoid a large writing
latency. The easy-cone state will be discussed in greater detail in the following chapters.

In Chapter 3 we will also explore methods to reduce the total anisotropy of the storage layer,
which will ideally balance its stability with the much lower kBT and retain an adequate value for ∆
with respect to its intended application.

4.2 Integration of VCMA-MRAM in cryoelectronics

VCMA is one of the most promising MRAM variants to be integrated with HPCs. It has very low or
negligible Joule heating and can switch in the GHz range. The high pulse precision required for low
BER is also mitigated by the fact that Josephson junctions also operate at very high speeds, meaning
that the superconducting electronics are already adapted to be used with it.

MRAM functionality should also be concerned with parasitic fields coming from quantum proces-
sors. Certain categories of qbits function under an applied magnetic field to split the energy level
degeneracy [76], which would normally act on an MRAM to decrease its thermal stability, but it
can be a considerable advantage to VCMA systems. Instead of isolating the memory element, it can
potentially be integrated at the same hierarchy level of the qbit and use its uniform field to set the
precessional effective field axis. By engineering the bit to require the same field magnitude, this major
disadvantage of VCMA-MRAM can be resolved.

5 Thesis objectives

The first objective is to analyze a toy model of an MTJ by performing numerical simulations using a
macrospin and micromagnetic approach. From it we can acquire a better understanding of the STT
and VCMA mechanisms and develop a better insight to optimal MRAM cell parameters (composition,
operating voltage, write pulse duration, etc.). Additionally, a comparison with systems at absolute
zero and room temperature will be valuable for pointing out the main advantages and disadvantages
when working in a cryogenic environment.

The second objective is to conceptualize and fabricate new stack structures for our MTJs to achieve
very low energy barriers and, consequentially, low switching energies. These studies are initially
conducted at room temperature and are followed by their magnetic and electrical characterization at
low temperatures to assess the next steps that can be taken to refine our ideas for device optimization.

From the presented methods and available technologies for faster computing, this project has the
potential to be a step towards cryogenic computing with reliable memory storage.
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Chapter 2
Macrospin and Micromagnetic Numerical
Simulations

In numerical simulations of magnetic systems, there are two available approaches, the
macrospin or micromagnetic approximations. The macrospin approximates the system
into a single cell, where the magnetization behaves as a single spin. The second considers
a division of the system into separate cells with their own magnetization, allowing for
the distinction of domain-wall motion. Thus, macrospin has a much simpler analytical
model and requires less computational time. Both approaches will be investigated in the
following sections using the model described previously. Data analysis will be done looking
at the switching dynamics for both STT and VCMA cases.
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Chapter 2. Numerical Simulations

1 Macrospin Model

To investigate the switching and relaxation dynamics of STT and VCMA systems, macrospin numerical
simulations were performed on a trilayer system defining a magnetic tunnel junction. The construction
of the model was based on the stack design explored in the previous chapter, and its basic schematics
are depicted in Fig.2.1, in which the bottom layer is the pinned reference layer and the top is the
storage layer, separated by a tunnel barrier with a parametrically defined resistance.

The macrospin model assumes that the total magnetization M⃗ of a layer, or the total sum of
individual spins of a magnetic system, can be approximated by a single spin. This means that M⃗

behaves coherently with no domain formation, i.e., with a uniform magnetization. Additionally, for
our purposes, the following assumptions were made to construct the numerical model.

1. The polarizer/reference layer has much higher stability than the storage layer, therefore, any
STT effect will be negligible acting upon it.

2. The storage layer has a second-order anisotropy contribution K2.

3. The VCMA effect is present and acts linearly on the first order anisotropy K1.

4. The tunnel junction has finite dimensions and a non-trivial demagnetization tensor N̄ .

5. Heating effects are present and are taken into account in the material parameters.

This initial setup is used to customize the parameters of the Landau-Lifshitz-Gilbert equation,
which we reiterate here from Chapter 1:

∂m⃗

∂t
= −γ(m⃗ × µo

⃗Heff ) + α

(
m⃗ × ∂m⃗

∂t

)
+
(

∂m⃗

∂t

)
ST T

(2.1)

Where m⃗ is the magnetization of the layer, γ is the reduced gyromagnetic ratio, µ0 is the vacuum
permeability, ⃗Heff is the effective field, α is the Gilbert damping and the last term of the equation is
the Slonczewski term for spin-transfer torque, given by [53]:(

∂m⃗

∂t

)
ST T

= −γa∥(T, Vb)[m⃗ × (m⃗ × p⃗)] + γa⊥(T, Vb)(m⃗ × p⃗) (2.2)

Figure 2.1: Illustration of simulation system, with a free storage layer m⃗ and a fixed polarizer p⃗ with
a tunnel barrier subjected to bias voltage Vb.
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1. Macrospin Model

Figure 2.2: a) Cartesian coordinates of the system. b) Definition of the angles of m⃗ in spherical
coordinates.

in which the first and second terms are the damping-like and field-like torque, respectively, and
p⃗ is the magnetization of the polarizer. The factors a∥ and a⊥ are dependent on temperature T and
voltage bias Vb, here expressed as:

a(T, Vb) = a0(T ) + a1(T )Vb + a2(T )V 2
b + · · · (2.3)

In perpendicular MTJs, the field-like torque a⊥ has a negligible contribution to STT, therefore it
is not taken into account in the model[77]. The reference axis for the denomination of each component
of the magnetization and the angles involved are shown in figure 2.2.

To calculate the solution for a given system, the energy density ε must be expressed in its entirety,
for which then we can obtain the effective magnetic field, defined generally by

H⃗ = − 1
µ0MS

∂ε

∂m⃗
(2.4)

Each contribution to the system can be treated separately, with consideration to the energy ex-
pressions for the anisotropy, demagnetization, thermal energy, external applied field, VCMA effect
and magnetoelastic energy:

⃗Heff = ⃗HP MA + ⃗Hdemag + H⃗th + ⃗Hzeeman + ⃗HV CMA(Vb) + H⃗me(VP ZT ) (2.5)

In the following subsections we delve into each term in more details and expand on their contri-
butions.

1.1 Exchange energy

The exchange interaction is a purely quantum mechanical effect that, for electrons, stems from the
Pauli exclusion principle. The indistinguishability of fermions gives rise to an exchange integral Jex in
the Heisenberg model that dictates whether a material is ferro- or anti-ferromagnetic [78] depending
whether Jex is either positive or negative, respectively. Its Hamiltonian is given by:

Ĥex = −
∑
i,j

Ji,j < S⃗i · S⃗j > (2.6)
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Chapter 2. Numerical Simulations

Where < S⃗i · S⃗j > is the scalar product between adjacent spins and Ji,j is the exchange constant.
For conductive solids, its metallicity demands the use of an alternative model that treats electrons as
being delocalized. The Stoner model has seen some success in estimating Jex for ferromagnets, whose
energy can be expressed as:

Eex =
∫

V
Aex{(∇mx(r⃗)2 + (∇my(r⃗)2 + (∇mz(r⃗)2} dr (2.7)

Where Aex is the exchange stiffness and dependent on the crystal’s lattice parameter of its unit
cell. In materials that show an intermediate behavior between localized/delocalized orbitals, the
established model was developed by Ruderman–Kittel–Kasuya–Yosida (RKKY). It is a constant term
for the macrospin model, since the magnetization is supposed to be uniform, becoming an important
contribution to the overall energy in micromagnetic simulations.

1.2 Zeeman energy

In the presence of an external applied field ⃗Happ, the magnetization vector m⃗ of the storage layer will
favor alignment in the field direction to minimize energy and can be expressed as [79]:

Ezeeman = −µ0MS

∫
V

m⃗ · ⃗HappdV (2.8)

For the macrospin approximation, this expression is reduced to −µ0MS

(
m⃗ · ⃗Happ

)
, as a single

domain is taken into account.

1.3 Demagnetization energy

Each spin in a ferromagnet can be approximated to a magnetic dipole, which "sees" its neighbors
through magnetostatic interactions. If only this contribution is taken into account, the energy of
two spins would be minimized in an antiparallel configuration, but in a large system such as a thin-
film a single spin is under the influence of virtual charges created by the magnetic volume of the
layer through dipole-dipole interactions. This virtual charge distribution will strongly depend on the
geometry of the system, which is why it is also called "shape anisotropy", and is non-uniform due to
surface effects. The overall field created this way is called the demagnetization field and it interacts
with the magnetization state of the layer. The demagnetization energy density is defined in a magnetic
system as:

εdemag = −MS

∑
i,j

m⃗iNijm⃗j (2.9)

The demagnetization tensor N̄ is a 3x3 matrix and is directly related to the geometry of the
system, with its diagonal terms imposing the preferred axial orientation for the crystalline anisotropy.
For thin films, N̄ is a diagonal matrix with Nxx = Nyy = 0 and Nzz = 1. For the case of a circular
MTJ, we must calculate N̄ for its finite dimensions.
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1. Macrospin Model

N̄ =


Nxx Nxy Nxz

Nyx Nyy Nyz

Nzx Nzy Nzz

 (2.10)

And since we have azimuthal symmetry in our system, we only need to compute the diagonal terms
of N̄ as the cross terms are negligible, reducing the demagnetizing energy to:

εdemag = −1
2µ0M2

Sm⃗Nm⃗ (2.11)

1.4 Interfacial magnetic anisotropy energy

The perpendicular magnetic anisotropy energy density can be expanded into higher-order terms and
is generally defined as:

εP MA = −
∑ Ki,s

tSL
(n̂ · m⃗)2i (2.12)

Where tSL is the thickness of the storage layer, n̂ is the normal vector to the surface plane and Ki,s

is the surface anisotropy term of ith order. εP MA can contain high-order terms such as K2 and K3

with each higher-order term having decreasingly smaller contributions to the total energy. As such,
the 3rd order term and beyond are usually neglected in calculations. The total PMA field will then
be given by:

HP MAi = −NiiMSm⃗i + 2K1(u⃗k · u⃗i)
µ0MS

+ 4K2(u⃗3
k · u⃗i)

µ0MS
(2.13)

The nature of the second-order anisotropy can be attributed to existing inhomogeneous properties
of the thin film layer, which leads to spatial fluctuations of the first-order anisotropy. It can be
described by a single constant K2 [80] [81].

1.5 Magnetoelastic energy

For the magnetoelastic contribution to be significant, the system would have to be grown on a PZT
substrate, on which we can apply a transverse voltage VP ZT and induce strain on the magnetic material,
creating an effective axial in-plane field [82] [83][84].

H⃗me = 3λ100
µoMS

[σx(VP ZT )m⃗x + σy(VP ZT )m⃗y] (2.14)

In H⃗me, λ100 is the magnetostriction coefficient along the 100 lattice direction and σi is the stress
along the i axis. It is presented here as a possibility of application and will not be considered in this
work.

1.6 Model including VCMA effect

To include the voltage modulation to the model, we treat the VCMA contribution as a separate field
that will be included in the total effective field.
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⃗HV CMA = − 1
µ0MS

2ξ

tSLtMgO
Vbm⃗z (2.15)

However, it can also be more intuitively seen as a modulation of the surface anisotropy of the
magnetic material in the storage layer, as discussed in the previous chapter. There are two possible
ways of defining this modulation, either as a second order, or as a first order parameter. Previous work
on the origins of the effect has pointed out that a Rashba Spin-Orbit anisotropy mechanism is directly
modulating the anisotropy of the system [85], which is proportional to V 2

b , but most experimental
literature reports a linear dependence of ⃗HV CMA [65], so Rashba-induced effects will not be considered
in simulations.

As discussed previously, the VCMA effect modulates the anisotropy of the storage layer, adding a
linear term to the first-order anisotropy constant:

K1(Vb) = K1(0) − 2ξ
Vb

tSLtMgO
(2.16)

Due to the inclusion of second-order anisotropy K2, it could be assumed that it also depends on
voltage, but it has been measured to induce only a negligible modulation [65], so it is not taken into
account in the total ⃗Heff .

Gilbert damping can also depend on voltage bias and thickness of the storage layer, which, for
device optimization purposes, will be set at higher values than the threshold for ∂α/∂E ≈ 0V/nm

(tth = 1.5nm) [86], so it is also not taken into account in the simulations.

2 The role of temperature in the model

The inclusion of temperature in this study is important in understanding the evolution of the switching
dynamics of pMTJs. It is especially interesting how it may diverge from the expected behavior of
conventional room-temperature devices. We highlight three effects: the thermal field/thermal noise,
the temperature dependence of material parameters, and self-heating from applied current.

2.1 The stochastic LLGS equation

To account for stochasticity in the system, we introduce a random thermal field into Heff of the form
[87]:

< Hth > ≈ 0 (2.17)

< H2
th > = f

√
α

1 + α2
2kBT

γVoldtMS
(2.18)

where f is a random Gaussian function without correlation with standard deviation equal to 1, Vol

is the volume of the storage layer and dt is the time integration step. The model utilized to compute
dt is taken from [88]. This field has a mean of zero with temperature, inducing a fluctuating total
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effective field that will act on the angle of magnetization. The mean value of m⃗ will remain static,
while its position with time changes according to the intensity of the temperature setpoint.

2.2 Material parameter variation with temperature

Due to the presence of thermal energy, any given magnetic parameter of a material, such as saturation
magnetization MS will be measured as the mean value of a disordered system of spins not at absolute
zero. This disorder is proportional to temperature, due to Eq.2.18, and becomes increasingly chaotic
as it approaches the Curie temperature where MS = 0. Fortunately, we can model our system
analytically using the Curie-Bloch equation to describe the profile of the magnetization saturation
dependence with temperature MS(T ) [89] [90]:

MS(T ) = MS(0)
[
1 − ( T

TC
)a
]b

(2.19)

Here MS(0) is the magnetization at absolute zero and TC is the Curie temperature. In bulk
ferromagnetic materials it is well established that MS varies under a T 3/2 power [91], but for materials
such as nanoparticles and thin films there is a measurable deviation that we can fit through the
exponents a and b [92][93]. We assume the same characteristics for the dependence of the damping-
like STT factor:

a∥(T ) = a∥(0)
[
1 − ( T

TC
)a
]b

(2.20)

The Curie temperature, defined as the temperature in which the magnetization of a material loses
its spontaneous ferromagnetic properties and becomes paramagnetic, has been shown to be voltage
dependent in 2D systems [94]. This effect originates from the energy dependent TC that depends
on the charge carrier concentration of the valence bands in the metal structure when the spin-orbit
coupling is included in the calculation of its density of states. The total effect measured was reported
to be a change of 10% under the gate voltage applied at 125V. Since simulations are calculated at
temperatures and voltages much lower, we consider this effect to be negligible.

For the dependence on magnetic anisotropy, we use the general derivation of the l(l + 1)/2 law of
ferromagnetic molecular field theory [95, 96]

K1(T ) = K1(0)
[

MS(T )
MS(0)

]l(l+1)/2
(2.21)

where the exponent l has previously been determined in W / CoFeB / MgO thin film materials
[97]. Although atomistic calculations have found that the scaling exponent is reduced when a dead
magnetic layer is considered or if the magnetic layer has surface imperfections at the MgO/Fe interface
[98]. An inclusion of higher-order terms like K2 would a-priori follow the same general theory as K1

and in fact it has been reported that spatial fluctuations δK1 follow K1, leading to K2(T ) ∝ (δK1(T ))2

[99], meaning lK2 = 3.
It can be further corroborated by numerical analysis of the angle of the easy cone and using

material parameters from the same work: MS = 1.17MA/m, KS = 2.3mJ/m, and tSL = 2.8nm. We
also assume a dead layer thickness of 0.5nm based on experimental evidence, from measurements in
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Figure 2.3: a) Relaxation of mz at 0K and 100K with thermal fluctuations in red and using the Callen-
Callen law in blue, showing the distinction between the two models. b) Easy cone angle dependence
with temperature for l = 0, 1, 2 of the Callen-Callen exponent from equation 2.21.

Chapter 3, and calculate the dependence of θC with T for thin films with l = 0, 1, 2, as shown in Fig.
2.3b1.

From the three curves presented, only the one with l = 2 has the expected behavior from the
experimental data [99], in which the easy cone angle increases with increasing temperature. For
values lower than 2, the equilibrium state of m⃗Z at higher temperatures is out of plane, resulting in
a system that has higher anisotropy, in conflict with Eq.2.12 since K2 < 0. Fig. 2.3a2 shows the
comparison between the application of the power law and the random thermal field on magnetization,
showing the effects on the relaxation of mz for 0K and 100K.

The random fluctuating field, often introduced using Langevin dynamics, simulates the thermal
fluctuations that arise due to the system’s finite temperature. This component accounts for the
stochastic nature of thermal fluctuations and is essential for modeling the stochastic dynamic behav-
ior of the magnetic system at finite temperature. However, using random fluctuating field alone to
describe the temperature dependence of magnetization or anisotropy often requires introducing unre-
alistically high value of effective temperature. For this reason, we also introduced in our simulations a
temperature dependence of magnetization and anisotropy. These temperature-dependent parameters
describe how the material’s magnetic properties change as a function of temperature. When both of
these components are included in the simulation, one may seem to double-count the effect of thermal
fluctuations. However, by doing so, we can model the impact of thermal fluctuations on the device
properties beyond what is captured by the temperature-dependent parameters and in particular the
stochastic nature of magnetization switching.

Another important parameter to consider is the exchange stiffness Aex in Eq.2.22, which plays a
role in the reversal dynamics of the magnetization as it controls the exchange interactions between

1Simulation parameters for Fig.2.3b: Diameter = 64nm, tSL = 1nm, RP = 5kΩ, T = 0K, K1 = 0.6MJ/m3,
K2 = −0.05MJ/m3, MS = 1MA/m, ξ = 0fJ/V m, Happ = 0mT , α = 0

2Simulation parameters for Fig.2.3a: Diameter = 64nm, tSL = nm, RP = kΩ, T = 0 − 100K, K1 = 0.6MJ/m3,
K2 = −0.0207MJ/m3, MS = 1MA/m, ξ = 0fJ/V m, Happ = 0mT , α = 0
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spins. The model used here has been reported to fit well for a wide range of temperatures, with a
higher degree of reliability for temperatures much lower than TC , which is the range we are concerned
with [100]. There is a general discussion in the literature as to the correct formalism to model this
dependence, where we adopted the following variation of the exchange stiffness constant Aex(T ) [101]
:

Aex = Aex(0)
(

MS

MS0

)1.8
(2.22)

2.3 Joule Heating or current heat dissipation

As a current is applied through the barrier, which is an insulator, the model is set to raise the
temperature of the system accordingly. The heating equation used takes into account the shape of
the current pulse to create a dynamic temperature profile with time. It is derived from the first law
of thermodynamics as a simple one-dimensional differential equation [102]:

dT

dτ
+ Q

C
(T − T0) = [V (τ)]2

CR
(2.23)

where Q is the heat transfer coefficient, C is the heat capacity, T0 is the temperature at time
τ , at temperature T and at time τ + dτ , V (t) is the voltage pulse dependent on time and R is the
resistance of the tunnel barrier. We then have the time profiles for heating and cooling during the
pulse application:

T (t) = (Ti − T0)e−( k
cpρmt

)τ + T0 Cooling (2.24)

T (t) = (Tf − T0) + (1 − e
−( k

cpρmt
)τ ) + T0 Heating (2.25)

giving us the temperature as a function of time τ , with (Tf − T0) = kV V 2. And kV = t/kRA,
where the four material parameters: thermal conductivity k, specific heat capacity cp, thickness t, and
mass density ρm take into account the properties of the multiple layers of the MTJ.

This is an important effect to consider because, at very low T, the electron specific heat of Fe
decreases considerably [103] and the heat capacity of MgO rapidly decreases for T < 100K [2]. In-
creased Joule heating impacts the device and reduces its memory retention during write/read, while
also hindering the performance of adjacent electronic components due to increased heat dissipation.
Recent estimates show that the heating experienced by an MTJ during writing is around 100oC at
a bath temperature of 4K and only 15oC at room temperature [?]. Knowing that the temperature
difference is ∆T ∝ V 2/k, we find that the thermal conductivity of the stack decreases by at least a
factor of 2 if we consider a critical switching voltage increase of 75% within this temperature range.
Fig.2.4a3 shows the stability variation with the temperature increase for a low anisotropy operating
at 4K and, in the inset image, a conventional device at 300K. As they experience different Joule
heating, the stability for the first device can be significantly affected, but remains highly stable with

3Simulation parameters for Fig.2.4: Diameter = 64nm, τRead = 20µs, T = 300K, tSL = 1nm, MS = 1.255MA/m,
K1 = 1.115MJ/m3 for ∆ = 60 and K1 = 1.044MJ/m3 for ∆ = 20.
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Figure 2.4: a)Retention factor ∆ dependence with absolute temperature for a system with weak
anisotropy (∆300K = 20); Inset) the same dependence for a system with a stability of ∆300K = 60.
b)Temperature profile during heating (in red) and cooling (in blue) for a pulse of τ = 13ns for an MTJ
operating at 4K. The dashed lines represent its behavior for longer pulses, with a maximum heating
reached at τ = 50ns. c)Failure rate for a device with ∆300K = 60 and d)Failure rate for a device with
∆300K = 20

∆(104K) = 242. The second device at room temperature has a reduction to ∆(315K) = 52. If it was
under the same 100K heating, its stability would drop to ∆(400K) = 12, which is excessively low for
applications that require a retention longer than one year. The drop in ∆ considers that a long pulse
is applied to allow the junction to reach thermalization, but if shorter pulses are used, Fig.2.4b shows
that the temperature variation can be limited.

There are two main advantages in this context to use a cryogenic memory instead of a conventional
device: first, the larger temperature variation during writing will decrease the energy necessary to
write the bit and second, it can reach ultra-low failure rates smaller than 10−11. In Figs.2.4 (c)
and (d), the rate for low operating temperatures has a much steeper slope, meaning that to achieve
better error rates, a conventional device must use a circuit line with a narrow distribution band
for read currents, while the cryogenic bit has less strict requirements and much higher reliability on
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write/reading operations.
We exclude from our model the effects of tunnel heating asymmetry [104]. In a real MTJ, the heat

dissipation takes place on the receiving electrode, assuming that the tunneling process occurs without
scattering. The tunneling hot electrons lose their excess energy in the receiving electrode within the
inelastic relaxation length on the order of 1nm. This yields a slight gradient in the heating of the
tunnel junction between the two sides of the oxide, which would create an asymmetry between positive
and negative currents that is neglected. We examine the dependence of ∆ on pulse length in Fig.2.4.

3 Introducing easy-cone anisotropy in the model

Memory concepts utilizing a second-order K2 term have not yet been investigated to great extent in
the literature, and existing models usually simplify the anisotropy energy to exhibit an ideal case of
only a first-order K1 term. In this section, we will explore the details of the easy-cone anisotropy and
try to obtain analytical expressions for its properties.

3.1 Macrospin model versus analytical calculation

To verify that the simulation performs as expected by our model, we can analyze the static equation
for the energy density to find the equilibrium angle θeq of the magnetization m⃗ under the applied field.

ε = −K1m2
z − K2m4

z − µ0MS

∑
Niim⃗i

2 − µ0MSHIP mx (2.26)

Where in spherical coordinates, taking the orientation defined in figure 2.2, and knowing from the
azimuthal symmetry of the system that Nxx = Nyy, can be represented as:

ε = −Keff cos θ2 − K2 cos θ4 − µ0MSHIP sin θ cos ϕ (2.27)

where the effective anisotropy is given by

Keff = K1 − µ0M2
S

2 (Nzz − Nxx) (2.28)

In a static configuration, m⃗ will relax in the direction of the applied field with a tilt θeq when
∂E(θeq,ϕ=0o)

∂θ = 0. With this approach, we must assume that there is no damping α → 0. Then we
have the following.

sin θeq
3 −

(
1 + Keff

2K2

)
sin θeq + µ0MSHIP

4K2
= 0 (2.29)

Solving this third-order equation, the following real solution can be found [105]:

sin θeq = 2 ∗ 3 1
3 a + 2 1

3 (−9b +
√

−12a3 + 81b2) 2
3

6 2
3 (−9b +

√
−12a2 + 81b2) 1

3
= µ0MSHIP

2K1eff
(2.30)

where
a = 1 + K1eff

2K2
; b = µ0MSHIP

4K2
(2.31)
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Figure 2.5: Dependence of the critical switching voltage VC and the z-component of m⃗, shown as
cos θeq for simulation data and analytical model prediction with varying MS , K1, HIP and ξ.

Once the voltage is applied to the state m⃗(θ, ϕ) = (θeq, 0o), reversal will begin when the system
reaches a threshold of energy that is equivalent to the state (90o, 0o), allowing us to calculate the
critical switching voltage VC . Its full expression is given by

−
(

Keff + ξ
VC

tSLtMgO

)
cos θeq

2 − K2 cos θeq
4 − µ0MSHIP sin θeq = −µ0MSHIP (2.32)

VC = tSLtMgO

ξ

[
µ0MSHIP (1 − sin θeq)

cos θeq
2 − K2 cos θeq

2 − K1eff

]
(2.33)

Now, to verify that our model agrees with numerical simulation results, we define the system
parameters for a generic MTJ. For a Gilbert damping of α = 0.01 and tSL = 2nm, the parameters
K1, K2, MS and ξ are varied through a wide range of values and the corresponding VC and θeq are
plotted in figure 2.54.

The values obtained for θeq with Eq.2.30 fit the simulation, while the values obtained for VC deviate
slightly due to a finite damping, as it does not return meaningful results if α = 0.

4System parameters for Fig.2.5: Diameter = 30nm, tSL = 2nm, RP = 300kΩ, T = 0K, K1 = 0.42MJ/m3,
K2 = −0.02304MJ/m3, MS = MA/m, ξ = 100fJ/V m, Happ = 10mT , α = 0.1
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3. Introducing easy-cone anisotropy in the model

3.2 Stability factor ∆ and easy-cone angle

When choosing material parameters, we will be focusing on combinations of anisotropy constants and
magnetization to bring the equilibrium state of the system into an easy-cone state that has a specific
range of values for which it is stable. For its derivation, we do not take into account the in-plane
applied field required for VCMA for simplification of the analytical solution. We can use the total
energy density ε of the system and analyze its first and second derivatives with respect to the angle
θ, depicted in Fig. 2.2:

∂ε

∂θ
= K1eff sin 2θ + 2K2 cos2 θ sin 2θ (2.34)

∂2ε

∂θ2 = 2K1eff cos 2θ − 2K2 sin2 2θ + 4K2 cos2 θ cos 2θ (2.35)

The equilibrium state of the system is given by ∂ε
∂θ = 0.

(Keff + 2K2 cos θ2) sin 2θ = 0 (2.36)

There are two cases to analyze:

1. Easy-plane regime

sin 2θ = 0 → θ = 0, π/2, π (2.37)

∂2ε

∂θ2 (θ = 0◦, 180◦) = 2K1eff + 4K2 → ε(θ = 0◦, 180◦) minimum if K1eff > −2K2 (2.38)

2. Easy-cone regime

K1eff + 2K2 cos2 θ = 0 → cos2 θ = −K1eff

2K2
→ ε(θ) minimum if 0 < cos2 θ = −K1eff

2K2
< 1
(2.39)

At equilibrium, the magnetization is tilted from the normal to the layer plane by an angle θC ,
given by

K2 = − K1eff

2 cos2 θC
(2.40)

The easy-cone regime has two energy barriers to overcome:

1. The maximum corresponding to the in-plane direction.

∆E = E(90◦) − E(θC) → ∆E =
K2

1eff

4K2
Vol (2.41)
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2. The maximum corresponding to the in-plane direction:

∆E = E(0◦) − E(θC) → ∆E = −
(

Keff + K2 +
K2

eff

4K2

)
Vol (2.42)

where V is the volume of the storage layer. Only the first one has a physical meaning and thus
allows us to define the retention factor for this regime as:

∆ = ∆E

kBT
Vol = −

K2
eff Vol

4K2kBT
(2.43)

To calculate the stability for cases where there is a HIP present, we would have to use equation
2.30 and isolate Keff or K2, but its analytical solution is fairly convoluted. Rather than an analytical
solution, we can simply calculate it numerically.

∆ = E(0◦) − E(θC)
kBT

Vol (2.44)

The stability will heavily influence the choice of parameters, and the additional constraint from
Eq.2.40 gives us a range of possible combinations for the three main variables of K1, K2 and MS ,
shown in Fig.2.65. In (a) we have a fixed K1 = 1.115MJ/m3 and in (b) a fixed MS = 1.24MA/m.
In (c) and (d), we have K2 = −0.1MJ/m3 and K2 = −0.5MJ/m3, respectively. These four stability
diagrams define the easy-cone stability region within the hashed area, with a boundary delimited by
Keff < −2K2 in black and an upper limit of ∆ = 40 in magenta. For a defined value of either K1 or
MS , there is a very small window of anisotropy and magnetization for which an easy cone can exist,
indicated by the red circles. This is one of the reasons why obtaining it experimentally is challenging,
as will be discussed in later chapters. By having a fixed K2 in (c) and (d), there is a visibly larger
stable zone, although most of its area falls into ∆ < 10, which is interesting for only some applications
that have less retention time constraints.

An interesting way to visualize "what" an easy-cone "is" is by plotting its energy density in a 3D
plot. First, looking at a conventional pMTJ with K2 = 0, there will be only two stable states, either
parallel or antiparallel, as shown in Fig.2.76. In (a), we plot the magnitude of the energy, which is
a sphere with pinched poles (a topology with zero holes). In (b) we plot the energy on a unitary
sphere, facilitating the identification of low-/high-energy zones. Evidently, pMTJs are stable in both
pole directions.

When K2 is present, in Fig.2.87, it is easy to see why it is referred to as the easy cone (EC) state.
The shape of the energy magnitude has a valley in between the poles and the equator, delimiting the
ring of stability that defines the direction of the two stable directions that will no longer be exactly
the P and AP states. The magnetization is free to rotate around the azimuthal axis of the sphere

5System parameters for Fig.2.6: D = 64nm, T = 300K, tSL = 1nm, MS = 1.24MA/m, K1 = 1.115MJ/m3 and
K2 = −0.1MJ/m3 or K2 = −0.5MJ/m3.

6System parameters for Fig.2.7: Diameter = 30nm, tSL = 1nm, RP = 5kΩ, T = 0K, K1 = 0.42MJ/m3, K2 =
0MJ/m3, MS = 0.9MA/m, ξ = 0fJ/V m, Happ = 0mT , α = 0

7System parameters for Fig.2.8: Diameter = 30nm, tSL = 1nm, RP = 5kΩ, T = 0K, K1 = 0.42MJ/m3, K2 =
−0.02304MJ/m3, MS = 0.9MA/m, ξ = 0fJ/V m, Happ = 0mT , α = 0
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3. Introducing easy-cone anisotropy in the model

Figure 2.6: Dependence of ∆ with magnetic material parameters with fixed a) K1 = 1.115MJ/m3,
b) MS = 1.24MA/m3, c) K2 = −0.1MJ/m3 and d) K1 = −0.5MJ/m3. The easy-cone stable region
limit is bounded by the black curve defined by Keff < −2K2 and the boundary for ∆(300K) = 40 in
magenta. The two red circles in (a) and (b) explicitly indicate the small region where these conditions
are met.

Figure 2.7: A 3D energy density landscape of a pMTJ, plotted in magnitude (left) and its represen-
tation on a unitary sphere (right) for a system with only a first order anisotropy term.
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Figure 2.8: A 3D energy density landscape of a pMTJ, plotted in magnitude (left) and its repre-
sentation on a unitary sphere (right) for a system with a second order anisotropy term, forming an
easy-cone state.

and the absolute value of K2 will then modulate the angle of aperture of the cone. For smaller values
of K2, the cone closes into a pMTJ configuration, while a larger value will open it until it eventually
crosses the threshold indicated in Fig.2.6 and transitions into an in-plane magnetized system.

For VCMA switching, as an in-plane field HIP is applied, it can drastically modulate the energy
states, breaking the easy-cone symmetry and favoring a relaxed directional state, as seen in Fig.2.98

by modulating the lowest energy states into two distinct degenerate levels.
In this scenario, the IP field will slightly shift the angle of the tilted stable states. The 45o easy

cone will open to 52o, representing a small shift 7o. In another configuration, with the application of
a small out-of-plane (OOP) field, it will lift the degeneracy of the stable states, favoring alignment
with the field and splitting ∆ into ∆AP and ∆P , representing the two transitions with different energy
gaps.

3.3 Magnetic hysteresis of a free layer with easy cone anisotropy

To better understand what the inclusion of K2 to the PMA energy does to its magnetic properties,
we simulate hysteresis loops and extract the dependence of the MTJ resistance with field by applying
a conductance model [106] and using arbitrary values for the parallel resistance state RP and TMR.

GP = 1
RP

; GAP = GP

1 + TMR
(2.45)

R12 = 2
(GP + GAP ) + (GP − GAP ) ∗ (m⃗RL · m⃗SL) (2.46)

We can then analyze the behavior of the reference and storage layer magnetizations through m⃗RL

8System parameters for Fig.2.9: Diameter = 30nm, tSL = 2nm, RP = 5kΩ, T = 0K, K1 = 0.42MJ/m3, K2 =
−0.02304MJ/m3, MS = 0.9MA/m, ξ = 0fJ/V m, Happ = 10mT , HIP = 2mT α = 0
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3. Introducing easy-cone anisotropy in the model

Figure 2.9: 2D representation of the energy density at ϕ = 0o for: pMTJ with no applied field in
black, an easy-cone MTJ without external field in orange and its modulation with 10mT of applied
in-plane field in green; The shift of the easy-cone stable energy states when a 2mT out-of-plane field
is applied

and m⃗SL, respectively, and the total barrier resistance R12 at each field point, shown in Fig.2.109.
In conventional MTJs, the hysteresis loop is essentially a square loop, with full remanence at zero

field. The S-shaped loop of m⃗SL comes from the easy-cone state, which lies in a transition region
between the out-of-plane and in-plane, resulting in finite coercivity and lower remanence than a fully
out-of-plane layer. In other words, the magnetization at saturation begins to rotate towards the
equilibrium angle θEC as the field decreases. When the coercive field is reached, the system flips and
starts to rotate again, forming a symmetric loop. However, in Fig.2.10b, we see that the resistance
profile is asymmetric. This is a direct effect of the TMR on the antiparallel conductance, which
reduces the remanence of the AP state compared to the P state for larger TMR. We can easily see the
increased asymmetry in Fig.2.11, where the R50% threshold becomes biased towards larger negative
values of m⃗RL · m⃗SL, defining the antiparallel state of the memory.

3.4 Magnetic domain size calculation

Due to the nature of the macrospin model, we do not account here for the formation of magnetic
domains, which will be explored in the dedicated micromagnetic MuMax3 simulation section. We can
still identify critical dimensions for the lateral size of an MTJ pillar, how they change with temperature,
to verify the applicability of the macrospin model to the system dimensions. In a pMTJ we have the
critical diameter, defined as the threshold for coherent reversal, that can be calculated as [107]:

dC = 16
π

√
Aex

Keff
(2.47)

9System parameters for Fig.2.10: Diameter = 30nm, tSL = 1nm, tRL = 1nm RP = 5kΩ, T = 10K, K1 =
0.572MJ/m3, K2 = −0.06MJ/m3, MS = 0.94MA/m, ξ = 0fJ/V m, Happ = 0mT , α = 0.1
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Figure 2.10: Macrospin simulation at 10K. a)Magnetic hysteresis loop of the reference and storage
layers in red and blue, respectively. b)Calculated resistance state for the system assuming RP = 5kΩ
and TMR = 100%. Notice that the m⃗ curve is symmetric, while the asymmetry in resistance loop
and the larger rotation of the APP branch compared to PAP is due to the conductance GAP .

Figure 2.11: Resistance calculated for RP = 5kOhm and TMR = 50, 100 and 300%, showing the
increasing asymmetry for larger TMR at lower values for (m⃗RL · m⃗SL). The dotted gray lines indicate
the threshold for half of the TMR signal and how the angular variation of resistance becomes more
biased towards ’-1’.
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3. Introducing easy-cone anisotropy in the model

Figure 2.12: a) Domain wall critical diameter dependence for coherent STT switching for devices
with ∆ = 80 in black and ∆ = 20 in red. The blue data-points indicate the critical size for domain
formation at t80 = 21nm and t20 = 39nm. b) Temperature dependence of domain wall width for a
first order anisotropy in black and a higher order anisotropy system with a K2 term in red, both with
a stability of ∆ = 20

Since the demagnetizing tensor N̄ changes with varying size, we can calculate the dependence dc

with the diameter of the pillar for different devices. This allows us to better understand the differences
between conventional MTJs designed for room-temperature operation and those optimized with low
anisotropy for cryogenic operation. Fig.2.12a10 shows dc for devices with retentions of ∆ = 80 and
∆ = 20 at 300K with a transition diameter of d80

c = 21nm and d20
c = 39nm, respectively. That means

that a storage layer with weak PMA will have a higher size threshold before it loses its macrospin
behavior.

This is because as K1eff decreases, the diameter increases due to the demagnetization energy
while the exchange stiffness remains constant. When going to low temperatures, the anisotropy will
increase faster than the exchange energy, reducing the domain wall width, as shown in Fig.2.12b11.
The calculation of the width for higher-order anisotropy is given by the more general equation Eq.2.49
[108]:

δW = π
√

Aex/K1eff /
√

1 + κ for κ > −0.5 (2.48)

= 2
{

[π − 2arctan(
√

−1 − 2κ)]
√

−κ + arctanh

(√
1 + 2κ

κ

)}√
Aex

K1eff
for κ < −0.5 (2.49)

In which κ = K2/K1eff , a ratio that will control how many inflection points the rotation of the wall
has in its structure, with a discontinuity at κ = −1. As κ increases, the total PMA energy decreases,
which in turn increases the width of the domain wall compared to a system without a term K2. As

10Simulation parameters for Fig.2.12a: Diameter=30nm, tSL = 1nm, RP = 5kΩ, T = 0K, K1 = 1.35MJ/m3,
K2 = 0MJ/m3, MS = 1.1MA/m, ξ = 0fJ/V m, Happ = 0mT , α = 0

11Simulation parameters for Fig.2.12b: Diameter=30nm, tSL = 1nm, RP = 5kΩ, T = 0K, K1 = 0.885MJ/m3,
K2 = 0MJ/m3, MS = 1.1MA/m, ξ = 0fJ/V m, Happ = 0mT , α = 0
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can be seen, the overall width has a decreasing trend due to the enhancement of the anisotropy at low
temperature. This means that a conventional memory which exhibits coherent/macrospin switching at
room temperature might change to a reversal mediated by domain walls at lower temperature, requiring
the fabrication of smaller devices that may be experimentally challenging. This is an unwanted
property and must be accounted for when designing such devices, which is a constraint less critical
for the case of low anisotropy because its critical diameter is larger d20

c > d80
c and the presence of a

K2 term slightly favors coherent behavior for larger layers.

4 Macrospin numerical study of STT switching

To analyze the switching behavior of the reversal dynamics, a visually simple method is to calculate
the pulse-phase diagrams, which gives us the boundary between zero and 100% probability of switching
at 0K. They are generated by applying a single voltage pulse across the tunnel barrier with varying
amplitude and duration / length, as shown in Fig.2.13a12. Fig. 2.13b) shows an example of this
diagram at 0K, with the red region signifying full switching from the AP state to the P state (APP)
with a clear switching boundary.

For the critical switching voltage, we can use the pMTJ critical switching current equation [109]:

IC = 4e

ℏ
αHKeff

η
MS (2.50)

Where HKeff is total effective anisotropy field and η is the STT polarization given by [77]:

η =
√

TMR

2 + TMR
(2.51)

The assumption of this model is that the current pulse has an infinite duration, which for our
numerical approach could be approximated by microsecond timescales that would lead to an unrea-
sonably long computational time. The magnetization reversal path is not trivial, and due to damping,
a difficult task to calculate. As an example, we simulate a layer to modulate the switching voltage
to be a few dozen milivolts in Fig.2.14a13, with ∆300K = 44 and VC = 30mV . The voltage pulse is
applied at t = 30ns and we can see that the z-component time-trace becomes stagnant at m⃗z ≈ −0.5
for 76mV, switching fully in 40ns. In Fig.2.14c, the magnetization’s velocity on the z-axis decelerates
in a region where the torque is almost compensated for by the effective field, and its precession around
the in-plane direction decreases substantially. While, at higher voltages, the reversal is completed in
only a few nanoseconds for 200 mV. This difference in switching time is more significant for voltage
amplitudes closer to VC .

Therefore, this section will focus on data analysis from simulation results, only using analytical
solutions as a guide to set our material parameters and taking into account that our critical values
are targeted for time scales below one microsecond. The macrospin model and the use of ideal values

12System parameters for Fig.2.13: Diameter = 64nm, tSL = 1nm, RP = 5kΩ, T = 0K, K1 = 0.6MJ/m3, K2 =
−0.0207MJ/m3, MS = 1MA/m, ξ = 0fJ/V m, Happ = 0mT , α = 0.015

13System parameters for Fig.2.14: Diameter = 30nm, tSL = 1nm, RP = 5kΩ, T = 0K, K1 = 0.7MJ/m3, K2 =
−0.2MJ/m3, MS = 0.9MA/m, ξ = 0fJ/V m, Happ = 0mT , α = 0.015
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Figure 2.13: a) A time-trace of m⃗z (black) and an applied current pulse (red) leading to a reversal by
STT. b) STT Pulse phase diagram at 0K. The APP switching probability has a sharp boundary from
the absence of thermal noise, and the switching probability in the red region is 100%.

Figure 2.14: Magnetization time-trace of m⃗. a) m⃗z plotted against time for voltage pulses of 76mV,
96mV and 200mv, where reversal starts at τ = 30ns; and a 3D representation of the magnetization
path at b) 200mV and c)76mV, showing the increased switching delay for lower voltages close to the
critical switching voltage.
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Figure 2.15: a) STT switching phase diagram boundary for tSL ranging from 1nm to 2.8nm. b)
Critical STT switching voltage dependence with storage layer thickness.

for K1, K2 and MS , will lead to conclusions that provide a qualitative insight and are not meant to
be quantitatively accurate.

4.1 STT switching voltage dependence on storage layer thickness

The geometry of the storage layer plays an important role in the expression of IC , as it defines the
magnetic volume and sets the demagnetizing energy. The thickness in particular is a parameter that
can be controlled with sub-nm precision, as will be discussed in the following chapters. This makes
it interesting for our low-energy applications if we can modify the storage layer thickness to minimize
VC . Therefore, multiple switching limits are calculated for thicknesses ranging from 1nm to 2.8nm
(the range of interest in our device fabrication) and are plotted in Fig.2.15a14.

As we can see, VC has an almost linear relationship with tSL. The critical voltage decreases
for thicker layers since the demagnetizing energy will also increase, lowering the effective anisotropy
and, thus, the thermal stability, as evidenced by Fig.2.15b. For even thicker layers tSL > 2.8nm,
the balance between K1 and MS is such that the demagnetization energy becomes larger than the
anisotropy, transitioning into an in-plane MTJ. For real devices using FeCoB storage layers, this
threshold is typically lower around 1.8 nm for storage layers.

Another effect of higher thickness, albeit undesirable, is the crossover to the ballistic switching
regime from the thermally activated reversal regime at longer pulse lengths and as the thickness of
the storage layer is increased. This is visible by the way the boundary of t = 2.8nm crosses the other
curves at τ = 2ns. This feature is expected, as a larger magnetic volume requires injection of more
spins for the magnetization to reverse and, therefore, a longer current pulse duration.

14System parameters for Fig.2.15: Diameter = 30nm, tSL = 1.0 − 2.8nm, RP = 5kΩ, T = 0K, K1 = 0.6MJ/m3,
K2 = −0.0207MJ/m3, MS = 1MA/m, ξ = 0fJ/V m, Happ = 0mT , α = 0.015
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Figure 2.16: a) Pulse phase diagram at 10K for STT switching of a device with 30nm in diameter and
1nm thickness with a K2 component. b) STT switching voltage dependence with temperature with
(black) and without (red) the random thermal field.

4.2 STT switching voltage dependence with T

Evaluating the temperature dependence of the critical voltage is one of the most important aspects of
this work, as it will function as an efficiency limiter and dictate the least amount of energy required
for writing a device at a given temperature.

There are two ways in which we introduce the effect of temperature: by using the Callen-Callen
law (eq. 2.21) and adding a thermal field. The first method is used to implement the temperature
dependence of the material parameters of the system, modulating the energy landscape of the system
and its equilibrium state. The random thermal noise in the system from the addition of the thermal
field will act on the angle of the magnetization changing the total effective field at each time step.

The absence of thermal noise allows us to retrieve a smooth variation of the switching voltage,
while in its presence we are required to accumulate multiple switching events to account for thermal-
induced dispersion, such that an accurate average requires a larger number of iterations of the same
event. By introducing stochasticity in the system, we can simulate the switching probability phase
diagram and see that the switching boundary blurs with T ̸= 0K as shown in Fig.2.16a15 for the
1 nm thick storage layer from Fig.2.15 at 10K. The diagram is calculated for 100 iterations of the
simulations.

After acquiring the diagram for multiple temperature points, we can extract a plot VC vs. T for
pulse durations of 100ns, shown in Fig.2.16b with and without thermal fluctuations in red and black,
respectively. Without thermal field, there is a smooth transition temperature at T = 156K when
the layer goes into the in-plane configuration due to the loss of PMA. If the thermal noise is taken
into account, the transition temperature shifts to T = 80K and the time retention of the memory
becomes so small above this temperature that it becomes a stochastic superparamagnetic bit. At this
point, VC can no longer be defined, since the magnetization of the storage layer spontaneously reverses
during the duration of the pulse due to thermal fluctuations. As evident here, the thermal energy of

15System parameters for Fig.2.16: Diameter = 64nm, tSL = 1nm, RP = 5kΩ, T = 0 − 300K, K1 = 0.6MJ/m3,
K2 = −0.0207MJ/m3, MS = 1MA/m, ξ = 0fJ/V m, Happ = 0mT , α = 0.015
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the environment has a visible impact on the magnetization state, the loss of stability occurs at 80K
with ∆80 = 5, which means that a small amount of thermal energy in the environment is enough to
completely destabilize the layer.

Therefore, caution is important when interpreting switching events and evaluating threshold values
in this dependency using only analytical solutions or at 0K. A numerical approach is preferred for
extracting these parameters, although it takes considerably more time to solve.

5 Numerical study of VCMA switching versus T

This section focuses on the dynamics of VCMA switching. There are significant differences between
STT-switching and VCMA-switching, leading to different material stack requirements. VCMA devices
require a much higher RA product, 100-1000 Ω.µm2 instead of single-digit values for STT. This leads
to parallel resistance values of the order of 100kΩ and higher, the damping-like a∥ term is minimized
and the STT contribution can be neglected. Second, a nonzero VCMA coefficient ξ will modulate the
anisotropy as the voltage pulse is applied. Third, an in-plane external magnetic field is applied and
will be defined as a precessional axis for the magnetization.

5.1 VCMA switching dynamics at 300K

The precessional nature of the VCMA mechanism can be extracted by simulating a conventional MTJ
layer at 300K. As an example, we plot the time-trace of m⃗z for both APP and PAP transitions and a
phase diagram in Fig.2.1716. Here, the material parameters are set as KS = 1.2mJ/m2, MS = 1.0A/m

and ξ = 75fJ/V m for a circular storage layer of 40nm in diameter and ∆300 = 65. In the time trace,
we can easily see the precessing of m⃗ for both events and the ’toggle-switch’ property of VCMA.
Independent of the initial state, the same pulse polarity can write the memory if the pulse width
lasts a multiple of a half-precession. In the phase diagram, we can see opposite final states appear
in succession creating precessional fringes characteristic of this reversal mechanism. Their frequency
depends on the resulting effective field, but not on damping [110]. It can be seen the difficulty to
achieve reliable VCMA switching, as the writing pulses have to be controlled to well-defined narrow
pulse widths to maintain high switching reliability, the first fringe with the lowest pulse width being
the one least affected by decoherence of the precession. As the magnetization precesses it becomes
increasingly more likely for it to accumulate thermal agitation that increases stochasticity, seen by
the reduction in width of the subsequent fringes. The figure shows that in this precessional switching
regime, controlling the switching requires a very fine control of the voltage pulse duration and a read
before write process, which limits its technological applicability in these working conditions.

16System parameters for Fig.2.17: Diameter = 40nm, tSL = 2nm, RP = 300kΩ, T = 0K, K1 = 1.2MJ/m3,
K2 = 0MJ/m3, MS = 1MA/m, ξ = 75fJ/V m, Happ = 50mT , α = 0.08
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Figure 2.17: a) Time-trace of m⃗z for an initial P and AP state, in red and black respectively. The
voltage amplitude is plotted in blue, showing that its application induces precession of m⃗ regardless
of the equilibrium state. b) Pulse phase diagram at 300K for a pMTJ system with an applied 50mT
field with visible precessional fringes.

5.2 Deterministic VCMA switching at low temperature

With these limitations of VCMA in mind, we look into the dynamics at low temperature in this section.
Fig.2.1817 shows the evolution of the phase diagram from 300K to 5K and how the fringes shift into
a new switching regime defined by a deterministic switching band, between 0.55V and 0.75V, with
an identifiable critical switching voltage. This is a very interesting property, as it avoids the main
issues associated with precessional switching, that is, the very small pulse bandwidth for switching
with high probability. This regime has been mentioned in a recent publication reporting simulation
results [111], here we analyze this regime in more detail.

The deterministic switching band is the result of the energy landscape geometry of the system,
given by Eq.2.26. At equilibrium and without applied voltage, two stable states, P and AP, are present
and separated by a small energy barrier, as shown in Fig.2.9. With the modulation of the voltage
of the energy, the separation between P and AP becomes smaller until the voltage bias reaches a
threshold value VIP for which there is no more distinction between either state, with m⃗ relaxing to
an in-plane state. If a voltage is applied with an amplitude larger than VC and smaller than VIP , but
not high enough so that the damping will dissipate energy preventing a double crossing of the energy
barrier, we achieve a switching regime where it is not correlated with the pulse width.

We can use a 3D representation of the energy with the m⃗ time-trace to see the dynamics of this
regime in Fig.2.19. Starting in the AP state, the magnetization is allowed to relax before a 1ns voltage
pulse with 0.5V amplitude is applied at t = t0. We see m⃗ following the isolines of the landscape as
the damping dissipates energy and it crosses hemispheres, achieving a half-precession (i.e., a reversal).
With the pulse still on, the damping further reduces the energy before the magnetization has time
to complete a second half-precession, becoming lower than the energy barrier at 0.5V and forcing
m⃗ to precess around the P stable state. When the pulse is turned off at t = toff , the system then

17System parameters for Fig.2.18: Diameter = 30nm, tSL = 2nm, RP = 300kΩ, T = 0 − 200K, K1 = 0.532MJ/m3,
K2 = −0.0875MJ/m3, MS = 0.94MA/m, ξ = 50fJ/V m, Happ = 9mT , α = 0.1
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Figure 2.18: VCMA pulse phase diagram switching probability at a) 300K; b)200K; c)50K and d) 5K.
For temperatures lower than 100K, the shape of the diagram changes and a deterministic switching
band is visible at 5K.
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Figure 2.19: Representation of the energy density of the system for different applied voltages and the
magnetization trace during switching in red for a pulse of 1ns. a) 3D Energy landscape at 0.5V, with
t0 being the time of pulse initialization, toff the time when the pulse is turned off, and tf the end
of the simulation. b) 3D Energy landscape at 0V. c) 2D energy landscape at 0V with saddle points
marked by black stars.

relaxes to the equilibrium P state at 0V. The voltage range for which this happens cannot be calculated
analytically, requiring numerical simulations to study it because it depends on energy dissipation. The
two parameters that will influence it more strongly are the Gilbert damping and the total effective
anisotropy. The first dictates how fast the energy dissipation of the precession is and consequentially
its frequency. The second will change the landscape of the system and the energy barriers that separate
each state. With a larger anisotropy, the voltage range for this regime also increases.

From an application point of view, this regime brings the advantage over other writing mechanisms,
such as STT or SOT, that the required write power is reduced because of the short time and small
currents involved in the reversal. It also removes one main obstacle for the implementation of VCMA,
since precessional switching is no longer present. The drawback then becomes the strict temperature
requirement for it to be implemented. Since small thermal agitations are enough to induce decoherence
of the deterministic switching, qbit and superconducting circuits that operate under 4K remain its
most compatible technologies.

There are two other distinct features that appear when the switching phase diagram is visualized
in the pulse voltage V versus pulse length τ format at 0K. In Fig.2.20a18 we see switching loops and a
discontinuity at 0.7V. They are closely tied to the damping and energy of the system and occur when
the applied voltage pulse is stopped when the magnetization is close to a saddle point in the energy
landscape. In Fig.2.19c, there are two types of saddle points: the first is at θ = π/4, which depends on
θEC and HIP ; and the second is at the hemisphere crossing for θ = π/2. The m⃗ relaxation in between
these points is very sensitive to its position, and the damping determines how many precessions around
the azimuthal axis will occur before equilibrium is reached. The number of precessions is what creates
the fringe-like pattern of the diagram.

Of the three features discussed, only the switching band is relevant at non-zero temperatures.
18System parameters for Fig.2.20: Diameter = 30nm, tSL = 2nm, RP = 300kΩ, T = 0 − 4K, K1 = 0.84MJ/m3,

K2 = −0.04608MJ/m3, MS = 0.9MA/m, ξ = 75fJ/V m, Happ = 10mT , α = 0.1
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Figure 2.20: Pulse phase diagrams for VCMA switching. a) At 0K showing the three features of
VCMA switching at low temperature: switching loops, a discontinuity at 0.7V and a critical switching
voltage at 0.1V. b) The same diagram at 5K, with a visible degradation of the first two features, while
it retains the threshold switching voltage.

Because the energy saddle points are metastable states, they are therefore highly sensitive to ther-
mal fluctuations. In Fig.2.20b, there is an almost complete degradation of the switching loops and
the discontinuity at only 5K, while the lowest switching band retains a high switching probability.
Its deterministic nature is retained for higher temperatures up to 50K, at which point the writing
probability quickly decreases.

5.3 Influence of damping on VCMA deterministic switching

The Gilbert damping used in the previous simulations is considerably large (α ≥ 0.1), when the
literature work has measured it to be around 0.015 for a 1 nm thick layer of FeCoB [112]. The main
reason for this choice is that it increases the range of voltages for which the deterministic switching
regime exists due to the stronger energy dissipation due to a higher damping [110]. It will also reduce
chaotic switching dynamics originating from small changes in the magnetization direction near the
energy saddle points.

The effect is visible in Fig.2.2119, where we have the same phase diagram plotted for a damping
of α = 0.015 and α = 0.1 in (a) and (b), respectively. After pulse application, if the magnetization is
close to the saddle point and does not lose energy quickly, the looping pattern in (a) in the diagram
becomes more pronounced and repeats itself periodically, as seen for τ = 0.5, 1.5, 2.5ns. In (b), this
pattern completely disappears.

With higher damping, the main advantage is that the lowest switching band becomes wider,
avoiding a very narrow range of switching voltage. Since the energy dissipation is stronger, once the
magnetization flips state, it cannot switch back because it no longer has energy to overcome again the

19System parameters for Fig.2.21: Diameter = 30nm, tSL = 2nm, RP = 300kΩ, T = 0K, K1 = 1.064MJ/m3,
K2 = −0.175MJ/m3, MS = 0.94MA/m, ξ = 50fJ/V m, Happ = 10mT , α = 0.015 − 0.1
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Figure 2.21: VCMA pulse phase diagram for Gilbert damping a) α = 0.015 and b) α = 0.1

energy barrier separating the two stable states. For the same reason, a higher voltage is needed to
reach the switching threshold. A positive side effect is that higher damping reduces the time necessary
to reach a stable state, also reducing the computational time required to stabilize m⃗.

5.4 Eliminating pre-read step in VCMA-MRAM.

For VCMA switching, its toggle-switch characteristic is not desirable for low-energy applications.
Since the final state is not controlled by the pulse polarity, a small current needs to be applied to
read its state before every write pulse, increasing power consumption and write access time. A way
to circumvent this issue is by favoring one transition over the other, shifting the overlapping PAP and
APP phase diagrams and breaking the degeneracy of the toggle-switch mechanic. To accomplish this,
we can apply a vectorial magnetic field on the MTJ, as previously explored by IMEC [113].

A field with a small out-of-plane component can shift the critical switching voltage of one transition.
It induces an asymmetry in the energy diagram and stability of the two states, as seen in Fig.2.9. With
∆P AP > ∆AP P , we can switch an MTJ into a P state with an initial low voltage pulse that will only
affect the magnetization if the start point is the AP state. Subsequently, we can write an AP state
by applying a higher voltage pulse that switches the P state. This pulse sequence and magnetization
reversal traces are shown in Fig.2.22a20. Phase diagram for both PAP and APP at 4K in Fig.2.22b.
Depending on the amplitude of the OOP field, the window for which this writing sequence works can
be tuned. However, applying a too large field will reduce the window of the low-temperature VCMA
switching of the state not favored by the OOP field. The PAP diagram loses the switching band
stability, so to maintain it, an MTJ with higher anisotropy is required to prevent the out-of-plane field
from completely favoring only one transition.

In this configuration, we eliminate the necessity to read the device before writing, as each AP/P
20System parameters for Fig.2.22: Diameter = 30nm, tSL = 2nm, RP = 300kΩ, T = 0 − 4K, K1 = 1.064MJ/m3,

K2 = −0.175MJ/m3, MS = 0.94MA/m, ξ = 50fJ/V m, Happ = 9mT , HOOP = 2mT α = 0.1
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Figure 2.22: a) Time trace of m⃗z showing selective switching with a two-pulse sequence. A single
weaker pulse writes the P state and then a second, stronger pulse, writes the AP state. b) Pulse
phase diagram at 4K for PAP and APP transitions, respectively, under a 10mT in-plane and a 2mT
out-of-plane field to break degeneracy of switching in VCMA.

state, corresponding to bits ’1’ and ’0’, can be written by a one-pulse or two-pulse sequence, respec-
tively, independently of the initial bit state. Additionally, the requirement of a vectorial field can
be fulfilled by in situ magnetic layers in the MTJ stack that have uncompensated stray fields on the
storage layer.

6 Micromagnetic simulations

This section focuses on micromagnetic simulations using MuMax3 [114]. It is an alternative way
to describe magnetic systems allowing for a multi-spin configuration that is capable of replicating
sub-micrometric structures such as domain walls. The tunnel junctions we fabricate have diameters
of around 50nm, which may frequently bring the device into a non-macrospin state, where magnetic
grains can form due to surface imperfections or due to the fact that the reversal occurs via domain
wall nucleation and propagation. Therefore, to study the deviations to an ideal macrospin model as
seen in the previous section, we analyze the behavior of VCMA and STT mechanisms in this context.

In this environment, due to how the computation is processed in the GPU, we usually define the
number of cells and its dimensions in powers of 2. This parameter can considerably modify the end
result, as shown in Fig.2.23a, where a 30nm diameter layer undergoing VCMA macrospin reversal in
black serves as a guide to set the grid/cell size N for different system initialization in MuMax3. Here
we see that the layers with 30 or 28 nm deviate strongly from macrospin behavior. Those with 32 or
34nm diameter work well when the grid size is 1nm (as in the red trace) or smaller (0.5nm for the blue
trace). There is a limitation on how small we can make the grid, as sub-nanometric features start to
go into the domain of atomistic calculations, which is not supported by MuMax3.

Using then a 1nm grid, we simulate the relaxation of four different layers with diameters of 16, 32,
64 and 128nm and compare them to macrospin simulation results. In Fig.2.23b, we plot the average
m⃗z and see that there is a clear impact of demagnetization and exchange interactions on the final
equilibrium state. Knowing this, we create a 3D representation of a 64 nm layer in Fig.2.24a21 and

21System parameters for Fig.2.24: Diameter = 32nm, tSL = 2nm, RP = 300kΩ, T = 0K, K1 = 1.064MJ/m3,

46



6. Micromagnetic simulations

Figure 2.23: Time-trace of m⃗z a) For different diameter sizes and number of cells N, with the black
line representing a macrospin reversal for reference. b) For diameters of 16, 32, 64 and 128nm using
Macrospin model (continuous) and Mumax3 (dashed).

we see that the canted state, which comes from the presence of a term K2 has a more pronounced
component in the plane at its center, where Hdemag is strongest. Recreating a VCMA pulse phase
diagram from this system, Fig.2.24b gives us a comparison between the macrospin model (light red) and
the micromagnetic model (dark red), with an upward shift on the switching voltage and suppression
of the loops at low pulse length.

This shows that although there is a deviation from macrospin, we can reliably study the dynamics of
such systems and that the features present in the VCMA diagram are not an artifact of the macrospin
model. The switching properties agree for diameters above 16nm. For smaller systems, the switching
voltage increases above the breakdown voltage of MgO and therefore has no practical application.

6.1 Anisotropy Tessellation - Introduction of grain to grain anisotropy inhomo-
geneities

For a more realistic approach to the higher-order anisotropy K2, we consider that the surface of our
magnetic layer is not uniform. It is composed of magnetic grains randomly distributed considering only
a first-order K1 term that is randomly attributed to each grain with a 10% variance. The exchange
interaction is also reduced to 90% between the grains to simulate the weaker interaction from their
boundaries [?]. This configuration, called a tessellation, is used to mimic the K1 variations in physical
devices giving rise to K2, as discussed in section 1.4. In Fig.2.25a, the micromagnetic environment is
defined by arbitrarily distributed regions, which can be defined with different material parameters. In
this case, each one has a slightly different K1, creating a "tesellated" structure. The resulting circular
ferromagnetic layer may then exhibit an inhomogeneous magnetization with an average m⃗z lower than
1, shown in Fig.2.25b.

To compare between a system with tessellation and one with K2, Fig.2.26a22 plots their hysteresis

K2 = −0.175MJ/m3, MS = 0.94MA/m, Aex = 15pJ/m2, ξ = 75fJ/V m, Happ = 90mT , α = 0.1, CellSize = 1nm
22System parameters for Fig.2.26: Diameter = 64nm, tSL = 1nm, RP = 5kΩ, T = 1K, K1 = 0.6MJ/m3, K2 =
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Figure 2.24: a) A 3D representation of a 64nm diameter layer with a K2 component, where the
magnetization changes slightly towards the in-plane state at the center. b) Comparison between a
macrospin VCMA phase diagram (in red) and using MuMax3 (in blue).

Figure 2.25: a)Region definition within MuMax3 environment in which each one has a K1 that follows
a normal distribution with a 10% variance. b)The magnetization state of a layer using a tessellated
K1 structure, with m⃗z lower than 1 without any external fields applied.
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Figure 2.26: a) Comparison between a hysteresis loop for a 50nm layer using a tesselated anisotropy
(in black) and a uniform layer with a K2 component (in blue); b) The equilibrium state at zero
field dependence for a tessellated layer with varying grain size. The inset images represent the grain
distribution in the grid.

loops for a circular 50nm diameter layer. Their magnetic behavior is almost identical, differing only in
coercivity, which depends on the amplitude of K2 and the tessellation variance. This allows us to not
use a higher-order anisotropy term and treat it as a virtual contribution within a tessellated structure.
The stable state at zero field, which can change with the average grain size, is shown in Fig.2.26b23,
where we get a discontinuity at 15 nm for this specific set of parameters. When the grain size is
small, they are composed of a single spin or very few individual spins that interact with neighboring
grains with the same magnitude. As they grow in size, it will reach a threshold in which the intergrain
interaction will be strong enough to create its own local magnetization due to the different K1 of each
grain, inducing a drop on average mz. The mz component increases again with grain size until it
returns to a fully saturated out-of-plane layer for very large grains as it fully envelopes the layer and
approaches a single domain configuration. From the fabrication point of view, if processing induces
non-uniformity on the layers, due to their thickness or diameter, we will see a transition from a square
hysteresis loop into one showing a rotation of the stable state at the field compensation point, as shown
in Fig.2.27a24, for a 64nm diameter layer with 8-100nm average grain sizes. For 100nm size grains,
the layer is close to a single crystal, exhibiting an almost entirely square loop while the rotation of the
loop increases for smaller grains down to 8nm, which also increases the asymmetry in the resistance
level.

To study the effects of temperature on simulations using tessellation, we look at the resistance
hysteresis loop of a circular 64 nm diameter layer in Fig.2.27b25. A tessellated layer is used with a

−0.05MJ/m3, MS = 0.97MA/m, Aex = 15pJ/m2, ξ = 0fJ/V m, Happ = 0mT , α = 0.1, CellSize = 4nm
23System parameters for Fig.2.26: Diameter = 50nm, tSL = 1nm, RP = 5kΩ, T = 0K, K1 = 0.532MJ/m3,

K2 = 0MJ/m3, MS = 0.97MA/m, Aex = 15pJ/m2, ξ = 0fJ/V m, Happ = 0mT , α = 0.1, CellSize = 1nm,
24System parameters for Fig.2.27: Diameter = 64nm, tSL = 1nm, RP = 5kΩ, T = 0K, K1 = 0.6MJ/m3, K2 =

0MJ/m3, MS = 0.97MA/m, Aex = 15pJ/m2, ξ = 0fJ/V m, Happ = 0mT , α = 0.1, CellSize = 4nm
25System parameters for Fig.2.27: Diameter = 64nm, tSL = 1nm, RP = 5kΩ, T = 0 − 300K, K1 = 0.6MJ/m3, K2 =

0MJ/m3, MS = 1MA/m, Aex = 15pJ/m2, ξ = 0fJ/V m, Happ = 0mT , α = 0.01, CellSize = 2nm, GrainSize = 40nm
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Figure 2.27: Dependence of hysteresis loop for a tessellated layer with 64nm diameter: a) For different
average grain size and b) For different temperatures with 40nm grain size.

grain size of 40 nm. The increase in temperature does not change the resistance levels for the PAP and
APP transitions, occurring at constant values, 5.5kΩ and 8.5kΩ, respectively. The AP rotation profile
does not change despite the coercivity and TMR increasing for lower temperatures. The rotation of
the AP state is unchanged because it is the result of the grain-to-grain K1 distribution, which remains
constant, defined by the simulation parameters. In a real physical system, we know that a change
in temperature will modulate both K1 and MS , consequentially varying the magnetic domain wall
size. This may result in a reorganization of the magnetic substructures in the layer [115], changing
the average grain size, which would result in some change of the rotation of the AP state, as seen
in Fig.2.27a. In MuMax3, it is not possible to compute the TMR dependence with temperature
[116], so the increase in TMR at zero field is due to the first-order anisotropy enhancement at low T,
which brings the magnetization closer to fully out-of-plane state, since at zero field the layer is in an
intermediate state, equivalent to an easy cone.

6.2 STT Switching dependence with temperature on tessellated layer

Within the macrospin model, the switching voltage dependence follows the analytical solution of
Eq.2.52, which was previously shown in Fig.2.16b. The critical voltage decreases monotonically with
increasing temperature.

IC = 4e

ℏ
α

η
∆ kBT (2.52)

Its straightforward application to study the influence of the thermal stability ∆ has the disad-
vantage that it does not take into account the properties of a real physical and finite system of an
MTJ, such as the effects of the exchange and demagnetization energies on a micromagnetic system.
Therefore, we looked at a conventional pMTJ layer with a single domain and K2 = 0 to evaluate
how the magnetization state and VC evolve with temperature. In Fig.2.28a26, starting at 0K we see

26System parameters for Fig.2.28a: Diameter = 64nm, tSL = 1nm, RP = 5kΩ, T = 0 − 300K, K1 = 0.6MJ/m3,
K2 = 0MJ/m3, MS = 1.0MA/m, Aex = 15pJ/m2, ξ = 0fJ/V m, Happ = 0mT , α = 0.1, CellSize = 4nm, GrainSize =
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that the average component mz is stable, having a fully out-of-plane configuration (+1 direction) and
quickly destabilizes above 160K to reach a fully in-plane state at 220K. The corresponding switching
voltages steadily decrease until 160K, from which point any nonzero amount of current is enough to
reverse the sign of the mz component. This reflects the drop-off of mz in the same temperature range.
The inset image represents the layer in its stable state at 180K, where we can see that the central
portion of the layer has lower effective anisotropy, which reduces the average mz value of the system.
In Fig.2.28b27, we introduce an average magnetic grain size of 40nm with a 10% dispersion of K1 and
Aex. The behavior of mz is the same as expected from the macrospin model, as seen in Fig.2.3, where
the transition to a fully in-plane layer with increasing temperature is smooth and starts at 0K for val-
ues of the Callen-Callen exponent calculated for l lower than 1. The inset images show how portions of
the layer lose effective anisotropy and go in-plane, while other sections remain partially out-of-plane,
resulting in a reduction of the average mz component of the system. Its switching voltage, however,
shows a large discrepancy with a conventional pMTJ in (a). There is now a stable plateau value VC

between 100K and 160K, followed by a sharp drop above 160K. Between 100K and 180K, the changes
in slope of the variation VC with temperature contrast with the continuous monotonic changes in mz,
up to the temperature when both approach zero.

This behavior / plateau appears only in micromagnetic simulations, strongly disagreeing with the
macrospin model, as seen in Fig.2.16b. It results from considering a higher-order anisotropy K2,
as seen in Fig.2.28b. We could try to explain this by analyzing how the reversal affects the grains
individually and how the boundary of the domain switching travels through the layer during the
reversal, but the plateau is present whenever K2 is considered. This is independent of the simulation
approach, using a tessellated layer or a uniform layer with a K2 term, which has coherent switching.
Fig.2.2928 shows a similar feature on a layer with K2 < 0 and without magnetic grain structure. The
change in the switching voltage dependence with temperature is that in this case it does not reach a
constant plateau, but actually increases in a temperature range from 130K to 200K. This means that
the plateau is not directly correlated to the grain structure of the system. This feature is important
to understand, as will be shown in Chapter 4 (Fabrication and Characterization Methods), because it
can be observed experimentally. Numerically, it would require a more in-depth investigation on the
interplay between the higher-order anisotropy and the demagnetization energy of the system.

0nm
27System parameters for Fig.2.28b: Diameter = 64nm, tSL = 1nm, RP = 5kΩ, T = 0 − 300K, K1 = 0.6MJ/m3,

K2 = 0MJ/m3, MS = 1.0MA/m, Aex = 15pJ/m2, ξ = 0fJ/V m, Happ = 0mT , α = 0.1, CellSize = 4nm, GrainSize =
40nm

28System parameters for Fig.2.29: Diameter = 64nm, tSL = 1nm, RP = 5kΩ, T = 0 − 300K, K1 = 0.6MJ/m3,
K2 = −0.0207MJ/m3, MS = 1.0MA/m, Aex = 15pJ/m2, ξ = 0fJ/V m, Happ = 0mT , α = 0.1, CellSize = 4nm,
GrainSize = 0nm
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Figure 2.28: Micromagnetic temperature dependence of m⃗z in black and the critical switching voltage
in blue for a circular 64nm layer in the following configurations: a) a conventional out-of-plane pMTJ
and b) a tessellated layer with no K2 term and average grain size of 40nm. The inset images represent
the layer state at specific temperatures indicated by the arrows.

Figure 2.29: Micromagnetic temperature dependence of m⃗z in black and the critical switching voltage
in blue for a circular 64nm layer with a finite K2 term showing a VC plateau between 130K and 200K.
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7 Conclusion

By using the results discussed so far, we can then guide our choice of parameters, interpretations,
and conclusions for the phenomena we will be discussing when looking into experimental data and
the magnetic/electrical characterization of fabricated devices in the following chapters. Thus, we have
seen how with a relatively simple STT model we can deepen our understanding of systems such as the
storage layer with the easy cone anisotropy and the advantages of using such a configuration, which
is not easily accessible experimentally, as there is only a small window of stability available visible in
Fig.2.6. It is interesting to pursue the easy cone anisotropy because it can reduce the writing energy
per bit, as evidenced by the reduction of the switching voltage by the introduction of any amount of K2

component into the system in Fig.2.5a. Additionally, the STT effect can potentially have much faster
switching speeds, since the acting torque on the magnetization does not require thermal activation.

To better understand the origins of the easy cone, we assess the equivalence between a system
with uniform K2 and a system with a K1 distribution, or tessellation. In Chapter 4 we will look for
experimental evidence of the unusual behavior of the dependence of VC on temperature from Fig.2.29
in devices that show a similar rotation of the stable resistance states, as seen in Fig.2.27.

In the case of the VCMA mechanism, we have identified that a deterministic non-precessional
switching is possible if the operating environment is limited to very low temperatures, below 50K,
predicted by Fig.2.18. To maintain high switching reliability, deep cryogenics of 10K or less is an
optimal condition for this regime. Its dynamics are analyzed and correlated to the energy barrier
between the stable states P and AP of the system and how sensitive it is to material parameters.

Looking at the evolution of material parameters with temperature and how the magnetization
behaves under different conditions allows us to form predictions and aid us in designing our devices
from a material point of view and to identify the sizes and thicknesses we should aim for to reach
the proper anisotropy and memory retention that we would like to obtain in the working cryogenic
conditions.
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Chapter 3
MTJ Material Optimization for Cryogenic
Operation

For the stack design of both VCMA and STT systems aimed at cryogenic operation, some
optimization steps are necessary to reach the desired properties of our devices. In this
chapter we use MOKE analysis of thin films for preliminary magnetic characterization.
For STT-MRAM, we focus on adjusting the perpendicular anisotropy of the storage layer
to enable STT switching at low temperature. For VCMA-MRAM, tunnel barriers with
resistance area products (RA) greater than 100 Ωµm2 are required for measurable VCMA
effects, which effectively requires adjusting the tunnel barrier oxidation conditions.
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1. Magnetic tunnel junction structure

1 Magnetic tunnel junction structure

As mentioned previously, a magnetic tunnel junction essentially comprises three elements: a ref-
erence/hard layer, a tunnel barrier, and a storage/free layer. Although this defines the core of a
magnetic memory, we must add other components that will enable the MTJ to function properly
within a circuit. The stack structure of a perpendicular magnetic memory with each layer described
with its intended purposes is listed as follows:

1. Seed Layer - also called "Bottom Electrode" or "buffer layer". It is the first layer deposited on
the wafer and plays several roles, in particular, providing good adhesion of the stack on the
substrate and to properly orient the texture of the layers subsequently deposited on it. The
choice of the buffer layer is important to optimize the magnetic properties of the magnetic layers
and minimize the roughness of the stack. Due to the importance of roughness, minimizing it at
this step will reduce the accumulation of defects at later stages. Therefore, a simple Ta electrode
can be modified into a compound structure, such as Ta(22) / FeCoB(0.8) / Ta(3) (thickness in
nm). This sequence of layers reduces the root mean square (RMS) of the roughness from 0.44nm,
for Ta 25nm, to an RMS roughness of 0.25nm[117] for the modified layer.

2. Texturizer - This layer, usually Pt, is added to the stack because the Synthetic Antiferromagnet
that is going to be deposited on top of it requires an fcc (111) lattice structure to exhibit a strong
perpendicular anisotropy [118][119]. The stability and coercivity of the structure is sensitive to
its crystallographic configuration. The thickness of the texture promoter must minimize the
roughness of the final stack, which increases for larger thicknesses, while maintaining its ability
to induce the correct texture, which decreases for low thickness. Depending on the fabrication
protocol implemented, Pt can be used as the seed layer, acting as a bottom electrode and
promoting a (111) lattice structure. In nanofabrication process, the Ta layer is needed as our
Reactive Ion Etching (RIE) step was optimized for Ta etching rather than Pt, which will be
explored in Chapter 4. This also creates limitations on the design of devices that are "top-
pinned", meaning that the SAF structure is deposited above the MgO tunnel barrier. In that
case, the absence of a thicker seed layer will degrade the magnetic stability of the reference layer
structure, although some success has been achieved in fabricating this type of stack[120].

3. Synthetic Anti-Ferromagnet (SAF) - Usually referred to as "SAF", it is a magnetically compen-
sated hard layer, having a multilayer stack of (Co/Pt) repetitions with strong perpendicular
magnetic anisotropy [121]. In our stacks, a (Co/Pt)6 structure is exchange coupled through a
thin layer of Ru by RKKY with (Co/Pt)3. The first block has the strongest PMA in the stack.
On top of it, a smaller block with lower PMA forms the complete antiferromagnet. The asym-
metry of these blocks is necessary to minimize the stray field they create on the storage layer.
Therefore, the magnetic block closest to the storage layer needs to have lower magnetic mo-
ment, but also large enough to cancel the stray field from the lower block with higher magnetic
moment.

4. This boron absorption layer is of critical importance to induce PMA of the magnetic layers at the
interface with the tunnel barrier if the chosen alloy is FeCoB, regardless of its stoichiometry. It is
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also important to get a large TMR amplitude, since the spin filtering mechanism that yields the
large TMR of MgO-based magnetic tunnel junctions requires bcc crystallization of the FeCoB
alloy as well as of the MgO barrier. In our case, we can use either Ta or W, though the latter
one yields better magnetic properties, as will be discussed in this chapter. The diffusion of boron
out of the FeCoB layers is an important step for the magnetic layers and the tunnel barrier to
crystallize correctly. In earlier iterations of MTJs, FeCo layers were deposited with a crystalline
texture that prevented the formation of the preferred bcc (100) structure of the MgO layer. The
current FeCoB layers deposited are initially amorphous and the subsequent MgO can crystallize
in a (100) texture. After annealing at high temperatures (300C and above), boron diffuses out
of the FeCoB alloy and the FeCoB / MgO / FeCoB structure of MTJ can crystallize with high
PMA and TMR[122, 123, 124].

5. Reference Layer - Also called "hard layer", is the magnetic layer adjacent to the tunnel barrier,
made from amorphous FeCoB, deposited on top of the B-getter. The B-getter used was a very
thin W layer of 0.5nm or less, such that it can still couple ferromagnetically with the SAF
below. Because of the high coercivity of the SAF, the reference layer is effectively pinned in the
out-of-plane orientation.

6. Tunnel Barrier - The most common tunnel barrier for state-of-the-art MRAM is MgO, which
has replaced alumina or alumina-based compounds due to its higher TMR and better interface
quality, which enhances the PMA of the storage layer [125]. Our barrier is composed of naturally
oxidized Mg, prepared by depositing a Mg metallic layer which can then be exposed to different
oxygen pressures for a period of time. These parameters will modulate the amount of O2

molecules that will adsorb on the surface of Mg and consequently the final oxidation state.
In more conventional MgO RF-sputtered barriers, the tunnel barrier conductance decreases
exponentially with MgO thickness. However, in Mg-oxidized barriers, increasing the thickness
of Mg while maintaining the oxidation time will lead to a lower oxidation state and a lower
resistance area product (RA) of the stack. On top of the naturally oxidized Mg, another layer of
Mg (0.5nm) is deposited, acting as a cap the barrier to optimize the oxygen distribution within
the MgO barrier during the annealing process.

7. Storage Layer - Also called "free layer", is the section of the stack that has the most flexibility
for experimentation and change in its composition. FeCoB is commonly used due to its high
perpendicular anisotropy. For our purposes, we modify it by adding insertion layers and varying
its thickness to change the final electrical properties of the device. Since it is deposited on top
of the MgO barrier, a B-getter is again necessary, with W being the material of choice. The
total magnetic volume needed to achieve PMA in the storage layer is generally larger than in
the reference layer. W is a heavy metal and can sputter off the lighter atoms in FeCoB during
deposition. This will reduce the final amount of material in the layer. It also means that the
dead layer will be higher for this top electrode, which must be taken into account when the stack
structure is modified.

8. Capping - In our fabrication process, we have optimized the hardmask etching to work with a
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1. Magnetic tunnel junction structure

Figure 3.1: a) Schematic of a full stack with all its components enumerated with their respective
thickness in nm. The layers are represented with their real scale in relation to each other with the
exception of the substrate and Ta bottom and top electrodes. b) Cross wedge sample in YZ plane,
showing the wedge thickness variation along the x-direction and c) Cross wedge in ZX plane, with
wedge thickness variation along the y-direction.

non-annealed Ta. For that reason, we must anneal our stack before depositing it. We accomplish
this by adding a capping layer of Pt, from 3nm to 5nm, on top of the stack to protect against
oxidation. Additionally, with a thin capping we are able to analyze the wafer at thin-film
level using MOKE before patterning the tunnel junctions, which helps understand and correlate
magnetic properties before and after fabrication. In processes that skip the capping and deposit
the hardmask directly, it is not possible to do MOKE analysis, as the laser penetration depth
cannot reach the magnetic layers.

9. Hardmask - For the etching and definition of the magnetic pillar during fabrication, a dual layer
of Ru(3) / Ta(150) is used. The etching of this hardmask is optimized for a non-annealed Ta
and the quality of the pillar shape shape strongly depends on the definition of the Ta during
fabrication. It acts as the top electrode of the device and has a much larger thickness compared
to the MTJ itself, which is usually under 30nm in total for an STT-MRAM stack.

Fig.3.1a shows a schematic of a standard pMRAM stack fabricated with the enumeration indicating
each section of the stack. The storage layer and the tunnel barrier do not have their thickness indicated
because they are the main elements subject to change during the optimization process. Fig.3.1b
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shows the geometry of a cross-wedge sample, in which a layer is deposited with varying thickness
in one direction and another layer is also deposited as a thickness wedge, but the second wedge
thickness varies along an orthogonal direction, rotated by 90o. This creates a pattern with all possible
combinations of thicknesses of the two layers.

1.1 Synthetic anti-ferromagnet optimization

As mentioned previously, measured devices can show a high stray field from the reference SAF layer
structure. There are two straightforward issues that may be causing the large offset: either the
(Co/Pt) repetitions from both SAF blocks are not canceling each other out; or it can also originate
from the fabrication process during the ion beam etch (IBE) of the reference layer, such that the
lateral dimensions of the two SAF blocks are not identical.

To solve the first issue, we sought to achieve better SAF compensation at the storage layer by
fabricating a reference layer stack with a modified SAF structure using Co/Pt blocks of 6 and 2
repetitions instead of 6 and 3 repetitions, while also including a wedge on the reference layer FeCoB
at the interface with the MgO barrier. In Fig.3.2a the two presented hysteresis curves have a different
stray field Hstray due to a better compensation of the 6x2 blocks, with the possibility of even further
improvement by adjusting the thickness of the reference FeCoB layer. Therefore, Fig.3.2b shows a
plot of the Hstray as function of the FeCoB layer thickness, for devices of 20 nm nominal diameter
after annealing at 300C for 10 min. The stray field Hstray varies linearly with the thickness of the
FeCoB layer, according to earlier calculations that establish the linear dependence with the magnetic
moment ratio m2/m1, where m1 and m2 are the magnetic moments of the upper and lower SAF blocks
[126], respectively. Considering that the only layer thickness variation on the SAF stack is the FeCoB
layer thickness, the ratio of the moments is inversely proportional to the FeCoB layer thickness. A
linear fit of the data provides the expected FeCoB (≈ 1nm) layer thickness required to achieve full
compensation of the reference layer. A dispersion of ±50Oe in stray field values is due to variability of
cell diameter across the wafer, as the SAF compensation thickness depends on the actual cell diameter,
the moment ratio increasing as the diameter decreases. This procedure provides a simple optimization
of the SAF structure to ensure that at the expected operating temperature, the device will indeed be
able to operate as a memory switching between 2 bi-stable states without requiring any additional
stray field compensation. The additional requirement is that the device coercivity must be larger than
the stray field variability Hc > 50Oe in this case.

In the case of nanofabrication-related uncompensated SAF, it stems from the etch process starting
with the Ta hardmask etch. Ideally the MTJ pillar is cylindrical, with each layer of the SAF producing
a stray field that can be estimated from the number of Co/Pt repetitions. In practice, however, it is
often the case that despite extensive optimization, the etching of the hardmask produces a shape that
is not a proper cylinder. Most commonly, it will result in a conical shape. Since the magnetic pillar
etching will inherit the form of the hardmask, each layer will have a slightly different field strength,
resulting from the process variability. This creates a field offset in the devices and can render some
stack designs unusable without a compensation offset field.
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2. Magnetic characterisation by MOKE

Figure 3.2: a) Field hysteresis loop of two devices from different samples, fabricated with a
SAF using different Co/Pt repetitions in the top SAF block, [Co/Pt]6/Ru/[Co/Pt]3 in red and
[Co/Pt]6/Ru/[Co/Pt]2 in black. b) Stray field dependence with the FeCoB reference layer thick-
ness. The critical thickness of ≈ 1nm results in a mean zero offset with a dispersion of ±50Oe. The
full stack of this sample is Ta(22) / FeCoB(0.8) / W(2) / Pt(7) / SAF / FeCoB(0.5-1.15) / MgO(2.3)
/ FeCoB(0.9-1.9) / W(2) / Pt(5) / Ru(3) / Ta(150)

2 Magnetic characterisation by MOKE

Most optimization work for our MTJs is done before the fabrication process. As nanofabrication is
an expensive and time consuming step, we first characterize the magnetic properties of our stacks
through the magneto-optic Kerr effect (MOKE) using a NanoMOKE3 tool from Durham Magneto
Optics. It is a technique that measures how a linearly polarized light is rotated when interacting with a
magnetized material [127]. The rotation in polarization is measured from the ellipticity of the reflected
light in milli-degrees, exposed to a laser spot of 40µm in diameter. In our setup we utilize the polar
Kerr effect, applying a sweeping out-of-plane field to capture the hysteresis loop associated with the
rotation of the signal from what are mostly perpendicular anisotropy layers. The maximum magnetic
field is about 3.5kOe due to the electromagnets amperage limitation. Although with this technique it
is not possible to extract MS [128], it can give us information on the coercivity and amplitude of the
Kerr signal [129]. Thus, it is a powerful tool to measure the evolution of magnetic properties across
the surface of wafers of any size quickly and efficiently. Moreover, the penetration depth of the laser
is on the order of tens of nanometers, allowing us to sense the properties of stacks, including the SAF
layers.

For samples that will proceed to nanopatterning, we characterize them with the full MRAM stack
with the exception of the hardmask. After MOKE mapping is done, the hardmask deposition and
fabrication process is done. For investigation of different layer properties, we instead deposit "half-
stack" junctions, without SAF, and the seed layer is replaced by a much thinner Ta, reducing the
roughness. To study the storage layer, the reference layer FeCoB is replaced by a thin 0.4nm FeCoB
that is magnetically dead, not contributing to the measured signal from the magnetic layer of interest.
This facilitates the data analysis and interpretation of the PMA characteristics of our devices. As
an example, the half-stack used to locate the thickness range where PMA exists for a storage layer
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would be: Ta(3) / FeCoB(0.4) / Mg(0.7) / Ox(30s) / Mg(0.5) / FeCoB(0.9-1.7) / W(3) / Pt(5). In
the following discussion, when a half-stack structure is mentioned, the Ta(3) / FeCoB(0.4nm) seed
layer and the Pt capping layer are omitted for simplicity. In addition, the tunnel barrier, deposited
as Mg(0.7) / Ox(30s) / Mg(0.5nm), will be represented as MgO(1.3) when not explicitly modified in
the stack.

2.1 Annealing optimization - W vs. Ta

The annealing step is an important part of the fabrication process. It is done using an AnnealSys oven
using flash lamps to ramp the temperature to a setpoint under 10 minutes. During this process, the
amorphous FeCoB and MgO will thermalize and settle into a crystalline structure, while also allowing
for boron atoms to migrate towards the B-getter layers. For higher temperatures, the FeCoB/MgO
interface will improve crystallinity and the spin filtering effect of the tunnel barrier will be enhanced
[45]. Higher temperatures will also increase the diffusion of the B-getter layer, and generally the PMA
of the Co/Pt multilayer system will degrade first, followed by a loss of PMA at the MgO/storage layer
interface at even higher temperatures. In the context of CMOS integration, it is necessary that the
stack material is compatible with the annealing temperatures used in the microelectronics industry,
typically 400oC. Although we work with proof-of-concept devices, designing a stack that can maintain
good magnetic properties at high temperatures is recommended, since its electrical characteristics will
be improved, such as higher TMR levels.

Thus, the main modification to the stack that will have a direct impact on the heat endurance of
the final device is the B-getter. We look into two different materials: Tungsten and Tantalum. So,
we compare the following two stacks to quantify which one gives us the better properties in terms of
endurance to high-temperature anneals: Seed / FeCoB (0.4) / MgO (1.75-3.5) / FeCoB (0.8-1.9) / Ta
(3) / Pat (5) and Seed / W (3) / FeCoB (0.4) / MgO (1.75-3.5) / FeCoB (0.8-1.9) / W (2) / Ta (3)
/ Pat (5), the only difference being the addition of a Tungsten layer in the Ta/FeCoB interface. The
seed layer is Ta(22) / FeCoB(0.8) /Ta(2). Their remanence of the Kerr signal is plotted in Fig.3.3
using MOKE analysis after being annealed at 250o for 10 min. The red region in its center represents
the area in which PMA exists for their respective combinations of MgO and FeCoB thicknesses. The
W stack has an area 100% larger than the Ta stack and a maximum coercivity 66.5% stronger, going
from 242Oe to 403Oe. At 300oC, with Ta, PMA is strongly degraded, losing its remanence across the
wafer and its coercivity falling to 30Oe. For W the area increases 19% and the coercivity increases by
18.5%, with 480Oe. Then, at 350oC, Ta does not show a magnetic signal, and W starts to degrade,
losing 7% of its area and coercivity, dropping to 450Oe.

Evidently, for the purpose of optimizing the crystallinity and diffusion of the materials in the stack,
W is the best option. We use 300oC as the standard temperature for annealing, as our samples cannot
sustain setpoints higher than 350oC. To reach the industry standard of 400oC, extensive optimization
in stack deposition conditions would be required to increase interface quality, notably the roughness
of Mg and SAF magnetic stability.
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Figure 3.3: MOKE mapping of the remanence of two stacks annealed at 250o. a)Using Ta as B-getter
and b) Using W as a B-getter.

2.2 Determination of Magnetic Dead Layer thickness by MOKE

Another relevant impact that the choice of B-getter has on the stack design is the resulting magnetic
dead layer thickness td for our storage and reference layers. It is possible to use MOKE analysis to
estimate the magnetic dead layer by looking at the saturation magnetic moment per unit area versus
the thickness of the magnetic layer with the following equation [130]:

ms

A
= MS(t − td) (3.1)

Where ms is the magnetization, A is the area of the sample, and t is the total thickness of the
layer. Most often used with VSM measurements, we can extrapolate the same concept to the MOKE.
The Kerr signal is directly proportional to the magnetization of the sample, which gives us the slope
(t− td). This method is especially useful for ultrathin films such as ours due to their reduced magnetic
signal, as it can be difficult to measure with VSM with precision. An additional advantage is the
possibility to measure continuous thickness variation in wedge samples with higher resolution, since
VSM requires measuring each thickness value separately.

To extract td, we must do a linear fitting on the Kerr signal amplitude in the range of thicknesses for
which PMA exists, and there is no loss of MS due to layer discontinuities from very small thicknesses
where we reach a super-paramagnetic state. Thus, we plot the remanence of the signal, and the
plateau at > 80% will define the fit boundaries. In Fig.3.4a, we have the MOKE measurement using
an out-of-plane field for a storage layer with Tungsten B-getter, with a high remanence state between
1 and 1.6nm. The Kerr signal shows a positive slope that changes abruptly outside the PMA region.
For lower thicknesses, it is due to the transition between a continuous layer and one that becomes
noncontinuous, affected by wetting of the FeCoB on the MgO surface. For higher thicknesses, the
layer transitions into an in-plane state, causing a drop in the Kerr signal. In Fig.3.4b, the Kerr
signal is plotted for four different stacks annealed at 300oC. For the reference layer, the stack is as
follows: Ta(3) / FeCoB(1-1.6) / Mg(0.7) / Ox(30s) / Mg(0.5) / FeCoB(0.4) / Ta(3) / Pt(5) and for
the storage layer: Ta(3) / FeCoB(0.4) / Mg(0.7) / Ox(30s) / Mg(0.5) / FeCoB(1-1.6) / Ta(3) / Pt(5),
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Figure 3.4: a) MOKE measurement of an FeCoB layer with 2nm of W as B-getter, showing in black
the signal remanence and in blue the Kerr signal amplitude. The hashed red region is the fitting range
for the magnetic dead layer extraction. b) Kerr signal measurement for 4 different stacks, with W and
Ta as B-getters for either storage or reference layer wedges. The linear fitting of the signal crossing
at 0 mdeg represents the dead layer.

Table 3.1: Measured maximum coercivity thicknesses and high remanence region for PMA with ex-
tracted dead layer thickness using either Ta or W as B-getters for the storage and reference FeCoB
layers.

Layer Hmax
C (nm) PMA (nm) tdead (Å)

W Storage 1.2 1.0-1.6 5.6
Reference 0.7 0.5-1.0 0.0

Ta Storage 1.4 1.3-1.6 9.3
Reference 1.0 0.8-1.2 4.5

with another pair of stacks having W 2nm at the FeCoB/Ta interface.
For the tungsten stacks, we get a wider range of available thicknesses for PMA, with a smaller

magnetic dead layer for the storage layer and near zero for the reference layer. The coercivity peak is
also shifted to smaller values for W by 0.2 or 0.3 nm. Thus, with these results, it is easy to conclude
that tungsten is an optimal replacement for Ta, showing less diffusion than Tantalum and degrades
the quality of the MTJ by diffusing to the MgO barrier, forming an interfacial Tantalum oxide [131].
The magnetic dead layer for the W and Ta storage layers could be attributed to sputtering of the
FeCoB layer during their deposition. As heavy metals, tungsten and titanium have high momentum
and can penetrate softer materials, creating defects at its surface. In the following chapter, we will
discuss the impact Tungsten has on the electrical properties of devices.
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3. STT-MRAM

Figure 3.5: Structural modification to storage layer with an add-on layer (in yellow) at different
positions in the stack. a) Interfacial layer, b) Insertion layer and c) Substitution layer.

3 STT-MRAM

3.1 Conventional stack design

A conventional MRAM bit refers to stack sequences that have been studied more widely and do not
contain storage layer modification such as doping materials, substitute alloys for storage layers, or
other layer insertions that increase the complexity of the design. For instance, Fig.3.1a is the simplest
design of a functional STT-pMTJ and in the context of this work a conventional stack is any one that
uses the storage layer MgO/FeCoB. It is not necessary to pattern our samples in order to analyze
their magnetic characteristics, so the SAF and electrodes are not included in half-stack MTJs. In
devices written with the STT mechanism, an important requirement is a low resistance-area product,
optimally below 10Ω.µm2, as it plays a role in modulating the critical switching voltage, which is
minimized in optimized processes to avoid breakdown of the tunnel barrier. Although the limitations
of fabricating ultrathin MgO layers makes it difficult, because the density of defects such as pinholes
in the MgO will increase and reduce the magnitude of the TMR. RAs as low as 1Ω.µm2 have been
previously reported with significant TMR levels by optimization of the annealing step [132].

3.2 Low anisotropy tunnel junctions

In order to create a more efficient MRAM, or one with a lower effective anisotropy as in our case, it
is necessary to explore alternative material stacks. We start by changing the storage layer structure
from conventional FeCoB to those with an addition of thin magnetic layers at different positions in
the stack, which will be referred to as "add-ons". Fig.3.5 shows a schematic representation of the three
types of layer used, classified as Interfacial, if in the interface of MgO/FeCoB; Insertion, if located
between FeCoB/B-getter; and Substitution, if added inside the FeCoB layer.

For the interfacial layers, the objective is to modify the hybridization of FeO on the MgO/FeCoB
interface by either decreasing the density of the oxide or changing it into something with a different
composition, such as CoO. In the case of an insertion layer, it can change the properties of the FeCoB
by intermixing after annealing, modifying the stoichiometry of FeCo, or adding doping elements such
as Ni with permalloy without affecting the interface with MgO. The substitution layer has a similar
purpose as the insertion layer, with the difference being the split of FeCoB into two, creating two
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Figure 3.6: MOKE mapping of coercivity for an MgO/FeCoB/Ta structure with Co as an add-on
layer on the interface (a) and (d); as an insertion (b) and (e); as a Substitution layer in (c) and (f).
Ta is used as a B-getter layer in a, b and c, while W is used in d, e and f.

interfaces with the add-on layer replacing part of the FeCoB and leading to intermixing.
When these additional layers are introduced, they are deposited as a cross-wedge with FeCoB to

find the optimal thicknesses for PMA and TMR. The total thickness of the resulting storage layer must
take into account the PMA range of Table 3.1 based on the B-getter used. For example, if we use Ta,
we know that our wedge combination should be such that it satisfies 1 < tF eCoB + tadd−on < 1.6. In
Fig.3.6, we see the remanence MOKE mapping for the three types using either Ta or W. As discussed
previously, we can see that using W improves the quality of the MTJ, giving us access to a larger
range of thicknesses with PMA. For our purposes, we are searching for stacks with low coercivity,
which would indicate that Ta is the appropriate choice, but the higher crystallinity of our layers using
W will allow us to fabricate devices with better electrical properties.

Next, we looked at the effects of adding Ni to the storage layer. First, an interfacial stack MgO(1.3)
/ Ni(0.18-0.35) / FeCoB(0.6-1.3) / Ta(3) is deposited and its remanence map tells us the interface
has no effective perpendicular anisotropy, in Fig.3.7a we can only see a small magnetic signal from
the Kerr amplitude map. If we use Permalloy instead to limit the density of Ni atoms as an insertion
rather than an interfacial layer, we get an unusual result in Fig.3.7b. Unlike pure FeCoB or using Co,
the half-stack MgO(1.3) / FeCoB(0.32-0.68) / Py(0.35-0.95) / W(3) has no high remanence state for
the storage layer, with a limited 64% for regions with a higher Py or FeCoB thickness. However, this
does not mean that there is no PMA. By analyzing their hysteresis loops for tP y = 0.6; 0.8 and 0.9nm

at tF eCoB = 0.48nm, we see a transition from fully hard-axis hysteresis to an intermediate state, with
a rotation of the Kerr signal at high fields and with a sharp transition at low field. We assume that
this state shows perpendicular anisotropy with an additional in-plane component, an indication of
the easy-cone state discussed in Chapter 2. Therefore, Permalloy is a promising candidate for our
device stack, with zero coercivity at room temperature (low anisotropy) and a transition state for a
wide range of thicknesses. The latter point is an important distinction from a pure FeCoB layer, since
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Figure 3.7: a)Kerr amplitude MOKE mapping of a Ni interfacial layer. b)Remanence MOKE mapping
of a half-stack MTJ with a permalloy insertion layer: MgO(1.3) / FeCoB(0.32-0.68) / Py(0.35-0.95)
/ W(3). c) Kerr signal hysteresis of three different Py thicknesses for tF eCoB = 0.48nm

Figure 3.8: MOKE analysis of the half-stack MgO(0.7) / Ox(30s) / Mg(0.6-1.4) / FeCoB(1-2.2) /
W(3). a)Remanence mapping and b)Coercivity mapping.

reaching an easy cone configuration is experimentally challenging [99].
Another approach used was to modify the Mg capping layer of our tunnel barrier. By changing its

thickness, we can directly affect the density of FeO bonds formed at the interface and consequentially
reduce its surface anisotropy. A half-stack with the following structure is shown in Fig.3.81: MgO(0.75)
/ Ox(30s) / Mg(0.55-1.3) / FeCoB(1-2.2) / W(2). Its remanence remains at maximum for the entire
range of Mg used between 1.2 and 1.6 nm of FeCoB. Although we can see a change in the anisotropy
of the storage layer as the PMA range is reduced for higher Mg with its coercivity decreasing from
550 down to 100 Oe for tMg = 2, which is what we expected by changing the oxidation state of the
interface. A thicker Mg capping could also have the additional benefit of limiting the formatiosn of
boron oxides that degrades the tunneling efficiency of electrons [133]. Although at the thin film level
it is unclear how this will affect the crystallinity of the barrier and its influence on TMR.

In the following chapter, we look at the fabrication of such structures. Focusing on the ones listed
previously, we used either Co, Py, or Mg as add-on layers. And to finalize the MOKE study of the
different materials available to reduce anisotropy, Fig.3.9 summarizes the results for a few different
possibilities of insertion layers in the storage and reference layers using either Co or permalloy with W

1Stack structure of a half-stack Mg sample from Fig.3.8: Ta(3)/FeCoB(0.8)/W(2)/Pt(5)/FeCoB(0.4)/MgO(0.75)/Ox(30s)/Mg(0.55-
1.3)/FeCoB(1-2.2)/W(2)/Pt(5)
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Figure 3.9: Coercivity dependence for different types of add-on layers with FeCoB thickness for the
storage layer on the right and for the reference layer on the left.

as a B-getter. The unchanged FeCoB layers in black and red are from a conventional MTJ half-stack,
which shows the same maximum coercivity. Because the storage layer has a higher roughness for being
deposited on top of amorphous Mg, we can see how it degrades the profile compared to the reference
layer. Moreover, the shift of maximum coercivity for the storage layer to higher thicknesses is due to
its larger magnetic dead layer.

From the storage layer perspective, a 0.25 nm Co insertion increases the coercivity from 440
to 670 Oe, an enhancement of 52% that is not desirable for our purposes. However, by adding
0.29nm of Co as an interfacial layer, the maximum coercivity drops to 236Oe for a reduction of 46%.
This difference is due to the higher CoO hybridization at the MgO interface, which leads to a lower
anisotropy than FeO. The insertion layer will have an effect on the overall MS of the storage layer
with a limited intermixing of Co into the MgO interface, having a smaller effect on KS . And since
MSCo < MSF e, we will get a higher effective anisotropy that will increase coercivity. In the case of
a 0.37 nm Permalloy insertion, we get a substantial decrease in coercivity of 85% with a maximum
of 66Oe, with an even stronger effect for thicker layers. Unlike a Co insertion, the permalloy has a
stronger effect on the anisotropy of the layer, which could come from a more prominent intermixing
of Ni into FeCoB or a coupling of the storage layer with this magnetized insertion. If Py is used as
an interfacial layer (not shown in Fig.3.9) there is no PMA present in the system, as it limits FeO
from forming at the interface, and Ni provides a surface anisotropy much smaller than Fe at the MgO
interface.

From the perspective of the reference layer, a 0.2 nm Co insertion reduces coercivity by 50% to
220Oe, differently from the storage layer configuration, which has shown an increase. This may be
related to the 2Å of W that is not sufficient to absorb the boron of the reference layer through the
Co insertion. For a permalloy insertion with 0.23nm thickness, the PMA is almost reduced to zero
with only 10Oe of coercivity. In Tab.3.2, the results are summarized showing the maximum coercivity
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Table 3.2: Summary of results of Fig.4.14, with the thicknesses of each "add-on" layer and the thickness
tmax
x for which they achieve maximum coercivity Hmax

C .

Sample x Hmax
C (Oe) tmax

x (nm)

Reference
Layer

FeCoB/W 430 0.72
FeCoB/W/Py(0.23) 10 0.57
FeCoB/W/Co(0.2) 223 0.66

Storage
Layer

FeCoB/W 430 1.19
FeCoB/W/Py(0.37) 66 1.14
FeCoB/W/Co(0.25) 673 1.23
Co(0.29)/FeCoB/W 236 1.15

Hmax
C reached and at which thickness tmax

x of FeCoB it occurs.
Thus, we can conclude that modifying the structure of the MTJ has different results depending on

the type of layer used and its location in the deposition sequence. Cobalt is more easily controllable
because its effect on FeCoB is moderate in terms of coercivity changes. The fact that it has 100%
remanence in all the trials made with it is evidence that we can expect very similar behavior from
conventional stacks, which is an advantage if we want to fabricate devices that do not strongly deviate
from the norm. On the other end of the spectrum, Permalloy exhibits a drastic influence on the
properties of the storage layer with almost no coercivity for all the attempted structures, but with a
bi-stable state at zero magnetic field. The expectation for these stacks is that Py devices will not be
functional at room temperature, because its anisotropy is too weak for voltage switching, though it is
a promising target for low-temperature operation. Its hysteresis characteristics will have to be studied
further at device-level to understand what the storage layer switching mechanism is, either coherent
or induced by domain walls.

4 VCMA-MRAM

One of the limitations discussed for the implementation of VCMA is the required presence of an in-
plane field. This is because the effective field of the system must have a preferred direction; in other
words, it needs a break of the azimuthal symmetry of a circular pMTJ. The easiest way to accomplish
that is by having an IP field that affects the storage layer. There are different ways to integrate it
into the system, such as using an external field source or an integrated field source. The latter is an
interesting proposition, as it can act as a permanent magnet on the storage layer without associated
energy consumption. An in-plane uncompensated SAF structure can have a sufficiently strong stray
field to induce VCMA switching [134, 135]. If changing the stack composition of the device is not
possible, elliptical magnetic pillars can be patterned instead. The non-symmetric demagnetization
field will favor a directional effective field along the main axis of the ellipse that has an aspect ratio
set by process-related techniques [71, 136]. However, optimizing the composition and shape of such a
pillar will require extensive experimentation to mitigate the critical dimension variability induced by
the clean-room process flow.

Alternatively, a system that avoids this issue is one that has a storage layer that has both PMA
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Figure 3.10: In-Plane VSM measurement at 0o, 45o and 90o of a standard MgO(1.3) / FeCoB(2.3) /
Ta(3) half-stack. a)Annealed at 300oC without any external fields. b)Annealed at 300oC under an
in-plane field.

and uniaxial IP anisotropy. With such a layer, there is no need for an external field and it is not
sensitive to the shape of the magnetic pillar. To demonstrate this, we subjected an in-plane FeCoB
storage layer of 2.3nm to magnetic annealing. As the layers are annealed under high temperatures, the
in-plane applied field sets a favored direction of the exchange energy of the FeCo atoms and induces
a small magnetocrystalline uniaxial anisotropy in the direction of the field. Fig.3.10 shows in-plane
VSM hysteresis loops at angles 0o, 45o and 90o for two layers annealed at 300oC for 1h: (a) was not
subjected to the field, showing zero coercivity and IP anisotropy for all angles; however, in (b) the
layer was annealed under a strong in-plane field at 0o, which correspond to the easy-axis loop that
shows a small coercivity. As the sample is rotated we see that the loop changes to a hard-axis loop
at 90o. It is not shown in the given figure, but the hysteresis behavior is symmetric in relation to the
90o angle, with equivalent loop measurements between 0o and 180o and also 45o and 135o. This tells
us that the magnetization of the sample indeed has a uniaxial anisotropy.

For this work, we do not fully implement these strategies on fabricated devices to simplify its
structure and facilitate its electrical analysis to investigate the proof-of-concept designs for VCMA-
MRAM at low temperatures. The DC sputtered MgO of our tunnel barriers has not been properly
addressed in literature and some aspects of how this system exhibits voltage-controlled anisotropy
needs to be understood before more complex stacks are used for integration with other technologies.

4.1 High RA stack design

In any MTJ device that uses similar structures as the ones shown until this point, the storage layer
magnetization will be subject to both STT and VCMA effects regardless of the main switching mech-
anism used to write it. Any tunnel barrier, being an insulator, will have dielectric properties that give
rise to the VCMA effect. And at the same time, current will flow through it to allow reading of the
memory bit. Therefore, in VCMA-oriented devices, this current must be reduced as much as possible
to suppress or reduce the STT contribution of the system. The main goal is to minimize the energy

68



4. VCMA-MRAM

Figure 3.11: a)Low RA stack design with 30s oxidation time under 30µbar O2 partial pressure. b)High
RA stack design with 10-15s oxidation time under 150mbar O2 partial pressure. c)Remanence depen-
dence with thickness of a half-stack FeCoB storage layer for the low and high RA barriers using a W
B-getter. Samples are both annealed at 300°C after deposition.

consumption during writing. Because our MgO is the result of natural oxidation of metallic Mg, it
is possible to increase its resistance by modifying the exposure parameters of the layer to a partial
pressure of 02. Figs.3.11 (a) and (b) show the schematics for a low and high RA MTJ, respectively.
To achieve higher RA, barrier oxidation is done in two steps, with 10-15s of exposure to oxygen at
150 mbar, which is 104 times higher than the low RA pressure of 30µbar. Both are capped with an
ultrathin Mg layer of 5Å. Depending on the oxidation time, the RA can go from 10Ω.µm2 with low
pressure and 30 s oxidation, to close to 1000Ω.µm2 with 10 or 15 s oxydation at 150 mbar pressure.
Fig.3.11c, shows the remanence plot for both barriers in a half-stack Ta(3) / W(2) / FeCoB(0.4) /
MgO / FeCoB(0.8-1.7) / W(3). A decrease in the stable PMA range is observed for the high-RA
stack. This may be due to the increased roughness of the Mg layer, as the capping is deposited on a
layer stack having an accumulation of defects from the two oxidation steps that are not completely
rectified after annealing.

Although the range of available thicknesses for PMA is reduced, the devices fabricated with this
type of barrier still show high enough stability for room-temperature measurements.

4.2 Stack designs for VCMA coefficient extraction

When designing stacks that use VCMA writing, we must analyze the magnitude of its effect from
its coefficient of magnitude ξ. There are a few possible ways to do that, but all of them require
device patterning that can be done in either half- or full stacks. For the first one, we used a device
in an orthogonal magnetization configuration. This means that the equilibrium state of the reference
is rotated 900 in relation to the storage layer, with them in an in-plane and out-of-plane state, re-
spectively. Fig.3.12a shows a schematic, highlighting the magnetization vectors and the required IP
magnetic field. Then, for full stacks in a conventional perpendicular configuration, the devices are
normally fabricated with an out-of-plane reference and storage layer.

The methods of extraction discussed in this section are magnetic characterization techniques,
precluding the necessity of executing VCMA switching, which can be experimentally difficult to achieve
for novel designs, as the necessary conditions to write them with VCMA are initially unknown.
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Figure 3.12: a) Schematic of an orthogonal MTJ with an applied in-plane field. b) Normalized
resistance measurement for -500mV and +500mV, with the hashed region being used to calculate the
PMA energy density for +500mV.

4.2.1 Orthogonal configuration

Using a structure similar to an in-plane MTJ’s, the conventional SAF structure is replaced by an
IP SAF: Cu (3) / MinIr (8) / Co (4) / Ru (0.9) / Co (0.6). And it uses an IP reference layer
Ta(0.3)/FeCoB(2) that can be unpinned or pinned in the presence of the SAF. Then, by having the
storage layer be a conventional FeCoB with 1.5nm, it forms an orthogonal MTJ configuration that
allows us to use a method to extract the VCMA coefficient by measuring the TMR signal, seen in
Fig.3.12a.

The TMR method used in the literature [137][138] is done by measuring the resistance state of an
orthogonal device while an in-plane field is applied. By analyzing its profile and dependence with an
applied voltage bias, it is possible to extract the normalized in-plane magnetization component Mnorm

by using Eq.3.2 [139].

Mnorm = G(H) − G90o

G(0o) − G90o
(3.2)

Where G(H), G90o and G0o are the field-dependent conductance measurement and the conductance
at zero field and in parallel configurations, respectively. Fig.3.12b shows the resistance of a device
from the following stack: Seed / W (2) / FeCoB (0.6-1.3) / MgO / FeCoB (5) / Ta (3) / Hardmask
with tunnel barrier Mg (0.4-1.2) / Ox (10 s) / Mg (0.4-1.2) / Ox (10 s) / Mg (0.5) using 150 mbar of
pressure O2. By calculating the area under the normalized resistance curves, we can extract the PMA
energy density for each applied voltage bias using Eq.3.4 [140]. Then, because εP MA ∝ Keff , we can
then calculate the VCMA coefficient as follows.

ξ = ∂εP MA

∂Vb
(3.3)

εP MA = µ0MS

∫ 1

0
HdMnorm (3.4)

70



4. VCMA-MRAM

This setup has some advantages over conventional pMTJs, such as the absence of a pinning SAF
and not having to rely on probabilistic/stochastic measurements, which is the case for perpendicular
devices.

4.2.2 Perpendicular configuration

A first method to extract the VCMA coefficient in out-of-plane magnetized MTJ uses the relationship
between the thermal stability of the MTJ and the effective anisotropy of ∆/Vol = Keff (V )/kBT . And
using the assumption that KS = KS(0) − ξVb/tMgO, we get [141, 138]:

∆(V ) = ∆0 + ξ
A

tMgO

V

kBT
(3.5)

Here, ∆0 is the stability at zero bias and A is the area of the MTJ. Then, by plotting it as a
function of voltage bias, its slope will be proportional to ξ, requiring the physical parameters of the
patterned pillar to accurately estimate it. With the same argumentation, one can also measure Keff

and use its dependence on the bias to get ξ from Eq.3.6.

∂Keff (V )
∂Vb

= ξ

tMgO
(3.6)

In this work, to measure both the stability and effective anisotropy, we use a modified version of
the Sharrock thermal activation model [142] by applying it to a system with magnetic field sweeping
[143, 144] and fitting it to the switching probability distribution function in Eq.3.7.

Psw = 1 − exp

(
−
∣∣∣∣HK ∗ f0

2R
√

∆

∣∣∣∣√π

2 erfc

(√
∆
(

1 − H

HK

)))
(3.7)

Here f0 ≈ 1GHz is the attempt frequency, R is the constant sweep rate, and erfc is the comple-
mentary error function. The switching distribution is acquired by measuring field-resistance hysteresis
loops over many iterations, as shown in Fig.3.13a for a high RA device with diameter of 75nm and
tMgO = 2.2nm at 130K. The parameters are extracted using a 5Hz sweep rate, becoming more precise
as the number of loops increases, but faces a drawback in regards to measurement time when going
above 100 loops. It also increases the risk of tunnel barrier breakdown failure, especially for extracting
ξ that requires high DC voltage biases. In Fig.3.13b, the cumulative switching probability distribution
is plotted for APP and PAP with their fitted Psw function.

Afterward, by fitting the data for multiple bias values, we can plot the dependence of the two
extracted parameters (∆ and Hk) with voltage to get ξ. In Fig.3.15 we use a range of -1 to +0.5V,
showing a linear slope for both (a) and (b) that are fitted using Eqs.3.5 and 3.6 and summarized in
Table3.3. As we can see, there is a large discrepancy between the two values using Hk. We could try
to extract the STT contribution for this asymmetry seen in the measurement, but these devices have
an RA in the range of 100-500Ωµm2, which is high enough to minimize STT effects and prevent any
writing from occurring using current pulses below the breakdown voltage of the junction. Similarly,
we cannot attribute the asymmetry to Joule heating, as this effect is independent of polarity, and the
dependencies of both ∆ and HK with voltage bias are linear within the measured range, signifying
limited heating in the stack. This can be seen in Fig.3.14a, where two devices with nominal diameters
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Figure 3.13: a)Field-resistance hysteresis loop for 100 iterations of a high RA device with diameter
of 75nm and tMgO = 2.2nm at 130K. b)Probability switching distribution profile for APP and PAP
branches with their respective fitting (continuous lines) using Eq.3.7.

Table 3.3: Calculated ξ using ∆ and Hk dependence with voltage bias.

ξ∆ (fJ/Vm) ξHk
(fJ/Vm)

ξP AP ξAP P ξP AP ξAP P

11±2 11±2 9±2 12±1

of 100 nm and tMgO = 1.9nm (in black) and tMgO = 2.45nm (in blue) show resistances that differ by
an order of magnitude and the same dependence of coercivity with voltage bias.

The same behavior is present for other devices, though as seen in Fig.3.14b there is a change in
the dependence of the coercivity with the voltage from device to device of the same wafer or even
the same die, which excludes effects from different compositions due to our wedge deposition. Device
#1 shows a parabolic dependence that could be attributed to only Joule heating, while #2 has a
mixture of heating and VCMA from the saturation that is only seen for positive bias, and #3 exhibits
a dependence solely attributed to the linear effect of VCMA. This suggests that the asymmetry of
ξ could be caused by processing defects or that our barrier has fundamentally different properties
from RF sputtered MgO. Another issue that this method has is the significant dispersion of the data
even when accumulating over 100 iterations per voltage point, which may be artificially manifesting
the discrepancy between the ∆ and Hk results. As an example, the prober setup used for these
measurements has a standard deviation of σ50 = 2.4 using 200 data points and 50 loops per point
on a device with a mean ∆ = 33.5. The difference between the maximum and minimum stability
measured for this particular device is of 15kBT within the voltage range used, which is comparable to
3σ50 = 7.2. Therefore, this particular method is not reliable for quantitative or qualitative analysis
of devices with low ξ, as the effect on stability may be too small to be measured without significant
uncertainty.

The second method to extract ξ is the one described in [145]. A resistance phase diagram is
measured by applying a sweeping out-of-plane magnetic field under different DC bias, giving us the
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Figure 3.14: Measurement of coercivity dependence with voltage bias of devices in a high RA sample
with naturally oxidized MgO tunnel barrier. a)Comparison between two devices with same diameter
and different MgO composition, exhibiting the same dependence with Vb. b)Normalized coercivity of
three random devices with RP ≈ 15kΩ and diameter of 80nm.

Figure 3.15: Dependence with DC bias voltage for a device with diameter of 75nm and tMgO = 2.2nm
and their linear fit measured at 300K for a)Median thermal stability ∆ and b)Anisotropy field Hk for
APP and PAP separately.
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Figure 3.16: a)Normalized field-resistance hysteresis loops for different applied voltages, from -0.68V
to +0.68V. b)DC phase diagram at 300K showing the boundaries of the field switching for PAP and
APP transitions, with normalized resistance.

switching field dependence on the applied voltage. The range used is limited to 0.8V, lower than the
writing breakdown voltage of our devices (1.6V) at pulse widths close to 1ns. Fig.3.16a shows the
cumulative distribution field-resistance loops at different applied voltages and Fig.3.16b the full phase
diagram, with a trend of increased/decreased coercivity for positive/negative bias. In the absence of
parasitic effects and Joule heating, we should retrieve a perfectly triangular shape, as is characteristic
of VCMA with limited STT due to low current levels at high RA (> 100Ω.µm2).

Then, by fitting the parallel-to-antiparallel (PAP) and the antiparallel-to-parallel (APP) transi-
tions simultaneously with the switching field equation from Eq.3.8, we can obtain the contributions
from STT, VCMA and self-heating [145].

H±
sw = ±HC + HRL + τ

α

Vb

RA
± ϵVb ∓ ζ

V 2
b

RAV
(3.8)

Here H+
sw refers to the PAP and H−

sw to the APP branch. HC is the coercivity, HRL is the stray
field from the reference layer, and RAV = RA(1 + TMR|Vb=0)(1 − 0.5|Vb|) is the voltage-dependent
resistance of the AP state. The coefficient ϵ extracted for this particular device is 155 Oe/V, with its
STT factor τ/(αRA) showing a smaller contribution of 41.8 Oe/V and a heating effect of ζ/RAV = 16.8
Oe/V. To further reduce this term, devices with RA of the order of 1kΩ.µm2 are necessary. The most
relevant contribution will come from the VCMA term ϵ. It is equivalent to coercivity modulation with
voltage dHC/dVb, which gives us the triangular shape of the diagram.

Using the thermally assisted barrier crossing model to estimate the anisotropy field from the
extracted coercivity [146], we can calculate ξ by measuring the thermal stability of each device [147]:
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∂HK

∂Vb
= ϵ

1 − 1
2

√
ln( τ

τ0
)

∆

−1

(3.9)

ξ = MS tF eCoB tMgO

2
∂HK

∂Vb
(3.10)

The stability is extracted from the field switching probability distribution at zero bias, τ0 is the
attempt frequency ≈ 10−9s and τ = 100ns is the measurement time. The main advantages of this
method are that it is a more precise technique compared to the previous ones and it returns information
on more than just VCMA for potentially thousands of devices. Because a complete MTJ structure
is being used, additional electrical characterization is possible to assess other qualities that we would
not see if an orthogonal configuration was adopted.

5 Conclusions

When a project involves research and development of new MTJ structures that will exhibit properties
for specific applications, studying all of its component layers is important to understand their role in
the final set of electrical and magnetic characteristics. It also allows us to optimized said layers, such
as the Synthetic Antiferromagnet of Sect.1.1, in which we altered the number of Co/Pt repetitions
from a 6x3 sequence to 6x2, which gave us the thickness value of 1.0nm for our reference layer that
minimized the stray field on the storage layer.

The study of the stack’s magnetic behavior is of particular interest in the initial stages of the
investigation as it can be assessed to some degree before the device patterning process begins. To
do so, we turn to one of the most valuable tools available: the MOKE technique, as it enables the
characterization of thin films in a fast and reliable manner.

We were able to extract information on the magnetic dead layer for two different B-getter layers:
Tungsten and Tantalum. The first one had a larger PMA region on the annealed wafers, with a dead
layer of 5.6Å compared to the 9.3Å using Ta from Tab.3.1. This means that W diffuses less into the
storage layer, giving us better crystallinity of the MTJ.

In this work, multiple stack designs were tested for engineering low-anisotropy devices by modifying
the composition of its storage layer. It was modified from a conventional FeCoB to a structure with
"add-on" layers, using different positions on the stack coined as interfacial, insertion and substitution
layers. Fig.4.14 gives us the coercivity dependence of each of the approaches used, with a very drastic
reduction of maximum Hmax

C = for Permalloy insertion layers, both in the reference and storage layers.
To deposit samples for VCMA measurements, we increase the oxidation conditions of the tunnel

barrier to increase its resistance and reduce the STT contributions. The usual sputtering sequence
is Mg(0.8) / Ox(30s) / Mg(0.5), in which the 30s exposure at 30µbar of oxygen pressure is used to
oxidize the metallic Mg layer. The VCMA barrier, however, is Mg(0.8) / Ox(10s) / Mg(0.8) / Ox(10s)
/ Mg(0.5), with a partial pressure of 150mbar of oxygen. This brings the resistance-area product of
the fabricated devices from 5 − 10Ωµm2 to 100 − 1000Ωµm2.

With the composition of the storage layer chosen and barrier conditions optimized, we can then
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decide in which MTJ configuration the devices will be patterned in to extract the VCMA coefficient ξ.
Different approaches can be used to do this, by patterning orthogonal or perpendicular MTJs. In the
perpendicular case, the dependence of the thermal stability ∆ and anisotropy field HK with voltage
bias Vb were used to extract ξ∆ = 11 ± 2 and ξHK

= 9 ± 2. A third method, using phase diagrams,
has presented more advantages for this type of measurement, as we will see in the following chapter
the data analysis of such a method.
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Chapter 4
Fabrication and Characterization Methods

In this chapter we will delve into the nanofabrication process for patterning our devices in
the clean-room and how we proceed with their magnetic and electrical characterization.
Some of the tools are explained in more detail and the results of the measurements are
discussed for both STT and VCMA samples.
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Chapter 4. Fabrication and Characterization Methods

1 Clean-room nanofabrication process

All of the aforementioned samples and the ones described in this chapter are fabricated using the
facilities of the Plateforme Technologique Amont at the CEA Grenoble site. The process has been
established to accommodate a wide range of device sizes and in its totality, has 30 steps. Its main
steps are illustrated in Fig.4.1. They are as follows:

(a)The substrate of choice is a 100mm diameter polished SiO2 wafer;
(b)Using a physical vapor deposition technique with a magnetron sputtering tool, we deposit the

magnetic stack up to the Pt(5) capping layer as described in Chapter 3, then after annealing at 300oC,
the full material stack is completed with the hardmask Ru(3)/Ta(150);

(c)A solution of 2% PMMA is spin-coated on the wafer and exposed to an electron beam cannon
that defines the patterning mask for the device pillars;

(d)The e-beam mask is developed using an MIBK solution and subsequently exposed to a Cr
deposition using an evaporation tool;

(e) A PMMA/Cr lift-off is performed using an acetone bath with ultrasound for 5min to remove
the PMMA layer and define the Cr mask, it is cleaned with an IPA bath with ultrasound for 2min
and blow-dried with N2;

(f)The hardmask is etched using Reactive Ion Etching (RIE) with a gas mixture of SF6 and CH2F2;
g)Magnetic stack is etched using Ion-Beam Etching (IBE) at 55o incidence angle, defining the

pillars, and subsequently trimmed at 10o incidence angle;
h)Spin-coating of AZ resist at 4000 deg/s with an acceleration of 2000 deg/s2 for 60s and baked

at 100oC for 1min30s.
(i)A UV lithography step is performed to define the mask for the Ta bottom electrode using an

AZ resist and subsequently developed;
(j)The bottom electrode is etched using the same procedure as the hardmask step. Since the same

chemistry of the RIE using SF6 acts on both the Ta and the SiO2 substrate below, this step should
be timed to limit its etching to a maximum of 30nm to avoid wetting issues with the resist in the
following steps due to the large aspect ratio of the features on the wafer;

k)Lift-off of the resist in acetone bath with ultrasound for 5min and IPA for 2min, then dried with
N2 gun;

(l)An insulating polymer called "Accuflo" is spin-coated onto the wafer to encapsulate the pillars
and isolate the two electrodes. Differently from the AZ resist, a "promoter" is initially spin-coated
before the polymer proper. The settings for both are 4000 deg/s with an acceleration of 200 deg/s2

for 120s. The baking is done in 3 steps: 2min at 120oC, 2min at 180oC and 13min at 250oC.
(m)A second AZ resist UV lithography is done on the Accuflo, which is etched using RIE. Sub-

sequently, with a profilometer, the height of the total polymer and bottom electrode thicknesses are
measured for the following step;

(n)A third UV lithography is done to open a small window in the polymer to provide access to the
top contact of the pillar and prevent electrical shorts between the top contact lead and the bottom
electrode lead.

(o)An additional RIE etching is done to accomplish this. We implement a careful approach to
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calculate the correct thickness to be removed, thinning the polymer down to expose only the Ta
hardmask;

(p)Repeat of step (k): Lift-off of the resist in acetone bath with ultrasound for 5min and IPA for
2min, dried with N2 gun;

(q)A final lithography step defines the mask for the deposition of the top and bottom metallic
contacts using Cr(20)/Al(300) with an Ar pre-etch step to remove oxidation and impurities on the
surface of the exposed pillars;

(r)After the resist lift-off, we finish the fabrication process with a wafer containing a total of 27400
devices.

The critical steps that correlate strongly with the device’s final electrical properties are the electron
beam mask definition of the PMMA layer, the hardmask etching by RIE and magnetic pillar definition
by IBE. The first one defines the patterning mold from which the pillars are created, with a minimum
diameter of 20nm, which is a typical limit of the Cr lift-off step to create perfectly circular MTJs. The
quality of the subsequent Cr deposition can affect the final shape of the pillar, but it is inconsequential
if the hardmask etching is not optimized. Our process flow uses the ICP-RIE plasma etcher SI 500
from SENTECH [148], in which a gas mix of SF6 and CH2F2 must be controlled. The isotropic etching
of SF6 [149] is mediated by a passivating CH2F2, which coats the newly exposed surface and induces
an anisotropic etching of vertical walls. The ratio of the two gases will give us three possible outcomes
for the pillar shape, shown in Fig.4.2: in (a) there is an "undercut" of the Ta which constricts the
base and makes the pillars susceptible to tilting or breaking, decreasing the sample yield substantially.
The rate of etch is larger than that of the passivation. In (b) we have the optimal conditions, with a
mostly circular base and perpendicular walls. In (c) we have weaker etching and strong passivation of
the sidewalls, resulting in a conical MTJ. Although the latter is not ideal, the final device’s electrical
properties are not degraded; however, it can induce an offset to its magnetic hysteresis because the
SAF structure will not be compensated as a result of the different diameters of the top and bottom
Co/Pt blocks.

The initial chromium deposition acts as a mask on the hardmask itself and is the initial limiting
factor of the final pillar’s shape quality. In Fig.4.3a we see the holes created by the development of
the PMMA, which is already not perfectly circular. The cracks formed on the surface could be the
result of the heating caused by the electron gun on the polymer. Then in (b) we get the Cr mask on
top of the Ta hardmask. The lift-off process used is a bath of acetone under ultrasound for 5 minutes,
which is known to be an aggressive method for patterning, though for sizes larger than 30 nm in
diameter there is enough precision for the pillar bases to be circular with little defects and durability
to withstand the ultrasound cleaning of the resists for the photolithography steps.

Then, when etching the magnetic stack with IBE, the adopted protocol is to angle the plasma gun
at 35o incidence with the vertical direction until the bottom Ta(22) electrode is exposed. The angle
has been chosen due to the smaller re-deposition rate of the material onto the pillar and a better
consistency in achieving perpendicular walls. Subsequently, a short trimming at 80o incidence will
reduce the diameter size of the growing pillars, counteracting most of the re-deposition. This step is
crucial for certain types of target devices, as it is a direct method to minimize lateral MTJ size if the e-
beam mask has precision limitations, making it possible to fabricate devices with macrospin behavior.
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Figure 4.1: Nanofabrication main steps for device patterning: a)Virgin polished silicon wafer;
b)Material deposition of MRAM and a hardmask; c)Spin-coating of PMMA layer; d)E-beam exposure
for pillar definition; e)Cr deposition and lift-off; f)Ta hardmask RIE etching; g)Magnetic pillar IBE
etching; h)Resist spin-coating; i)Bottom electrode lithography; j)Bottom electrode etching; k)Resist
liftoff; l)Accuflo deposition; m)Accuflo resist lithography and etching; n)Resist spin-coating and lithog-
raphy; o)Accuflo thinning; p)Resist liftoff; q)Top electrode lithography; r)Cr/Al deposition and resist
lift-off.
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Figure 4.2: Scanning electron microscopy of the reactive-ion-etching of the hardmask in three con-
ditions: a)The "undercut" with stronger etching and little passivation, b)Balanced mix of SF6 and
CH2F2 gases and c)The overgrowth, with stronger passivation and weaker etching.

Figure 4.3: Scanning electron microscopy of: a)Development of the PMMA layer after exposure to
the e-beam mask and b)The wafer after the lift-off of the Cr deposition, showing the Ta under-layer.
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By performing a preliminary trimming step for a variable amount of time (it will depend on the total
thickness of the stack and etch power) and verifying in SEM imaging the etch rate, we can reach the
final pillar diameter with a second trimming step. With the vertical 35o IBE typically works at an
etching rate of 5nm/min, requiring around 4min to reach the bottom Ta electrode, while trimming is
higher at 10nm/min. It is important to note that excessive trimming can etch the hardmask into a
conical shape, creating contact resistance issues at the final stages. Therefore, to achieve diameters
smaller than 20nm, a starting point between 30 nm and 50 nm maximum should be used.

2 Characterization Tools

In this work, two main tools are used for electrical characterization. The prober stage and the Physical
Properties Measurement System (PPMS). The former allows us to quickly measure 100mm wafers and
the latter will allow us to go to very low temperatures and perform temperature dependence studies
with it.

Furthermore, an Hprobe station [150] was also used for VCMA switching measurements at room
temperature, and two other cryostats are used less extensively, which will be briefly discussed.

2.1 Prober Stage

The first step to verify the quality of the sample after fabrication is performing a full wafer charac-
terization using an automated probe station. By measuring magnetoresistance hysteresis loops for
each device, we can extract the sample’s properties in terms of yield, resistance, TMR, coercivity,
remanence, stability, stray-field, etc. This is done by applying a sweeping perpendicular magnetic
field controlled by a wave generator capable of creating fields up to 3kOe using a Kepco DC power
supply. A two-point contact microprobe closes the circuit of the measuring apparatus with the top
and bottom electrodes of the devices. Then a low bias of 20 mV is applied to acquire the voltage drop
related to the switch of the tunnel junction with the field using a digital multimeter.

Depending on the acquisition precision with the number of loops and, most importantly, the yield,
the process of mapping the entire wafer can take from a couple of hours to upwards of 40h. Therefore,
we use the yield value as a first quality factor, which will give us a measure of statistical data from
our sample, as seen in Fig.4.4a for a yield of 93%. It is calculated by sorting out all shorted and
open devices that have threshold resistance values set at appropriate values. Any device with a
maximum resistance below 1kΩ is usually defined as a Short due to the bottom and top electrodes
series resistance in the circuit. And any device with a minimum resistance above 1MΩ is considered
an Open, though this value may change to accommodate the much higher RAs of devices engineered
for VCMA switching. They are a result of fabrication variability through the surface of the wafer,
with nonuniform pillar definitions during the magnetic stack etching and random defects (i.e. fallen
pillars) occurring throughout the multiple lithography steps and exposure to ultrasound for lift-offs
and cleaning. With a good fabrication process, we can map the magnetic properties of the sample,
such as TMR, shown in Fig.4.4b, and interpret these results based on the wedge deposition made
for the stack. Fig.4.4c represents an easier way to assess this type of data, plotting the dependence
of TMR with the thickness of the FeCoB storage layer, where we can see a maximum TMR value
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at tF eCoB = 1.55nm, while the reference layer FeCoB thickness shown in the color code has a steep
drop-off at very low thicknesses as shown in Fig.4.4e. The shift of the two profiles in relation to each
other means that the thickness of the dead layer of the storage layer is higher by at least 4Å, possibly
due to the larger roughness from the texture breaking of the SAF by the deposition of the amorphous
FeCoB reference layer and the oxidation of the Mg layer.

An extra level of modulation of physical properties is achieved in the wafer by defining different
pillar diameters inside the same die. Fig.4.4d is the lithography mask for every die, containing two
distinct sections: an upper section of 4 rows designed for 4-point contact transmission RF measure-
ments and a lower section with 5 rows for DC measurements. Additionally, there are 6 columns of 2
devices for RF and 4 devices for DC, representing a different junction diameter previously defined by
the PMMA e-beam exposure. With this type of pillar patterning we can obtain data for both small
and large devices, giving us information on the influence of magnetic volume for stability, switching
dynamics and more. Due to this, throughout this work the diameters of characterized devices may
vary considerably, from 15nm to 180nm, depending on the e-beam mask used and the amount of
lateral trimming done during nanofabrication. Then, in Fig.4.4e, we have the TMR dependence with
thickness for a fixed reference and a fixed storage layer, showing the shift to higher thicknesses for the
storage, since its dead layer is higher due to the larger roughness from the break in texture of the Mg
oxidation of the stack and amorphous FeCoB depositions, as measured in Tab.3.1.

2.2 Physical Properties Measurement System (PPMS)

In this work, the most used tool for the cryogenic characterization of memory bits is the Physical
Properties Measurement System (PPMS) [151]. It uses a closed He circuit to cool a small 12-pin
sample board, with operating temperature between 2K and 400K and fields between 0T and 16T.
The processed wafers need to be diced, however, as the holder board only has space for a single die.
Therefore, by fixing it onto the PCB material of the holder with cryo or silver paste, each device is
wire-bonded with aluminum to the gold pads of the board. This is a very delicate process for MRAM
devices, as they have been shown to be sensitive to electrostatic discharges (ESDs) that may occur
at any point of the step and especially when transferring them into the PPMS chamber. With the
sample inside the tool, it is possible to measure the magnetic properties of the device in many different
ways by using a rotating holder and applying a current to reach a reading bias of 20 mV to the MTJ,
which is calculated by injecting a 1µA current to read the resistance state at zero field.

When STT devices are the focus, experiments that involve switching can be conducted with some
restrictions. Since the applied writing voltage pulses are usually in the range of 1ns to 1µs for this
type of measurement, ideally an RF connection must be used for their larger bandwidth. But the tool
does not allow for pulses that are shorter than 100 ns due to the long connection made within it to
reach the cooling chamber, even though it uses a twisted cable to reduce noise. Below this threshold,
the pulse shape becomes heavily distorted and we cannot claim to know how much energy we are
injecting into the device and, consequentially, what its switching voltage is.

83



Chapter 4. Fabrication and Characterization Methods

Figure 4.4: Electrical characterization of TMR in a 100mm wafer used for SAF optimization, measured
in the prober setup. a) Short and Open device count on the wafer with a total yield of 91%. c) TMR
dependence on storage layer FeCoB thickness, with FeCoB reference layer thickness shown as color
code. d) Die structure of the lithography mask, with an upper section dedicated to devices for RF
measurements and a bottom section for DC measurements. e)TMR dependence with FeCoB thickness
with a fixed tRL = 0.96nm (upper) and a fixed tSL = 1.5nm (lower).
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2.3 Electrostatic discharge protection

Measurement of devices with instruments such as the PPMS requires us to wire-bond its bottom
and top electrodes to a circuit line of the sample holder. This technique uses ultrasound to locally
melt the ends of a thin aluminum or gold wire that connects the pads of the holder to the electrodes.
Unlike the prober, which contacts the electrodes using a grounded closed circuit, wire bonding exposes
the tunnel barrier to charges from the environment and parasitic voltages from the instrumentation.
Device breakdown often occurs when the connections to the board are made, creating current spikes
due to electrostatic discharge. It is important to make sure that any metal line in the room is properly
grounded and that users have discharged themselves before manipulating the sample by wearing a
grounding bracelet or touching ground lines.

An effective way to avoid this is to insert schottky diodes in parallel into the connection line of
the device and the PPMS holder, preventing the MTJ from being exposed to high voltages. In Fig.4.5
we see the characteristics of a single 6pin diode 30V 0.2A SOT363, where we can see that at room
temperature it acts as "open" with 500kΩ, effectively invisible to our electrical measurements if our
device has a resistance at least one order of magnitude lower. The current flowing through the diode
and tunnel junction can be calculated from the parallel circuit to correct for the measured tunnel
junction resistance. At 0.15V or higher bias, the diode is shorted, bypassing any other components
of the line, such as an MTJ. We also have that at lower temperatures the diode properties change to
our advantage, with an increased drop-off voltage and zero bias resistance, which allows us to apply
higher voltage pulses to the device for switching experiments, since the STT critical switching voltage
VC also increases at lower temperatures.

It is worth noting that the "open" state of the diode has a low cutoff at 150mV, but by adding
several of them in series we can increase this threshold by 100% for each added diode, though at
temperatures above 270K we must calculate the error in our MTJ’s resistance measurements due to
the zero bias value of the diode. When the diode resistance saturates below 250K, the error becomes
negligible for devices exhibiting low resistance levels, which is the case for samples fabricated for STT
switching. For junctions targeting VCMA the introduction of diodes can induce a large error in the
measurement because their resistance can be comparable, if not higher, than the maximum diode
resistance of 900kΩ. Though for this case, since their RA is considerably larger than for STT, its
tolerance to ESD is similarly higher, not requiring protection mechanisms to have good survivability
in experiments that involve wire-bonding the device electrodes to a circuit line.

2.4 Alternative characterization tools

An alternative prober stage from Hprobe, called the IBEX-WAT MRAM Parametric Test [152], is
also used to perform switching experiments at room temperature with GHz current pulses. With
its vectorial field application, with independent X,Y,Z magnets, it is possible to characterize VCMA
switching. Full wafers or single pieces can be loaded into its chamber, and an automated system will
map out the available dies and use a calibration file for its specific lithography mask. The electrical
contact is done similarly to the previous probe, using a 2-point contact probe. The field application
is done by three sets of electromagnets sitting atop the probe, with amplitude limitation on X, Y due
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Figure 4.5: a)Diode resistance measurement dependence with temperature down to 40K at 20mV
read voltage. The inset image is the diode measured at different applied biases up to 1.1V. b)The
voltage drop-off dependence with temperature for a single diode with a schematic representation of
its integration to the PPMS holder.

to heating of the coils and calibration. The maximum perpendicular field applied can be 2000 Oe in
steps of 50Oe, while for the in-plane directions it goes up to 800 Oe in steps of 200 Oe.

A LakeShore cryostat was also used. The same electrical instrumentation used on the PPMS to
send pulses and measure the resistance of the devices is mounted on an EMPX-HF cryogenic probe
station [153]. It has an open cooling system that relies on a PID-controlled heating plate to stabilize
the temperature at values between the coolant bath (77K or 4K, if nitrogen or helium is used) and
300K. An advantage of this system is that it can measure multiple devices in sequence using a probe
tip without wire-bonding, which avoids any junction breakdown before the measurement. This tool
has three inner temperature stages, two of them acting as shields with an additional prober arm shield
to isolate the system. However, using He as our coolant, the sample stage can reach 4K, while the
probe tip sits at a minimum of 15K. This poses a problem, as the act of measuring itself can induce
local heating of the device and create artifacts in the results. Also, the stage and sample must have a
very good thermal contact to ensure they are at the same temperature. This creates another issue, as
we cannot measure at temperatures different from the set point of the coolant. Because the heating
plate and cooling system are not capable of stabilizing the system quickly enough, there is a delay in
establishing a temperature equilibrium between the surface of the cooled chamber and the sample.

3 Electrical characterization of STT devices

In the context of low-energy devices, our memories are engineered to have very low or even zero
coercivity at room temperature. Because of this, our electrical characterization must be conducted
almost exclusively using a cryostat such as the PPMS. In the figures of the following sections, the
data points for temperatures close to 300K for VC , HC and TMR may be seemingly missing because
the device has very low stability, does not show any switching, or is in an in-plane state at those
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Figure 4.6: a)Hysteresis field loop for multiple temperature points for a device with 50nm in diameter
and tF eCoB = 1.28nm and an interfacial Co of tCo = 0.13nm. b)Coercivity with temperature with a
linear fit to extract the blocking temperature TB = 300K. Inset)TMR dependence with temperature.

temperatures.

3.1 Properties dependence with T

The initial characterization for each device is done by collecting field-resistance hysteresis for a large
range of temperatures, between 10K and 300K. Since the field sweep rate is slower than the prober
station (around 5-15mHz instead of 5Hz), only one loop is measured without any averaging. At these
speeds, sweeping the field between -2000 and +2000 Oe, each loop takes on average 1-2 minutes
to measure. To obtain information of coercive field distributions as the prober measurement, each
resistance loop would take 100-200 minutes. Therefore, statistical information on this type of data is
limited so that the total time taken for each data point is manageable within our time constraints.

In Fig.4.6a1 we have an example of a device with an interfacial Co layer with thicknesses tF eCoB =
1.28nm and tCo = 0.13nm with 50nm in nominal diameter, measured at different temperatures show-
ing the increase in coercivity and RAP , which increases TMR as RP is mostly independent of temper-
ature. The lower precision measurement in HC can be visualized by comparing the loops at 20K and
50K, where the PAP transition for both occurs almost at the same field, while the APP transition is
slightly larger at 20K, as expected. The dependence will behave very close to a first-order polynomial,
seen in Fig.4.6b. These measurements serve as a starting point for the electrical characterization of the
device in the next section, so that we can qualitatively assess the anisotropy of our layers by looking
at their blocking temperature TB, defined by the point in which coercivity decreases to zero, taken
from the dependence HC with temperature and fitting it with the expression [154, 155]:

HC(T ) = HK(0)
(

1 −
(

T

TB

)1/λ
)

(4.1)

1Stack structure of the interfacial Co sample from Fig.4.6: Ta(22) / FeCoB(0.8) / W(2) / Pt(5) / SAF6/3 / W(0.2)
/ FeCoB(0.9) / MgO(0.7) / Ox(30s) / Mg(0.5) / Co(0.1-0.2) / FeCoB(0.9-1.5) / W(2) / Ru(3) / Ta(150)
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where HK(0) is the anisotropy field at absolute zero and λ is an exponent such that λ ∈ [1, 2],
which for our purposes has been set to λ = 1. By fitting the dependence of Fig.4.6b, we can extract
a blocking temperature of TB = 300K.

An interesting phenomenon that occurs with this device is the gradual change in the squareness
of the resistance loops as the temperature decreases. At 300K, we have 100% remanence at zero field,
differently from the loops at lower temperatures where there is a slight rotation or angle appearing
in transitions between the P and AP states as the field increases in magnitude. This effect is more
pronounced at the edges of the switching transitions, seen at ±2kOe at 20K. Because of this, a
clarification must be made for the definition of the TMR. Normally, it is calculated from RAP /RP ,
but with a rotation present, these two values vary with applied field. Therefore, the full TMR, or the
TMR extracted from field switching, is defined as RAP (Hmin)/RP (Hmax) where Hmax and Hmin are
the maximum and minimum fields applied during measurement, respectively.

This is shown in Fig.4.7a2, a device with a diameter of 90 nm and tF eCoB = 1.53nm and an
interfacial Mg layer of tMg = 0.88nm. A distinction must also be made between the TMR measured
while switching the devices with field (Field TMR) or current/voltage (Voltage TMR). The Field TMR
is measured at a specific applied offset field, seen in Fig.4.7b, while the Voltage TMR is extracted by
switching the device with STT at a constant applied offset field, shown in Fig.4.7b. Fig.4.7c compares
the two TMR values extracted at different fields at 5K, within the bi-stability region. Notice that the
data range for Voltage TMR is smaller than for Field TMR. For applied fields close to HC , it is no
longer possible to write the bit with voltage as a single state is strongly favored, P or AP, depending
on the orientation of the field. STT is not sufficient to flip the state before reaching barrier breakdown.

The curvature of both TMRs seen in (c) can be explained by the relative change of rotation between
the P and AP states, which for this device is more pronounced than the previous one from Fig.4.6a.
The slightly lower Voltage TMR in (c), compared to Field TMR, may be due to series resistances
in the different instrumentation used to measure the field loops and to perform STT writing that do
not share the same circuit line. The difference in TMR signals seen in (d) can be accounted for by
the definition of full TMR, which is taken from the saturation of the rotation of RAP seen in (a).
The increase in TMR with decreasing temperature in all measured devices, with a saturation value
approaching 0K, has been reported to be related to the dependence of the inelastic electron tunneling
with temperature [156].

3.2 Engineering low anisotropy devices

To achieve a low switching energy, as discussed previously, TB can be used to compare the magnitude
of Keff of each device in an initial stage. With very low TB one can assume a very low effective
anisotropy, therefore the first step is to analyze the dependence of coercivity with temperature, shown
in Fig.4.8a. A sample with a thicker Mg capping, known to have a lower Keff from the MOKE
studies of the previous chapter, is shown in Fig.4.2. For a device with 50nm in nominal diameter,
tF eCoB = 1.43nm and an Mg of total thickness tMgO = 1.76nm, we have TB = 186K, fitted with
Eq.4.1, which is smaller than the previous devices mentioned that had a blocking around 300K.

2Stack structure of the interfacial Mg sample from Fig.4.7: Ta(22) / FeCoB(0.8) / W(2) / Pt(7) / SAF7/3 / W(0.2)
/ FeCoB(0.9) / MgO(0.8) / Ox(30s) / Mg(0.75-1.6) / FeCoB(0.95-1.9) / W(2) / Ru(3) / Ta(150)
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Figure 4.7: TMR dependence measurements for a device with 90nm diameter and tF eCoB = 1.53nm
and tMg = 0.89nm. a)Field hysteresis loop showing the definition of a Full TMR measurement and
Field TMR at 5K. b)STT switching voltage loops at 5K showing the definition of Voltage TMR.
c)Field and Voltage TMR dependence with offset field at 5K. d)Full and Voltage TMR dependence
with temperature.
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Figure 4.8: Measurement of a device with 50nm in nominal diameter, tF eCoB = 1.43nm and tMgO =
1.76nm. a)Coercivity dependence with temperature, with blocking temperature TB = 186K and
HK = 954Oe. b)Switching voltage V50 dependence with temperature for PAP transition from 10K
to 220K showing the fit using Eq.4.2 in red and the same fit with a ∆ correction in blue. c)Stability
factor dependence with temperature for extracted value in black and the corrected value in blue.
d)Estimated device temperature extracted from the corrected stability at a given bath temperature.
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Just below the blocking temperature, the device exhibits a bi-stable state at its compensation
field, becoming writable through STT by applying 100ns pulses with sweeping voltage from -0.8V to
+0.8V. The quantity V P AP

50 is plotted in Fig.4.8b, which correspond to the threshold of 50% switching
for either the PAP transition. We have then at 220K that V AP P

50 = 0.34V and V P AP
50 = −0.44, while

at the lowest point measured of 10K they are V AP P
50 = 0.62V and V P AP

50 = −0.65V , representing an
increase of 82% for APP and 47% for PAP.

The observed dependence with temperature should follow the thermally activated regime of Eq.4.2
[157], where it depends on the thermal stability and the pulse width τ . It will have a saturation value
at 0K given by VC(0).

VC(T ) = VC(0)
[
1 − 1

∆ ln

(
τ

τ0

)]
(4.2)

If the VC profile is fitted with this function, there is a large discrepancy between the measured
and expected values, as seen in Fig.4.8b. This suggests that stability extraction is not qualitatively
accurate, which is unlikely due to existing work supporting its method of extraction [34], or that these
devices are undergoing Joule heating during writing, which decreases its stability. By correcting the
measured ∆P AP so that the model is equivalent to the experiment, we can see the discrepancy of
the two stabilities in Fig.4.8c. The ∆P AP varies linearly with temperature due to heating, while the
corrected value has a behavior 1/T , as expected from the definition of ∆ = EBVol/kBT . Assuming
that the energy barrier EB is the same, we can then plot the estimated effective device temperature
by doing TDev = TBath∆C/∆P AP , where TBath is the bath/chamber temperature and ∆C is the
corrected stability. In Fig.4.8d, there is a significant increase in heating that can be seen for values
below 100K, with a maximum model predicted temperature of 480K at a bath of 10K. This is an
unrealistic estimation of the heating based on the fitting of ∆ from Eq.4.2, which overestimates the
stability for very low temperatures, since the model predicts infinite retention at 0K. In this range, a
large difference in stability will have only a small effect on the expected value of VC , because device
temperature during writing is dominated by the pulse generated temperature increase and not the
bath temperature. For temperatures above 100K, estimation of the device temperature based on
∆C may also not be accurate since model predicted temperature values are colder than the bath
temperature. One possible explanation would be an error associated with the ∆C value obtained from
fitting, creating the observed difference between model predicted temperature and bath temperature.

Another deviation present in the measurements of the thermally activated model is that VC does
not decrease monotonically with higher temperatures indefinitely. The minimum switching voltage
observed is V AP P

50 (220K) = 0.34V , just before when the device completely loses its PMA and is no
longer write-able at any higher temperature due to the transition into an in-plane state. Because of
this, optimization of the switching voltage becomes more difficult to engineer, as the dependence with
temperature and VC(TB) varies from device to device from its composition to the diameter of the pillar.
It is also important to note that, for these devices, their magnetic hysteresis shows the aforementioned
rotation of both P and AP states, indicating a nontrivial configuration of the magnetization in the
storage layer.

Now, focusing on a sample with a Permalloy insertion layer, we look at three different types
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Figure 4.9: Magnetic hysteresis loops at 10K for devices with tF eCoB = 1nm and different permalloy
thicknesses: a)tP y = 0.32nm, b)tP y = 0.67nm and c)tP y = 0.76nm. d)Anisotropy field mapping
of the wafer identifying the dies in which the devices are located, color-coded as in e)Coercivity
dependence with temperature with blocking temperatures at 59.2K, 119.3K and 134K for (a), (b) and
(c), respectively. f)Hysteresis loop of a device with tF eCoB = 1.14nm and tP y = 0.66nm and 50nm in
nominal diameter.

of devices in Fig.4.93. All have the same FeCoB thickness of around 1nm and different permalloy
thicknesses of tP y = 0.32nm, tP y = 0.67nm and tP y = 0.76nm. We see that with increasing Py
content, the squareness and remanence of the hysteresis loop drastically changes, with a pronounced
rotation of the AP state for tP y = 0.76nm. The devices are identified in the effective anisotropy map of
the wafer in Fig.4.9d to help visualizing how the Py wedge is deposited and their coercivity is measured
in (e). For the thicker permalloy, the blocking temperature drops to 70K, while for the thinner layer
it was measured to be 140K. This composition of materials a priori seems like a promising candidate
for low switching energy, as the total HC at 10K becomes limited with very low TB. Here, we have
for (a) HC(10K) = 590Oe, while for (b) it is HC(10K) = 860Oe and for (c) it is HC(10K) = 285Oe.

The drawback of using this particular stack is the reduced TMR, as the difference between the
Voltage TMR and the Field TMR increases for higher permalloy content. It could still be optimized
at the tunnel barrier level with optimal oxidation conditions, which could also improve the electrical
qualities of these devices. Another precaution that must be taken is to limit the total thickness
tF eCoB + tP y, as values larger than 1.8nm start showing a predominant domain switching hysteresis,
which must be avoided due to reliability issues as its granular structure is not reproducible and STT
efficiency is compromised from non-coherent switching, shown as an example in Fig.4.9f.

3Stack structure of the insertion Py sample from Fig.4.9: Ta(22) / FeCoB(0.8) / W(2) / Pt(5) / SAF6/3 / W(0.2) /
FeCoB(1) / MgO(0.8) / Ox(30s) / Mg(0.5) / FeCoB(0.75-1.45) / W(0.2) / Py(0.3-0.8) / W(2) / Ru(5) / Ta(150)
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3.3 Extraction of surface anisotropy

The next type of sample characterization to be performed is the estimation of the material properties
of some of the discussed samples, namely the surface anisotropy KS . This can be done following
different methods based on magnetic measurements. In this section we discuss two of them: the first
relies on the measurement of the anisotropy field HK of single devices and the second is on MOKE
measurements of thin-film samples.

3.3.1 Anisotropy field method

Previous work has shown that by using a different formulation of Eq.2.28 to express the effective
anisotropy, KS can be estimated if MS is known [158, 159, 160, 161]. Multiplying it by the effective
storage layer thickness we get:

Keff teff = (KV − 2πM2
S)teff + KS (4.3)

To fit this linear function, we assume a constant value of the saturation magnetization at room
temperature MF eCoB

S (300K) = 1240 emu/cm3 [158] and calculate the Keff from the anisotropy field
with the following expression:

Keff = HKMS

2 (4.4)

HK is measured from the magnetic response of a ferromagnetic layer in its hard-axis direction, defined
as the field for which the measured magnetic moment saturates to a maximum value. It can be
measured from vibrating sample magnetometry or from resistance hysteresis loops. The latter is used
for the Prober measurement of the previous Py sample of Fig.4.9d.

In Fig.4.104 (a) the quantity Keff teff is plotted for the Py sample with the permalloy thickness
plotted in color code and in (b) the color code identifies the different nominal diameters for each of
the six columns of the wafer die mask, as seen in Fig.4.4d. To extract the surface anisotropy, the
data must be filtered by device size and Py thickness, which it can then be fitted with Eq.4.3, shown
in Fig.4.10c. The KS will be the intercept with the y-axis, plotted for three different diameters in
Fig.4.10d. As a note, devices close to the out-of-plane region and beyond cannot be taken into account
in the fit since their HK cannot be calculated accurately with the change of its easy-axis.

Within the full Py thickness range of 0.3nm to 0.75nm of the sample, the anisotropy fluctuates
around a mean value of 0.36 erg/cm2, meaning that the "add-on" layer does not have a noticeable
influence on the interfacial anisotropy, as expected. The layer sequence FeCoB / W / Py limits the
permalloy diffusion into the storage layer proper and doesn’t modify the hybridization of the MgO
interface. Then, the intercept with the x-axis defines a critical thickness tC , the thickness in which
the storage layer transitions from an in-plane configuration to out-of-plane. Its dependence with tP y

is shown in Fig.4.10e. With it, we can calculate the effective MS of the layer by also extracting the
slope from the linear fit. Its dependence with tP y in Fig.4.10f is as we could expect, increasing as the

4Stack structure of the insertion Py sample from Fig.4.10: Ta(22) / FeCoB(0.8) / W(2) / Pt(5) / SAF6/3 / W(0.2)
/ FeCoB(1) / MgO(0.8) / Ox(30s) / Mg(0.5) / FeCoB(0.75-1.45) / W(0.2) / Py(0.3-0.8) / W(2) / Ru(5) / Ta(150)
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permalloy content increases, due to the decrease in blocking temperatures of Fig.4.9e. The saturation
of permalloy, however, is MP y

S (300K) = 835emu/cm3 [162], which is counter-intuitive since we observe
an overall increase of MS . To explain this, one can assume that the inclusion of more magnetic material
will add magnetic moment that does not contribute with its uniaxial anisotropy to the storage layer,
since it has no interface with MgO. Therefore, we see an increase of MS without change in the KS of
the storage layer.

This characterization method is useful for the Py sample because it has been designed to show no
coercivity levels for all compositions, meaning that the operating temperatures for it are below 300K.
Thus, analyzing HK is possible using our standard out-of-plane configuration setup for the Prober
stage.

3.3.2 MOKE method

An alternative, but similar, method can be done at thin-film level. Before patterning and fabrication,
we can analyze the Kerr signal amplitude of MOKE measurements to estimate tC directly and acquire
KS . As previously explored in Sect.2, using the polar MOKE effect with the application of a perpen-
dicular field to the plane of the thin-film, the magnetization of the layer under the polarized light will
be proportional to the Kerr rotation [163, 164]. With it, we can directly probe the transition between
the in-plane and out-of-plane regions of a ferromagnetic wedge.

We mapped the Kerr signal amplitude for two thin-film interfacial Mg samples: the half-stack
structure from Fig.3.85, mapped in amplitude in Fig.4.11a and for comparison a full-stack version
of the same MTJ, shown in Fig.4.116b. A noticeable difference between the two is the lower Kerr
rotation from the full stack, which is around a maximum of 3 mdeg, while for the half-stack it reaches
28 mdeg. This is due to the small penetration depth of the MOKE laser and the higher roughness
from the larger stack contribute to a degrading of the measurement signal compared to the half-stack
mapping. This roughness of the full stack is originated by the addition of the much thicker Tantalum
seed layer and the Co/Pt multilayers that compose the SAF.

Now, similarly to Sect.2.2, we look into the Kerr signal dependence with the storage layer thickness
for a fixed Mg composition. Fig.4.11c defines the critical thickness tC from the sharp increase in the
magnetization signal and shows the remanence profile in black. Though the PMA region is considered
to be restricted to the plateau of the remanence, the transition to out-of-plane occurs at its edges, as
indicated in the figure. Then, with tC extracted for multiple MgO thicknesses and assuming a fixed
value for MF eCoB

S (300K) = 1240 emu/cm3, deriving the surface anisotropy is straightforward, while
neglecting any contribution from volume anisotropy:

KS = tC ∗ 2πM2
S (4.5)

In Fig.4.11d we have the KS dependence with Mg thickness for the full-stack sample, in which there is
a striking linear behavior. Fig.4.11 (e) and (f) compare the tC and KS dependencies for both samples

5Stack structure of a half-stack Mg sample from Fig.4.11a: Ta(3) / FeCoB(0.8) / W(2) / Pt(5) / FeCoB(0.4) /
MgO(0.75) / Ox(30s) / Mg(0.55-1.3) / FeCoB(1-2.2) / W(2) / Pt(5)

6Stack structure of the interfacial Mg sample from Fig.4.11b: Ta(22) / FeCoB(0.8) / W(2) / Pt(7) / SAF7/3 / W(0.2)
/ FeCoB(0.9) / MgO(0.8) / Ox(30s) / Mg(0.75-1.6) / FeCoB(0.95-1.9) / W(2) / Ru(3) / Ta(150)
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Figure 4.10: a) Dependence of Keff ∗ teff with effective FeCoB thickness teff , with total permalloy
thickness in color code. b)Same dependence as in (a), but differentiating all the 6 different nominal
diameters of the wafer in color code. c)Linear fit of the dependence in (a) by selecting only the 80nm
nominal diameter and with permalloy thicknesses between 0.4nm and 0.45nm. The red data points
are devices not accounted for in the fitting. d)Extracted KS by repeating fit of (c) for 3 different
nominal diameters and permalloy thicknesses from 0.3nm to 0.75nm. e)Extracted critical thickness
dependence with permalloy thickness. f)MS dependence with permalloy thickness, taken from the
slope of the linear fitting of (c)

.
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Figure 4.11: a)Kerr signal amplitude mapping of an interfacial Mg half-stack; b)Kerr signal amplitude
mapping of an interfacial Mg full-stack. c)Remanence and Kerr amplitude plot in black and blue,
respectively. Measured for a composition of 1.91nm of Mg in the half-stack sample. The dotted
vertical line indicates the critical thickness tC , the transition between in-plane and out-of-plane states
for the layer. d)Extraction of the surface anisotropy dependence with MgO thickness for the full-stack
sample, fitted with a linear function. e)Critical thickness dependence with MgO thickness for both
samples. f)Surface anisotropy dependence with MgO thickness for both samples.
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measured, which show this linear property with Mg. The difference in the observed slopes may be
due to the larger roughness of the full stack sample that is aggravated for higher Mg content, since it
is deposited as an amorphous layer.

The decrease of the anisotropy with thickness can be understood from the stoichiometry of the
oxidation at the interface. With more Mg, it becomes more under-oxidized and the PMA drops
steadily. If the thickness range for the Mg wedge was shifted to a thinner wedge, we can assume we
would observe a maximum of KS for the optimal composition of the interface and a decrease for even
thinner values when the layer becomes over-oxidized.

The MOKE method of extracting KS is very useful for thin-films and especially for half-stacks,
since the signal has much less noise. In some instances, however, it can be large enough to make it
impossible for certain stacks to be analysed with this method. As an example, a half-stack variant
of a Py insertion layer in Fig.4.12a7, with storage layer MgO / FeCoB / Py / W, has a clear signal
and enables the extraction of tC using the same procedure as discussed above. For comparison, the
MOKE mapping, before fabrication, of the sample of Fig.4.10 is shown in Fig.4.12b8, with storage
layer MgO / FeCoB / W / Py. Its signal is unusable due to the low amplitude and noisy background
compared to the half-stack, as it can be observed. Here, the Kerr signal cannot be used to measure
tC with reliability.

To analyse this particular half-stack, a slightly different approach must be used. We assume that,
due to the diffusion of permalloy into the FeCoB, that the saturation magnetization is dependent on
the thickness of permalloy. Therefore, to calculate the slope 2πM2

S , a weighted average is used for MS

as:
Mavg

S = MP y
S tP y + MF eCoB

S (tF eCoB − tF eCoB
dead )

tP y + (tF eCoB − tF eCoB
dead )

(4.6)

Where the FeCoB dead layer is remeasured to be tF eCoB
dead = 0.38nm, since the storage layer structure

is not the same as the one used until this point. The permalloy is assumed to have no dead layer for
simplification purposes, as we define our single storage layer as FeCoB+Py.

In Fig.4.12c we see the comparison between the previous measurements of Fig.4.10e, for the three
measured device diameters, superimposed with the MOKE data in green. The profile of all four are
very similar, with the half-stack tC being slightly shifted to thicker Py values. The bigger difference
comes in the calculation of the KS in Fig.4.12d, where the MS scales with Py thickness and therefore
will return us a similar drop in anisotropy, proportional to the Py composition. The tC dependence
results show that both methods of using either HK of patterned devices or the Kerr signal of thin-films
are equivalent. Additionally, swapping the layer sequence of FeCoB/W/Py to FeCoB/Py/W can have
major changes in the properties of the storage layer. The added magnetic Permalloy into the FeCoB
composition can have a direct influence or not on the MgO interface depending on the presence of a
heavy metal spacer, such as Tungsten.

7Stack structure of a half-stack alternative Py insertion sample from Fig.4.12a: Ta(3) / FeCoB(0.8) / W(2) / Pt(5)
/ FeCoB(0.4) / MgO(0.75) / Ox(30s) / Mg(0.5) / FeCoB(0.5-1.0) / Py(0.3-0.8) / W(2) / Pt(5)

8Stack structure of the insertion Py sample from Fig.4.12b: Ta(22) / FeCoB(0.8) / W(2) / Pt(5) / SAF6/3 / W(0.2)
/ FeCoB(1) / MgO(0.8) / Ox(30s) / Mg(0.5) / FeCoB(0.75-1.45) / W(0.2) / Py(0.3-0.8) / W(2) / Ru(5) / Ta(150)
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Figure 4.12: a)Kerr signal amplitude of a half-stack alternative Py insertion sample. b)Kerr signal
amplitude of a full-stack Py insertion sample. c)Critical thickness dependence with Py thickness.
b)Surface anisotropy dependence with Py thickness. The 80, 100 and 120nm diameter data points
are from the fabricated full-stack structure of Fig.4.10, while the green data represents the thin-film
half-stack sample.
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Figure 4.13: KS extraction of a device with nominal diameter of 25nm. a)Magnetic hysteresis loops
for temperatures between 220K and 300K with dashed lines indicating the saturated resistance levels.
b)KS dependence with temperature, showing a linear fit in red, the Callen-Callen law in green and
the same law fitted with a thermal expansion factor in blue.

3.3.3 Surface anisotropy dependence with temperature

The HK method can also be used to acquire the surface anisotropy dependence with temperature.
The anisotropy field HK and saturation MS are taken from magnetic hysteresis measurements of a
device with interfacial Mg and 25nm nominal diameter in Fig.4.13a9. The hysteresis loops are shown
down to 220K, with a blocking temperature of TB = 145.3K, taken from the linear fit of the coercivity
dependence with temperature. Therefore, in this particular case, the range between 300K and 145K
can be used in the PPMS tool to extract the needed parameters.

As shown in Fig.4.13b, we utilize a more rigorous approach to defining the Keff with Eq.4.7, where
the effective anisotropy is given by the area enclosed by the hysteresis loop and the saturation signal:

9Stack structure of the interfacial Mg sample from Fig.4.13: Ta(22) / FeCoB(0.8) / W(2) / Pt(7) / SAF7/3 / W(0.2)
/ FeCoB(0.9) / MgO(0.8) / Ox(30s) / Mg(0.9) / FeCoB(1.48) / W(2) / Ru(3) / Ta(150)
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Keff = HK ∗ MS −
∫ HK

0
MdH (4.7)

Here, the moment is extrapolated from the assumption that the layer has the same room tem-
perature magnetization saturation for FeCoB of MS(300K) = 1240 emu/cm3. By application of the
power law from Sect.2.2, we have MS(0) = 1364 emu/cm3 and we can estimate the magnetic moment
for each temperature point in between. Then, by plotting the effective anisotropy in Fig.4.13c and
fitting a linear function, we can extract the surface anisotropy at 0K of KS(0) = 1.21 erg/cm2 and
the blocking temperature TB = 133.7K, which is similar to the value acquired from the coercivity
measurement.

In Fig.4.13d we fit the dependence of KS in red by initially using the Callen-Callen law, with
an exponent of 3. The deviation seen can be explained by taking into account the strain in the
material due to thermal expansion as it is heated to room temperature, which can affect the intrinsic
surface anisotropy KS(0) [97]. The modified Callen-Callen formulation of Eq.2.21 that includes a
linear thermal expansion term is used [165]:

KS(T ) = KS(0)
(

1 − b
T

TC

)[
MS(T )
MS(0)

]3
(4.8)

The thermal coefficient is fit with a value of b = 0.27 and shows that indeed a contribution from a
crystalline rearrangement has to be accounted for to match the observed dependence of KS for this
material.

3.4 Analysis of the figure of merit

In this section, we summarize the magnetic and electrical characterization of 4 different samples
in Fig.4.14. They are samples deposited with an Mg interfacial layer10, a Permalloy insertion11, a
reference stack with no add-on layers12 and a Ru insertion layer13. In (a), we see its dependence on
coercivity with temperature and the difference in TB, though as we have seen, this can change with
the composition of each insertion. Even then, the Py sample was the only one to achieve blocking
temperature values below 100K. However, the maximum coercivity of HC is similar across the samples
with the exception of the reference stack. Blocking temperature may differ, but coercivity evolution
shows different slopes depending on composition of the stack, even within the same sample. For the
four devices chosen, we have HMg

C (10K) = 580Oe, HP y
C (10K) = 460Oe, HRef

C (10K) = 970Oe and
HRu

C (10K) = 260Oe. A more thorough investigation is needed to assess whether this is an effect of
the stack composition itself or properties such as the diameter have an important role in modulating
this dependence.

10Stack structure of the interfacial Mg sample from Fig.4.7: Ta(22) / FeCoB(0.8) / W(2) / Pt(7) / SAF7/3 / W(0.2)
/ FeCoB(0.9) / MgO(0.8) / Ox(30s) / Mg(0.75-1.6) / FeCoB(0.95-1.9) / W(2) / Ru(3) / Ta(150)

11Stack structure of the insertion Py sample from Fig.4.9: Ta(22) / FeCoB(0.8) / W(2) / Pt(5) / SAF6/3 / W(0.2) /
FeCoB(1) / MgO(0.8) / Ox(30s) / Mg(0.5) / FeCoB(0.75-1.45) / W(0.2) / Py(0.3-0.8) / W(2) / Ru(5) / Ta(150)

12Stack structure of a reference / conventional MTJ: Ta(22) / FeCoB(0.8) / Ta(3) / Pt(5) / SAF6/3 / W(0.3) /
FeCoB(1) / MgO(0.3-0.8) / Ox(30s) / Mg(0.5) / FeCoB(0.5) / FeCoB(0.8-1.3) / W(2) / Ta(1) / Pt(2) / Ru(8) / Ta(150)

13Stack structure of a Ru insertion sample: Ta(14) / FeCoB(0.8) / Pt(8) / SAF6/2 / W(0.2) / FeCoB(1) / MgO(0.75)
/ Ox(20s) / Mg(0.5) / FeCoB(0.9) / FeCoB(0.4-0.65) / Ru(0.11-0.23) / W(2) / Ta(3) / Ru(8) / Ta(150)
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Figure 4.14: Comparison of different insertion devices on: a)Coercivity dependence with temperature
with extracted blocking temperatures T Mg

B = 204K, TB = 58.75, T Ref
B = 355.4K and T Ru

B = 187K.
b)Figure of merit dependence with electrical diameter.

In Fig.4.14b, we summarize the electrical properties by plotting multiple devices with respect to
their electrical diameter and figure of merit (FOM). The FOM parameter is defined by the ratio
∆/Isw and quantifies the amount of current required to switch a memory cell with respect to its
thermal stability. The electrical diameter is calculated using the average RA of the sample and
the measured resistance of each device from the respective hysteresis loops. It can be shown to be
the dominant parameter for the FOM, since junctions require switching currents scaling with D2,
assuming a constant STT switching critical current density. In the literature, this value is usually
around 1kBT/µA [166][167], which is reached by our devices with D ≈ 30nm. For the Py insertion
sample, we see a sharp increase in the FOM up to 3.79kBT/µA for devices with sizes smaller than
30nm. This difference could be attributed to their smaller diameter. However, FOM values are
consistently higher than for the other pursued strategy samples in the measured cell diameter range
from 15nm to 90nm, which means that their V50 is reduced compared to other insertions and the
reference stack.

The extraction of the figure of merit depends on the accurate estimation of the thermal stability,
which can be done by the method described in the previous chapter by sweeping the magnetic field. In
the context of current/voltage switching of the devices, an alternative method can be used by fitting
the switching voltage distribution to Eq.3.7. From this we define two types of stability: field stability
∆H and voltage stability ∆V . The first is the conventional usage of ∆, calculated for the devices up
to this section. The second one provides a measurement of the energy barrier, i.e. retention, of the
memory dot during the writing process, with possible impacts from secondary effects such as Joule
heating. This is an important distinction to make because as the temperature decreases in the system
and VC increases, the contribution and impact of heat dissipation will also become larger. The most
notable impact on the tunnel junction is the heating generated as the electrons tunnel through the
oxide barrier. This electrical power is dissipated in the pillar, creating a finite temperature increase,
above the bath temperature as discussed previously. That in turn will limit ∆ to a smaller value instead
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Figure 4.15: Stability factor extraction of a device with 70nm diameter and tF eCoB = 1.5nm and
tMgO = 1.68nm. a)Field ∆ using a field-sweep method, with no Joule heating, sample measured
at 20mV DC. b)Voltage ∆ using current-pulse writing with junction heating, induced by the locally
dissipated power.

of increasing indefinitely as the temperature gets closer to 0K [34]. This effect can be seen in Fig.4.15,
as thermal stabilities based on field ∆H and voltage ∆V are plotted in (a) and (b), respectively.

Both stabilities are extracted by fitting 100 loops per temperature point. The ∆H for both PAP
and APP transitions rapidly increases, reaching values as high as 216kBT at 10K. The energy barrier
EB is also temperature dependent, but scales with the effective anisotropy, which evolves according
to a power law of Sect.2.2. Therefore, EB will converge to a finite value at 0K, while the term kBT

will make ∆ diverge, dominating proportionality at low temperatures.
However, for voltage loops extracted thermal stability ∆V , it has a distinct linear dependence with

temperature with a maximum of ≈ 60kBT at 10K. At 250K, it rapidly drops from 30kBT to 10kBT

at 300K, at which point the device is no longer stable. The measurement of the resistance state at the
end of the switching pulse is done after the junctions have had time to cool down to bath temperature,
as the characteristic cooling time is 3-5 nanoseconds such that complete cooling is achieved within
15-25ns [154]. This means that the measured RP and RAP are at their equilibrium temperature, and
the resistance values will not reflect the temperature conditions during the actual voltage switching
process. The estimation of the heating can be seen in Fig.4.16 , much like what was discussed for
Fig.4.2d. Here, however, the calculation of the effective device temperature is done from the measured
field stability ∆H instead of fitting Eq.4.2, which gives us a more reasonable maximum heating of 80K
for a bath temperature of 40K. The stability ∆H at 10K seems to have been underestimated, such
that the predicted device temperature is lower.

To evaluate how much the tunnel barrier is heating at each temperature point with precision, the
field stability needs to be acquired with more accuracy, and the heat dissipation needs to be taken into
account by considering the composition and dimensions of the MTJ. The complexity of the effective
heat capacity of the stack prevents us from easily estimating the temperatures reached within the
pillar, although estimations have been made in previous work [34, 168].
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Figure 4.16: Estimated device temperature from heating extracted from the difference between the
measured field ∆H and voltage ∆V .

Table 4.1: Electrical properties for the best devices of each of the 4 samples analyzed in Fig.4.14, as
measured at 10K.

Sample FOM Diameter Volt. TMR TB Hmax
C V50 RP IAP P

C Volt. ∆P AP

(kBT/µA) (nm) (%) (K) (Oe) (V) (kΩ) (µA) (kBT )
Mg 1.8 21.8 119 192 777 0.88 29.4 30 57
Py 3.78 18.8 32.2 65 450 0.75 71 9.5 38
Ref 1.21 21.8 69.6 190 637 0.9 26.8 20 49
Ru 0.41 53.9 48.9 310 576 0.8 7.5 70 59
Ref.[33] - 40 200 - 2830 0.42 3 130 -
Ref.[34] 1.18 40 220 - - 0.34 2.5 136 152
Ref.[169] - 64 176 >300 >530 0.26 3 80 -

In Tab.4.1, we have the summary of the results from the figure of merit measurements of Fig.4.14.
The best of each of the 4 samples is given with a reference value from literature, also indicating the
critical switching current and their thermal stabilities when available.

3.5 Pulse (H,I) phase diagrams under pulse current

In this section, we discuss a more complete method of device characterization, the pulse current phase
diagram. It is plotted by extracting the voltage, or RV, loops for a large range of applied out-of-plane
fields. An average of 50 loops is taken to account for stochasticity of the switching and measured
under a 20mV DC bias voltage after a sequence of 100ns pulses is applied for the writing process. The
diagram has three distinct regions: the high-resistance state AP in red, the low-resistance state in
blue, and the bistable region in yellow. An example is shown in Fig.4.1714 (a) and (b) for 220K and
40K, respectively, for a device with 26nm in diameter and tF eCoB = 1.43nm and tMg = 1.76nm. We

14Stack structure of the interfacial Mg sample from Fig.4.17: Ta(22) / FeCoB(0.8) / W(2) / Pt(7) / SAF7/3 / W(0.2)
/ FeCoB(0.9) / MgO(0.8) / Ox(30s) / Mg(0.75-1.6) / FeCoB(0.95-1.9) / W(2) / Ru(3) / Ta(150)
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have measured a blocking temperature TB = 220K, which results in a vertical switching boundary in
(a). At lower temperatures, the coercivity increases, and we obtain a writable device that exhibits
macrospin characteristic behavior, as seen by the linear slopes of the diagram boundaries in (b). At
the edges of the diagram, where Vb is the highest, there is no coercivity and the boundaries merge,
meaning that STT renders one state unstable and there is no more bi-stability. The increase in VC

and the decrease in the stochasticity of the writing is shown in Fig.4.17c, where the RV loops for 10K
and 180K with HZ = −500Oe are plotted. The larger dispersion of the switching loops at 180K is
indicative of a lower stability, and we can see an increase in the TMR of the junction at 10K.

From the LLGS equation, one can numerically solve the diagram’s switching boundaries using a
macrospin approximation to predict the values of the STT efficiency term dH/dVb = a∥/α [77]. In
Fig.4.17d the slopes of the diagram are fitted using a first-order polynomial at 10K, with an asymmetry
for both transitions as we have aAP P

∥ = 4974Oe/V and aP AP
∥ = 2575Oe/V , which differ by a factor

of 2. The full expression of the efficiency term is given by:

a∥
α

= 2e

ℏ
η

αtF eCoBMSRP A
(4.9)

With η being the STT spin polarization. Then in Fig.4.17e we have the temperature dependence
of a∥/α, with an increase of 180% for APP and only an increase of 20% for PAP. By analyzing the
efficiency equation, we only have three parameters that could contribute to this dependence: the
polarization, the damping, and the saturation magnetization MS . We know from the power law that
the magnetization will increase at lower temperatures, so it only leaves us with the first two. The
variation in damping with temperature has been studied in length in other works that indicate that
it is not the driving factor for a higher efficiency [170, 171, 172]. At the device level, there has been
reported to be no discernible variation, with a constant value for a wide range of temperatures (9K
to 350K) [173]. Therefore, only the polarization may be the parameter of interest, as it scales with
η ∝ (1 − βT 3/2) according to the literature [174]. As a rough approximation, we consider MS as a
constant in the range of 10K to 200K, but the theoretical exponent 3/2, however, does not fit our
experimental data, with a fitting exponent of 2.3 ± 0.1 for APP and 3.0 ± 0.3 for PAP in Fig.4.17e.
These results also suggest that for these devices there is a large asymmetry in the tunneling properties
of the electrons through the MgO, which may be correlated with the rotation of the states seen in
the hysteresis loops of Fig.4.17f. The P state has only a small change in its rotation with decreasing
temperature, while the AP state has a shift from a high-remanence loop at 200K to one with lower at
10K as it is progressively cooled down.
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Figure 4.17: Pulsed phase diagram for a device with 26nm in diameter and tF eCoB = 1.43nm and
tMg = 1.76nm. a)At 40K with a coercivity of 920Oe. b)At the blocking temperature 220K. c)Voltage
RV loops at 10K in black and 180K in blue for 50 loops and HZ = −500Oe. d)Linear fit of the
diagram’s boundaries at 10K for STT efficiency extraction. e)Temperature dependence of the STT
efficiency for APP and PAP transitions. f)Hysteresis loops from 10K to 280K, with increasing rotation
of the AP state for lower temperatures.
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4 Electrical characterization of VCMA devices

For this section, we focus on the characterization of a high RA sample with a cross-wedge on the
storage layer and the MgO tunnel barrier with MgO deposition of Mg(0.5-1.2) / Ox(10s) / Mg(0.5-
1.2) / Ox(10s) / Mg(0.5). Its SAF structure is [Co(0.5) / Pt(0.25)]6 / Ru(0.9) / [Co(0.5) / Pt(0.25)]3.
It has a variable RA from 100Ωµm2 to 1500Ωµm2 along the Mg wedge, with higher resistance states for
thinner Mg composition, since the Mg layer is oxidized naturally for the two first Mg layers deposited
for 10s at 150mbar oxygen pressure.

4.1 VCMA coefficient versus T

Using the method described in Sect. 4.2, we can extract the VCMA coefficient ξ from single devices
at different temperatures. Fig.4.18a15 plots three DC phase diagram boundaries at 280K, 80K and
10K for a device with 100 nm diameter and tF eCoB = 1.54nm and tMg = 2.72nm. They are obtained
by measuring wire-bonded devices in the PPMS tool without the use of any diodes, waiving any need
to correct the resistance measurement that we take for this sample.

The dependence of ξ on temperature in Fig.4.18b shows us one of the limitations of the method
used to extract it. Two devices are plotted and their error propagated to the fitting by only doing
single-loop measurements on the PPMS will induce a high dispersion of the calculated values at higher
temperatures. Multiple loops are necessary to access the switching field and its dispersion to accurately
calculate the thermal stability and correctly fit any temperature dependence using existing models
[175], as shown in Sect.4.2.2. However, an increase in ξ with temperature is observed, similar to other
reports, ranging from ξ(280K) = −20±1fJ/V m to ξ(10K) = −32±3fJ/V m representing an increase
in 60%. Similarly to what was previously reported [176], ξ was calculated assuming MS(0K) = 1.45
MA/m with the application of the Callen-Callen law to correct for MS with decreasing temperature.

Another change in the diagram we must take into account is that the symmetric term given by
the heating coefficient ζ, which accounts for the Joule heating of the device, becomes more dominant,
impacting the measured coercivity and switching fields in (a). We can observe this in Fig.4.18c, where
ζ is plotted and shows a value of 40 ± 30kOe.µm2/W at higher temperatures. It could be taken as
a negligible contribution considering the large uncertainty, which quickly rises below 100K, reaching
ζ = 655 ± 50kOe.µm2/W at 5K. The explanation for this phenomenon may be directly related to
the thermal properties of the tunnel barrier; as we see in the inset of Fig.4.18c, the heat capacity of
a crystalline MgO material will decrease sharply below 100K by multiple orders of magnitude. This
will lead to much higher heat dissipation within the tunnel junction that may degrade the writing
properties of the device, as the effective temperature during switching will not be the same as the
thermal bath in which it is located in the cryostat.

This effect is an obstacle for the implementation of VCMA switching at cryogenic temperatures.
The deterministic writing discussed in Chapter 2 is highly sensitive to thermal fluctuations; therefore,
a more extensive study of the heating dissipation on the storage layer is necessary.As we utilize the DC
current to extract the phase diagrams, there is no cooling of the junction during the measurement, so

15Stack structure of the high RA sample from Fig.4.18: Ta (22) / FeCoB (0.8) / Ta (2) / SAF / Co (0.5) / W (0.3) /
FeCoB (0.9) / MgO (1-1.6) / W (2) / Pat (5) / Ru (30) / Ta (150)
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4. Electrical characterization of VCMA devices

Figure 4.18: a)Switching field boundaries for a device with 100nm in diameter and tF eCoB = 1.54nm
and tMg = 2.72nm for 10K, 80K and 280K. b)ξ dependence with temperature for two devices with
similar physical and magnetic properties. c)Heating coefficient dependence with temperature. The
inset image is the crystalline MgO’s heat capacity dependence with temperature [2].

the maximum temperature reached by the device will not be the same in pulsed switching experiments.
It is essential to determine if the short-duration writing pulses of approximately 1 ns are within the
range of ballistic switching in order to guarantee its practicality.

4.2 Variation of the VCMA coefficient with thickness

This high RA sample being studied has a wedge thickness on the FeCoB storage layer that varies
from 0.5nm to 1.1nm by taking into account a dead layer of 0.5nm. This will give us a variation of
magnetic/electric properties from a superparamagnetic state, when the layer is not fully continuous
at its low thickness value, to a high anisotropy state at higher FeCoB thickness. The presence of
the MgO wedge will then ensure that we achieve an optimal thickness for the oxidation of the tunnel
barrier for TMR optimization. It also creates a variation of the RA in the sample to see its influence
on the measured values.

The target devices for VCMA extraction cannot be chosen at random, requiring a minimum mag-
netic hysteresis signal and a coercivity greater than zero for the VCMA effect to be visible. Because
of this, we plot the value of ξ for only 1450 (yield of 9.6%) of the working devices that have a nonzero
VCMA coefficient. Fig.4.19a shows a monotonic increase of ξ with an effective FeCoB thickness at
300K with a maximum value of -22.9 fJ/Vm at 1.1nm. The maximum TMR measured at room tem-
perature in these devices is 115%, which corresponds to a thicker FeCoB layer with 1.1nm. Therefore,
the dependence we see does not cover the full range of thicknesses for which PMA exists in this sam-
ple, and it deviates from the expected trend of ξ ∝ 1/teff [177, 178] or no dependence observed with
tF eCoB [86, 179]. A broader analysis is needed to verify whether the linear proportionality of ξ with
effective FeCoB thickness extends to thicker layers or if there is a deviation in this dependence when
the demagnetization energy decreases even further the effective perpendicular anisotropy approaching
the transition to an in-plane state.

We then investigated the dependence of the VCMA effect on the magnetic properties of the device,
since the dependence of MgO suggests the highest VCMA coefficient for the thickness of 2.2 nm Mg for
the oxidation conditions used, corresponding to the observed peak in the TMR values. In Fig.4.19b, the
dependence of ξ on coercivity shows that there is no clear coercivity/anisotropy dependence, apart
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Figure 4.19: a)VCMA coefficient ξ dependence with effective FeCoB thickness and Mg thickness in
color-map. The arrows indicate the increase of ξ measured at 5K for three different devices. b)The
relationship between TMR and ξ, with a coercivity color-map.

Table 4.2: Comparison of the VCMA extracted from this work and other known literature values.

Sample Tunnel Barrier ξ (fJ/Vm) TMR (%) RA (Ω.µm2) ∆
This Work FeCoB Natural Oxidation 22.9 95 210 35
Ref.[141] FeCoB RF MgO 30.5 49 650 35

Ref.[138] Co2FeAl/W/Co2FeAl RF MgO 64.8 78 - -
CoFeB/W/CoFeB 19.6 36 - -

Ref.[147] FeCoB RF MgO 15 110 5000 38

from low-coercivity devices that do not show any measurable VCMA. However, the dependence of
TMR shows an increase in ξ for larger TMR values, suggesting that VCMA may also be dependent on
the same factors that influence TMR and less dependent on the anisotropy of the storage layer, since
ξ seems to be uncorrelated with coercivity. These statements are based on expected proportionality
between coercivity and effective anisotropy of the storage layer, and TMR is an indicator of the
FeCoB/MgO interface quality and tunnel barrier crystallinity. The modest values achieved for both
TMR and VCMA also indicate that the MgO barrier used, with natural oxidation of the deposited
metallic Mg and a 0.5 nm Mg capping, might induce high levels of roughness at the interface with
the storage layer, limiting the magnitude of both effects, as seen in the extraction of the dead layer
in Sect.2.2. As a reference, some values for ξ at room temperature are shown in Tab.4.2 with a
comparison of the storage layer used and device properties.

4.3 VCMA Preliminary Switching Measurements

With ξ extracted for our tunnel junctions, we then used the Hprobe measurement system to perform
VCMA switching experiments. As discussed previously, this writing mechanism is very sensitive to the
pulse width, which needs to be in the sub-ns range to observe any switching by VCMA. Conducting
this experiment requires us to set the correct parameters for the device being measured, which can
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Figure 4.20: a)Resistance hysteresis loop of a device with RA = 407Ωµm2, 80nm in diameter, tF eCoB =
1.25nm, tMgO = 1.57nm, RP = 81kΩ and a stray field of Hstray = 380Oe. b)VCMA switching
measurement after voltage pulses with varying pulse lengths are applied for 1.2V, 1.22V and 1.3V
under HZ = 400Oe and HIP = 600Oe. c)Resistance measurement after a 1.22V pulse application for
different pulse lengths under HZ = 400Oe and HZ = 450Oe.

be a very delicate matter of optimization. Due to the precessional nature of VCMA, the switching
probability is very sensitive to the conditions of the device, and only a narrow window of pulses is
capable of writing them with low error rates. Therefore, for each set of in-plane field, ξ and ∆, the
writing pulse will have a different voltage threshold. Therefore, only a preliminary study is performed
for this section of the work. Setting up the measurement required initially pursuing a trial and error
method that was not possible to fully complete during this thesis.

The VCMA effect of our samples is small in magnitude, which would normally mean that we may
need to use higher in-plane fields HIP and voltages than those reported in the literature of 1.5kOe

and 1.9V pulses [180]. However, our lower coercivity values (less than 1kOe for all devices at room
temperature), which translates to lower effective anisotropy, do not require such high values. Due to
the presence of a stray field from the reference layer on the storage layer, an out-of-plane field HZ is
necessary to compensate for it and center the hysteresis loop so that both transitions PAP and APP
have equal probability of switching and not to favor a single-state outcome. In Fig.4.20a, a hysteresis
loop is shown for a device 80nm in nominal diameter with an RA of 407Ωµm2 and thicknesses of
tF eCoB = 1.25nm and tMgO = 1.57nm with resistance of RP = 81kΩ. Preliminary measurements
performed on the Prober stage showed an offset of Hstray = 380Oe. In the Hprobe setup, we must
take into account that the field calibration of both instruments may not be identical. The additional
difficulty was that the tool has only been calibrated for Z fields in multiples of 50Oe steps; therefore
we use HZ = 400Oe for the measurement in Fig.4.20b. Here, we see the resistance signal at three
different pulse voltages: 1.2, 1.22 and 1.3V, with a VC ≈ 1.21V using HIP = 600Oe, since at 1.2V (in
black) there is no switching, and with 1.22V we see writing occur.

Then, in Fig.4.20c we have two measurements at 1.22V for two values of the Z field of 400Oe in
black and 450Oe in red. There is a reduction in switching events for the higher HZ , meaning that our
choice of 400Oe for stray field compensation was better, in agreement with the field offset measured
in the initial Prober setup in (a). These results indicate that there may be VCMA switching in these
devices, although partially conclusive, as the acquisition of a full phase diagram is necessary to ensure
the writing we observe is from precession and not random due to the applied field and instability from
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the voltage pulses. Additionally, the pulse lengths between 0ns and 4ns do not show any switching,
which has no evident cause in the VCMA framework. Due to time constraints and setup limitations,
statistics on the switching probability were not acquired. To rectify that, the Hprobe setup requires
a field calibration capable of applying a large range of values instead of the 50Oe step of the last
measurement. The pulse generator and analysis script should also be optimized to send a fast sequence
of pulses as in the Prober stage, in which over 100 data points can be captured per voltage/field values.
With these improvements a phase diagram can be constructed and low temperature measurements in
the PMMS tool will allow us to assess the viability of VCMA at temperatures below 10K.

5 Experimental investigation of the easy-cone

Up to now, in many of the HR loops from measured devices or thin-film samples, the low remanence
state and the tilt/rotation of the stable states have not been well described. In this section we
investigate one possible explanation for this distinct behavior experimentally, which has already been
described in a micromagnetic framework in Chapter 2.

The presence of an easy cone state in the storage layer, as seen in Fig.2.26, can create a magne-
tization configuration with a symmetrical rotation of both the P and the AP states. By analyzing a
half-stack thin film sample using a permalloy insertion with tF eCoB = 0.66nm and tP y = 0.48nm, we
see the same "S"-shaped curve in Fig.4.2116, albeit with zero coercivity due to the very weak effective
anisotropy of Permalloy at room temperature. Thus, this initial evidence leads us to believe that the
easy-cone could be achieved with this alternate method of layer insertions as opposed to fine-tuning
the thickness of the FeCoB layer, which has a very small working range for it.

To assess the magnetization state of the sample with more accuracy, we start by conducting
micromagnetic simulations on 4 different types of layer using the magnetic force microscopy (MFM)
mode in Mumax3. We calculate in Fig.4.2217 the resulting force image for circular 100nm in diameter
layers of a pMTJ with out-of-plane magnetization, an MTJ with a K2 component, a tessellated MTJ,
and a thin-film layer with 400nm in lateral size. We have MS = 1MA/m, K1 = 0.6MJ/m3 and in (d)
a K2 = −207kJ/m3, with the grains of the tessellations in (c) and (d) having an average size of 40nm.
This tessellation structure can be visualized in Chapter 2:Fig.2.25, where the region discretization is
evident.

For the fully out-of-plane MTJ in Fig.4.22a, with no K2, the MFM signal shows a uniform distribu-
tion across the surface of the layer with a small dip in the signal at its center. In this 500nm diameter
layer, the demagnetization energy is nonuniform and starts overcoming the uniaxial anisotropy in this
region. By adding a K2 component to the layer in Fig.4.22b, we see a drastic difference in force
signal behavior, with a contrast between opposite edges of the layer. Here, we achieve a uniform
magnetization, tilted to a 45o angle relative to the vertical axis. In Fig.4.22c, a thin-film layer of 1x1
micron is simulated to give us an indication of the grain structure across its surface. The K1 normal

16Stack structure of the permalloy thin-film sample from Fig.4.21: Ta(3) / FeCoB(0.8) / W(2) / Pt(5) / FeCoB(0.4)
/ MgO(1.3) / FeCoB(0.5-1.0) / Py(0.3-0.8) / W(2) / Pt(5)

17System parameters for Fig.4.22: Diameter = 100nm, tSL = 1nm, RP = 5kΩ, T = 0K, K1 = 0.6MJ/m3, K2 =
−0.0207MJ/m3, MS = 1.0MA/m, Aex = 15pJ/m2, ξ = 0fJ/V m, Happ = 0mT , α = 0.1, CellSize = 2nm, In (c) and
(d): GrainSize = 40nm
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Figure 4.21: MOKE measurement of a thin-film half-stack MTJ FeCoB(0.66)/Py(0.48)/W(2) with
out-of-plane field.

distribution gives rise to a random domain formation, with no discernible patterns. The size of these
domains are directly related to the grain size choice and to the temperature conditions. The change
in ratio of K1/MS will enlarge these domains as the anisotropy is reduced for higher temperatures.
Then, for Fig.4.22d, a tessellated layer is simulated, showing us magnetic domain boundaries as in (c).
As discussed in Chapter 2 and seen experimentally in Chapter 4, the presence of this type of layer is
a strong contender to explain the magnetic behavior measured in devices and thin-film samples, such
as Fig.4.21. Therefore, to validate these simulation results, we conduct MFM imaging on a Permalloy
half-stack structure, as it has been systematically showing the "S"-shaped hysteresis in both MOKE
and device electrical measurements.

In Fig.4.23a18, we have an optical microscope image of a patterned sample. The markings "X"
and "XI" represent the rows of pillars with 500nm and 400nm diameter junctions, respectively. A
similar Permalloy thin film sample is diced in a 1cm square piece for MFM imaging on two different
regions. One with lower permalloy content tLOW

P y = 0.4nm and another with higher tHIGH
P y = 0.65nm,

but both with the same FeCoB thickness of tF eCoB = 0.85nm. The low and high regions are scanned
in a 10µm2 area in Fig.4.23b and Fig.4.23c, respectively. In the first we cannot identify any type of
magnetic structure, with a phase shift of 60mdeg, while the second region has a diagonal striation
with a slightly higher phase shift of 70mdeg. Upon zooming in on the central section of the region
in a 1µm2 area, in Fig.4.23d we can identify more clearly a faint structure of the magnetization that
could indicate a variation of the anisotropy on the layer.

To conduct the same measurement on a device, we deposited the same sample composition of the
18Half-stack structure of a Permalloy insertion sample from Fig.4.23: Ta(3) / FeCoB(0.8) / W(2) / Pt(5) / FeCoB(0.4)

/ MgO(1.3) / FeCoB(0.5-1.0) / Py(0.35-0.8) / W(2) / Pt(5)
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Figure 4.22: MuMax3 simulations of MFM measurements on: a)A standard FeCoB layer with 100nm
in diameter exhibiting PMA and a uniform force distribution across its surface. b)The same layer
with a K2 component to the anisotropy, with a break in the force symmetry. c)A 400nm area with a
tessellated K1. d)A 100nm circular section of a tessellated layer. The domain sizes of the tessellations
have 40nm in average. The vertical dashed lines represent the out-of-plane direction and the white
arrows are the local magnetization vectors of each layer.
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Figure 4.23: MFM measurements of a half-stack MTJ with a Py insertion layer with a storage layer
as FeCoB(0.5-1.0)/Py(0.3-0.8)/W(2). a)Optical microscopy of the wafer, showing the row markings
"X" and "XI" for MFM imaging. b)Phase AFM signal from a thin film with tF eCoB = 0.85nm and
tP y = 0.4nm. c)The phase signal with tP y = 0.65nm in a 10µm2 area. d)Same signal of (c) in a 1µm2

area. e)AFM signal of a patterned 500nm diameter pillar of the same stack and thicknesses. f)The
MFM phase signal of the pillar, with contrast between the upper and bottom halves of the layer.
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thin film on a separate wafer with a custom mask to pattern multiple arrays of pillars of varying
diameter sizes between 100nm and 500nm. The top electrode was reduced to Ru(3)/Ta(30) instead
of the usual Ru(3)/Ta(150) and after the magnetic pillar etching step the fabrication process was
terminated, as we only required the pillar definition for the MFM. The sizes were chosen because of
the limitation in resolution for the scanning and because we do not know the exact size range for
any potential magnetic grains on the layer. The result from Fig.4.23d indicates that the texture is
greater than 100nm. So any pillar below that size may not show enough contrast for us to identify any
structure. In Fig.4.23e we do an AFM height scan of a 500nm circular pillar without SAF or reference
layer. So that in (f) we have the phase shift with a discernible variation of the signal across the surface
of the pillar, which is uncorrelated with its physical structure from (e). All of these samples were
prepared without any demagnetization protocol, since they were in their relaxed state.

The results are promising in identifying the structures that give rise to the magnetic behavior of
these layers, but some difficulties for collecting concrete evidence still remain. The weak anisotropy
of permalloy with small remanence and no coercivity may lead to artifacts in the MFM due to the
capping of the magnetic stack. On top of the weak layer, we have Ru(3)/Ta(30)/Cr(20) and an
additional 10nm to 50nm from the distance between the tip and the sample during scanning. The
tip itself may also induce artifacts in the images. We utilize a "low-moment" tip to be able to see
any contrast on the phase signal, and if we swap it to a standard or "high-moment" tip, we can only
observe noise. This may be explained if the tip is simply dragging the layer magnetization along and
destroying any pre-existing domains. Moreover, not every tip is in perfect working conditions to make
these structures appear, which also requires us to test different parameters in the scanning settings
to obtain contrast. Another limitation is that other samples that show some stable-state tilt/rotation
and larger coercivity, such as the interfacial Mg insertion sample, exhibit it only at lower temperatures,
requiring a specialized MFM tool capable of cryogenic cooling for direct imaging.

Finally, for electrical characterization, we chose to work with the Mg interfacial sample, as the
reduction of the blocking temperature by permalloy limits the temperature range that can be used for
temperature-dependent measurements. A device with 18nm electrical diameter and tF eCoB = 1.53nm

and tMg = 0.89nm is measured in Fig.4.2419, with its hysteresis loops at 10K and 160K in (a) taken
with 100 sweeps on the PPMS. There is, as seen for previous junctions, a transition of the hysteresis
from a fully remanent loop into one showing strong rotation of the AP state with a weaker one for
the P state, with the dispersion of the switching field decreasing for 10K, as expected. From the
micromagnetic numerical simulations on tessellated layers from section 6, we get this same transition
when the magnetic domain sizes change, as seen in Fig.2.27a. Due to the effects on temperature with
a fixed domain size of Fig.2.27b, which does not influence the remanence, we can assume that there is
a modification of the magnetization structure of the layer when temperature is decreased [115]. This is
further corroborated using the macrospin approximation and the results of Fig.2.12 that indicate that
the domain wall width should decrease and, therefore, increase the disorder of the layer with more
domain structures. Then, by performing STT writing on this device from 10K to 300K, we obtain
the dependence plotted in Fig.4.24b for PAP and APP under an offset field of −500Oe. The inset of

19Stack structure of the interfacial Mg sample from Fig.4.24: Ta(22) / FeCoB(0.8) / W(2) / Pt(7) / SAF7/3 / W(0.2)
/ FeCoB(0.9) / MgO(0.8) / Ox(30s) / Mg(0.75-1.6) / FeCoB(0.95-1.9) / W(2) / Ru(3) / Ta(150)
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Figure 4.24: a)A 100-loops hysteresis at 10K in black and 160K in red for a device with 18nm in
diameter and tF eCoB = 1.53nm and tMg = 0.89nm. b)The 50% switching voltage dependence with
temperature. the inset image shows a square voltage hysteresis for STT switching at 10K.

the figure represents the 50 loops acquired for the extraction of VC at 10K. An interesting feature is
present in the range of 200K to 275K for both transitions: there is a small plateau of the voltage, with
a slight increase before it quickly vanishes as the device loses stability at the measured temperature.
This effect is similar to what was observed in Fig.2.28b and Fig.2.29, which is a behavior that only
arises within the framework of micromagnetism with the presence of the second order anisotropy K2.

Thus, our accumulated evidence points to the presence of an "easy-cone-like" state of our samples.
With the MFM imaging, a tessellated layer seems to be the better approximation for the behavior
we observe. And through temperature studies and magnetic hysteresis changes we can correlate it
with the granularity of the layer and the formation of magnetic domains. Further investigation is
needed, however, to prove this statement by acquiring higher-resolution images and its temperature
dependence.

6 Conclusions

We have fabricated magnetic nanopillars using a nanofabrication clean-room protocol illustrated in
Fig.4.1. Achieving high-quality samples is critical for the study of the magnetic/electrical properties
of our devices, with yield being the most sensitive parameter to defects, artifacts, and process issues.

We investigated different samples with an unconventional storage layer to modify its effective
anisotropy and potentially engineer devices with targeted STT switching voltages for cryogenic oper-
ation. The use of insertion layers proved successful in changing the blocking temperature of the bits,
as observed in Fig.4.9, in which the lowest measured was TB = 59.2K with an insertion of 0.76nm of
Permalloy, while the highest in the same sample had TB = 134K with 0.32nm of Permalloy. With this
approach, it is possible to target specific applications operating in different low-temperature ranges,
such as high-performance computing below 10K or in "shallow cryoelectronics" around 77K.

Within the trial samples, the Permalloy insertion showed to have better electrical properties, with
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a maximum figure of merit of 3.79kBT/µA, compared to the second best 1.8kBT/µA of the interfacial
Mg sample. Most of these devices also showed an unusual property in which the stable states rotate
with the field, suggesting we do not have a fully out-of-plane layer. From correlating our magnetic
and electrical characterization of Fig.4.24 with the MFM imaging of Fig.4.23, and the micromagnetic
simulations of Chapter 2 in Sect.6, there is a strong case to be made that the addition of the "add-on"
layers modifies its domain structure such that it gives rise to an easy-cone-like state, in which a random
distribution of K1 can give rise to a "virtual K2" term.

We also investigated high resistance-area samples larger than 100Ωµm2 to study the influence of
the storage layer and tunnel barrier thicknesses on the VCMA effect. The highest VCMA coefficient
of -22.9 fJ/Vm was extracted at the thickest FeCoB of 1.1nm and close to the optimal oxidation of the
MgO barrier, correlated with the highest TMR values in Fig.4.19. This is likely due to an improved
tunnel barrier quality that also plays a role in the VCMA effect.

Preliminary VCMA switching experiments showed some evidence of switching at 1.22V voltage
pulses between 1-10ns and an applied in-plane field of 600Oe, but the results are not conclusive,
requiring the acquisition of full phase diagrams to assess their behavior at 300K and at temperatures
below 10K. By doing so, we can attempt to measure the deterministic switching regime discussed in
Chapter 2.
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Chapter 5
Conclusion and future prospects

In this chapter, final remarks are made on the results and the lesson we can take from
the presented data. Furthermore, ideas for future measurements are given to continue the
proposed line of investigation and to discuss how we could best move forward with some
of the experimental evidence that has not been fully developed.
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1 Conclusion

The work carried out in this thesis was aimed at engineering MRAMs capable of operating in a
cryogenic environment and characterizing them for a wide range of temperatures from 300K to as low
as 5K. Within this objective, we investigated two types of devices: STT-MRAM and VCMA-MRAM.

In Chapter 2, we introduced the concept of numerical simulations using a macrospin approach
based on the LLGS equation. The two writing mechanisms that we investigated are used to compare
their properties and search for their optimal conditions for cryogenic memory operation. Part of the
work was done under the assumption that a VCMA effect is present in the layer, while the other part
assumed only STT is present. The macrospin basis for the calculation allowed us to easily extract the
dependencies of the critical switching voltage VC with pulse width, thickness, material parameters and
temperature that help us to qualitatively interpret the measurement data for real devices. We then
discussed the effects that a higher order anisotropy has on the storage layer in regards to its magnetic
and electrical characteristics. We see that by adding a K2 term, we reach the easy-cone state, in
which the magnetization is not fully out-of-plane, and that it can add beneficial traits to the energy
consumption associated with the writing of the bit. An analytical expression for VC was derived for
the VCMA system and the stability factor was reworked to include the new term. The hysteresis
loop was calculated for this type of storage layer, which manifests a low remanence state at zero field,
with a rotation of the stable states and an asymmetry that arises from the AP conductance definition
when plotting the resistance state. Subsequently, a pulse phase diagram was calculated for both STT
and VCMA between 0K and 50K, with the first one showing the conventional switching boundaries
of literature work, while for the latter we identified new features that are correlated to the energy
landscape of the system. This gives rise to a novel deterministic switching regime for VCMA writing
that outperforms the precessional nature of its conventional operation, thus circumventing a major
obstacle for the application of such technology. However this new regime is limited to temperatures
below 50K as a result of its sensitivity to thermal fluctuations. In the micromagnetic section, we
showed that the VCMA deterministic switching was still present and that the effects of K2 on the
layer can be reliably reproduced by using a tessellated layer. This is done by subjecting K1 to a
spatial variation that can be modulated through the average magnetic grain size and the magnitude
of the variations. These results helped us to interpret the experimental data in Chapter 5, where we
correlate our simulations with physical evidence of the existence of an "easy-cone-like" state.

In Chapter 3, we discussed the composition of an MRAM in greater detail, explaining the role
of each of the layers in its structure and how they interact with each other. Part of the work in
this section was done by focusing on the optimization of some of the layers with direct influence
on the device’s magnetic/electrical properties. The SAF was highlighted as a key component of a
functioning MTJ and was shown to be the cause of an offset field in the hysteresis of the devices.
This was remediated by changing the Co/Pt repetitions of its structure. Additionally, an annealing
study on the usage of either W or Ta layers as the B-getter was carried out to enhance the quality
of the interface between the storage layer and the tunnel barrier, with W being the best of the two.
Next, we explored the storage layer and how we can modify its composition to deposit a low effective
anisotropy layer for low energy STT writing. There are multiple ways to realize a storage layer with
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low anisotropy energy: by reducing the diameter of the MTJ pillar to reduce its volume, by changing
its annealing temperature, by doping it, etc. The method we chose was to introduce an "add-on" layer,
an additional material to interact with the main storage layer and modulate its material parameters.
It can be deposited in three different configurations: as an interfacial layer (MgO/A/FeCoB), an
insertion layer (MgO/FeCoB/A), or as a replacement layer (FeCoB/A/FeCoB), with "A" being the
add-on. An advantage of this method is that it is the most straightforward way to change the properties
of the stack, since it does not depend on the device fabrication process, annealing, etc. The three
materials tested for these modified structures were permalloy, cobalt, and magnesium, showing a range
of different effects compared to the conventional stack that only has a FeCoB storage layer. For the
development of VCMA samples, we used a conventional MRAM design to assess the magnitude of its
effect on our stacks and how we can optimize the VCMA coefficient ξ. The first modification done
was the substantial increase of the resistance state of the tunnel barrier, by using thicker Mg layers
and exposing them to higher oxygen pressures to increase the oxidation of the final MgO layer. Doing
so increases the resistance-area product of the final devices by at least one order of magnitude, which
will decrease the STT contribution to the switching and facilitate the study of the VCMA. To extract
the magnitude of ξ, four methods are discussed that each have their own advantages and drawbacks
related to the fabrication of the samples and the type of measurement involved. The switching field
method proved to be the most reliable, being capable of collecting data from large arrays of devices
with more reliability than the other three, since it is used on functional devices and does not rely so
heavily on parameters such as the stability factor, which can be difficult to extract with a high degree
of quantitative accuracy.

In Chapter 4, the nanofabrication process was described in greater detail, focusing on the most
important steps of the procedure to achieve high yield and good device quality. The hardmask etching
steps were given special attention due to their critical influence on the final magnetic pillar shape. It
dictates the overall performance of the device in a physical way independent of its composition, which
can only be evaluated at the end of the fabrication. The device properties were finally characterized
by a few different characterization tools. The prober stage, being capable of full wafer measurements,
was our ideal tool to quickly extract the yield and general state of the new samples, allowing us to
select promising candidates for our low-temperature setups. Thus, after an initial assessment, the
PPMS tool was used for single devices, which requires a wire bonding step to connect it to the sample
holder. This, however, may provoke breakdown of the junctions due to the risk of exposure of the
tunnel barrier to electrostatic discharges from the environment, circuit lines, and instrumentation that
affect mostly low-RA samples such as the ones for STT writing. To avoid this issue, multiple Schottky
diodes can be connected head to tail in parallel with the device, increasing their resistance to spikes
in the voltage.

For the investigation of fabricated samples for STT, we based our choices on the studies of the
previous chapter, selecting the ones showing lower coercivity at the thin-film level because it corre-
lates with the effective anisotropy. The temperature dependence of the main magnetic and electrical
properties were measured for different samples embedding insertion/interfacial layers of Mg, Co or
Py. The change in coercivity was analyzed to extract the blocking temperature of a particular storage
layer composition, giving us insight into its HK field and aiding us in characterizing the behavior of
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their VC . An interesting observation for many of these samples was the increase of rotation of the
stable states at their compensation field, much like the one calculated in Chapter 2 for systems using
a K2 term. This was further investigated by MFM imaging of a Py insertion sample, since it showed
the largest rotation states. What was observed is a faint change in the force signal across the sample
surface at both thin film level and patterned devices 500 nm in diameter. Following these results with
micromagnetic simulations on tessellated surfaces, we have independent confirmation of the existence
of an intermediate state between out-of-plane pMTJs and in-plane MTJs, which exhibits properties
similar to those of an easy cone.

The conventional MTJ fabricated for VCMA applications was mainly characterized by using the
prober stage, extracting ξ with the method of Chapter 3 for 1450 devices that gives us a deeper
understanding of the relationship between the coefficient and the thicknesses of the storage layer
and tunnel barrier. At lower temperatures, only a few devices were measured, showing not only an
enhancement of the VCMA effect, but also a rapid increase of the heating inside the junction below
100K, which can be an obstacle to integrate them within cryogenic circuitry that has limited cooling
powers.

2 Future work

2.1 Stochastic memories

Throughout the fabrication of multiple samples and the analysis of different combinations of storage
layers and stack structures, we came across devices with interesting characteristics that we did not
investigate fully because they do not show our target properties. However, they can still be use-
ful for other applications. This was the case for a Py insertion layer using the following stack: a
seed Ta(22)/FeCoB(0.8)/W(2)/Pt(5), a SAF using a 6x3 Co / Pt repetition, and a tunnel junction
FeCoB(1)/MgO(1.3)/FeCoB(0.5-1.0)/Py(0.3-0.7)/W(2). After annealing at 250oC, all compositions
of this sample had a stochastic behavior at room temperature, as seen in Fig.5.1a. At 300K and at the
compensation field, there is no stable state, with the resistance stochastically switching at no applied
currents. The observed field offset of -200Oe comes from the earliest iteration of the SAF, which was
not optimized. The softer annealing process crystallized the MTJs in such a way that their blocking
temperature was almost exactly 300K, with coveted properties for areas such as neuromorphic or
stochastic computing.

Subsequently, we measured one of these devices with a real-time setup that is capable of registering
the resistance state of the device with very high precision. In Fig.5.1b, we have a time-trace signal
under a 20mV reading bias and a corrected offset field, showing the presence of two stable states and
random crossings between them as time passes. Unfortunately, no further studies were conducted for
this type of device, although this opens up the possibility of manipulating the blocking temperature
to fabricate p-bits for different ranges of operating temperatures.
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Figure 5.1: A permalloy insertion sample with 50nm in nominal diameter, tF eCoB = 0.9nm and
tP y = 0.4. a)HR loops at 300K and 240K. b)Real-time measurement of the device under reading bias
of 20mV.

2.2 Ultra-fast STT switching

The next step on the investigation of the STT samples is to perform high-speed switching experiments
in the GHz range. These are important to further consolidate the hypothesis of anisotropy tessellation
on our storage layer from the experimental results and MFM imaging in the previous chapter. The
type of information we can collect with writing operations under 1ns pulses is the increase in switching
voltage compared to the 100ns pulses that have been used, alongside the transition of the thermal
activation regime to the ballistic switching regime, which occurs at a critical pulse length. Studying
the evolution of the write voltage versus voltage pulse width at cryogenic temperatures is important
to know whether we have reached ballistic writing or not on these new devices. Another important
aspect of this experiment is to make a comparison between the switching times of a conventional
MTJ embedding an easy-cone storage layer. By the nature of STT, its kick-start relies on thermal
fluctuations. Knowing this, we can expect the STT writing to start instantaneously on layers with
this easy cone anisotropy.

In Fig.5.2 we show an initial measurement of an interfacial Mg sample with tF eCoB = 1.48nm and
tMg = 1.02nm and 80nm nominal diameter. In (a) we have V P AP

50 plotted for 10K, 50K, 100K, 150K
and 200K using pulses of 20 to 1000ns, which shows the increase in the voltage with both decreasing
temperature and pulse width, as expected. Though certain instrumentation limitations prevented the
measurement to be reliable, the data points all shift to slightly higher voltages for pulses shorter than
40ns. In the phase diagram of (b), we can see more clearly the dependence of the critical switching
voltage at 50K for both PAP and APP and how it quickly increases for shorter pulses. Identifying
where the ballistic regime starts and how it evolves with temperature can provide us with information
on the different properties of these layers possess and how or if they are more suitable for cryogenic
implementation.
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Figure 5.2: Pulse switching dependence measurement of an interfacial Mg sample with tF eCoB =
1.48nm and tMg = 1.02nm and 80nm in nominal diameter. a)PAP switching voltage dependence for
10K, 50K, 100K, 150K and 200K. b)Pulse phase diagram at 50K for PAP and APP switching voltages.

2.3 Deterministic VCMA switching

The experimental work on VCMA devices of this thesis was not concluded due to time constraints.
A last measurement was done in the writing experiments and the fabricated sample proved to be a
viable candidate for further testing as it showed switching under the correct set of system parameters.
Knowing that the VCMA effect becomes stronger with reduced temperature, we can have a strong
argument to attempt the same experiment at lower temperatures. However, further improvement
on ξ may be necessary, because the VC of the tested device was only a few decimal points below
its breakdown voltage. Therefore, we must ensure that the junctions become more robust and less
sensitive to breakdown for the target temperatures.

This is an important step to reach cryogenic operation, since our predictions with macrospin and
micromagnetic simulations indicate that a novel deterministic switching regime is present below 50K.
And finding experimental evidence for it will be a step towards making VCMA-MRAM, not only
viable, but preferable when compared to other writing mechanisms such as STT or SOT. Therefore,
this is the most promising point for future work to develop a new type of device and drastically reduce
the energy consumption of MRAM bits for very low temperatures.
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