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Thesis outlines

This manuscript resumes experimental findings about how centrosome amplification
influences the response to chemotherapy in epithelial ovarian cancer. The work was carried
out during my three years of thesis in the laboratory of Renata Basto at the Institut Curie in
Paris, France at the Cell Biology Unit (UMR144). | started my work in November 2020 and |

luckily was able to continue the work despite the sanitary crisis, which affected us all.

The Introduction, Discussion, and Perspectives sections all center on the two main topics, the
centrosome and ovarian cancer, trying to offer a comprehensive perspective of the literature,
considering the new data disclosed within this document.

Material and Methods include all the techniques used for the experimental strategy, data
analysis, images acquisition and processing.

The Results section describes and analyze in detail the data obtained during the PhD. My work
is part of a wider project to which many people participated. The outcome of the complete

project is included as Annex (Edwards et al., 2023).

Epithelial Ovarian Cancer (EOC) remains one leading cause of death from cancer in woman.
First-line treatment involves debulking surgery followed by chemotherapy treatment,
represented by a combination of paclitaxel and carboplatin. However, relapse is frequent. The
centrosome is the major microtubule organizing centre in proliferating animal cells and
contributes to cell division, migration, and invasion. Centrosome amplification, the presence
of more than two centrosomes per cell, is often observed in cancer cell lines, including EOC.
Centrosome amplification is suggested to contribute to oncogenesis via chromosome mis-
segregation which generates aneuploidy.

In Results — Section 1 | investigated if centrosome status can influence the response

to chemotherapy. The experiments were conducted in EOC cell lines inducible for Polo-like
kinase4 (PLK4), the main regulator of centrosome duplication cycle, to generate centrosome
amplification. Surprisingly, | have found through proliferation and viability assays that
centrosome amplification favours cell death in response to chemotherapy.

The hypothesis that centrosomes amplification can potentiate the response to

chemotherapy was confirmed via live-imaging approaches (Results — Section 2). Moreover,




this approach allowed me to investigate the mechanisms responsible for the increase in cell
death in presence of extra centrosomes and chemotherapy. By correlating cell fate with
behaviors along mitosis and interphase, | discovered that centrosome amplification
potentiates the response to combined chemotherapy by inducing multipolar divisions.
Surprisingly, increased response to carboplatin in presence of extra centrosomes resulted to
be independent from induction of mitotic errors.

In Results - Section 3 a further detailed characterization of cell cycle is presented. Via

live imaging and flow cytometry approaches, | observed cell cycle arrest or cell death
occurring in S/G2 phase in the second generation, in response to carboplatin.

At this point, | wanted to investigate other hypothesis on how centrosome
amplification can represent a stress for cancer cells, sensitizing them to cell death. Thus, |
wondered whether centrosome amplification could promote the induction of DNA damage in

presence of carboplatin (Results - Section 4). | quantified DNA damage by

immunofluorescence approaches using an antibody against y-H2AX, which detects DNA
double-strand breaks. | found that although carboplatin increased DNA damage as expected,
it had a similar effect on cells independent of centrosome amplification. Similarly, DNA repair,
qguantified with markers of homologous recombination (RAD51, FANCD2) and non-
homologous end joining (53BP1), did not increase in cells with centrosome amplification.
Finally, 1 determined whether the higher levels of chromosome mis-segregation
observed in OVCARS8 cells with centrosome amplification correlated with higher levels of

aneuploidy (Results - Section 5). | first analyzed the number of micronuclei, known to result

from chromosome mis-segregation. However, although the number of micronuclei was
present in the vast majority of OVCARS cells, this proportion was not increased in cells with
centrosome amplification. Results from single-cell DNA sequencing in collaboration with
Floris Foijer (U. Groningen, Netherlands) showed that OVCARS8 cells have a high level of
aneuploidy, but that this level was not increased by centrosome amplification. This suggests
that centrosome amplification does not sensitizes cells to death via increased aneuploidy in
EOC cells.

Thus, extra centrosomes seem to alter how cells respond to stress, independently of the type
of stress induced by chemotherapy. This work will contribute to elucidate the role of

centrosome amplification in EOC and how they can affect chemotherapy treatment.
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1. The cell cycle



1. The cell cycle

1.1 Cell cycle phases

The cell cycle is a universal process through which cells duplicate, serving as the foundation
for growth and development of all living organisms. Cell cycle progression is tightly regulated
and leads the cell through a series of ordered events culminating in mitosis, when the cell
divides giving birth to two daughter cells with same genome (Matthews et al., 2021). The time
between two mitosis, during which the cell prepares to divide, it is called interphase (Figure
1). The aim of interphase is to duplicate the cell content, both cytoplasm and DNA, in order to
prepare cell division. In healthy proliferating animal cells, interphase is composed of three
phases: G1 or gapl, when the cell increases it size and it produces resources needed for the
following phases (Figure 1). Then, there is the synthesis stage or S-phase when DNA is
replicated. Before mitosis (M-phase) cells undergo a second gap phase (G2) during which they
prepare to divide by synthetizing and activating complexes required for mitosis. During G1,
cells can also stop proliferating and enter a quiescent state - GO (Figure 1). GO is a reversible
exit from cell cycle that can be activated in mammalian cells in response to environmental
changes such as depletion of nutrition or growth factors, changes in cell adhesion and
increased cell density (Coller et al., 2006; Zetterberg dan Larsson, 1985).

Once the DNA and other cellular contents are duplicated, the cell is ready to divide to
create two genetically identical cells. Mitosis has been well characterized (Mitchison dan
Salmon, 2001; Satzinger, 2008b). In prophase, chromosomes condense becoming visible while
the nuclear envelope breaks down. The two centrosomes move towards opposite poles, while
actively nucleating microtubules. In prometaphase, mitotic spindle microtubules attach the
chromosomes at a specialized structure called kinetochore, which assembles on centromeres.
Then, the cell progress into “metaphase” when chromosomes align on a metaphase plate.
Each sister chromatid of each chromosome is attached to microtubule bundles from opposite
poles of the mitotic spindle. . Once all chromosomes are properly attached, the cell proceeds
into anaphase, when the sister chromatids are separated and pulled toward opposite poles.
After chromatid separation, the cell divides into two daughter cells through the process of

cytokinesis. In animal cells, during cytokinesis a cleavage furrow forms a constriction which

10



separates the cytoplasm of the two daughter cells. During this phase chromosomes

decondense and the nuclear envelope is reformed. Thus, a new cell cycle can be initiated.
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Figure 1: The cell cycle. Schematic representation of the ordered phases of the eukaryotic cell cycle. During
interphase, cellular content is duplicated. It is composed by two gap phases (G1- and G2-phases), separated by a
DNA replication phase (S-phase). Transition from one phase to another is tightly regulated during a decision window
time. During G1-phase, cells can temporarily exit the cell cycle and enter into a quiescent state (GO-phase). The
purpose of mitosis (M-phase) is to segregate the replicated DNA into two daughter cells. Mitosis starts with
prophase and prometaphase, with chromosome condensation (dark blue), nuclear envelope breakdown and
microtubule nucleation from the centrosomes (light-blue). Then, in metaphase the mitotic spindle aligns
chromosomes in a plate at the equator of the cell. Chromatid separation and segregation occurs in anaphase,
followed by cellular separation into two daughter cells during cytokinesis. Figure modified from (Matthews et al.,

2021).
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1.2 Cell cycle control

Cell cycle progression is regulated by the activity of Cyclin dependent kinases (CDKs) and these

are regulated by phosphorylation, dephosphorylation and proteolysis (Besson et al., 2008;

Malumbres & Barbacid, 2005.; Nurse, 2000) (Figure 2). Additionally, CDK inhibitors (CKlIs)

negatively regulate CDKs and they are classified into two families: INK4 family and Cip/Kip family

(Cénepa et al., 2007; Chim et al., 2006). Among them, the most important factors for cell cycle

regulation are P21, P16 and P27. In particular, P21 activation leads to G1 cell cycle arrest and its

expression is tightly controlled by p53 (Koutsodontis et al., 2001; Levine, 2010). P53, encoded by

the TP53 gene, is the main tumor suppressor and it is mutated in more than a half of human

tumors. The p53 protein is a transcription factor which binds DNA activating genes involved in a

variety of responses, such as DNA damage repair, cell cycle arrest and cell death

(Boutelle&Attardi, 2021). Further details regarding p53 will be provided below.
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Figure 2: Cell cycle progression and its
regulatory proteins. (A) Schematic view of
different phases of cell cycle and
corresponding Cyclin proteins and CDKs.
(B) Oscillations of different Cyclins
throughout cell cycle drive entry and exit

from cell cycle phases. Figure from

(Jingwen et al., 2017).
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The CDK family belongs to a well-conserved family of serine/threonine protein kinases. Specific
CDKs are activated in specific cell cycle phases by binding to their partner cyclins. Unlike CDKs,
cyclins are not always present during the whole cell cycle, but their transcription and degradation
is coupled to different phases (Evans et al., 1983; Murray et al., 1989; Murray & Kirschner, 1989).
CDK- Cyclin complexes play a central role in regulating cell cycle progression. According to the
classical cell cycle model, cyclin D levels gradually increase during G1 in response to mitogenic
stimuli (Baldin et al., 1993) (Figure 2).

D-type cyclins bind to CDK4/6, generating complexes that are stabilized by p21 or p27.
Subsequently, the CyclinD-CDK4/6 complexes localize into the nucleus, where they initiate the
phosphorylation the of retinoblastoma (RB) protein (Kato et al., 1993; Narasimha et al., 2014).
RB is a key regulator of G1 and an inhibitor of E2F, a transcription factor with essential functions
in cell cycle progression. (Baldin et al., 1993). E2F target genes comprises Cyclin E, for example.
As levels of Cyclin E increase in late G1, CDK2 becomes activated (Ohtsubo et al., 1995) (Figure
2). Cyclin E-CDK2 activity generates a positive feedback loop which results in increased activity
of cyclin E-CDK2. CDK2 increased activity results in RB hyperphosphorylation and inactivation.
Thus, E2F inactivation is released resulting in increased transcription of downstream genes and
allowing the initiation of replication (S-phase entry). Progression through S phase is assured by
increased levels of cyclin A which also form a complex with CDK2 (Pagano et al., 1992;
Pines&Hunter, 1989). After S-phase completion, the accumulation of cyclin A/B -CDK1 activity
drives mitotic entry (Guadagno dan Newport, 1996) (Figure 2). Additionally, CDK1 collaborates
with various other kinases, including Polo-like kinases and Aurora, in facilitating the transition
from the G2 to M-phase, thereby actively contributing to the progression of mitosis during cell
division (Barr dan Gergely, 2007). Finally, the degradation of Cyclin A and B after ubiquitination
by the anaphase-promoting complex cyclosome (APC/C), induces mitotic exit allowing initiation

of G1 (Peters, 2006).

1.3 Mitotic exit

Mitotic exit, terminating a full cell cycle is highly regulated. In particular, proteolysis plays an
essential role. At the core of mitotic exit regulation resides the activity of APC/C, which is a 1.5-
MDa anaphase (Peters, 2006). APC/Cis an E3 ubiquitin ligase, which transfers Ubiquitin a 8.5KD

protein into substrates to mark them for degradation. The covalent modification of a protein by
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ubiquitin is called ubiquitination and it is the starting point for one of the main degradation
processes: the ubiquitin—proteasome system (UPS) (Tai dan Schuman, 2008). The UPS involves
the proteosome, responsible for protein degradation and several ubiquitin ligases and de-
ubiquitinating enzymes. The APC/C can only ubiquitylate substrates with the help of three
cofactors: the ubiquitin-activating (E1) enzyme, a ubiquitin-conjugating (E2) enzyme and a co-
activator protein. E1 enzymes activate ubiquitin and transfer it to an E2 enzyme. APC/C in
collaboration with the E2 enzymes UBCH5 and UBCH10 transfer the activated ubiquitin to the
target proteins (Aristarkhov et al., 1996; Harper et al., 2002). Noteworthy examples of substrates
that are targeted by APC/C and induce mitosis include the mitotic-specific Aurora kinases, PLK1,
cyclins A and B among many others (Rape et al., 2006; Lindon dan Pines, 2004; Littlepage dan
Ruderman, 2002).

During prometaphase the APC/C is kept inactive until all microtubules are correctly
attached (Rieder et al., 1995). The correct attachment of spindle microtubules to kinetochores is
monitored by a control system: the spindle assembly checkpoint (SAC) (Musacchio & Salmon,
2007; Varetti et al.,, 2011). The ability of the SAC to monitor the correct attachment of
microtubules is still under debate. The two main hypothesis currently propose that the SAC
senses the attachment of microtubules at the surface of kinetochores or alternatively, the
tension generated from kinetochore attachment (Figure 3) (Etemad et al., 2015; Nicklas, 1997;

Nicklas et al., 1995; Waters et al., 1998).

G1/S—>G2 Mitosis

Prophase Prometaphase Metaphase Anaphase Telophase

APC/C-Cdc20 APC/C-Cdc20 APC/C-Cdc20 APC/C-Cdh1 APC/C-Cdh1
APC/C- /\ & ‘\ '

Cdhl Spindle l
checkpoint
=
kinases
Emil , Cdhl
ubiquitylation
and Cdhl I UbcH10

phosphorylation
Figure 3: APC/C activation at mitotic exit. APC/C activity results in the ubiquitylation of proteins, marking their

degradation at specific times and driving progression of the cell cycle. Substrates in early M-Phase are ubiquitylated
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by APC/C bound to Cdc20 while APC/C-Cdh1 is activate during anaphase. Mitotic exit requires the degradation of
mitotic exit inhibitors such as Cyclin A, Cyclin B and Securin. APC/C activity is suppressed by the SAC. At the G1-S
transition, APC/C-Cdh1 is inactivated. From (Sivakumar dan Gorbsky, 2015).

In case of errors in chromosome attachment, the SAC is maintained in an active state and
so the progression to anaphase is blocked. Unattached kinetochores accumulate the mitotic-
arrest deficient 2 (Mad2), BubR1 and Bub3 proteins (De Antoni et al., 2005; Hoyt et al., 1991; Li
& Murray, 1991; Sudakin et al., 2001). Once all chromosomes are attached to spindle
microtubules and the SAC is satisfied, APC/C becomes activated. APC/C activation is strictly
regulated and depends on two main co-activators: Cell Division Cycle 20 (Cdc20) and Cdh1 (Dube
et al., 2005; Hwang et al., 1998; Kim et al., 1998; Kraft et al., 2005; Pfleger et al., 2001).

1.4 Mitotic errors
Even if mechanisms to prevent mitotic errors exist, chromosome mis-segregation can still occur.
Certain types of errors can be undetected by the SAC or mutations of SAC encoding genes can
decrease the strength of the checkpoint. Lagging chromosomes and misaligned chromosomes
are two examples of mitotic errors poorly detected by the SAC. Lagging chromosomes are
chromosomes that lag behind during anaphase. Lagging chromosomes can be the results of
merotelic attachments (Cimini et al., 2001; Climini et al., 2002; Gregan et al., 2007). Merotelic
attachment occurs when a given kinetochore is attached by microtubules emanating from
opposite poles (Cimini et al., 2003b). During anaphase, the position of the merotelic kinetochore
and chromosome relies on microtubule bundle sizes. A significantly thicker bundle directs the
kinetochore toward that pole, while similar-sized bundles lead to kinetochore lag at the spindle
equator (Salmon et al.,, 2005; Cimini et al., 2004a). Even if undetected by the SAC, lagging
chromosomes can be corrected during anaphase. Midzone-localized Aurora A and B have
recently been showed to be implicated in the process of lagging chromosome correction at
anaphase (Sen et al., 2021).

Lagging chromosomes can be successfully incorporated in the main nucleus of one of the
two daughter cells, with 50% of the cases being segregated in the wrong daughter cell and so
generating aneuploidy (see following paragraph). Otherwise, the lagging chromosome can

remain excluded from the main nucleus. In this case they can generate discreet structures called
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micronuclei (Cimini et al., 2003b) (Figure 4). Further, lagging chromosomes can also remain

trapped in the cleavage furrow and suffer DNA damage (Janssen et al., 2011).

Accurate chromosome segregation

Euploid
daughter cells

Chromosome(s) trapped
and damaged in the cleavage furrow

) Aneuploid
Merotelic attachments cause / daughter cells

lagging chromosome(s) to remain in the
spindle midzone during anaphase

Micronucleus

Aneuploid
daughter cells

Figure 4: Mitotic errors leading to aneuploidy progeny. On top cells divide normally and two euploid identical
daughter cells are formed. On the bottom, merotelic attachments can lead to chromosome trapped in the cleavage
furrow, which can even be the source of DNA damage. Lagging chromosomes can be maintained outside the main

nucleus in daughter cells, forming the a micronuclei. From (Santaguida dan Amon, 2015).

Acentric chromosomes are another type of mitotic error not detected by the SAC.
Acentric chromosomes are fragments of chromosomes that lack the centromere, which is
essential for kinetochore assembly (Williams et al., 1998). Importantly, acentric chromosomes
may not exclusively originate during mitosis; instead, they can emerge from DNA double-strand

breaks that can happen at various cell cycle stages (Warecki dan Sullivan, 2020). As lagging
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chromosomes, acentric chromosomes remain undetected by the SAC and can be incorporated
in the main nucleus of one of the daughter cells or give rise to micronuclei (Royou et al., 2010).

Another type of mitotic errors are chromosome bridges. Chromosome bridges
refer to the presence of chromatin material that stretch between the dividing masses of
chromosomes during the anaphase stage of cell division (Gisselsson, 2008). Although they
become noticeable during mitosis, the underlying cause of chromosome bridges can be traced
back to events occurring during interphase. Chromosome bridges can arise from under-
replicated DNA or unresolved DNA damage (Chan et al., 2009). In human cells, chromatin
bridges can result from chromosome fusion, occurring as a consequence of telomere attrition
(Maciejowski et al., 2015). Chromatin bridges can be resolved at anaphase by the TREX1
nuclease or can persist mitosis (Pampalona et al., 2016).

Finally, multipolar mitosis occurs when the chromatin is segregated into more than two
sets of chromosomes, giving origin to two or more daughter cells with an unbalanced DNA
content. The progeny deriving from this kind of division frequently die or arrest in the following
interphase (Brinkley, 2001; Ganem et al., 2009; Kwon et al., 2008b). Multipolar divisions can
occur in the presence of centrosome amplification, the presence of more than two centrosomes
per cell, a condition observed in cancer cell lines (Ganem et al., 2009; Harris, 2008; Leber et al.,

2010a; Marteil et al., 2018; Kwon et al., 2008b).

1.5 Cytokinesis: success or failure

Cytokinesis starts with the determination of furrow position and the assembly of the contractile
ring which moves inward before culminating in abscission of cytoplasm and generation of two
daughter cells (Figure 5). The contractile ring is a rich actin and myosin structure (Schroeder,
1968; 1970). Actin can participate in different protein-protein interaction, and in vertebrate cells
can be found both in a monomeric (G-actin) or filamentous form (F-actin) (Chen et al., 2017;
Kabsch et al., 1990). Myosin Il is a hexameric protein consisting of two heavy chains, two
essential light chains and two regulatory light chains (Rahmani et al., 2021). Myosin-Il is the
essential motor for cytokinesis in animal cell and localizes at the contractile ring (Fenix et al.,
2016; Wang et al., 2019). An essential controller of cytokinesis is the Rho GTPase, which was the
initial regulatory protein factor identified as having a role in contractile ring assembly (Mabuchi

et al., 1993; Kishi et al., 1993). To assemble the contractile the cell first needs to reorganize the
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actin cytoskeleton (regulated by RhoA, profilins, and formins), followed by ingression of the
furrow mediated by Myosin Il (Piekny et al., 2005). The attachment of these mechanical-force
generators to the membrane, facilitated by scaffold proteins Anillin and Septins is also important

for the constriction process (Maddox et al., 2007).

Central spindle Cleavage furrow Intercellular bridge
| p— \ mM
] l Actomyosin .
Spindle asters ring Midbody
Central spindle assembly Cleavage furrow ingression Abscission

Figure 5: Overview of cytokinesis in animal cells. A schematic representation showing the reorganization of an
animal cell as it advances through distinct stages of cytokinesis. Microtubules are highlighted in red, chromosomes

are depicted in grey and centrosomes in black. Figure from (Fededa dan Gerlich, 2012).

The final stage of cytokinesis in animal cell is abscission of the midbody structure, densely
populated by microtubules and trafficking proteins (Figure 5) (Carlton dan Martin-Serrano, 2007,
Morita et al., 2007).Direct disruption of any of the components involved in cytokinesis may
inhibit furrow ingression leading to failed cell division(Normand dan King, 2010). Formation of
chromatin bridges is an example of an obstacle encountered by the cleavage furrow,
representing a major cause of cytokinesis failure. Mitotic slippage occurs when the cell exit
mitosis without dividing resulting in a daughter cell with altered ploidy (Lok et al., 2020). During
a prolonged mitotic arrest, the cell can die or perform mitotic slippage. The decision between
these two fates seems to be decided by the competition of two mechanisms (Gascoigne dan
Taylor, 2008a). The first one involves triggering pathways that lead to cell death, while the other
centers around the protection of cyclin B1 from degradation. These two mechanisms appear to
have distinct thresholds and the eventual outcome depends on which threshold is bypassed first.
Hence, if the levels of cyclin B1 drop beneath the threshold required for exiting mitosis, slippage
occurs whereas if the threshold for cell death is surpassed first, the cell undergoes death during
mitosis. After mitotic slippage cell can undergo different fates such as cell cycle arrest, cell death
during interphase or even cell cycle progression. The factors that dictate the choice between

these different outcomes following slippage are still unknown.
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1.6 Micronuclei

Micronuclei are small nuclei-like structures containing DNA surrounded by a nuclear envelope
which failed to be reincorporated in to the main nucleus after mitosis. Even if micronuclei were
already observed more than 50 years ago (Kato & Sandberg, 1968), recent work promoted our
knowledge on their origin and on the consequences of exiting mitosis with this type of
structures. Through the combination of live imaging to track mis-segregated chromosomes and
single-cell sequencing techniques, it has been shown that micronuclei can generate
chromothripsis (Crasta et al., 2012; Zhang et al., 2015). Chromothripsis is a complex series of
rearrangements in DNA resulting from the fragmentation and abnormal stitching of DNA
sequences (Stephens et al., 2011; Cortamp et al., 2020; Shoshani et al., 2021). The DNA trapped
in the micronucleus does not replicate correctly, resulting in DNA damage and chromosome
fragmentation (Liu et al., 2018). Interesting in the subsequent mitosis, the micronuclei DNA can
be incorporated in the main nucleus (Agustinus et al., 2023; Lin et al., 2023; Tang et al., 2022;
Trivedi et al., 2022). Furthermore, the fragmentation of DNA trapped in the micronucleus has
been suggested to occur as a consequence of a fragile nuclear envelope, which may expose DNA
to the action of nucleases present in the cytoplam (Tang et al., 2022). Recently, it has been
shown that fragmented DNA in the micronucleus can be maintained together to the action of

Cip2A-TOPBP1 (Lin et al., 2023; Trivedi et al., 2022).

1.7 Aneuploidy

Aneuploidy is currently identified as numerical aberration of whole chromosomes or
chromosome arms (Taylor et al., 2018a). It is associated with cancer, birth defects (as for trisomy
21) and organism unviability (Gordon et al., 2012; Torres et al., 2008). Defects in chromatin
cohesion, supernumerary centrosomes and chromosome mis-segregation can all lead to the
generation of aneuploid karyotypes (Cimini et al., 2001; Bakhoum et al., 2009; Ganem et al.,
2009; Silkworth et al., 2009). Different mechanisms can lead to chromosome mis-segregation,
as previously described. A compromised SAC can lead to aneuploidy, however SAC genes
mutations are very rare in human cancer (Cahill et al., 1999; Haruki et al., 2001; Myrie et al.,
2000; Kops et al., 2005). Because some mitotic defects can undergo undetected by SAC, as for
merotelic attachments, most of the tumors are characterized by high levels of chromosome

instability (CIN). Whereas aneuploidy refers to an altered state of the karyotype, the increased

19



frequency of mitotic errors is referred as CIN (Gordon et al., 2012). Aneuploidy and CIN mutually
drive each other in cancer (Passerini et al., 2016; Garribba et al., 2023).

One of the main consequences of aneuploidy is an imbalanced number of genes when
compared to the euploid karyotype (Santaguida dan Amon, 2015). This may generate altered
gene expression leading to defects in protein complex stoichiometry and proteotoxicity (Figure
6). Altered gene expression, even if not being a universal response, has been detected in
aneuploid yeasts, plants and mammalian cells (Dephoure et al., 2014; Kahlem et al., 2004; Kurnit,

1979; Mao et al., 2003; Pavelka et al., 2010; Stingele et al., 2012).
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Figure 6: Aneuploidy impairs several cellular processes. Aneuploid cells show a variety of altered functions that
culminate with proliferation defects and the generation of DNA damage leading to genomic instability. From

(Santaguida dan Amon, 2015)
In particular, proteomic analysis in budding yeast has shown that the presence of asingle

extra chromosome would increase gene expression in ~ 80% of the genes present in an extra

copy (Dephoure et al., 2014; Pavelka et al., 2010). Therefore, the changes in dosage of many
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genes and proteins cause a series of different stresses, referred as aneuploid-associated stresses
(Figure 6). Protein misfolding, activation of stress response pathways and altered metabolic
landscape are shared features of aneuploid cells (Oromendia & Amon, 2014; Santaguida &
Amon, 2015; Williams et al., 2008). The main consequence of these increased levels of stress is
a decrease in fitness due to an extended cell cycle and in particular, lengthening of G1 and S-
phases. The ability of aneuploidy to increase the extension of G1 resulting in slow proliferation
rates was discovered by studies performed in yeast (Torres et al., 2007; Thorburn et al., 2013;
Niwa et al., 2006).The same consequences have been reported in mammalian cells (Burds et al.,
2005; Thompson & Compton, 2010). This decrease in proliferation was thought to be mainly due
to p53 activation (Burds et al., 2005; Li et al., 2010; Schvartzman et al., 2011; Thompson &
Compton, 2010). Upon physiological conditions, p53 levels are low, but they increase in
responses to a variety of stresses, such as DNA damage, oncogene activation, hypoxia, nutrient
deprivation (Prieur et al., 2011; Lim et al., 2021) but also centrosome amplification (Fukasawa
et al., 1996b). However, recent studies that compare different cell lines and culture conditions
show that in some cases the mitotic arrest was completely/partially independent from P53
activation (Santaguida et al., 2017; Narkar et al., 2021). These data suggest that other
mechanisms may be responsible for the induction of decreased proliferation in an aneuploid

conditions.

1.8 Activation of an inflammatory response due to aneuploidy and micronuclei

Single-cell sequencing analysis of aneuploid arrested cells and genomic analysis conducted on
primary tumor and breast adenocarcinoma showed that cells with complex karyotypes generate
an immune-response (Santaguida et al., 2017; Bakhoum et al., 2018). In particular, isolated
aneuploid arrested cells obtained by 24 hours Reversine treatment to inhibit the checkpoint
protein MPS1, showed senescent associated and pro-inflammatory signals (Santaguida et al.,
2017). Furthermore, activation of the cyclic GMP- AMP synthase (cGAS)-stimulator of
interferon genes (STING) pathway was also described. In mammalian cells, the cGAS-STING
pathway is a stress-response pathway evolved as a way to detect foreign DNA (Figure 7) (Cohen
et al.,, 2019; Morehouse et al., 2020). Its activation is often detected in human cells as a

consequence of micronuclei (MacKenzie et al., 2017; Harding et al., 2017b).
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Figure 7: Overview of the cGAS-STING signaling pathway. Schematic representation of the cGAS-STING
pathway. The pathway is activated upon binding to cytosolic double-stranded DNA from cGAS and culminate

with the activation of an immunoinflammatory response. Figure modified from (Decout et al., 2021).

The binding of cGAS to double-stranded cytosolic DNA activates its catalytic activity and
leads to the production of 23’ cyclic GMP-AMP (cGAMP), a second messenger molecule
and potent agonist of STING (Ablasser et al., 2013; Diner et al., 2013; Gao et al., 2013; X.
Zhang et al., 2013). STING is a membrane protein localized to the endoplasmic reticulum
which upon binding to cGAMP undergoes oligomerization and conformational changes
(Ablasser et al., 2013). These changes trigger downstream responses resulting in the
activation of several genes such as type | interferon, pro-apoptotic genes, chemokines and
the NF-kB pathway (Decout et al., 2021; Motwani et al., 2019). All these genes are involved

in different processes of the immune and inflammatory responses. The sustained
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inflammation induced by CIN in tumors has been shown to induce the formation of

metastasis (Bakhoum et al., 2018).
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2. The centrosome

24



2. The centrosome

Centrosomes are membrane less organelles formed by two orthogonally organized
centrioles surrounded by a dense mass of protein, the pericentriolar material (PCM),
located in the cytoplasm (Conduit et al., 2015). Within a centriole pair, mother and
daughter centrioles can be distinguished as they exhibit variations in age, structure and
potential to nucleate cilia (Anderson, 1972; Graser et al., 2007; Tanos et al., 2013; Vorobjev
& Chentsov, 1982). Centrosomes undergo a duplication cycle, tightly regulated throughout
the cell cycle (Nigg et al., 2014; Nigg dan Holland, 2018; Conduit et al., 2015). Described for
the first time in 1876 by Theodor Boveri and Eduard Van Beneden (Boveri, 1887),
centrosome structure started to be elucidated along the XX century. This is still ongoing
thanks to techniques such as cryo-Electron microscopy tomography and expansion
microscopy. Evolutionary-genomic studies suggest that centrosomes are present in the last
eukaryotic common ancestor. Interestingly, centrosomes were lost in some evolutionary
branches, like in higher plants (Carvalho-Santos et al., 2010). This conservation among
different species is tightly associated with its function as a basal body for the nucleation of
cilia and flagella (Azimzadeh, 2014).

In proliferating animal cells, the centrosome acts as the main microtubule
organizing center (MTOC) (Bornens, 2002). Besides its role in facilitating the accuracy of
chromosome segregation and organization of the mitotic spindle, the centrosome influence
cell motility, shape and polarity (Bettencourt-Dias & Glover, 2007; Bornens, 2012).

A more detailed description of centrosome structure, centrosome associated
proteins and duplication cycle will be provided in the following sections. Finally, centrosome

function will be described with particular attention given to its role in mitosis.

2.1 Centrosome structure

The centriole structure has been investigated first by electron microscopy, followed by
confocal and super resolution microscopy (Anderson, 1972; Kuriyama dan Borisy, 1981;
Vorobjev dan Chentsov, 1982). Together with imaging approaches, structural studies and in
vitro reconstitution approaches have pushed forward our understanding of the structure of

centrioles and the PCM (Kitagawa et al., 2011; Van Breugel et al., 2011). In humans, each
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centriole is a barrel- like structure, of ~450nm in height and ~250 nm of diameter. It is
formed by a nine-fold symmetrical structure, organized in triplets of microtubules which
become doublets toward the distal end (Figure 8). Microtubules are polymers formed by 13
aligned protofilaments, organized in a tube-shape manner, each one composed by o- and
- tubulin heterodimers. Development of techniques as high sensitivity mass spectrometry
together with the sequencing and annotation of several genomes has allowed the
identification of more than 100 different centriolar proteins (Andersen et al., 2003; Keller

et al., 2005).

Mother
centriole

PCM Daughter
4 centriole

Distal
appendage

~ Subdistal
appendage !

Figure 8: Centrosome structure (A) Schematic view of the centrosome. The centrosome is formed by two
centrioles surrounded by pericentriolar matrix. It is the main Microtubule Organizing Center (MTOC) in
proliferating animal cells. The centriole is formed by an inner tube surrounded by triplets of microtubules,
called A, B, C from the more internal tubule to the more external one. The mother centriole is recognizable by
the presence of distal and subdistal appendages at the distal end. The daughter centriole is orthogonally
oriented in respect to the mother centriole to which it is connected through interconnecting fibers. (B)
Electron micrograph of the centrosome. The top inset indicates a cross-section of the distal mother centriole.
The bottom inset indicates a cross-section of the proximal part of the centriole. Scale bar: 0.2 um. Image

adapted from (Bettencourt-Dias & Glover, 2007).

According to the presence of different elements along the main axis, three regions
can be distinguished: proximal, central and distal (LeGuennec et al., 2021). In the proximal
region, at the center of the barrel, a cartwheel structure is present (Figure 8). The cartwheel
it is formed by an inner tube, from which nine spokes protrude towards the surrounding
microtubules (Klena et al., 2020) where Spindle Assembly abnormal protein 6 (SAS-6), is

one of the main component ( Banterle et al., 2021; Kitagawa et al., 2011). At the top of each
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spoke a pinhead can be found, composed by centrosomal P4.1-associated protein (CPAP-
also known as SAS-4), Centrosomal Protein 135 (Cep135) and SCL/TAL1 (STIL) interrupting
locus, also known as SIL. The pinhead and the A-C linker connect the inner tube with the
microtubules and the triplet base. (Guichard et al., 2013; Yu Chih Lin et al., 2013).

The central region has been well characterized in Chlamydomonas and Paramecium.
In these model systems, cryo-electron tomography studies have revealed an helical inner
scaffold adjacent to microtubules (Li et al., 2012; Le Guennec et al., 2020). Counterparts of
some of the components have been also found in human centrioles, such as FAM161
Centrosomal Protein A (FAM161A), Proteome Of Centriole Protein 1B (POC1B), Protein Of
Centriole 5 (POC5), Centrin-2 and WD Repeat-Containing Protein 90 (WDR90) (Ibrahim et
al., 2009; Greenan et al., 2018).

Finally, the distal region can be distinguished in the mother centriole by the presence
of the proximal and distant appendages. These appendages protrude into the cytoplasm
and appear as a bundle of fibers which ends in a bulb (Bowler et al., 2019; Chong et al.,
2020). Besides their known functions in centriole- membrane docking and ciliogenesis
(Schmidt et al., 2012; Tanos et al., 2013; Ye et al., 2014), the distal appendages have recently
been shown to be involved in the activation of a signaling pathway- the PIDDosome pathway
(described below) (Tinel dan Tschopp, 2004; Fava et al., 2017; Burigotto et al., 2021; Evans
et al., 2021).

The other component of the centrosome, the PCM, was believed to be an
amorphous mass of proteins without much organization. However, this view has changed
after studies using super resolution microscopy performed both in D. melanogaster and
cultured vertebrate cells. In interphase, the PCM seems to assume a concentric toroidal
distribution of discrete diameter organized around the mother centriole. These distinct
radial layers are organized mainly by Pericentrin (PCNT) or Pericentrin like protein (Plp) in
flies, which represents one of the major PCM component. Pericentrin is a large coiled-coil
protein involved in centrosome maturation across metazoans, which forms fibrils
responsible from the compartmentalization other PCM proteins (Fu & Glover, 2012; Lawo
et al., 2012; Mennella et al.,, 2014). The levels of PCM recruited around centrioles

dramatically at mitotic entry in most animal cells.
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Figure 9. PCM maturation and organization. (A) Schematic drawing of PCM organization and PCM
maturation in different model organisms. Image modified from (Conduit et al., 2015). (B) 3D-SIM
micrographs of interphase centrosomes labelled with antibodies for the indicated PCM proteins in Hela
cells. Quantification of outer toroid/ring diameters (nm) of the indicated centriole or PCM proteins which

helped to identify the PCM layered organization. Image modified from (Lawo et al., 2012).

This will increase microtubule nucleation capacity, which is fundamental in mitosis
for the generation of the mitotic spindle (Dobbelaere et al., 2008; Lee & Rhee, 2011;
Woodruff et al.,, 2014). The presence of a scaffold guiding this process has been
hypothesized and now started to be described in both flies and C. elegans. Assembly of this
scaffold seems to be guided by spindle-defective protein 2 (SPD2) ( Giansanti et al., 2008;
Kemp et al., 2004; Pelletier et al., 2004) and by the phosphorylation of centrosomin (CNN)
or spindle-defective protein 5 (SPD5) by, respectively, Polo/ PLK-1 depending on the animal
model (Figure 9). (Conduit et al., 2010, 2014; Hamill et al., 2002; Megraw et al., 1999;
Sunkel & Glover, 1988; Woodruff et al., 2015) CEP192/SPD2 can be found in two distinct

regions- one at the centriole wall and one localized within the PCM. In addition, the
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centriolar component Sas-4 has been shown to be an important player for PCM assembly
in flies, favoring the recruitment of other proteins such as Asterless (Asl), Cnn and Plp
(Gopalakrishnan et al., 2012, 2011).

It remains uncertain whether the mitotic PCM scaffold is present within vertebrate
cells. If such a scaffold exists, it raises questions about whether the CDK5 regulatory
subunit-associated protein 2 (CDK5RAP2) and CEP192, orthologs of Cnn and SPD-2
respectively, are responsible for driving the assembly of such a scaffold. CDK5RAP2 and
CEP192 are the main proteins involved in PCM maturation in human cells (Choi et al., 2010;
Fong et al., 2008). Importantly, in cultured vertebrate cells, the serine/threonine-protein
kinase Polo-like kinase 1 (PLK1) phosphorylates Pericentrin which drives the recruitment of
other PCM proteins (Haren et al., 2009; Lee & Rhee, 2011). Among those proteins we find
y-tubulin, a highly conserved protein among eukaryotes which is essential for microtubule
nucleation and centrosome function (Joshi et al., 1992). To nucleate microtubules, different
Y- tubulin subunits associate in a ring complex, called the y- gamma-tubulin ring complex (y-
TuRCs) (Moritz et al., 2000; Wiese & Zheng, 2000; Zheng et al., 1995). Both CDK5RAP2 and
Pericentrin play a central role in recruiting y-TuRCs to the PCM, whereas CEP192 achieves
this by interacting with the adaptor protein NEDD1 (Fong et al., 2008; Gomez-Ferreria et
al., 2012; Zimmerman et al., 2004). Finally, CEP192 seems to be an important activator of
Aurora- A, mediating the reciprocal activation of Aurora-A and PLK1 (Meng et al., 2015;
Terada et al., 2003). Even if ultrastructure of the PCM has been studied, several questions
remain such as the kinetics of individual components and the possible contribution of

different Pericentrin isoforms and splicing variants.

2.2 The centrosome duplication cycle and its regulation

2.2.1 The centrosome duplication cycle and assembly

The centrosome is duplicated during the cell cycle. The use of electron microscopy
approaches allowed the identification of four consecutive steps in mammalian cells:
centriole disengagement, centriole duplication, centrosome maturation and centrosome
separation (Alvey, 1985; Conduit et al., 2015; Kuriyama & Borisy, 1981; Robbins et al.,1967;

Vorobjev & Chentsov, 1982). | will first provide an overview of the main steps of centrosome
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duplication cycle, followed by a more detailed description of the proteins regulating this
process.

At mitotic exit, one centrosome containing two centrioles, perpendicularly arranged
can be identified. The older centriole, the mother centriole, can be distinguished by the
presence of appendages in mammalian cells, as previously mentioned. Between the end of
mitosis and early G1, the tight orthogonal configuration gets weaker, a process referred to
as “centriole disengagement” (Tsou dan Stearns, 2006). In human cells centriole
disengagement occurs in a PLK1 dependent manner (Tsou et al., 2009). Although still highly
debatable, it has been shown that Separase mediated cohesin cleavage can contribute to
centriole disengagement, in addition to sister chromatid separation (Schockel et al., 2011).

During S phase, centriole duplication takes place. First, the new cartwheel is formed
perpendicularly to the proximal site of each parental-centriole seeding procentriole
assembly (Dzhindzhev et al., 2014; Ohta et al.,, 2014). Then, microtubule triplets are
incorporated (Matsuura et al., 2004; Kitagawa et al., 2011). The two procentrioles,
assembled at orthogonal positions of the parental centrioles keep elongating during S and
G2 phases, originating two mature centrioles of similar size (Lange dan Gull, 1995).
Moreover, the younger-parental centriole acquires appendages (Huang et al., 2017) and so
it will become a mother. Before entering M-phase, the connection between the two
centrosomes is cut, allowing their separation to form the opposite poles of the mitotic

spindle (Mayor et al., 2000).

2.2.2 Regulation of the centrosome duplication cycle

Centrosomes must replicate only once per cell cycle (cell cycle control) and only a single
centriole must be formed next to the parental centriole (Nigg, 2007; Nigg dan Holland,
2018). Thus, a tight control on the duplication cycle is present in most cells. The knowledge
about centrosome duplication cycle and the proteins involved comes mainly from
groundbreaking discoveries in the animal model Caenorhabditis elegans (C. elegans) after
genome wide screens performed around 25 years ago. Different approaches allowed to
correlate protein function with the different steps of centriole duplication (Figure 10)
(Dammermann et al., 2004; Delattre et al., 2006; Kemp et al., 2004; Kitagawa et al., 2009;
Leidel et al., 2005; Leidel & Gdnczy, 2003; O’Connell et al., 2001; Pelletier et al., 2004, 2006).
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In C. elegans, centriole assembly starts with the recruitment of kinase zygote defective 1
(2YG-1) on the mother centriole, mediated by SPD-2 (Pelletier et al., 2004; Kitagawa et al.,
2009; O’Connell et al., 2001a; Kemp et al., 2004).
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H. sapiens: CEP192 PLK4 SAS6, CPAP, CP110
CEP135
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Figure 10: The centrosome duplication cycle (A) Electron microscopy images showing elongation of the
daughter centriole (light blue arrow-heads) during G1/S- phases in Hela cells. Image modified from (Shukla et
al., 2015). (B) Schematic representation of the centrosome duplication cycle during different phases of cell
cycle. Procentrioles and daughter centrioles are shown in light gray. The main proteins involved in centriole
duplication during S- Phase in C. elegans and humans are reported below. Figure modified from (Bettencourt-

Dias dan Glover, 2007).

Procentriole assembly is then mediated by recruitment of SAS-5 and SAS-6 and it
terminated by the loading of SAS-4 at the edge of the novel-formed centriole (Kirkham et
al., 2003; Zheng et al., 2014; Leidel dan Gonczy, 2003; Delattre et al., 2004; Leidel et al.,
2005; Dammermann et al., 2004). Great advancements in the field have been made with
the identification of the main counterparts also in Chlamydomonas, Drosophila, mice and
human cells either through screens or by homology search of the C. elegans proteins
(Bettencourt-Dias et al., 2005; Blachon et al., 2008; Dzhindzhev et al., 2014; Habedanck et
al., 2005; Ohta et al., 2014; Sonnen et al., 2012; Strnad, et al., 2007).

In humans, Polo Like Kinase 4 (PLK4) has been identified as the main regulator of
the centriole duplication cycle (Bettencourt-Dias et al., 2005; Habedanck et al., 2005). Its

recruitment on the parental centriole occurs during S phase and it depends on CEP152 and
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CEP192 (Kim et al., 2013; Sonnen et al., 2013; Blachon et al., 2008; Hatch et al., 2010). This
step is indispensable to initiate centriole assembly. When PLK4 is over-expressed, extra
centrosomes are formed, while lower PLK4 levels result in centriole duplication defects
(Wong et al., 2015; Basto et al., 2008b; Coelho et al., 2015; Levine et al., 2017; Bettencourt-
Dias et al., 2005). PLK4 undergoes an autoregulation process (Holland et al., 2010). Indeed,
PLK4 can trigger its autophosphorylation, which will activate the recruitment of SCFPTc?
complexes triggering ubiquitin-dependent proteolysis and so its degradation (Cunha-
Ferreira et al., 2009, 2013; Guderian et al., 2010; Holland et al., 2010, 2012; Yamamoto &
Kitagawa, 2019). Thanks to timely PLK4 degradation the capacity to generate extra
centrosomes is prevented. In human cells, it has been proposed that the tethering between
the two centrioles established in S and G2 phase is responsible for preventing further
duplication events (Tsou dan Stearns, 2006). The loss of centriole engagement during G1,
this allows the initiation of centriole duplication cycle. When PLK4 is associated with the
mother centriole, it recruits STIL, the SAS-5 homologue. STIL phosphorylation by PLK4
allows the recruitment of SAS-6, which will form the cartwheel (Dzhindzhev et al., 2014;
Ohta et al., 2014; Strnad, et al., 2007). These proteins, with the help of cCEP135, recruit
SAS-4/CPAP contributing to the assembly of centriolar microtubules at the new
procentriole (Kohlmaier et al., 2009; Lin et al., 2013a; Tang et al., 2009, 2011). Procentrioles
continue to elongate during G2 phase and when the right size is reached, centriolar coiled
coil protein 110 (CP110) will localize at the tip of the centriole, blocking elongation. Indeed,
its depletion has been shown to promote centriole elongation (Kohlmaier et al., 2009;

Schmidt et al., 2009).

2.3 Centrosome functions

During interphase, centrosomes are required to organize the microtubule network and
function as molecular platforms for the nucleation of cilia and flagella (Karsenti et al. 1984;
Kellogg et al. 1994; Ishikawa and Marshall 2011). Moreover, the centrosome has been
shown to colocalize with proteins involved in various processes such as DNA damage
signaling (Mullee dan Morrison, 2015) cell cycle progression (Matsumoto dan Maller, 2004;
Hinchcliffe et al., 1999), mitotic entry (Hirota et al., 2003; Atherton-Fessler et al., 2017; Alfa

et al., 1990) and the PIDDosome pathway (described below) (Burigotto et al., 2021; Evans
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etal.,2021; Fava et al., 2017). Thus, a role of the centrosome as a docking station for protein
complexes has been proposed. However, this hypothesis emerges from observation of
colocalization of the centrosomes with proteins involved in those process, while an actual
interaction has not been demonstrated up to date. For the purpose of this work, cilia and
flagella will not be discussed further and the focus of this section will be on the role of
centrosome in mitosis.

In mitosis, chromosome separation is ensured by the bipolar mitotic spindle, which
is formed by different population of microtubules. The expansion of PCM before mitosis,
ensures an increase in microtubule nucleation capacity allowing the assembly of the mitotic
spindle, as described in paragraph 2.1. Microtubules exist in a steady state equilibrium
where assembly and disassembly occur at the two extremities, classified plus and minus
ends. The polarity is defined by the rate of polymerization of the two microtubules sides.
The plus end is more dynamic and polymerization is more important at this extremity
(Akhmanova & Steinmetz, 2008, 2015; Howard & Hyman, 2007; Mitchison & Kirschner,
1984; Nehlig et al., 2017; Velot et al., 2015). The process of assembly and disassembly is
guanosine-5'-triphosphate (GTP) dependent, it is promoted by magnesium ions, while
inhibited by calcium ions (Desai dan Mitchison, 1997; Carlier dan Pantaloni, 1981; Brouhard
dan Rice, 2018). Temperature also strongly affects this process. In the mitotic spindle, the
minus ends of microtubules are oriented towards the centrosome, whereas plus ends
towards the cortex or the metaphase plate. The spindle comprises different types of
microtubules (Figure 11): kinetochore microtubules that attach the chromosomes to the
spindle pole, astral microtubules, which radiate out from the poles and contact the cell
cortex and interpolar microtubules, which maintain the bipolarity of this structure (Prosser

dan Pelletier, 2017).
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Figure 11: The mitotic spindle. Astral
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Because the centrosome has been described for many years as the main
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microtubule organizing center of proliferating animal cell (MclIntosh et al., 2002), it has
been considered for long time to be indispensable for the formation of bipolar spindles and
accurate chromosome segregation. However, several studies demonstrated that bipolar
spindle formation and correct chromosome segregation can occur even in absence of
centrosomes (Heald et al., 1996; Khodjakov et al., 2000; Basto et al., 2006; Azimzadeh et
al., 2012; Azimzadeh, 2014; Sanchez, Ariana D; Feldman, 2015). Indeed, microtubules can
be generated and organized by others MTOCs, such as chromatin and the kinetochores
(Luders et al., 2006), preexisting microtubules (Sanchez-Huertas dan Liders, 2015; Brinkley,
1985) and even the Golgi apparatus (Chabin-Brion et al., 2001; Mukherjee et al., 2020),
Moreover, plants and female oocytes from almost all animals also have no centrosomes
(Yubuki dan Leander, 2013; Azimzadeh, 2014). Thus, the question if centrosomes have an
indispensable role in mitosis has been investigated for long. It has been proposed that
centrosomes could actually increase the fidelity in chromosome segregation in certain cell
types (Sir et al., 2013; Wong et al., 2015). However, the frequency of mitotic errors appears
to be low in a variety other setting including Drosophila, mouse and non-transformed
human cells (Basto et al., 2006; Bazzi & Anderson, 2014; Wong et al., 2015). On the other
hand, an emerging view suggests centrosomes to be important in regulating the time of
specific cell cycle transitions (Silkworth et al., 2012; Hornick et al., 2011). Indeed, it was
demonstrated both in invertebrate and vertebrate animal models that cells lacking
centrosomes have a prolonged prometaphase/metaphase ( Basto et al., 2006; Pfaff et al.,
2007). While in invertebrates this has no major consequence, in vertebrates this leads to

the activation of the mitotic stop watch pathway (see below). This suggests that cell without
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centrosome take more time to organize the mitotic spindle.

At the same as the PCM undergoes maturation, centrosomes need to separate to
opposite sides of the cell to assemble a bipolar spindle. At the beginning of mitosis, NIMA-
related kinase 2 (Nek2) is activated and phosphorylates nucleosome assembly protein (C-
Nap1), located on the proximal end of the parental centriole (Fry, 2015). C-Nap1 detaches
from the centriole, causing the loss of the connection between the two centrosomes,
allowing their separation (Mardin et al., 2010). The timing of centrosome separation is
important as it has been proposed that delayed centrosome separation may favor
abnormal kinetochore- microtubule attachments (Silkworth dan Cimini, 2012).
Furthermore, centrosomes regulate the position and orientation of mitotic spindle via the
astral microtubule that they nucleate (Siller dan Doe, 2009). Astral microtubules interact
with cell cortex through dynein which uses centrosomes as anchor to exert its force and
regulating spindle orientation (Basto et al., 2006; Bazzi & Anderson, 2014; Morin &
Bellaiche, 2011).

2.4 Centrosome abnormalities in cancer

All processes in which centrosomes take part can be potentially disrupted by structural
and/or numerical centrosome defects. More than a century ago, Theodore Boveri was the
first to propose that centrosome number defects can cause cancer (Harris, 2008). Boveri’s
hypothesis was based on his di-spermic experiments performed in sea-urchin eggs, which
contained multiple centrosomes. Eggs with extra centrosomes performed multipolar
divisions and chromosome mis-segregation, resulting in three or more daughter cells with
aneuploid karyotypes. These observations provided the bases for the association between
centrosome amplification (the presence of more than two centrosomes in a cell),
chromosomal segregation abnormalities (aneuploidy) and cancer: “Nuclear defects, such as
I have described in sea urchins, are the result of multipolar mitoses. Since abnormalities of
this sort are not infrequently found in malignant tumors, it is reasonable to suppose that

there is some connection between them and the origin of tumors” (Harris, 2008) (Figure 12).
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a Figure 12: Multipolarity in sea urchin eggs. Drawing by T.Boveri
illustrating the abnormal presence of 4 centrosomes forming a

multipolar spindle in Sea Urchin embryos. From (Satzinger,

p 2008a).
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The idea that centrosome amplification caused errors in chromosome segregation during
mitosis, which promote tumor establishment or progression, had important contributions
from his contemporaneous colleague David von Hansemann (Hansemann, 1890). Von
Hansemann, while observing tumor histology, noted that abnormal mitosis were common
in cancer cells. However, the potential role of centrosomes and mitotic abnormalities in
cancer has been underestimated for several years by the scientific community. It was only
in the late 1990s that this concept returned to light and re-examined (Brinkley & Goepfert,
1998; Fukasawa et al., 1996; Lingle et al., 1998; Lingle & Salisbury, 1999a, 1999b; Salisbury,
2001). In 1996, the observation that loss of tumor suppressor p53 was associated with
centrosome amplification, brought new interest for the role of centrosomes abnormalities
and mitotic defects in cancer (Fukasawa et al., 1996b), even if this remains an area of
debate. The characterization of human breast carcinomas and healthy breast tissue
revealed that structural and numerical centrosome abnormalities are characteristic of
cancer cells in situ (Lingle & Salisbury, 1999a, 1999b). In the following years, centrosome
structural and numerical defects have been detected in several cancer cell lines of different
origins (Marteil et al., 2018). Centrosome amplification in particular has been observed in
situ in patients tumor samples (Goundiam & Basto, 2021; Morretton et al., 2022; Wang et
al., 2019). Moreover induction of centrosome amplification has been demonstrated to be
a tumor-initiating event in animal models such as Drosophila and mice (Basto et al., 2008;
Coelho et al., 2015; Levine et al., 2017; Sergin et al., 2016).

In the next sections an overview of centrosome defects will be provided, with

particular interest in centrosome amplification and their consequences.
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2.4.1 Structural abnormalities

Centrosome structural defects can be subdivided into two categories: defects in centriolar
structure or in PCM structure. However, this category has been harder to investigate
compared to defects in centrosome number due to the small size of this organelle (~0.2—
0.5 um long). Time consuming techniques as high-resolution microscopy and electron
microscopy are required to characterize centrosome structure. Two different studies have
described a direct connection between defects in centrosome structure and cancer. In the
first one, through an analysis of the NCI-60 panel of human cancer cell lines originating from
diverse tissues, centriole over-elongation emerged as a recurrent feature (Marteil et al.,
2018). This centriole over-elongation can generate supernumerary centrosomes though
both centriole fragmentation and ectopic procentriole nucleation. Interesting, centriole
over-elongation was obtained via the overexpression of CPAP/SAS-4 in cancer cell lines and
this also caused centriole fragmentation (Marteil et al., 2018). However, the possible mis-
regulation of other genes involved in centriole nucleation is hypothesized as at the origin
of this kind of defects in cancer (Guo et al., 2007; Lingle et al., 1998). In the second study,
structural centrosome aberrations, induced by overexpression of Ninein-like protein (NLP),
resulted in selective budding of mitotic cells from 3Dimentional (3D) epithelial spheres. This
invasive behavior reflects the acquisition of two distinct properties: cytoskeleton
reorganization and increased stiffness, which results in the displacement of mitotic cells
away from the spheres (Ganier et al., 2018). NLP has been detected to be frequently
overexpressed in human cancers, ovarian cancer included and to confer resistance to
paclitaxel in breast cancer (Shao et al., 2010; Yu et al., 2009; Qu et al., 2008; Zhao et al.,
2012).

Finally increased PCM size has also been categorized as a structural defect,
frequently observed in cancer cell lines (D’Assoro et al., 2002). However, since the work
mentioned above (Marteil et al., 2018 ) suggested that centriole elongation can lead to
centrosome fragmentation, it is possible that a clear distinction between structural and
numerical defects cannot be made. This issue may be overcome using more resolutive

techniques to classify centrosomal defects.
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2.4.2 Numerical abnormalities: centrosome loss
Centriolar loss has been observed several times independently in eukaryotes during
evolution (Yubuki dan Leander, 2013; Azimzadeh, 2014; Azimzadeh et al.,, 2012).
Centrosomes are naturally absent in higher plants and in most animal female oocytes.
Moreover, removal of centrosomes has been shown to not disrupt the capacity of
Drosophila flies to develop into adults (Basto et al., 2006). Drosophila larvae were able to
develop normally, even if adults died because of lack of cilia in sensory neurons. This study
show that centrioles are essential for development of centrosomes, cilia and flagella but
not for most aspects of Drosophila development. In the planarian Schmidtea mediterranea
it has been shown that centrioles are only necessary to sustain cilia assembly but not for
processes related with cell proliferation (Azimzadeh et al., 2012). In this study, it was shown
that after depletion by RNAi interference technology of centriole-biogenesis homologous
proteins in Planaria, body movement was impaired due to lack of cilia. However, the animal
depleted for centriole components was still able to regenerate tissues in a similar way to
that of wild type individuals. In mouse, it has been shown that Sas4-null mutants (Sas4”")
embryos lack centrioles and die at mid-gestation with elevated levels of p53 and increased
apoptotic cell death (Bazzi dan Anderson, 2014). Further, p53 was found to activated as a
consequence of prolonged prometaphase in absence of centrioles but defects in spindle
organization, chromosome segregation defects DNA damage were not found. Co-depletion
of SAS-4 and p53 could rescue cell death and prolonged embryo viability to later
developmental stages.

In human cells, lack of centrosomes did not correlate with mitotic defects but cell
cycle arrest was noticed in non-transformed cells such as RPE-1 cells (Lambrus et al., 2016;
Wong et al., 2015; Meitinger et al., 2016)). With the aim of identifying proteins involved in
cell cycle arrest screens have been made using either RPE-1 PLK4 knock out (KO) cells or
Centrinone treatment. Centrinone is a PLK4 inhibitor that has been widely used to inhibit
the centriole duplication cycle (Wong et al., 2015). These screens have identified the
53BP1-USP28-p53 axis(Lambrus et al., 2016) and Tripartite Motif Containing 37 (TRIM37)
as proteins promoting p53 activation and cell cycle arrest (Figure 13) (Meitinger et al., 2020;

Yeow et al., 2020).
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Figure 13: p53 and p21 mediated cell cycle arrest in response to centrosome loss. (A) Defects in centriole
duplication are translated in the expression of USP28 and 53BP1, which activate p53 and p21 inducing cell
cycle arrest. (B) Schematic drawings of the structure of 53BP1 and USP28 depicting their main functional and

interaction domains. From (Lambrus dan Holland, 2017).

Ubiquitin-Specific-Processing Protease 2 (USP28) is a deubiquitinase initially
identified as a binding partner of the DNA damage signaling protein 53BP1 (Lambrus et al.,
2016). TRIM37 is a E3 ubiquitin-protein ligase required to prevent centriole reduplication
(Kallijarvi et al., 2005; Balestra et al., 2013). Interestingly, a likely activating factor of these
pathways is the extended mitotic timing of cells without extra centrosomes (Figure 13).
Indeed, prolonged mitosis by nocodazole treatment was sufficient to trigger p53 activation
and cell cycle arrest (Lambrus et al., 2016; Uetake & Sluder, 2010) All together, these results
lead to the concept of mitotic stop watch where cells “measure” the time spend in mitosis.
In particular, a prometaphase longer than 90min appears responsible for activating the stop
watch and trigger p53 depend cell cycle arrest (Uetake dan Sluder, 2010b). This mechanism
was later shown to be responsible for cell cycle arrest during late mouse development
(Phan et al., 2021; Allais dan FitzHarris, 2022). Both USP28 and p53 interact with 53BP1
through the tandem C-terminal BRCT (BRCA1 C Terminus) repeats (Knobel et al., 2014; Joo
et al.,, 2002). However, the exact mechanism of recruitment of these proteins in the
stopwatch mechanism remain to be investigated.

Even if centrosome loss has been observed in vivo in human tumors, such as
prostate cancer (Wang et al., 2020) and epithelial ovarian cancers (Morretton et al., 2022)

(Figure 14) , it remains to be understood if there is any advantage related with this

39



condition. In has been proposed that centrosome loss in prostate cancer increased CIN
(Wang et al., 2020). However, this is not the case for ovarian cancer (unpublished results

Basto lab).
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Figure 14: Centrosome loss in human cancers (A) Immunofluorescence microscopy images of human
prostate and the corresponding centrosome status in healthy tissues (left) and cancer (right). Antibodies
were used against the centrosome protein CEP135 and plasma membrane protein E-cadherin. DNA in blue.
Examples of centrosomes in healthy tissues are highlighted in the white square box. The dotted white line
identify regions without centrosomes whereas yellow arrows indicates centrosomes in prostate tumors.
Scale, 10 um. Image modified from (Wang et al., 2020). (B) Confocal microscopy images of healthy ovarian
tissue (left) and epithelial ovarian tumors (right) labeled with antibodies against centrosomal proteins
Pericentrin and CDKRAP2. DNA is shown in blue. The magenta line identifies regions without centrosomes

in tumors. Image modified from (Morretton et al., 2022).

Interestingly, neuroblastoma and breast cancer cells containing TRIM37
amplification have been shown to be particularly vulnerable to the inhibition of PLK4 and

so centrosome loss (Yeow et al., 2020; Meitinger et al., 2020). In these cancer types, as well
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as in others displaying amplification of the TRIM37 gene region, the inhibition of PLK4

represents a promising approach for specifically inducing mitotic failure.

2.4.3 Numerical abnormalities: centrosome amplification
Centrosome amplification, the presence of more than two centrosomesin a cell, is the most
studied centrosomal alteration in cancer. This feature has been found in a variety of
cultured cancer cell types such as breast, prostate, colon, ovarian, pancreatic, multiple
myeloma, non-Hodgkin’s and Hodgkin’s lymphomas, acute and chronic myeloid leukemia
(Kramer et al., 2005; Marteil et al., 2018). Moreover, centrosome amplification has also
been detected in situ in both solid and hematological malignancies (Chan et al., 2011).

Cells can acquire more than two centrosomes by different mechanisms. First,
deregulation of centrosome duplication cycle (see paragraphs 1.2.3 - 1.2.4), which may rely
on PLK4. In this case centrosome amplification would derive from the mother centriole
making more daughter centrioles. Over-expression of PLK4 has been shown to lead to
centrosome amplification ( Bettencourt-Dias et al., 2005; Habedanck et al., 2005; Kleylein-
Sohn et al., 2007; Peel et al., 2007; Basto et al., 2008). Deregulation of PLK4 activity can
derive from alteration in its expression levels or alteration of its autophosphorylation-
regulating process or its proteolysis by the ubiquitin system. Another centriole duplication,
whose over-expression can result in centrosome amplification is SAS-6 (Leidel et al., 2005;
Kitagawa et al., 2011; Strnad et al., 2007). However, even if used experimentally as a way
to induce amplification, there is little evidence that these proteins are over- expressed in
cancers (Goundiam dan Basto, 2021). It is possible that defects in ubiquitination or activity
nevertheless leads to stabilization of these factors. Moreover, overexpression of certain
PCM components and PCM fragmentation can also lead to the formation of acentriolar
centrosomes ( Schatten & Schatten, 1986; Loncarek et al., 2008). Centrosome amplification
can also result from a cell inheriting many centrosomes, for example through mitotic
slippage or cytokinesis failure. Centrosome amplification can indeed be found in tetraploid
cells (Ganem et al., 2007).

The difficulty to study centrosome amplification and its consequences results
mostly from the complication to uncouple from whole genome duplication or polyploidy.

For this reason, the identification of PLK4 over- expression has become a useful tool to
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obtain centriole duplication in a single cell cycle (Bettencourt-Dias et al., 2005; Habedanck
et al., 2005). Later on, induction of mild levels of overexpression of PLK4 in Drosophila
(Basto et al., 2008; Gambarotto et al., 2019) and mice (Coelho et al., 2015; Sergin et al.,
2016; Levine et al., 2017) allowed the study of induction of centrosome amplification in

animal models too.

2.4.3.1 Consequences in mitosis

Centrosome amplification represents an obstacle for bipolarity during mitosis. A
problem with lack of bipolarity is the failure in segregating a diploid genome into two
daughter cells and so the generation of aneuploidy progeny, frequently not viable (Kwon et
al., 2008; Godinho and Pellman, 2014) . Increased CIN is suggested to be the mechanism
through which centrosome amplification favor cancer progression (Basto et al., 2008 b;
Coelho et al., 2015; Sergin et al., 2016; Levine et al., 2017). However, the exact process
through which centrosome amplification favor CIN has remained obscure for a long time.
Centrosome amplification can lead to multipolar mitosis (Ganem et al., 2009b; Harris, 2008;
Kwon et al., 2008; Leber et al., 2010; Sabino et al., 2015). However, multipolar mitosis can
be catastrophic and cause cell death or arrest in the following interphase (Brinkley, 2001;
Ganem et al., 2009; Kwon et al., 2008a). These levels of lethality seemed incompatible with
cancer cells proliferation. Cancer cells have indeed evolved mechanisms to avoid
multipolarity in the presence of centrosome amplification such as centrosome clustering.

Centrosome clustering is the best characterized mechanism used by cancer cells
with extra centrosomes. Centrosome clustering describes the gradual grouping of extra
centrosomes into two poles during mitosis to assemble a bipolar spindle and avoid
multipolarity. This mechanism was initially described to occur both in interphase and in
mitosis in the mouse neuroblastoma N1E-115 cell line more than 40 years ago (Brinkley et
al., 1981; Ring et al., 1982). More recently, further characterization of this process has been
performed in other studies (Basto et al., 2008; Godinho & Pellman, 2014; Kramer et al.,
2011; Kwon et al., 2008; Marthiens et al., 2012; Quintyne et al., 2005). Proteins responsible
for centrosome clustering have started to be identified (Figure 15) (Kwon et al., 2008; Leber

et al., 2010).

42



Most proteins involved in this process belong are microtubule-associated proteins
(MAPs), the spindle assembly checkpoint and regulators of acto-myosin contractility (Kwon
et al.,, 2008). MAPS and mitotic motor proteins exerts different types of forces on
microtubules originating from centrosomes and chromosomes, which leads to clustering

(Loughlin et al., 2011, 2010; Burbank et al., 2007) (Figure 15).

Figure 15: Mechanisms involved in bipolar
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Further, the minus-end director motors kinesin HSET, a KIf14 member plays an essential
role in this process (Kwon et al., 2008; Basto et al., 2008; Rhys et al., 2018). More recently,
it has been shown that clustering involves two steps (Rhys et al., 2018). In the initial step, a
search-and-capture mechanism, marked by the gradual motion of centrosomes was
noticed. Subsequently, in the second phase, termed the motorized phase, centrosomes
engage in fast directional movement which appears to be HSET mediated.

Importantly, inter centrosome distance plays a direct role in promoting clustering.
Dynein and the nuclear mitotic associated protein (NuMA) also participate in this process
(Quintyne et al., 2005). Interestingly, inhibitors of centrosome clustering have been
developed and are currently tested in clinical trials (Navarro-Serer et al., 2019; Konotop et
al.,, 2016; Kawamura et al., 2013; Watts et al., 2013; Galimberti et al., 2011). Although

centrosome clustering seems to be a general mechanism used by cells to survive
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centrosome amplification, the efficiency of clustering can be very variable in transformed
cultured cells (Ganem et al., 2009; Quintyne et al., 2005). The reason behind this variability
remains an unresolved question.

Other mechanisms such as centrosome inactivation or elimination have also been
described in cells with centrosome amplification. Centrosome inactivation is associated
with the loss or decrease of microtubule nucleation capacity and thus MTOC function. To
be inactivated, centrosomes face a gradual reduction in PCM levels. The event of
centrosome inactivation takes place exclusively during mitosis. Indeed, centrosomes
transient regain the capacity to nucleate microtubules has been observed following
inactivation at mitotic exit (Basto et al., 2008). However, centrosome inactivation has only
been described in Drosophila neuroblasts and it remain to be investigated whether this
mechanism contributes to bipolar spindle formation in cancer cells.

It is important to mention at this point to mention that certain cells loose
centrosomes as part of programed process. Centrosome elimination occurs in almost all
animal female oocytes, as cells are to ensure that the fertilized zygote maintain the
appropriate number of centrioles brought by the sperm (Dae dan Roy, 2006; Manandhar et
al., 2005; Pimenta-Marques et al., 2016; Nakashima dan Kato, 2001; Sluder et al., 1989;
Szollosi et al., 1972; Gruss, 2018). Certain mechanisms leading to centrosome elimination
have been described such as PCM reduction (Kushner et al., 2014) and centriole
fragmentation or exclusion from the cell concomitant to polar body extrusion (Karki et al.,
2017). In principle, these mechanisms can also occur in cancer cells to eliminate the
presence of extra centrosomes. Interestingly, it has been recently shown that asymmetric
clustering of extra centrosomes in tetraploid cells conditions the evolution of these cells by
reducing centrosome numbers (Baudoin et al., 2020).

Because multipolarity must occur at low frequency in cancer cells with extra
centrosomes, other mechanisms have been investigated for how CIN can generated in
these conditions. In 2009 it was proposed by two independent groups that centrosome
amplification induces CIN by favoring merotelic attachments (Ganem et al., 2009; Silkworth
et al., 2009) (Figure 16). Through live-imaging approaches these studies showed that cells

with extra centrosomes, even if managing to cluster centrosomes into two poles, they pass
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through an intermediate stage of transient-multipolarity. During this step, the formation of

merotelic attachments is favored (Cimini et al., 2001; Silkworth et al., 2009).
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Figure 16: Centrosome amplification favor chromosomal instability (CIN) by promoting merotelic
attachment (A) Stills from images acquired with spinning disc confocal microscope of U20S osteosarcoma
cell line inducible for PLK4 overexpression. Cells were incubated for 15 hours with 1uM doxycycline to
induce centrosome amplification (centrioles shown in the inset in white). In the upper panel, efficient
centrosome clustering into a bipolar spindle is shown. In the lower panel, a cell going through transient
multipolar spindle is shown, resulting in the generation of merotelic attachment and lagging chromosome
in anaphase. The white arrow indicates a lagging chromosome. (B) Schematic representation of
centrosome amplification promoting merotelic attachment (blue microtubules). Unresolved merotelic
attachment can give rise to lagging chromosomes at anaphase and thus they promote CIN. Figure modified

from (Ganem et al., 2009).

2.4.3.2 Consequences in interphase

Centrosome play an important role in maintaining the organization of the interphase
microtubule array. Thus, the possibility that centrosome amplification can affect other
aspects than the ploidy, as for cell shape, polarity or mobility has to be considered.

Centrosome amplification has been reported to be associated with advanced tumor stage
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in breast cancer and several other tumor types (Chan, 2011; D’Assoro et al., 2002). Thus,
it was hypothesized that centrosome amplification could favor cell invasion capacity of
cancer cells. In the last 10 years, it has been demonstrated that centrosome amplification
can indeed favor cell invasion capacity both in a cell-autonomous and non-cell-
autonomous manner (Adams et al., 2021; Arnandis et al., 2018; Godinho et al., 2014).
PLK4 over-expression in 3D human mammary epithelial cells was sufficient to induce
features of migratory cells- such as cell protrusions. These features seem to be derived
from an increased capacity to nucleate microtubules in presence of extra centrosomes,
which was also described in other studies (Lingle et al., 1998, 2002). This increased
microtubule nucleation capacity resulted in increased Rac Family Small GTPase 1 (Racl)
activity, which disrupts cell-cell adhesion and promotes invasion (Godinho et al., 2014).
Indeed, both microtubule polymerization and depolymerization have been shown to lead
to different Rho GTPases activation, involved in cell migration (Van Horck et al., 2001;
Lozano et al., 2003). Moreover, centrosome amplification was shown to favor non-cell-
autonomous invasion capacity by promoting the production of reactive oxygen species
(ROS). ROS are derivatives of molecular oxygen, as hydrogen peroxide (H,02) and the
superoxide anion radical (02~), which leads to oxidative stress (Sies dan Jones, 2020).
Furthermore, it is important to mention that increased microtubule nucleation capacity
induced through centrosome amplification has the potential to affect many other
processes as focal adhesion assembly, transport and organization of cytoplasmic
organelles as the Golgi apparatus, the endoplasmic reticule and mitochondria (Gongalves
et al., 2010; Lozano et al., 2003; Monteiro et al., 2023; Rodrigues-Ferreira et al., 2019;
Tang & Marshall, 2012; Zmuda & Rivas, 1998).

2.4.3.3 Centrosome amplification and p53 activation

Centrosome amplification appears detrimental, as supported by previous research
demonstrating that newly formed tetraploid cells naturally eliminate excess centrosomes
during continuous passaging in culture (Ganem et al.,, 2009; Silkworth et al., 2009;
Baudoin et al., 2020). The presence of extra centrosomes, indeed has been shown to elicit
a durable p53-dependent proliferative arrest in non-transformed human cells (Holland

etal., 2012). Activation of p53 in interphase, when extra centrosomes are present, seems
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to be independent from the stopwatch mechanism activated by centrosome loss in non-
transformed cell lines. Indeed, knockout of 53BP1 or USP28 in RPE1 cells did not rescue
the cell cycle arrest caused by supernumerary centrosomes (Lambrus et al., 2016). Thus,
even if both centrosome loss and centrosome amplification activate p53, the pathways
leading to its activation appear to be independent.

Recently, the presence of centrosome amplification has been linked to p53
stabilization by the PIDDOsome pathway (Fava et al., 2017; Evans et al., 2021; Burigotto
et al., 2021) (Figure 17). Activation of this pathway seems to depend on the presence of
multiple mother centrioles containing distal centriolar appendages. In particular, this
mechanism relies on Ankyrin Repeat Domain 2 (ANKR2) binding and priming the P53-
Induced Death Domain Protein 1 (PIDD1) protein , which localizes on distal centriolar
appendages (Evans et al., 2021). Upon priming, PIDD1 is released and it can bind to other
PIDDOsome components: caspase and RIP adaptor with death domain (CRADD) and
Caspase-2, the most conserved protease among the caspase family (Nematollahi et al.,
2015; Park et al., 2007; Tinel dan Tschopp, 2004). Cleavage of Caspase-2 and subsequent
activation leads to cleavage of MDM2. MDM2 is an E3 ubiquitin-protein ligase that
mediates ubiquitination of p53, leading to its degradation by the proteasome. MDM?2
cleavage results thus in p53 stabilization and activation of downstream genes involved

in cell cycle arrest such as p21 or in cell death (Burigotto et al., 2021; Fava et al., 2017).
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Figure 17: The PIDDosome pathway Schematic representation of the proteins involved in the PIDDosome
pathway which is activated in the cell by the presence of extra centrosomes. It results in activation of p53

and consequent cell cycle arrest, mediated by p21, or cell death. Figure modified from (Evans et al., 2021).

Mutations in p53 which results in lack of protein expression or the expression of a
non-functional protein in cancer cells generate a permissive environment for cells to
survive even if centrosomes are amplified. Indeed, experiments which shown generation
of squamous cell carcinomas upon PLK4 overexpression in mice were performed in a p53
null context (Sercin et al., 2016). In alignment with this relationship, in Barrett's
esophagus, a condition linked to an increased susceptibility to esophageal cancer,
centrosome amplification was identified to be concomitant with the loss of p53 during
the process of malignant transformation (Lopes et al., 2018). Thus, maintenance of
centrosome amplification in cancer cells and most likely in human cancers, while allowing
proliferation, seems strictly dependent on p53 dysregulation p53. It remains unclear if
centrosome amplification can trigger tumor formation in the absence of direct effects on
the p53 and which mutated p53 forms allows the survival of cells with centrosome
amplification.

Other ways through which centrosome amplification has been linked to activation
of p53 are by favoring CIN, formation of micronuclei and consequently cGAS/STING
pathway activation and extended mitotic timing (Harding et al., 2017a; Bakhoum dan

Cantley, 2018; MacKenzie et al., 2017).

2.4.3.4 Apoptosis

An alternative antitumor activity of p53, besides triggering p21-mediated cell cycle arrest
is related with cell death by apoptosis. Apoptosis is a type of regulated cell death highly
conserved among animal species (Carneiro & El-Deiry, 2020; Elmore, 2007). Regulated
cell death is defined as a form of cell death that results from the activation of one or more
signal transduction modules, and hence can be pharmacologically or genetically
modulated (Galluzzi et al., 2018). A great contribution in the description of this pathway
was performed by Robert Horvitz and Ellis R.E., whose studies in C. elegans were awarded
with the Nobel Prize in Physiology or Medicine in 2002 (Ellis dan Horvitz, 1986; Ellis et al.,
1991).
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Apoptosis can be triggered in cells through both intrinsic and extrinsic pathways.
Intrinsic apoptosis can be activated by perturbations of the extracellular or intracellular
microenvironment and it is characterized by mitochondrial outer membrane
permeabilization (MOMP) (Figure 18) (Galluzzi et al., 2016; Kalkavan dan Green, 2017;
Roos et al., 2016; Czabotar et al., 2014). MOMP is a process which results in the release
of cytochrome C from mitochondria into the cytoplasm (Galluzzi et al., 2016; Kalkavan
dan Green, 2017; Garrido et al., 2006). Cytochrome C is a protein normally located in the
mitochondrial intermembrane space, it functions as an electron shuttle between
complex lll and IV of the respiratory chain. Cytochrome C activity is necessary for life and
disruption of unique somatic Cytochrome C gene causes embryonic lethality (Li et al.,
2000). Extrinsic apoptosis is activated by extracellular perturbations which are detected
by plasma membrane receptors (Hymowitz et al., 1999; Itoh et al., 1991; Pan et al., 1997;
Schneider et al.,, 1997; Wu et al., 1997). Intrinsic and extrinsic apoptotic pathways
ultimately come together to control the activation of caspases (Chang & Yang, 2000;
Mcllwain et al., 2013), which are a family of cysteine proteases. Their activity results in
the proteolysis of thousands of cellular proteins, membrane blebbing and cleavage of
chromosomal DNA by endonucleases. Among them, caspase 3 is considered the main
player in the execution of cell death. For the purpose of this study, | will focus on the

intrinsic apoptotic pathway.
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Figure 18: Overview of apoptosis signaling pathway Schematic representation of the extrinsic and
intrinsic apoptotic pathways. The main proteins involved in the two pathways are shown. Both extrinsic
and intrinsic pathways culminate with the activation of effector caspase 3, caspase 6 and caspase 7.

Image modified from https://bpsbioscience.com/screeningprofilingservices/

apoptosis?protein_family=apoptosis.

In mammalian cells, activation of the intrinsic apoptotic pathway is regulated by a
threshold mechanism where anti-apoptotic and pro-apoptotic signals compete for
MOMP and subsequent release of cytochrome C (Figure 18) (Czabotar et al., 2014;
Kalkavan dan Green, 2017; Roos et al., 2016). These anti- and pro- apoptotic signals
belong to the B-cell ymphoma-2 (BCL-2) protein family which regulate MOMP (Youle dan
Strasser, 2008; Czabotar et al., 2014; Kalkavan dan Green, 2017). The BCL-2 gene was
discovered at the t(14;18) chromosome translocation breakpoint in B-cell follicular

lymphomas (Tsujimoto et al., 1984). The BCL-2 family comprises different categories of
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proteins: first, pro-apoptotic proteins which permeabilize mitochondria, represented by
BCL2 Associated X Protein (BAX) and BCL-2 Homologous Antagonist/Killer (BAK) (Figure
18) (Kim et al., 2009; Cheng et al., 2001; Zha et al., 1996). Then, there are anti-apoptotic
proteins (pro-survival) which suppress MOMP. The main ones of this category are B-cell
lymphoma-extra-large (Bcl-xL), B-cell lymphoma-2 (BCL-2) and Myeloid Cell Leukemia
Sequence 1 (MCL-1) (Czabotar et al., 2014).

Finally, there are BH3-only proteins which regulates the activity of the other
components of this family in response to damage signals. Among them we find BH3-
Interacting Domain Death Agonist (Bid), BCL-2 Interacting Mediator of cell death (BIM),
p53 Up-Regulated Modulator Of Apoptosis (PUMA), BCL-2 Associated Agonist Of Cell
Death (BAD) and Phorbol-12-myristate-13-acetate-induced protein 1 (Noxa) ( Kim et al.,
2009; Kuwana et al., 2002; Letai et al., 2002; Nakano & Vousden, 2001; Kun Wang et al.,
1996). Certain BH3-only proteins (such as BID, BIM, and PUMA) directly activate BAX and
BAK, while others referred to as sensitizers (like BAD or NOXA) solely attach to anti-
apoptotic BCL-2 proteins. BCL-2 proteins constantly shuttle between the cytosol and
mitochondria in healthy cells. However, upon damage signaling the shuttling is altered
and pro apoptotic proteins are recruited on the outer membrane. They can be regulated
both by increase in transcription, which is normally regulated by p53 (Toshiyuki dan Reed,
1995; King et al., 2022). The dynamic exchange of BCL-2 proteins between mitochondria
and cytosol which regulate MOMP, is referred as mitochondrial priming. Once
cytochrome C is released, it binds to APAF1 in an ATP-dependent process, which binds
pro-caspase 9 on its side. As a consequence, Pro-caspase 9 is cleaved and it activates
caspase 3 (Ledgerwood dan Morison, 2009).

Elevated expression levels of pro-apoptotic BCL-2 proteins can enhance the
impact of cytotoxic agents in both cancer and normal cells. For this reason, several
inhibitors of BCL-2 proteins have been developed and are currently undergoing
preclinical or clinical trial in different tumor types, including ovarian cancer. Those
inhibitors differ in several parameters in terms of specificity. WEHI-539 is an example of
BCL-xL specific inhibitor which is now being tested in preclinical studies for ovarian

cancer, breast cancer, chondrosarchoma and osteosarcoma (Lessene et al., 2013).
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Venetoclax is an inhibitor of BCL-2 (Wei et al., 2019; Roberts et al., 2019, 2016; Souers
et al., 2013), whereas A1210477 selectively inhibits MCL-1 (Leverson et al., 2015).

52



3. Ovarian cancer
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3. Ovarian cancer

3.1 Incidence and classification
Ovarian cancer is a group of malignancies that accounts every year for ~200000 death and
more than 300000 new cases worldwide (Ovarian Cancer Statistics | World Cancer Research
Fund International, 2020). It is the eight more lethal form of cancer in women and it
represents the first cause of death among gynecological diseases (Huang et al., 2022; Siegel
et al., 2022).

This pathology is highly heterogeneous, and it is currently classified according to cell
of origin in: epithelial, sex-cord stromal, germ cell and mixed type. Because 90% of those
tumors have epithelial origin, ovarian cancer tumor can be classified into two wide
subgroups: epithelial and non- epithelial (Matulonis et al., 2016; Vaughan et al., 2011).
According to the fifth edition of the World Health Organization (WHO) in 2020, on the
Classification of Female Genital Tumors (H6hn et al., 2021), ovarian epithelial neoplasms
accounts for five principal types: high-grade serous carcinoma (HGSC), low-grade serous
carcinoma (LGSC), endometrioid carcinoma (EC), clear cell carcinoma (CCC) and mucinous

carcinoma (MC) (Figure 19).
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Figure 19: Classification of ovarian cancer (A) Schematic representation of the female reproductive system
with indication of the sites of origin of the tumor. Image modified from (Vaughan et al., 2011). (B) Scheme

of the classification of ovarian cancer types according to cell of origin (first line). In the second line, epithelial
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ovarian cancer histological subtypes according to the fifth edition (2020) of the World Health Organization
(WHO) Classification of Female Genital Tumors. For each subtype, histologic appearance (hematoxylin and
eosin) images are shown from (Matulonis et al., 2016). Arrow in section A indicate papillary architecture,
recurrent in HGSOC; arrow in section 5 indicate mucin-filled tumor cells in MC. Image modified from (Rojas

et al, 2016).

This classification reflects different sites of origin but also molecular characteristics.
Different tumor subtypes can be diagnosed via immune- histochemical markers and
histotype-specific oncogenic alterations. Another classification provides the classification of
tumor grade, which gives an indication about tumor proliferation characteristics and so how
fast the tumor will grow and spread through metastasis. Low grade tumors are well
differentiated tumors with low probability to spread, while high grade tumors are poorly
differentiated, have high metastatic potential and show high mitotic indexes, indicative of
being highly proliferative (Ahmed et al., 2010; De Leo et al., 2021; Kobel & Kang, 2022; Singer
et al., 2003).

Serous tumors are the most common ones, accounting for ~70% of epithelial ovarian
cancers (EOCs) and they can originate both from ovary, fallopian tubes or peritoneum
(Kindelberger et al., 2007). Previous classifications tended to group HGSCs and LGSCs in a
unique category and, within this category, the distinction of different grades. However, the
classification according to “grade” has been considered mis-leading in EOCs because it
suggested HGSCs to be later stages of LGSC (Kurman, 2013; Kurman & Shih, 2011). Recent
advances in clinicopathologic and molecular characterization of EOCs suggests that LGSC and
HGSC are not follow up stages of the same disease but rather that they arise from different
patterns of genomic variations with different prognostic implications (Kobel dan Kang, 2022;
De Leo et al.,, 2021). In particular, it has been shown a distinction between low-grade tumors
harboring mutations in the Mitogen-activated protein kinases (MAPK) pathway (KRAS, BRAF,
NRAS and others) versus high-grade serous carcinomas now ubiquitously characterized by
TP53 mutations (Ahmed, et al., 2010; Singer et al., 2003).

Another method to classify ovarian cancers is according to the stage. The stage takes
into account parameters as the spreading area of the tumor. According to the International
Federation of Gyneacological Oncologists (FIGO) four main stages can be identified in ovarian

cancer: |) the tumor is limited to the ovary/fallopian tubes; Il) the tumor has spread into the
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pelvis; Il1) the tumor has spread into the abdomen and/or the lymph nodes at the back of the
abdomen (called retroperitoneal lymph nodes) and IV) it has invaded more distant organs
(Prat, 2014). Unfortunately, the large majority of patients (approximately 58%) is diagnosed
at advanced stages (lll or IV) and this contributes to unfavorable outcomes, as indicated by
a 5- year survival rate of 27% for stage Il and only 13% for stage IV ovarian cancer (Siegel et
al., 2022; Menon et al., 2021). Late detection is indeed one of the main reasons for the high

lethality of ovarian cancer together with frequent relapse after chemotherapy.

3.2 Genomic characterization of epithelial ovarian cancer
3.2.1 High-grade Serous Carcinoma (HGSC)

HGSCs are the most common and aggressive among ovarian cancers. Alone, they are
responsible for 70-80% of ovarian cancer deaths and they are associated with poor prognosis
and relapse after chemotherapy (Kurman, 2013; Lisio et al., 2019a). HGSOC is a highly
morphologically heterogeneous disease. Subtype classification based on transcriptomic data
and mRNA signatures have been proposed (Bell et al., 2011; Tothill et al., 2008).

Interestingly, oncogenic signatures across human cancers have classified ovarian
cancers as C-class tumors, defined as tumors with Somatic Copy Number Alterations (SCNA),
which are different from M-types tumor are characterized mostly by point mutations
(Figure 20) (Ciriello et al., 2013b). Among them, HGSC are the ones showing the highest

correlation coefficient to this class. However, certain point mutations are recurrent.
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The second main feature of HGSOC is mutations in p53, which affect ~96% of the
patients (Ahmed, et al., 2010; Taylor et al., 2018). p53 disruption has been proposed as an

important mechanism enabling the propagation of CIN, both in vitro and in vivo, using mouse
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cancer models (Bronder et al.,, 2021). Moreover, it has been shown that almost 50% of
ovarian cancers tumors have mutations in genes encoding components of the Homologous
Recombination pathway (HR). Mutations in BRCA1 and BRCA2, two genes essential in DNA
repair through HR, have been described either as somatic or germline mutations in 22% of
the patients (Walsh et al., 2010; Alsop et al., 2012). Interestingly, in 11% of the tumors where
BRCA1 or BRCA2 are not mutated, their promoter is silenced by hypermetilation
(Kondrashova et al., 2018). The most common focal amplifications encoded CCNE1 (Cyclin
E) MYC, which have been detected to be highly amplified in more than 20% of tumors (Bell
et al., 2011). Tumors with mutations in any of the HR genes are defined as HR deficient
(HRD), while tumors without these mutations are considered to be HR proficient (HRP).
More recently, expression signatures have been analyzed at the level of RNA single cell
sequencing data both in tumors and in ovarian cancer cell line (Bell et al., 2011; Nelson et
al., 2020)s. According to gene expression, HGSOC have been classified in different subtypes:
differentiated, immune reactive, mesenchymal or proliferative (Bell et al., 2011).

In a recent study, the contribution of frequent HGSOC mutations has been addressed
using an immortalized primary ovarian cell. With genome editing via CRISPR/Cas9, mutations
in TP53 and BRCA1 were introduced. Further, Myc was over- expressed (Bronder et al.,
2021). Interestingly, it has been suggested that the absence of TP53 alone was sufficient to

generate (or allow the establishment of) chromosomal instability (CIN).

3.2.2 Low-Grade Serous Carcinoma (LGSC)

LGSC accounts for < 5% of epithelial ovarian cancer cases. They are usually detected at
advanced stage (De Leo et al., 2021). LGSCs are not linked to BRCA gene mutations and do
not display chromosomal instability. Genomic analyses have revealed that this type of tumor
is characterized by mutations in the MAP kinase pathway, a signaling pathway involved in
regulation of several processes such as cell proliferation, differentiation, migration and stress
responses (Singer et al., 2003; Cheasley et al., 2021). The main genes of this pathway which
are frequently mutated in LGSC are the Kirsten Rat Sarcoma Viral Proto-Oncogene (KRAS)
(30% of LGSCs), the serine/threonine protein kinase BRAF (30%) and the Neuroblastoma RAS
(%) Viral Oncogene Homolog (NRAS).
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3.2.3 Endometroid Carcinoma (EC)

The molecular composition of ovarian endometrioid carcinoma generally mirrors that of its
equivalent in the endometrium and represent 10% of epithelial ovarian cancers (Parra-Herran
et al., 2017). Just as The Cancer Genome Atlas (TCGA) has delineated molecular subtypes for
endometrial endometrioid carcinoma, a comparable classification defining four molecular
cohorts for ovarian endometrioid carcinoma has been postulated: “ultra mutated” due to
POLE exonuclease domain mutations (~5%), “hy- permutated” due to mismatch repair
deficiency (MMRd)/microsatellite instability (MSI) (~13%), “TP53-mutated” (9-13%), and “no
specific molecular profile” (NSMP; 69-73%) (Cybulska et al., 2019). Furthermore, other
common alterations identified in endometroid carcinoma are somatic mutations of CTNNB1,
the gene encoding for B-catenin, which occurs in 38-50% of cases, AT-rich interactive domain
1A gene (ARID1A) (30%) and phosphatidylinositol 3-kinase (PI3K) pathway (40%) (Herman
Chui et al., 2021; Fernandez et al., 2020; Shrestha et al., 2021; Sieh et al., 2013). Mutations in
Phosphatase And Tensin Homolog PTEN are also common, occurring in ~20% of the patients

(Hollis et al., 2020).

3.2.4 Clear Cell Carcinoma (CCC)

Among epithelial ovarian cancers, 6-10% are classified as clear cell carcinomas (CCCs) and are
most often low-stage, representing 25% of all FIGO stage | and Il (Prat, 2014). They originate
from endometriosis. Differing from HGSCs clear cell carcinomas (CCCs) are not linked to BRCA
mutations, chromosomal instability and TP53 mutations (Chui et al., 2014). In contrast to
endometrioid carcinoma, alterations involving CTNNB1 (B-catenin) and microsatellite
instability (MSI) are infrequent in CCCs. These tumors are heterogeneous in regard of
molecular abnormalities and the most frequent mutations have been detected in PIK3CA (30-
40%), ARID1A (50%), PTEN (5-20%) and telomerase reverse transcriptase (TERT) promotor
(~16%) (Wu et al., 2014; lida et al., 2021). PIK3CA and ARID1A mutations often coexist in CCCs.
Clinical trials suggest the use of immune therapy and checkpoint inhibitors to specifically

target CCCs (Lin et al., 2020; Sue-A-Quan et al., 2021; Khalique et al., 2021).

3.2.5 Mucinous Carcinomas (MCs)
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Mucinous carcinomas (MCs) represent 3-4% of epithelial ovarian cancers and their site of
origin is unknown (Hohn et al., 2021). Early stages copy number losses of Cyclin Dependent
Kinase Inhibitor 2A (CDKN2A) and KRAS are frequent, respectively detected in 76% and 64%
of the cases (McAlpine et al., 2009). Moreover, HER-2 define amplification has been shown
in 26% of the cases (Cheasley et al., 2019). Additional p53 mutations (64%) and copy number

alterations are associated to MC progression (McAlpine et al., 2009).

3.3 Therapeutic treatment of ovarian cancer

Before 1950 the only two options for treating ovarian cancer were surgery and radiotherapy
(Stewart et al., 2019; Bowtell et al., 2015; Matulonis et al., 2016). Medicine and clinical
research have come a long way since then, with current therapy for ovarian cancer including
surgical debulking to reduce tumor size and subsequent chemotherapy treatment (Lheureux
et al., 2019).

Chemotherapy is a type of anticancer drug treatment which aims to kill cancer cells.
However, because total selectivity in targeting only cancer cells is not achieved,
chemotherapy usually shows important toxic side effects. Important efforts have and are
currently taken to try to reduce side effects and increase target specificity. The first drugs
approved for treating ovarian cancer were platinum-based drugs, such as cisplatin which
was later substituted with the less toxic carboplatin (Calvert et al., 2016). To improve the
outcome of platin-based drugs, different combinations of chemotherapy were tested
(Omura et al., 1986; Piccart et al., 2000; McGuire et al., 1996a; du Bois et al., 2003). In 1996,
a report of randomized phase Il trial showed that the combination of platinum compounds
and Paclitaxel, an antimitotic drug, delivered good results in advanced ovarian cancer (Vasey
et al., 2004; McGuire et al., 1996a; McGuire, 1989). Nowadays, the combination of
carboplatin and paclitaxel still represents the first-line chemotherapy for advanced stages
of ovarian cancer with 75% of the patients showing initial sensitivity to this combination
(Lheureux et al., 2019).However, chemotherapy-resistance arises in 80-90% of the patients,
within 15 months from starting the treatment (Gronlund et al., 2001). In the last ten years,
PARP inhibitors entered the clinic as a new therapeutic strategy that seems to be effective in
patients after they developed resistance to platinum-based strategy (Bryant et al., 2005a;
Farmer et al., 2005; Lord dan Ashworth, 2017). In particular it is very successful against HRD

tumors (Farmer et al., 2005; Bryant et al., 2005a). Moreover, specific treatments according
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to EOC subtypes are under investigation. For example, validation of treatments for LGSC as
CDK4/6 inhibitors or MEK inhibitors, selective inhibitors for the MAPK pathway, are under
validation in preclinical models and clinical trials (Sieh et al., 2013; Llaurado Fernandez et al.,
2020; Shrestha et al., 2021; Chui et al., 2021). Furthermore, potential molecular target
therapies for endometroid carcinoma, which are currently under investigations are mTOR
inhibitors and immune checkpoint inhibitors (Musacchio et al., 2020; Roncolato et al., 2019).
Finally, advanced MC stages often shows resistance to platinum-taxane chemotherapy with
no therapeutic options are available (McAlpine et al., 2009). For individuals diagnosed with
MC exhibiting HER2 amplification and overexpression, the administration of trastuzumab, a
monoclonal antibody used in antitumor immunotherapy, represent treatment alternatives
(McAlpine et al., 2009).
In the following sections, | will describe first how aneuploidy can influence
chemotherapy and then the detailed mechanisms of action of carboplatin, paclitaxel and

PARP inhibitors.

3.4 Aneuploidy in cancer and chemotherapy
Aneuploidy has been detected in ~¥90% of solid tumors and 50% of hematopoietic tumors
(Beroukhim et al., 2010; Mitelman Database 2023), shoiwng that gain or loss of at least a
whole chromosome or chromosome arm is the most common alteration in cancer. Both
aneuploidy and CIN have been mostly associated with poor prognosis in cancer patients
(Bakhoum dan Cantley, 2018; Jamal-Hanjani et al., 2017; Turajlic et al., 2018). Studies in
mouse and human embryonic stem cells have shown that the presence of a single extra
chromosome can confer a selective growth advantage to cancer cells (Liu et al., 1997; Ben-
David dan Benvenisty, 2012; Zhang et al., 2016; Ben-David et al., 2014). Moreover, analysis of
cancer genomes revealed that aneuploidy can be translated by loss of tumor suppressor
genes or gain of oncogenes. These genetic events contribute to the formation of distinct
clonal aneuploid karyotypes associated with particular types of cancer (Davoli et al., 2013).
Importantly, analysis of 12 different tumor types from 5255 distinct samples and the clinical
outcome of patients after immune checkpoint blockade highlighted a correlation between
reduced immunotherapy response and high levels of aneuploidy (Davoli et al., 2017).

The possible roles of aneuploidy and CIN in promoting tumorigenesis and tumor

progression is still under debate. The detrimental effects on viability and proliferation
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observed in yeast (Torres et al., 2007), mouse and human cells (Stingele et al., 2012; Williams
et al., 2008) contrast with the expected advantages in tumors. It is proposed that aneuploidy
and CIN promote or inhibit tumor progression according to its frequency, cell and tissue of
origin (Weaver et al.,, 2007; Sotillo et al., 2007a) . In a simplified view low levels of
chromosome mis-segregation seems to favor karyotypes which promote tumorigenesis, while
high rates leads to cell death and so tumor suppression (Chin et al., 1999; Girish et al., 2023;
Greenberg et al., 1999; Rowald et al., 2016; Rutledge et al., 2016b; Silk et al., 2013; Sotillo et
al., 2010; Yona et al., 2012).

Aneuploidy and CIN have also been shown to favor resistance to chemotherapy (Ben-
David et al., 2017; Rutledge et al., 2016). For a long time research has mainly focused as
sources of chemoresistance on gene mutations (genetic theory), and alterations of gene
functions (epigenetic theory). However, resistance to chemotherapy arise at higher rates
compared to the rates of genetic and epigenetic mutations (Goldie, 2001). Moreover, the
ability to acquire multidrug resistance cannot be explained by single gene mutations
(Duesberg et al., 2001). It is in this context that a more important role of whole karyotype
alterations in driving resistance was hypothesized (Duesberg et al., 2007). Two main
hypotheses have been proposed to explain how aneuploidy can drive chemoresistance. The
first hypothesis states that it is the change in copy number of specific genes that lead to drug
resistance (Santaguida dan Amon, 2015; Santaguida et al., 2017; Torres et al., 2007; Stingele
et al., 2012c; Pavelka et al., 2010). According to this model, both aneuploidy and CIN will
initially contribute to tumor heterogeneity. The addition of a given chemotherapy drug,
besides killing cancer cells, may also induces a selective pressure. In unfavorable conditions,
only cells with specific gene combinations that allow adaptation to the new environment can
survive. The cells displaying a “winner karyotype” will be resistant to the drug and will
constitute the large part of tumor cell population after the treatment 2021)(Ippolito et al.,
2021; Lukow et al., 2021). Within this view, aneuploidy is seen as favoring tumor progression
by generating different karyotypes in a short time window. Observations describing recurrent
gain or loss of specific chromosomes in a given cancer type after chemotherapy support this
hypothesis (Cohen-Sharir et al., 2020.; Rutledge et al., 2016). The second hypothesis emerges
from the fact that a universal aneuploid karyotype providing resistance against a specific drug
has not been found. This hypothesis proposes that aneuploidy may drive chemoresistance

through a general effect of aneuploidy rather than a particular karyotype. As previously
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mentioned, aneuploid cells show G1 lengthening or arrest (Kops et al., 2004; Santaguida et
al., 2017; Sheltzer et al., 2017; Stingele et al., 2012; Tang et al., 2011; Torres et al., 2007;
Williams et al., 2008). If the chemotherapy agent acts outside G1, affecting for example DNA
replication during S-Phase or mitosis like the large majority of chemotherapeutic drugs or

inhibitors (Replogle et al., 2020), these drugs will not be effective.

3.5 Carboplatin

Carboplatin is used together with paclitaxel in the clinic as a standard of care to treat ovarian
cancer patients (Armstrong et al., 2006; McGuire et al., 1996; Ozols et al., 2003). Carboplatin
is @ member of the widely employed platinum-based chemotherapeutic group. The pioneer
of this group, cisplatin, was discovered by chance by B. Rosenberg while investigating the
impact of an electric field on Escherichia coli bacteria and cell growth (Rosenberg et al., 1965).
It was noted an interesting side effect on bacteria: cell division was inhibited without
interference with cell growth. Later, he understood that this effect was due to release of
platinum ions by the electrodes. This revelation led him to test if platinum- based compounds
possess anti-tumor properties in mice (Rosenberg et al., 1969b). In vivo further tests were
performed at the Chester Beatty Institute in London and clinical tests taken by the US National
Cancer Institute (NCI). Subsequentially, cisplatin earned approval from the U.S. Food and Drug
Administration (FDA) for treating testicular and bladder cancer in 1978 (Kelland, 2007).
However, cisplatin treatments were accompanied with important side effects such as
myelosuppression, peripheral neuropathy, renal toxicity and hepatic dysfunction.
Consequently, a new generation of platinum-based pharmaceuticals has been developed
(Wilkinson et al., 1978). Among them, carboplatin (Figure 21) emerged as the most successful
option due to its diminished chemical reactivity, rarely resulting in nephrotoxicity and
peripheral neuropathy. The major toxicity and dose limiting factors are myelosuppression,
specifically neutropenia and thrombocytopenia. As a result, Carboplatin obtained FDA
approval for ovarian cancer treatment in 1989 and gradually began to replace cisplatin (Aabo
et al., 1998). The chemical structure of cisplatin and carboplatin is very similar, as for their
mechanisms of action and effects on DNA (Wilkinson et al., 1978). Both in cisplatin and
carboplatin, a platinum anion is bonded to two ammonium groups. However, chlorine atoms

of cisplatin are substituted by a cyclobutane- dicarboxyl residue in carboplatin.
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Figure 21: Cisplatin and carboplatin DNA forming intrastrand or interstrand crosslinks (A) 2D schematic
representation of the chemical structure of cisplatin and carboplatin. Aqua activated carboplatin can enter
the nucleus and preferentially bind to the nitrogen on position 7 of guanine occurs. Consequent binding to
the adjacent guanine on the same or opposite strand, result in formation of intrastrand or interstrand

crosslink respectively. Image modified from (Kelland, 2007).

Due to this substitution, carboplatin exhibits reduced reactivity and slower DNA
binding kinetics, leading to a substantial reduction in cisplatin's side effects, excluding
myelosppression, which still remains a dose-limiting factor (Eastman, 1986).

Carboplatin is administered through intravenous infusion or via intraperitoneal
injections to patients (Armstrong et al., 2006b; Katsumata et al., 2009) and a significant
portion of it is eliminated via renal excretion, with a half-life (t1/2) in the bloodstream of
approximately 2 hours. Carboplatin uptake in the cell was first thought to occurs via
passive diffusion, however different studies suggest the implication of active
transporters such as CTR1 (Holzer et al., 2004; Ishida et al., 2002; Howell et al., 2010).
The uptake of platinum based compounds is influenced by factors like the concentrations
of sodium and potassium ions, pH levels, and the presence of reducing agents (Howell
et al., 2010).

Because carboplatin acts mainly via induction of DNA damage (Figure 21), | will
now introduce DNA damage and DNA damage repair pathways along the cell cycle. A

more detailed description of carboplatin mechanism of action and resistance will follow.

3.5.1 DNA damage
The accurate replication and maintain of DNA integrity is fundamental for the cell to

transmit correct genetic information to its progeny and, more widely, for organism
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viability. However, cells are continuously exposed to different sources of DNA damage.
Two main categories of DNA damage exist based on its origin: endogenous and
exogenous. The main source of endogenous DNA damage is represented by Reactive
Oxigen Species (ROS). ROS derive from oxygen and are typically formed during electron
transport chain or redox (Sies dan Jones, 2020). Other endogenous DNA damage can be
generated during replication due to the action of DNA polymerases with lower fidelity
rate (Loeb dan Monnat, 2008), spontaneous base deamination or formation of abasic
sites. Base deamination occurs when DNA bases lose their exocyclic amine group
because of spontaneous hydrolysis, nitrosative stress or activities of cellular deaminase
enzymes (Lindahl, 1993). Formation of abasic site sites can result from cleavage of the
N-glycosylic bond between the nitrogenous base and the deoxyribose sugar in DNA, due
to spontaneous hydrolyzation or cleavage by a DNA glycosylase (Thompson dan Cortez,
2020). On the other hand, exogenous DNA damage can be generated by external factors
of environmental, physical or chemical nature which acts on DNA. Examples include
ultraviolet (UV) and ionizing radiation, chemotherapy drugs as alkylating agents and
crosslinking agents (Lomax et al., 2013; Rastogi et al., 2010; Fu et al., 2012; Noll et al.,
2006).

The existence of many different mechanisms as source of DNA damage leads to
the generation of different types of DNA damage. DNA damage frequently appears as
single-strand breaks (SSBs) and double-strand breaks (DSBs). DSBs occur when two
single-stranded nicks appear on opposite DNA strands very close to each other, usually
around 10-20 base pairs apart (Khanna dan Jackson, 2001). Other types of DNA damage
are DNA crosslinks, which are generated by platinum-based compounds.

In order to maintain genome integrity and tolerable levels of DNA damage which
would not induce cell death, cells have developed different mechanisms to monitor and
repair DNA. The ensemble of these mechanisms is referred to as DNA damage response
(DDR). In eukaryotic cells, DDR signaling pathways evolves different signaling sensors,
transducers and effectors (Zhou&Elledge,2000). The sensors are proteins that directly
recognized aberrant DNA structures and activate the downstream kinases of the DDR.
DNA damage-associated histone modifications are important in providing DNA repair
factors access to damaged DNA. An early cellular response to DSBs is the rapid

phosphorylation of the histone variant H2AX, which occurs on Ser-139 in mammalian
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cells (Mah et al., 2010). The DDR transducers include a series of protein kinases and
mediators that facilitate phosphorylation and signaling of the DDR network. In
mammalian cells, the ATM (ataxia-telangiectasia mutated), ATR (ATM- and Rad3-
Related) kinases are the main and most upstream DDR transducers (Maréchal dan Zou,
2013; Jazayeri et al., 2006).

The activation of DDR pathway is coordinated to the cell cycle progression via DNA
damage checkpoints. DNA damage checkpoints are triggered by DSBs during the
interphase of the cell cycle in G1, intra S or G2/M phase(Chao et al., 2017; Zhou dan
Elledge, 2000). DSBs detected in G1 trigger the activation of ATM, which, in turn,
phosphorylates and activates CHK2. CHK2 then phosphorylates and inactivates cdc25A,
preventing it from removing the inhibitory phosphate on CDK2 (Stark dan Taylor, 2004;
Maity et al., 1994). On the other hand, the replication stress checkpoint is activated
during S-phase when single-stranded DNA is detected. It relies on the checkpoint protein
kinases ATR and CHK1(Stark dan Taylor, 2004; Maity et al., 1994). The G2/M DNA
damage checkpoint plays a crucial role in preventing cells from progressing into mitosis
(M-phase) when their genomic DNA is damaged(de Gooijer et al., 2017; Stark dan Taylor,
2004). Transition from G2 to M phase is controlled mainly by the activity of the Cyclin B-
cdc2 (CDK1) complex. Upon detection of DNA damage, ATM and CHK1 are activated,
with CHK1 phosphorylating and inactivating CDC25, which prevents activation of cdc2.
Moreover other kinases as Weel and Myelin Transcription Factor 1 (Myt1) contribute to
keep cdc2 inactive until DNA damage is repaired (Ghelli et al., 2020). Finally, the effects
of DDR pathway are involved in various essential cell activities that maintain genomic
stability, like DNA replication, repair, and controlling the cell cycle (Marechal 2013).

Because carboplatin mainly acts via formation of DSB, | will focus mainly on repair
of DSBs since they are the most frequent type of lesion and the more subjected to cell

cycle regulation.

3.5.2 DNA damage repair pathways along the cell cycle

The main mechanisms involved in the repair of DSBs in eukaryotic cells are Homologous
Recombination (HR) and non-homologous end-joining (NHEJ) pathways. HR uses the
DNA template of the undamaged sister chromatid to copy the DNA sequence at the site

of DNA damage (West, 2003). On the contrary, NHEJ pathway facilitates modification
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and ligation of the two DNA ends present at the DSB (Ahnesorg et al., 2006).

The main category of DNA repair pathways in G1 is represented by End joining
pathways (EJ). Indeed, during this phase the high-level chromatin compaction and the
absence of sister chromatin does not favor HR. Contrary to HR, EJ is active during the
whole interphase, and both pathways are inhibited in mitosis. EJ pathways are
subdivided into the non-homologous end-joining pathway (NHEJ) and a group of less well
characterized alternative end joining (A-EJ) ( Chang et al., 2017). NHEJ is the predominant
mechanism to repair DSBs in G1 and early S phase (Figure 22). This pathway is dependent
on DNA ligase IV and the Ku heterodimer, whose subunits ku70/80 are ATP-dependent
helicase (Rathmell dan Chu, 1994; Verhaegh et al., 1995; Getts dan Stamato, 1994). The
initial step in NHEJ is the recognition and binding of the Ku heterodimer to the DSB. Ku
serves as a scaffold to recruit the core NHEJ machinery to DNA DSBs (Mari et al., 2006).
DNA end processing, which requires polymerase activity can be initiated, rendering
them compatible for ligation. Recruitments of heterodimers of XRCC4 (X-Ray Repair
Cross Complementing 4) and XLF (XRCC4-like factor), forms a scaffold around the break
site on DNA, helping to keep together the DNA strands. The vicinity of the two DNA ends
allows the recruitment of DNA ligase IV, which will ligate DNA ends together (Chang et
al., 2017; Davis & Chen, 2013).
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Because of the direct juxtaposition of DNA ends, NHEJ pathways is considered to
be more error prone than HR, due to its template independent nature in the process of
repair (Mao et al., 2008). Besides NHEJ pathways, other mechanisms of DNA repair are
active in G1. For example, nucleotide excision repair pathway (NER) plays an important
role in G1 to remove pyrimidine dimers which are caused by UVs (Sancar et al., 2004).
Other pathways of DNA repair which are active during the whole cell cycle and that does
not seem to be cell-cycle regulated according to current knowledge, are the base-excision
repair pathway (BER) and the transcription-coupled repair (Krokan dan Bjgras, 2013;
Wyatt et al., 2013a).

During S phase, presence of crosslinks can impair the progress of DNA replication
generating replication stress and DSBs. Replication stress can be defined as a wide range
of errors which can occurs during DNA synthesis as nucleotide misincorporation, slippage
of repetitive sequences, accumulation of nicks and gaps or fork collapse at DNA breaks
(Branzei dan Foiani, 2005). DSBs are mainly repaired by NHEJ pathway during early S-
phase, while HR is the main repair pathway in late S-phase and G2 (Sartori et al., 20073;
Pylayeva-Gupta dan Kelsey C. Martin Mhatre V. Ho, 2012). Indeed, several studies suggest
that HR activation and S-phase entry are uncoupled events and that HR is suppressed in
early S-phase (Karanam et al., 2012; Rothkamm et al., 2003). In the Takata et al. study of
1998, for example, it has been shown that NHEJ-defective AKu70 avian DT40 cells were
highly sensitive to ionizing radiation in G1 and early S phase, indicating a deficiency in
their repair capacity in the absence of the NHEJ pathway.

However, as cells proceed into S-phase they become more and more resistant
(Takata et al., 1998). The HR activation in late S-phase is probably due to the fact that in
early S-phase only a small fraction of the total DNA is already replicated and so can serve
as a template for repair. Moreover several studies show that as cells progressed through
S-phase, the increase loading of cohesin favors sister chromatid cohesion, thus promoting
activation of HR (Karanam et al., 2012; Rothkamm et al., 2003). Indeed, recruitment of
cohesion at DSB sites has been shown to occur both in budding yeast and mammalian

cells and to favor HR ( Kim et al., 2002).
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Figure 23: Repair of DSBs by Homologous Recombination
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The repair of DNA damage in late S-phase and G2 by HR (Aylon et al., 2004) is
highly conserved and it is non-mutagenic (Wyman et al., 2004). As mentioned above, its
low error rate is due to the use of sister chromatids as template of DNA repair. The
importance of this repair pathway is also shown by the fact that it is frequently defective
in cancers, mainly because of mutations in two of the main genes of the pathway like
BRCA1 and BRCA2. During HR, DNA damage is recognized by proteins of the Mrell-
Rad50-Nbs1 (MRN) complex (Figure 23). The MRN complex recruits and activates ATM
initiating the DNA damage response (Dinkelmann et al., 2009; Xie et al., 2009; Rass et al.,
2009; Taylor et al., 2010). Then, ATM recruits and phosphorylates the members of MRN
complex and others endonucleases (Linding et al., 2007; Matsuoka et al., 2007). Through
the activity of these endonucleases, 5’DNA strand is degraded, resulting in a 3’-single-
stranded DNA end. This is the first of the three main steps of HR, also referred as
“presynaptic stage”. The second step, “synaptic stage” consists in the coating of the
filaments by replication protein A (RPA), which will activate ATR signaling. During the
third step, which is called “postsynaptic stage”, RPA is replaced by RAD51, a
recombinase, in a BRCA1 and BRCA2 dependent manner. The presence of RAD51 allows
DNA strand invasion and the formation of a D-loop, which can be extended by DNA
synthesis, using the paired DNA filament as a template (Krajewska et al., 2015; Heyer,

2008).

— structure is resolved by SDSA or by resolution of Hollyday
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The resolution of these structures can occur in mainly two ways: via synthesis
dependent strand annealing (SDSA), where the invading strand is displaced after DNA
synthesis and annealed with the second end. In this case, disengagement is mediated by
a DNA helicase such as Srs2 in yeast (Ghelli Luserna Di Rora et al., 2020). This process
produces a localized conversion without crossover (non-crossover) and can be repeated
several times to complete the repair of a DSB. Alternatively, an intermediate step can
occur where Holliday junctions are formed. Holliday junctions are four-way DNA
junctions which were first described in 1964 by Robin Holliday (Holliday, 1964). These
junctions are resolved in three different ways. The first one involves the BTR complex
composed of helicase Bloom Syndrome Protein (BLM), Topoisomerase Ill and RMI1/2.
The BTR complex will generate non-cross products (Sung dan Klein, 2006). The other two
mechanisms use nucleases and generate either non-crossovers or crossovers. In the first
case a complex of SLX1/4-MUS81-EME1 (SLX-MUS complex) is used , while in the second
one only the just GEN1 nuclease(Chan dan West, 2014; Wyatt et al., 2013b; Sarbajna et
al., 2014). Since the sister chromatid is used as a template, it is important that the two
sister chromatids are close to one another. The linkage is established by cohesin, which
connects the sister chromatids from S phase until anaphase, when they separate.
Indeed, it has been shown that mutations affecting the cohesion complex are defective

in repair of DSBs (Strém et al., 2004; Sjogren dan Nasmyth, 2001).

3.5.3 Regulation of DNA repair choice along the cell cycle

Different mechanisms have been identified that regulate the choice of the DNA repair
pathway and coordinate it with cell cycle. The main one, is controlled by the activity of
CDKs that regulates the switch between NHEJ in favor of HR during S phase, by favoring
end resection (Figure 24). DNA End resection is a biochemical process where 5’-3’
degradation occurs, leaving a long 3’ single stranded DNA. DNA end resection while
favoring HR, it simultaneously inhibits NHEJ. Since three of the main DNA repair
pathways diverge at the step of end resection, it has been suggested that end resection
represents a key point in the repair mechanism choice. The extension of DNA end
degradation differentiates between occurrence of HR or NHEJ. Indeed, end resection is
distinguished into two phases: the “end-clipping” phase is the initial step where the DNA
is degraded by MRE11 and Ctlp nucleases (Quennet et al., 2011; Sartori et al., 2007). At
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this stage only a small number of base pair are processed: up to 20 Bp in mammalian
cells. The short DNA ends produced by end clipping phase will allow NHEJ. The DNA
extremity can be further degraded in a second phase called “extensive resection” by
different exonucleases, including CtIP and EXO1 (Eid et al., 2010; Tomimatsu et al., 2012,

2014).
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Figure 24: CDK activity regulates end resection influencing the choice of DNA repair pathway Schematic
representation of the switch between NHEJ and HR during S-phase mediated by CDKs. CDK activity
progressively increases during S- phase, triggering enough phosphorylation of CtIP, HELB and EXO1 to

stimulate resection and HR. Image modified from (Hustedt dan Durocher, 2017).

Different mechanisms have been identified that regulate the choice of the DNA
repair pathway and coordinate it with cell cycle. The main one, is controlled by the activity
of CDKs that regulates the switch between NHEJ in favor of HR during S phase, by favoring
end resection. DNA End resection is a biochemical process where 5-3’ degradation
occurs, leaving a long 3’ single stranded DNA. DNA end resection while favoring HR, it
simultaneously inhibits NHEJ. Since three of the main DNA repair pathways diverge at the
step of end resection, it has been suggested that end resection represents a key point in
the repair mechanism choice. The extension of DNA end degradation differentiates
between occurrence of HR or NHEJ. Indeed, end resection is distinguished into two
phases: the “end-clipping” phase is the initial step where the DNA is degraded by MRE11

and Ctlp nucleases (Quennet et al., 2011; Sartori et al., 2007). At this stage only a small

70



number of base pair are processed: up to 20 Bp in mammalian cells. The short DNA ends
produced by end clipping phase will allow NHEJ. The DNA extremity can be further
degraded in a second phase called “extensive resection” by different exonucleases,
including CtIP and EXO1 (Eid et al., 2010; Tomimatsu et al., 2012, 2014). This will result in
the generation of long ssDNA ends, committing to the HR pathway (Ceccaldi et al., 2016).
The DNA end resection is promoted by CDK activity through the phosphorylation of
several substrates. Thus, the cell cycle phase plays a crucial role in the pathway choice.
The importance of DNA end processing in DSB repair pathway choice and the essential
role of CDK activity in activating end resection was first described in budding yeast
(Bennett et al., 2013; Ira et al., 2004; Frank-Vaillant dan Marcand, 2002). It was shown
that CDK1 phosphorylates the CtIP homologue Sae2 on Ser267 residue in mid S-phase.
This stimulates MRE11 activity promoting end resection and so, HR. Moreover, CDK1
activity would also stimulate Fun30 activity, to antagonize Rad9 which is the 53Bpl
orthologue and it is an inhibitor of the process of end resection(Chen et al., 2016). The
role of CDK activity in regulating end resection, which influences the choice of DNA
damage repair pathway according to cell cycle stage, has been shown to be conserved
across species from yeast to human cells (Jazayeri et al., 2006). In particular, in
mammalian cells during G1/early S-phase, CDK activity is low, thus Ctlp remains inactive
and 53BP1 and Rifl proteins are recruited to DSBs. This results in blocking DNA end
resection and therefore the NHEJ pathway is favored (Panier dan Boulton, 2014). During
late S- and G2 phases, an increase in CDK activity takes place, resulting in phosphorylation
of several substrates including the MRN complex and Ctlp, favoring end resection and so
HR (Yun dan Hiom, 2009). Moreover, CDK-dependent phosphorylation of EXO1- definition
and what it does also favors end resection in response to DNA damage during late S/G2.
At the same time, impairment of EXO1 phosphorylation diminishes resection and HR,
while it shifts the balance towards NHEJ (Tomimatsu et al., 2014).

Other factors contribute to the choice of repair pathway to be used namely the
balance between BRCA1 and 53BP1. It has been described that BRCA1 and 53BP1 act as
antagonists and their balance is crucial for the shift between HR and NHEJ pathways.
More precisely, during G1 phase, as already described, ATM signaling results in the
recruitment of 53BP1 to damaged chromatin sites. 53BP1 allows the recruitment of RIF1

and, together, they block DNA end resection (Chapman et al., 2013; Escribano-Diaz et
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al., 2013). On the contrary, during S-G2 phases, the phosphorylation of Ctlp promotes its
interaction with BRCA1 and chromatin at the damaged sites, preventing the association
of 53BP1-RIF1 at the same time. Interesting, increased BRCA1 activity promotes the
action of several phosphatases that dephosphorylate 53BP1 and release RIF1, inhibiting

NHEJ pathway and favoring HR (Isono et al., 2017).

3.5.4 Mechanism of action of carboplatin

Both cisplatin and carboplatin share the same mechanism of action (Knox, 1986;
Kasparkova et al., 2003) and more attention has been given to describe in detail cisplatin
(87987 results on pubmed against 20525 of carboplatin). Once localized inside the cell,
these molecules lose their oxalate ions, which is substituted by two water molecules
(Fichtinger-Schepman et al., 1985). In this way it becomes positively charged and can
interact with nucleophilic molecules such as DNA, RNA and proteins. Carboplatin binds
preferential DNA and this occurs independently of the cell cycle phase. The cytotoxicity
of cisplatin and carboplatin derive primarily from interaction with the N7 atoms of the
imidazole rings in guanine which serve as binding sites for DNA (Eastman, 1987; Davies
et al., 2000). During this interaction, crosslinks are formed with a preference for
intrastrand crosslinks resulting in the distortion of the DNA double helix (Kelland, 1993;
Pinto dan Lippard, 1985; Szefler et al., 2021).

DNA crosslinks can result in inhibition of both replication and transcription
processes and their resolution leads to formation of DNA DSBs (Raschle et al., 2008;
Siddik, 2003b). DNA adducts and DSBs are then recognized by proteins involved in DNA
damage signaling as the MRN complex but also MutS Homolog 2 (hMSH2) involved in
mismatch repair, non-histone chromosomal high-mobility groups 1 and 2 proteins
(HMG1 and HMG 2) and the transcriptional factor “TATA-binding protein” (TBP) (Vichi et
al., 1997; Huangt et al., 1994; Chaney dan Vaisman, 1999; Wang et al., 2023; Treiber et
al., 1994; Cohen et al.,, 2000). These DNA damage recognition proteins will activate
downstream players resulting in activation of p53 as a main target (Basu &
Krishnamurthy, 2010; Kelland, 1993; Siddik, 2003). However, since the p53 gene is
frequently mutated in cancer, other mechanisms have been described such as the
activation of p73 and the Mitogen-activated protein kinase (MAPK) pathway in response

to cisplatin (Gong et al., 1999; Losa et al., 2003; Mandic et al., 2002, Tsai et al., 2003).
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This lead to the activation of one of the DNA damage checkpoints, resulting in G2/M
arrest (Dasari dan Bernard Tchounwou, 2014; Shapiro dan Harper, 1999; Moens et al.,
2021). Eventually, the high levels of DNA damage lead to activation of cell death via

apoptosis or necroptosis (Nuiez et al., 1998; Kischkel et al., 1995; Meng et al., 2016).

3.5.5 Resistance to carboplatin in ovarian cancer

Even if 80% of EOC patients respond initially to carboplatin, almost 80% of those
responding cases will recur with resistant disease (Damia dan Broggini, 2019). Platinum
compound resistance is a multifactorial process which relies on different mechanisms,
still to be fully elucidated. Regarding inability to reach the target DNA, the main data
available come from in vitro experiments which indicate that decrease in drug uptake
rather than increase in its extrusion is one of the leading causes of relapse. For example,
in resistant EOCs, decreased expression of the copper transporter CTR-1 has been
described (Sgrensen et al., 2016; Ohrvik et al., 2013; Kishimoto et al., 2017; Li et al., 2017;
Ishida et al., 2010). However, modulation of proteins involved with carboplatin extrusion
has also been detected, mainly of ATPase copper transporting alpha and beta (ATP7A
and ATP7B) families ( Li et al., 2017). Modification of intracellular proteins with the
capacity to bind and capture platinum ions also decrease carboplatin access to DNA.
These species are rich in amino acids containing Sulphur such as cysteine and methionine
and the negative charge of Sulphur can inactivate this type of compounds. Reduced
glutathione levels, which can react with carboplatin in a non-enzymatic manner or
mediated by glutathione-S- transferase (GST) were find to be significantly higher in cells
derived from resistant epithelial ovarian cancer tumors (Okuno et al., 2003; Hagrman et
al., 2003; Okuno et al., 2003). Metallothioneins, characterized by their abundance of
cysteine residues and their affinity for binding metal ions, have also be found to be
elevated in resistant cells. These molecules function similarly to GST by contributing to
the promotion of carboplatin resistance (Hagrman et al., 2003).

Finally, an altered expression of pro-survival or anti-survival proteins has been
described as one of the main mechanisms of carboplatin resistance in EOCs (Mansouri
et al., 2002; Dai et al., 2017; Beale et al., 2000). Besides, modulation of apoptotic gene
expression, can be achieved by the removal of carboplatin-DNA crosslinks before the

apoptosis program is triggered. Indeed, some components of the NER pathway, as
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Excision Repair Cross-Complementation Group 1 (ERCC1) and ERCC1/XFP complexes,
have been shown to be overexpressed in EOC after cisplatin exposure, resulting in an

hyperactivation of this pathway (Reed, 1998).

3.6 Paclitaxel

Paclitaxel, a tetracyclic diterpenoid, was originally derived from the bark of the Pacific Yew
tree, Taxus brevifolia (Wani et al., 1971). This compound was discovered during an expedition
funded by the National Cancer Institute (NCI) and the U.S. Department of Agriculture (USDA)
aimed at uncovering novel antineoplastic agents. The active principle was subsequently
isolated, and its structural elucidation was documented in 1971 under the name Taxol, later
revised to Paclitaxel (Wani et al., 1971). But it is the same year, following the identification of
its antineoplastic properties, Paclitaxel was approved as a therapeutic intervention for breast
and ovarian cancer in 1992. It is the first discovered member of the taxane family, which
nowadays also includes docetaxel and cabazitaxel (Vasey et al., 2004; Vestergaard Madsen et
al., 2020). Paclitaxel is usually given to patients via intravenous administration. Because of
the high hydrophobic nature of this molecule, currently the main strategies to deliver
paclitaxel is via the use of nanoparticles, liposomes and polymeric micelle (Ma dan Mumper,
2013; Peetla et al., 2013). Paclitaxel exhibits strong affinity for intact microtubules and its
binding site is primarily located at the N-terminal of the B-tubulin subunit (Sharma et al.,

2013b).

3.6.1 Mechanism of action of paclitaxel

The mechanism of action was initially elucidated by Peter B. Schiff and Susan B. Horwitz in
1979 through in vitro studies (Shiff & Horwitz, 1979). They observed that cell division was
completely inhibited in Hela cells after incubation for 4 hours with 0,25uM of paclitaxel.
Moreover, they reported that paclitaxel promoted microtubule assembly by decreasing the
lag time required for the process and that microtubules were more resistant to
depolymerization by cold (4 °C) and CaCl, (4nM). This work showed that paclitaxel promotes
microtubule assembly and protects them from depolymerization. In 1980, the same group
described that paclitaxel induced a late G2/ M arrest in both Hela cells after a 18 hour

incubation using 0,25uM of paclitaxel and mouse fibroblasts after 22 hour incubation with 10
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uM of paclitaxel (Schiff & Horwitz, 1980). Later, paclitaxel was shown to induce mitotic arrest
in animal tumor models and in other Consequently, the destabilizing effects caused by GTP
hydrolysis are counteracted, leading to enhanced microtubule stability (Klein dan Lehmann,
2021). cells culture (Figure 25) (Fuchs & R.K, 1978.; Jordan & Wilson, 2004; Li & Murray, 1991;
Milas et al., 1995). Cell cycle arrest during M phase results from the activation of the SAC due
to a decrease in microtubule dynamics, leading to decrease kinetochore tension and
consequent maintenance of SAC in an active state (Waters et al., 1998a). Prolonged mitotic
arrest can result in death in mitosis or either mitotic slippage, depending on a threshold

competing mechanism (Gascoigne dan Taylor, 2009).
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Figure 25: Paclitaxel is a microtubule stabilizing agent. (A) 2D representation of the chemical structure of
paclitaxel. Image from (Kampan et al., 2015). B) Paclitaxel enhances the stability of microtubules by interfering
with their dynamics. Tubulin dimers bound to GTP are added to the growing ends of microtubules forming a
stabilizing cap composed of GTP-bound tubulin. However, as GTP is hydrolyzed to GDP within the tubulin dimers,
a conformational change occurs, leading to the destabilization of the microtubule lattice. This destabilization
results in the depolymerization of microtubules as the protective GTP-tubulin cap is lost. Paclitaxel disrupts this
process, by binding to B-tubulin and preventing the depolymerization of microtubules, from (Klein dan Lehmann,

2021).

The impact of paclitaxel in cancer cell death has been assumed to be solely explained
by prolonged mitotic arrest. However, recent work using lower paclitaxel concentrations that
better mimic the doses administrated to patients at the nanomolar range (Zasadil et al.,
2014a; Weaver, 2014a), showed a different scenario. Indeed, multipolar divisions followed by

cytokinesis failure were noticed in breast cancer cells and breast cancer tissue biopsies after
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chemotherapy treatment. Importantly, as expected daughter cells died by apoptosis most

likely due to their aneuploid content. Together, these results show that paclitaxel can impact

cancer viability either through mitotic arrest or through multipolar divisions which leads to

aneuploidy.

3.6.2 Resistance to paclitaxel in ovarian cancer

Resistance mechanisms for paclitaxel have been described over the last years, including
increased drug efflux, alteration of survival pathways, metabolic reprogramming,
apoptosis evasion and altered tubulin expression (Kampan et al., 2015). Sherman- Baust
et al. in 2011 analyzed a series of ovarian cancer cell lines resistant to different drugs,
such as paclitaxel and cisplatin. In the cohort of paclitaxel resistant patients, 337 genes
were found significantly altered in terms of expression levels (Sherman-Baust et al.,
2011). The altered gene expression genes were involved in different pathways such as
oxidative stress, glycolysis, glutathione metabolism and leukocyte trans endothelial
migration. Moreover, several ribosomal genes and translation factors involved in mRNA
and protein synthesis showed also modified expression. Besides, reduction in the
accumulation of paclitaxel inside tumor cells seems to be explained by increased efflux
rate, due to the overexpression of P-glycoprotein, a membrane transporter of the ATP-
binding cassette family (ABC) (Mechetner et al., 1998; Johnatty et al., 2013).

The capacity of cancer cells to endure extended mitosis induced by taxanes
through a process known as mitotic slippage stands as a significant mechanism of
resistance. Ability to endure prolonged mitosis by disruption of SAC proteins or
modulation of cell death pathways, as overexpression of BCL2 family proteins, has been
observed in OC patients (Sloss et al., 2016; Etemadmoghadam et al., 2009; Wertz et al.,
2011; Rodrigues-Ferreira et al., 2020). Another major mechanism of paclitaxel resistance
involves modification in tubulin concentration, expression or alteration of tubulin
isotypes, referred as Class Il B-tubulin(Mozzetti et al., 2005; Kavallaris et al., 1997).
Furthermore, microtubule dynamic disruption has also been detected in paclitaxel-
resistant cells (Orr et al., 2003). In particular hypoxic adaptation, which is the ability of the
tumor to survive and continue to grow in the presence of low oxygen levels, has been
shown (McEvoy et al., 2015; Huang et al., 2010). Hypoxia leads to activation of pro-

inflammatory transcriptions factors such as STAT3 and NF-kB which control genes
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involved in cell survival, angiogenesis, proliferation and metastasis (Aggarwal et al.,

2009; Duan et al., 2006).

3.7 PARP inhibitors

Because 75% of EOC patients become resistant to the treatment of combined paclitaxel
and carboplatin, the search for alternative treatments has continued. In the last 23 years
PARP inhibitors emerged as a new efficient therapeutic alternative (Pilié et al., 2019;
Banerjee dan Lord, 2020; White et al., 2000; Farmer et al., 2005; Bryant et al., 2005b).
PARP enzymes are a family of proteins involved in detection and repair of DNA damage
(Rouleau et al., 2010). The first demonstration that PARP inhibition disrupts DNA repair
in vitro goes back to 1980 (Durkacz et al., 1980). From the beginning of the 2000, PARP
inhibitors have been developed starting with AG014699 (Rucaparib) (White et al., 2000).
The importance of PARP inhibitors as a new therapeutic strategies emerged in 2005,
when two independent groups showed synthetic of PARP inhibitors in BRCA1/2-deficient
cancer cells and xenographs (Bryant et al., 2005; Farmer et al., 2005). Then, in 2008
Olaparib was developed (Menear et al., 2008). In 2009 the antitumor activity of Olaparib
was shown for the first time in a clinical study with patients carrying BRCA1/2 mutations
(Fong et al., 2009). In 2014 Olaparib was the first PARP inhibitor to be approved by the
European Medicines Agency (EMA) and FDA for the treatment of advanced stage, EOCs
with BRCA mutations (Kim et al., 2015; Kaufman et al., 2015; Ledermann et al., 2012,
2014). During the following three years, Niraparib and Rucaparib were also approved as
maintenance therapy for HGSOC independently from the BRCA1/2 status (Kristeleit et
al., 2016; Mirza et al., 2016; Swisher et al., 2017).

PARP inhibitors are typically administered to patients orally in the form of tablets
or capsules. Despite the progress, ~ 70% of the women diagnosed with advanced stage
of EOC relapse within 3 years, with recurrent EOC remaining incurable. In 2008 phase Il
of SOLO1 trial was conducted in 391 women diagnosed with advanced stage EOC
BRCA1/2-mutated (Moore et al., 2018). The trial revealed that using Olaparib as a first-
line maintenance therapy led to an improvement of approximately 36 months in
Progression-Free Survival (PFS) compared to a placebo. Because of this result, Olaparib
was approved in the same year by the FDA and EMA as first-line maintenance therapy

for women with BRCA1/2-mutated advanced-stage EOC. Many questions remain to be
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answered, as if also women with wild type BRCA1/2 can benefit of first- line PARP
inhibitors. Moreover the efficiency of PARP inhibitors in the context of BRCA1/2
methylations or reversed mutation are also started to be investigated (Kondrashova et
al., 2018; Lord dan Ashworth, 2013). However, PARP inhibitors remain the greatest

advanced in the treatment for EOC patients in the last 20 years.

3.7.1 Mechanism of action of PARP inhibitors

PARP inhibitors specifically target the PARP enzymes, which belong to a family of 17
nuclear proteins in humans. PARP inhibitors are particularly efficient in HRD tumors since
they provide an alternative mechanism of DNA repair (Bryant et al., 2005a; Farmer et al.,
2005; Fong et al., 2009; Kaufman et al., 2015; Ledermann et al., 2012, 2014).

PARP enzymes are responsible for a post-translational modification called
PARylation, which involves the transfer of poly(ADP-ribose) (pADPr) units from NAD+ to
target proteins (Tao et al., 2009; Altmeyer et al., 2009). These enzymes are recruited and
activated by DNA breaks, either single-stranded or double-stranded (Figure 26) (Hassa
dan Hottiger, 2008; Gradwohl et al.,, 1990). The most abundant and characterized
member is PARP1, composed of three domains: the N-terminal domain with zinc-finger
motifs for DNA break binding, the C-terminal catalytic domain responsible for
PARylation, and the central domain where auto-modification occurs (Shizuta et al., 1986;
Tao et al., 2008; Langelier et al., 2008; Altmeyer et al., 2009). The effect of PARylation
includes chromatin relaxation due to its negative charge facilitating the recruitment of
to the DNA break site, involved in a variety of processes such as gene transcription,

replication, and repair (Rouleau et al., 2010).
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Figure 26: Structure and mechanism of PARP1 enzyme. Schematic representation of PARP1 gene structure.
DNA-binding (DBD), automodification (AD) and catalytic domains are shown. PARP1 binding to DNA
damage, initiatiate PARylation process which will start the recruitment and modification of proteins
involved in different DNA repair pathways. PARP inhibitors prevent the synthesis of pADPr and hinder

subsequent downstream repair processes. Figure modified from (Rouleau et al., 2010)

Once PARylation is complete, PARPs dissociate from DNA break sites, assisted by
molecules like Poly(ADP-ribose) glycohydrolase (PARG) and ADP-ribosylhydrolase 3
(ARH3) (Oka et al., 2006; Meyer-Ficca et al., 2004). PARP inhibitors compete with NAD+
at the enzyme binding site and can also trap PARP on DNA, causing further DNA damage.
In the absence of HR, PARP1 and 2 play vital roles in base excision repair and restoring
replicative forks arrested at damage sites. Inhibiting PARP leads to unresolved DNA

damage accumulation and subsequent cell death.

3.7.2 Resistance to PARP inhibitors in ovarian cancer
PARP inhibitors often lead to a favorable initial response in ovarian cancers, but most
patients eventually develop resistance to these compounds, leading to a recurrence of

the disease. Mechanism of resistance to PARP inhibitors have now started to be
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characterize, with three main categories being identified via genomic analysis of tumor
biopsis (Dias et al., 2021; Pilié et al., 2019). First, resistance can arise as a consequence
of restoration of HR repair activity, which can occur through direct or indirect
mechanisms. Direct mechanisms include reversion mutation to restore the wild-type
form of the genes. In EOC it has been observed in BRCA1/2 and RAD51, the main
components of HR pathway, but also in other genes such as HSP90 which can prevent
the degradation of certain BRCA1 variants (Quigley et al., 2017; Kondrashova et al., 2017,
Goodall et al.,, 2017; Johnson et al.,, 2013). Further, reverse mutations have been
described in ~20-25% of PARP-inhibitors resistant patients (Domchek, 2017). Moreover,
epigenetic changes also account as direct mechanism, as for demethylation of HR genes
promoters and their consequent activation (Ter Brugge et al., 2016). Among the indirect
mechanisms to restore HR, alteration of signaling that leads to increased activity and/or
expression of the HR complexes has also been described (Quigley et al.,, 2017;
Kondrashova et al., 2017; Goodall et al., 2017).

The second main mechanism of PARP resistance is represented by mitigation of
replication stress. This occurs mostly by the restoration of fork stability, though
mechanisms of replication fork protection and decreased proliferation. When BRCA1/2
are not present, the unregulated removal of stalled forks without protection by MRE11
can cause the collapse of these forks, contributing to genomic instability. In tumors
resistant to PARP inhibitors, loss of myeloid/lymphoid or mixed-lineage leukemia 3 and
4 (MLL3, MLL4), Enhancer Of Zeste Homolog 2 EZH2, PAX Interacting protein (PTIP) has
been observed with the resulting reduction in the recruitment of MRE11 to stalled forks
(Quigley et al., 2017; Kondrashova et al., 2017; Goodall et al., 2017). Furthermore, SKOV3
cells shows increased reliability on ATR-CHK1 pathway for DNA repair (Murai et al.,
2016). Therefore, the combination of PARP-inhibitors with ATR-inhibitors has started to
be investigated as a strategy to overcome PARP-resistance (Kim et al., 2017, 2020; Murai
et al., 2018, 2016).

Finally, alteration related to the drug and/or its target is also a common
mechanism of resistance. For example, mutation in PARP1 protein itself, loss of
poly(ADP- ribose) glycohydrolase (PARG) or epithelial-to-mesenchymal transition
signatures have been observed in PARP resistant tumors (Gogola et al., 2018; Pettitt et

al., 2013, 2018). Moreover, upregulation of drug efflux transporters as ABCB1, also
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known as P-glycoprotein, has been described. ABCB1 belongs to ATP-biding cassette
(ABC) transporters and ABCB1 induced resistance was initially observed in BRCA1/2
deficient mice models which developed spontaneous mammary tumors (Rottenberg et
al., 2008; Jaspers et al., 2015). Then, ABCB1 upregulation have also been reported in
chemo resistant EOCs (Patch et al., 2015).

To counteract PARP inhibitors resistance, a new class of inhibitors targeting
Poly(ADP-ribose) glycohydrolase (PARG) is now under investigation(Pillay et al., 2021).
PARG plays a crucial role in reversing PARylation by cleaving the poly(ADP-ribose) chains
from target proteins, limiting the duration of this process (Min et al., 2010; Singatulina
et al., 2019). The development of the first selective PARG inhibitor, PDD00017273, has
open the way to pre-clinical investigations of this class of drugs potential in targeting
cancer cells (Pillay et al., 2021; Jain et al., 2019; Pillay et al., 2019; Gravells et al., 2017,
2018).
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4. Background to the project

Even though centrosome numerical abnormalities are well characterized in cancer cell lines,
they have not been widely investigated in situ tumors. Few studies about centrosome status
in prostate, breast and hepatocellular carcinoma exist, however centrosome detection is
often performed only with one marker (Wang et al., 2020; Lingle et al., 2002; Nakajima et al.,
2004). For this reason, the Basto lab in a previous study investigated centrosome number
alteration in epithelial ovarian tumors. The cohort characterized in this study comprised 100
patients with epithelial ovarian cancer (EOC) and 19 healthy tissues (Morretton et al., 2022).
These were categorized as healthy tissues (corresponding to healthy ovaries from
prophylactic oophorectomy or hysterectomy) or tumor tissues, including a mix of serous

(90%), endometrioid (3%), mucinous (4%), and clear cell carcinoma (3%).

LW Healthy tissue (#HT3)

@ Tumor. Tissue
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Figure 27: Centrosome amplification in EOC Confocal microscopy images of healthy ovarian tissue (A) and
epithelial ovarian tumors (B) labeled with antibodies against centrosomal proteins PCNT and CDKRAP2. DNA
is shown in blue. (B) Representative images of two different fields of the same tumor. The white-dashed
squares represent the regions shown in higher magnifications in insets below. Image modified from

(Morretton et al., 2022).

All tumors were treatment-naive, obtained after surgery without previous neo-
adjuvant chemotherapy. Tissue sections were obtained from the pathology department of
Institut Curie. Frozen tissues were sliced and labeled for pericentrin (PCNT) and CDK5RAP2.
Images were acquired via confocal microscopy. In healthy tissue it was observed the presence
of one centrosome per nucleus, which agrees with the fact that adult epithelial ovarian tissue
is not a highly proliferative tissue type. On the contrary, highly heterogeneous centrosome
number and tissue aspect was observed in tumor tissues (Figure 27).

To better evaluate the centrosome number, the centrosome to nucleus ratio (CNR)
was defined (Edwards et al., 2023). This ratio is determined by dividing the number of
detected centrosomes within a given field by the number of nuclei. The average CNR across
10 fields for each patient was determined. In healthy tissues, the CNR was around 1.0210.02,
indicating an average presence of one centrosome per cell. In tumor tissues however, the
average CNR was 1.43+0.04, with a range spanning from 0.61 to 2.55. Notably, only 9% of
tumors exhibited a CNR exceeding 2, suggesting low levels of centrosome amplification—
defined as the presence of more than 2 centrosomes per cell. However, a significant 89% of

tumors showed a CNR surpassing the mean CNR observed in healthy tissues.
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During my thesis, | investigated the impact of centrosome amplification on the response to
chemotherapy in epithelial ovarian cancers. The cellular biology research aimed to determine
whether and how centrosome amplification contributes to enhanced cell death in response
to first-line chemotherapy currently used in the clinic for epithelial ovarian cancer patients,
as combination of carboplatin and paclitaxel. With this purpose a combination of single cell
live imaging and classical cell biology experiments such as flowcytometry and
immunohistochemistry were used. All the presented data has been replicated in 2 to 3
biological replicates. Previous clinical work performed by Basto lab aiming to identify if
centrosome numbers can influence clinical parameter in a EOC patient cohort represent the

basis for this work.

1 Cell culture and generation of stable human cell lines

1.1 Cell lines and cell culture
OVCARS
OVCARS cells were obtained from the laboratory of F. Mechta-Grigoriou ( Stress and Cancer
Laboratory, Institut Curie, PSL Research University, France). The OVCARS8 cell line was
originally generated from epithelial tissues of a patient with EOC refractory to carboplatin
(Godwin et al., 1992; Schilder et al., 1990). Spectral karyotype (SKY) and genomic analysis
have revealed an hyperdiploid-define karyotype in this cell line (Roschke et al., 2002).
Although articular gene mutations have not been detected for BRCA1 and BRCA2, gene
variants for both genes and heterozygous BRCA1 methylation have been detected in several
studies, when assessed by quantitative qRT-PCR and genomic analysis (Kondrashova et al.,
2018; Stordal et al., 2013). In the same study of Kondrashova et al., OVCARS cell lines showed
resistance to both platinum and PARPi agents in vitro and the ability to form RAD51 foci,
suggesting a competent HR pathway, at least a certain extent.

In OVCARS cells, the p53 gene is mutated, which results in the alternative splicing of
exon 5. Additionally, there is a deletion of six amino acids within the DNA binding domain of
the p53 protein (O’Connor et al., 1997). Finally, OVCAR-8 cells appear to be competent for

the mismatch repair pathway (Roschke et al., 2002; Taverna et al., 2000; Umar et al., 1994).
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covso04

The COV504 cell line cells was obtained from the laboratory of F. Mechta-Grigoriou. It was
originated from an epithelial serous carcinoma and it shows a near tetraploid karyotype (van
den Berg-Bakker et al., 1993). TP53 has been reported to have a deletion in COV504 cell line,

which results in protein mutation and reduction of the function (Beaufort et al., 2014).

SKOV3

SKOV3 (American Type Culture Collection, ATCC#HTB-77) cell lines used in this study were
purchased from ATCC (LGC Promochem Sarl). It is an ovarian cancer cell line originated from
ascites- define (Hills et al., 1989). Previous studies revealed a near-tetraploid karyotype in this
cell line (Roschke et al., 2002). Mutations in BRCA1 and BRCA2 genes have been described in
SKOV3 cells, however BRCA2 variants have been detected (Stordal et al., 2013). p53 has been
reported to be mutated, with a 179 H/R mutation that is supposed to destabilize p53 (Cho et
al., 1994; O’Connor et al., 1997). Finally, SKOV3 cells have been described to be defective in
nucleotide mismatch recognition and repair (Roschke et al., 2002; Taverna et al., 2000; Umar

et al., 1994).

For the three cell lines, cell cultures underwent authentication by short tandem repeat
analysis (powerplex16 HS kit, Promega #DC2101) and were routinely checked for mycoplasma
(PlasmoTest Mycoplasma detection kit, InvivoGen, #rep-ptl1). All cell lines were cultured at
37°C with 5% CO2 in DMEM/F12 media (ThermoFisher Scientific #31331028) supplemented
with 10% Tetracyclin-free Fetal Bovine Serum (Dutscher #500101L), 100 pg/ml streptomycin
and 100U/ml penicillin (ThermoFisher Scientific #15140122).

1.2 Establishment of cell lines

Inducible PLK4 over-expression, inducible SAS-6 and AKEN-SAS-6 over-expression and stable
expression of H2B-RFP, PCNAmMIiRFP, RNFmiRFP, MDC1miRFP were established by lentiviral
infection. Viruses were produced in HEK cells using Lipofectamine 2000 (ThermoFisher
Scientific #11668019) to co-transfect lentiviral constructs with pMD2.G and psPAX2 plasmids.
Viral particles were collected in the supernatant 48h after transfection, filtered and used to
infect cell during 24h. Cells were then FACS sorted selecting GFP expression for inducible PLK4

over-expression and RFP expression for H2B-RFP. Otherwise, cells were selected using
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Blasticidin at 5 pg/ml for PCNA expression. For cell line expressing both inducible PLK4 over-
expression and FUCCI, cells were first selected with 7,5 pug/ml of Blasticidine for inducible
PLK4 overexpression, then they were FACS sorted for FUCCI. The concentration of Blasticidin
used in the OVCARS cell line was determined by concentration kill-curve (Fatma Gomaa,
Zhuhong Li, Roberto Docampo, Peter Girguis, Virginia Edgcomb 2018. G418 Kill curve protocol

dx.doi.org/10.17504/protocols.io.sh4eb8w). The list of plasmids used in this study is available

in Table 1.

1.3 Drug treatment

For the induction of centrosome amplification, cells were treated to doxycycline (1 ug/ml)
during 72h and DMSO (diluent control, 1/10000) was used as a control. If cells were
subsequently subjected to another drug treatment, they were detached and reseeded
without the addition of doxycycline to the PLK4OE population and left to attach for 8h. Drug
treatments were then carried out for 72h at the indicated IC50 concentrations for carboplatin

and paclitaxel. All chemicals are listed in table 3.

2 Cell proliferation and viability trypan blue assays

For proliferation and viability assays after 72 hours treatment for centrosome amplification
(Doxycycline/DMSO 1 pg/ml) and 72 hours chemotherapy treatment, cells were plated at
100000 cells/well in 6-well plates. Cells were then detached, resuspended in 500uL medium,

and live/dead cells were counted using a Beckman Coulter Vi-Cell cell counter.

3 Immunohistochemistry and imaging

3.1 Immunofluorescence

Cells were plated on 18mm glass coverslips in 6 or 12-well plates. Cells were fixed for 3min at
-20 °C in ice- cold methanol for centrosomes staining, or for 10min in 4%PFA at room-
temperature for centrosomes staining in OVCAR8 FUCCI cell line or at 4°C for DNA damage
and DNA damage repair staining. Cells were washed 3 times in PBST (PBS + 0,1% Triton X-

100), with 5min between one wash and the following one and incubated in PBST + BSA 0,5%
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for 30min at room temperature. Cells were then incubated for 1h in primary antibodies
diluted in PBST + BSA 0,5%, washed 3 times in PBST, incubated for 30min in secondary
antibodies diluted in PBST + BSA 0,5% and washed 3 times in PBST. Cells were then stained
for DNA using 3 pug/ml DAPI diluted in PBST + BSA 0,5%, washed 3 times in PBS and mounted
with mounting medium (1.25% n-propyl gallate, 75% glycerol, in H20). Antibodies used are
listed in Table 5.

3.2 Immunofluorescence imaging and quantification

Immunofluorescence images were acquired with a sSCMOS camera (Flash 4.0 V2, Hamamatsu)
on a widefield microscope (DM6B, Leica systems), with a 63x objective (63x HCX PL APO 1.40-
0.60 Oil from Leica), using Metamorph software (Metamorph 7.10.1 software; Molecular
Devices, SCR 002368). Z-stacks were acquired automatically at a z-distance of 0,3 um.
Centrosome numbers and micronuclei were scored manually. Centrosomes were counted
only when colocalization of two centrosomal markers was observed. DNA damage and DNA
damage repair markers intensity or foci number were determined on Z-projections of images,
using a custom Python script to run the h_maxima function from the
skimage.morphology.extrema module. For using the macro, nuclear area was selected
manually. Nuclei partially out of the field were excluded. Nuclei with coverage lower to 1000
pixels were also excluded, as considered to be micronuclei. Masks of the nuclei were
generated. Then, the macro was run on nuclei masks and the Z-projection images of the
marker to analyze, each marker analyzed separately (Figure 1). Images are presented as
maximum intensity projections generated with Imagel software (SCR 002285, version

2.1.0/1.53c).
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Figure 1: DNA damage macro. Representative images of different steps realized for analysis of DNA damage
markers and DNA damage repair. OVCARS8 cells with antibodies directed against y-H2AX are shown as an
example, in the first column. In the second column, the foci detected via the macro and in the third column

the area of the nuclei selected.

4 Live imaging and analysis

| used the same strategy to realize OVCAR8 FUCCI movies and OVCAR8 H2B-RFP PCNAmIiRFP
movies. For live-imaging of chemotherapy responses, cells were plated on Ibidi p-Slide 8 Well
slides (Clinisciences, #80806-G500). Cells subjected to chemotherapy and those left untreated
from both PLK4Ctl and PLK4OE populations were imaged concurrently within the same
experimental setup. Imaging was performed with a 20x objective (CFl Plan Apo LBDA 20x
0,75/1 mm CCo 0,17) with an EMCCD camera (Evolve, Photometrics) on an inverted
microscope (Inverted Ti-E Nikon) equipped with a spinning disk (CSU-X1 Yokogawa), a stage-
top temperature and CO2 incubator (Tokai Hit) and integrated in Metamorph software. In
each well, 4-10 distinct positions were captured at 10-minute intervals over a span of 72
hours. For imaging, a single slice was captured in the brightfield channel, whereas 10 slices

per Z-stack were obtained in the H2B-RFP channel or in the mKO2-Cdt1(30-120) and mAzami-
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Green-Gem1(1-110) channels for the FUCCI cells or in the miRFP (LAMP1-emiRFP670) for
PCNA cells. Movie analysis was performed on movies OVCAR8 H2B-RFP carboplatin, OVCAR8
H2B-RFP combination of carboplatin and paclitaxel, OVCAR8 FUCCI and OVCAR8 H2B-RFP
PCNAmIRFP. Analysis was performed for each of the four conditions (with or without
centrosome amplification, with or without chemotherpy), for two replicates. Time-lapse
movies were then analyzed manually using a custom Fiji macro to record a list of events. 15
lineages were analyzed in controls and 100 for conditions with chemotherapy. The lineages
were tracked over multiple generations. Lineage analysis consists in counting for each starting
cell, the number of cells adopting different fates. Generation analysis consists in determining
the percentage of a generation that will adopt the different fates. Mitosis and fate correlation
involves assessing the percentage of cells that assume distinct fates, depending on the
behavior of the mother cell during mitosis. Moreover, for OVCAR8 FUCCI and OVCARS8 H2B-
RFP PCNAmIRFP passage through cell cycle phases was annotated and length of each phase

was calculated and correlated to fate. Events were registered via a package containing:

-a DATA folder: containing CSV files, which contains all your events in the form of a list.

-The EventSorter.py python script: custom Python script to generate excel data files and
single-cell profiles -a Results folder: containing excel files

-a ROI folder: containing ROIl.zip files generated by manual annotation through Fiji

-The SetUpFile.tx: containing instructions for analysis

Once events recorded, | run the custom Python script to generate excel data files and single-
cell profiles. Examples of the file generated and analyzed are shown in Figure 2. The Filel
(Figure 2A) allowed me to generate single cells graphs. The File2 (Figure 2B) was used for
analysis via pivot-tables of different parameters shown in graphs of each movie. Stills from
time-lapses are presented as maximum intensity projections generated with ImageJ software

(SCR 002285, version 2.0.0-rc-69/1.52p).
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Figure 2: Live-imaging data analysis Examples of the excel files generated from the customed Python script, in
OVCARS FUCCI cell line. Data for only one cell lineage are shown. (A) Filel, used for single cell profile graphs and

(B) file2, used to extract information to generate other graphs of the analysis.

5 Molecular biology

Plasmid design was performed using the SnapGene software. Construction and assembly of
the plasmid was performed through Gibson assembly

(https://international.neb.com/applications/cloning-and-synthetic-biology/dna-assembly-

and-cloning/nebuilder-hifi-dna-assembly). Fragment to be assembled in the final plasmid

were amplified by PCR and PCR products were analyzed through gel electrophoresis on
regular agarose to confirm successful amplification. Primers used are enlisted in Table 2 and
plasmids in Table 1. After confirmation of the expected size, the DNA fragments were run on
a new gel and they were excised from the agarose gel using a scalpel under UV light, and DNA
was then extracted from the gel fragments using the QlAquick Gel Extraction Kit (28704,
QUIAGEN) following the manufacturer's instructions. The concentration of DNA after elution
was determined using a NanoDropTM One/OneC Microvolume UV-Vis Spectrophotometer
(Thermo Fisher Scientific, MA). Subsequently, the DNA fragments were assembled using the
NEBuilder HiFi DNA Assembly Master Mix (NEB #E2621, New England BiolLabs Inc., MA)
following the manufacturer's guidelines (Table 4). This assembly reaction was carried out at
50°C for 1 hour. Plasmid transformation was performed in NEB 5-alpha Competent E. coli

(High Efficiency, NEB #C2987, New England Biolabs). Colonies were collected and purified by
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Miniprep (17106, QUIAGEN). The sequence of the plasmid was verified first using restriction

enzyme profile, then 2-3 positive clone were chosen and the construct was sent to Eurofins

Genomics for Sanger Sequencing. Once verified the correct sequence of the plasmid, bacterial

culture of the correct colonies was expanded overnight at 37°C, in_shaking incubator at

200RPM. The plasmid was then collected and purified by Maxiprep (12362, QUIAGEN).

Following assembly, competent cells were transformed and expanded as previously outlined.

The process just described was carried out for the generation of the following plasmids:

PCNAmMIRFP plasmid miRFP was cloned from pLAMP1-emiRFP670 (Addgene), PCNA
chromobody cloned from pCCC-TagRFP (Chromotech) and pLX303 (Addgene) was
used as empty lentiviral backbone.

For GFP substitution with blasticidin resistance gene in Lenti Tet-ON Myc-hPLK4
plasmid (Gift from Andrew Holland), Blasticidin was obtained from pcDNA3-eGFP-NLS-
RNF168 (Addgene).

For RNF168miRFP, since pcDNA3-eGFP-NLS-RNF168 plasmid, it is not lentiviral | will
insert the gene | am interested (RNF168) into PCNA-emiRFP plasmid | previously
generated, which will be the main vector. Indeed, PCNA plasmid is lentiviral and allow
for antibiotic selection in mammalian cells.

For MDC1miRFP, MDC1 original plasmid pLenti CMV/TO GFP-MDC1 (779-2) was
coupled to fluorophore GFP, which is already present in the cell line | am using coupled
to PLK4. Thus | replaced GFP with miRFP gene, which | took from PCNA-emiRFP
plasmid | previously generated.

For SAS-60E: | substituted SAS6 gene from pENTR Age HsSAS-6 ST with PLK4 gene in
340-Lenti Tet-ON Myc-hPlk4, because pENTR Age HsSAS-6 ST is not a lentiviral
plasmid.

For AKEN-SAS-6: The KEN box is a domain of 3 aminoacids in the C terminal portion of
the protein, target for degradation (KEN motif: aaggaaaat). The C terminal portion, | is
a target for degradation which occurs during mitosis starting at anaphase, by 26S
proteasome. The protein later reappears in S phase. AKEN-SAS6 results from the
mutation of 3 amino acids K589A, E590A, N591A which has been reported to increase
centrosome amplification upon overexpression(Strnad et al., 2007). The mutation was
induced in the SAS6 lentiviral plasmid | previously generated, by Q5® Site-Directed

Mutagenesis Kit (New England Biolabs,
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https://international.neb.com/products/e0554-q5-site-directed-mutagenesis-

kit#Product%20Information). The primers for the substitution were generated via

https://nebasechanger.neb.com/, as depicted in the following image:

Click and drag to set mutagenesis region

KENbox_SAS6-657 287 bp
>KENbox_SAS6-657 287 bp

ATATCTGCCAAAAATACCAGCCACCCTGGTTCAGGAACAAAGGTTCAGTT I Substitution | Insertion I Deletion
TAATTTGCAGTTTACAAAACCAAATGCATCACTAGGAGATGTTCAGTCAG
GAGCAACTATTAGTATGCCTTGCTCAACTGATAAGEARAATGGTGAAAAT

GTAGGGTTGGAATCCAAATACCTGAAGAAAAGGGAAGATAGCATTCCTTT Find: 1 tch
ACGCGGACTCAGCCAGAACCTATTTAGTAATTCAGACCATCAGAGAGATG ind: |aaggaaaa mate
GCACTTTAGGAGCATTACATACATCTTCCAAACCCAC Start and end positions included in substitutiol

start (9 [133 3] Ena 30 141 7]

Desired Sequence
|gctgctgcﬂ

[Common Peptide Tags VJ

M P C S T DA AAGENUV G L
Yy AL L N * C CC W * K C R V
v CcL AQLMTLULTULUV KM~* G
GTATGCCTTGCTCAACTGATgctgctgctGGTGAARAATGTAGGGTTG
CATACGGAACGAGTTGACTAcgacgacgaCCACTTTTACATCCCAAC

Name (F/R) Oligo (Uppercase = target-specific primer) Len % GC Tm Ta *
Q5SDM_7/14/2022_F tgCctGGTGAAAATGTAGGGTTG 22 45 58°C

59°C
Q5SDM_7/14/2022_R gcagcATCAGTTGAGCAAGGCATAC 25 52 62°C

* Ta (recommended annealing temperature)

6 Flow cytometry for cell cycle profiling

For the analyzis of cell cycle profile by flow cytometry, OVCARS cells inducible for PLK4OE
were treated with doxycycline(1 pg/ml) or DMSO (diluent control, 1/10000) for 72h. Then,
cells were replated in two different 6 wells plates (20000 cells/well), one per condition and
incubated in 136 uM carboplatin or water (3 wells per condition) for 48 and 72 hours. Cells
were detached by treatment with trypsin (Fisher scientific) and pooled for every condition in
a single tube. Cells were immediately washed in PBS, fixed in 2 ml 70% ethanol and stored at
-20 °C overnight. Afterwards, cells were washed in PBS and staining buffer (BD Pharmingen
554656).

For cell cycle analysis, DNA content was visualized by incubating the cells with 2 ug/ml

Hoescht 33342 (Sigma Aldrich 94403) in staining buffer for 15 min at room temperature. Flow
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cytometry analysis was done using LSRIl (BD Biosciences), by analyzing 10,000 cells per

condition. Data were then analyzed with FlowJo 10.6.0 software (Tree Star).

7 Cell preparation for single-cell whole genome sequencing

Cells were treated with DMSO (1/10000), doxycycline (1ug/mL) or AZ3146 (1uM) for 72h.
Cells were then frozen in freezing medium (10% DMSO, 40% FBS in DMEM-F12) in 1ml

cryotubes (10° cells/ml, volume of 1ml) and preserved at -80°C.

8 Statistical analysis

Statistical analyses were conducted using GraphPad Prism software. The specific tests used
are indicated in the corresponding figure legends. Information regarding the number of cells
analyzed and the number of replicates can be found either directly on the figures or provided

within the associated figure legends.

95



Tablel: List of plasmids used in this study.

Plasmid

Origin
Lenti Tet-ON Myc-hPLK4

Gift from Andrew Holland (Department of
Molecular Biology and Genetics, Johns
Hopkins University School of Medicine,

Baltimore, MD, 21205; A.J.H., Johns
Hopkins University School of Medicine,
615A PCTB, 725 North Wolfe Street,
Baltimore)

Gift from Daniele Facchinetti (Institut Curie,
PSL Research University, CNRS, UMR144
Paris, France)

Addgene plasmid 86849, gift from Kevin
Brindle (Department of Biochemistry,
University of Cambridge, Cambridge, UK)
and Duncan Jodrell (Addenbrooke's
Hospital, Cambridge University Hospitals
NHS Foundation Trust, Cambridge, CB2
ORE, UK)

LAMP1 (Lysosome Membrane) labeling Addgene plasmid 136570, gift from

with near-infrared fluorescent protein Vladislav Verkhusha (Department of
emiRFP670 (enhanced miRFP670) Anatomy and Structural Biology, Albert

Einstein College of Medicine, Bronx, New

York, USA)

pLX303 empty lentiviral backbone Addgene plasmid 25897,

gift from David Root (Broad Institute of MIT

and Harvard, 7 Cambridge Center,
Cambridge, MA 02142, USA.)

Chromotech,
https://www.chromotech.com/

pcDNA3-eGFP-NLS-RNF168 Addgene plasmid 133977, gift from Daniel
Durocher (Department of Molecular

Genetics, University of Toronto, Toronto,

Ontario, Canada)

pLenti CMV/TO GFP-MDC1 (779-2) Addgene plasmid 26285, gift from Eric

Campeau (University of Massachusetts

Medical School, 364 Plantation Street,

Worcester, MA 01605, USA)

-IRIS-Neo-H2B-RFP

pBOB-EF1-FastFUCCI-Puro

pCCC-TagRFP

pPENTR Age HsSAS-6 ST Addgene plasmid 46382, gift from Pierre
Gonczy (Swiss Institute for Experimental
Cancer Research (ISREC), School of Life
Sciences, Swiss Federal Institute of
Technology (EPFL), CH-1015 Lausanne,
Switzerland)
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Table2: List of oligonucleotides used for Gibson assembly in this study.

List of oligonucleotides (5’ to 3’)
PCNAmMIRFP
FORWARD: TACCAAACGACGAGCGTGACACCACGATGC
REVERSE: ATCGTGGTGTCACGCTCGTCGTTTGGTATGG
FORWARD:CACTAAACCagctctgcttatatagacctcc
REVERSE: gcagagctGGTTTAGTGAAC
FORWARD:agaggttgattatcgataagcttg
REVERSE: gcttatcgataatcaacctctggattacaaaatt
GFP-> blasticidin substitution
FORWARD:CCAGTTACTTCGTAGAAATCCAGCAGATCG
REVERSE: GGATTTCTACGAAGTAACTGGTGAATAAGGTCC
FORWARD:aaaggcttggccatGGTTGTGGCCATATTATCATCG
REVERSE: ATATGGCCACAACCatggccaagcctttg
FORWARD:ccgctgccctcccacacataaccagagggcagceaattc
REVERSE: ggttatgtgtgggagggcageggcecgegteg
FORWARD:GATTTATCAGCAATAAACCAGCCAGCCGGAAGG
REVERSE: CGGCCCTTCCGGCTGGCTGGTTTATTGCTG
RNF168miRFP
FORWARD: TACCAAACGACGAGCGTGACACCACGATGC
REVERSE: ATCGTGGTGTCACGCTCGTCGTTTGGTATGG
FORWARD: ATCTCCGGCCAGAAGCTTaggtggaggaggttctgg
REVERSE: ctAAGCTTCTGGCCGGAGATCTGAGTCC
FORWARD: gcttgagagcggcgegggacccaag
REVERSE: ccgcttcttcttgggtccegegecgcetctcaagege
FORWARD: ccgcttcttcttgggtcccgegecgctctcaagege
REVERSE: tcgcggcecgcttactttgtgeatctctgaaacatctgaaaaac
MDC1miRFP
REVERSE: ccgccatggtggcGGTGGCGACCGGTAGCG
FORWARD: GGTCGCCACCgccaccatggcggaaggctc
REVERSE: AGTCCGGCCGGAgctctcaagegceggtgatcc
FORWARD:gcttgagagcTCCGGCCGGACTCAGATCTCG
REVERSE: CGCCCTGAGTTCTTTCTTCCACATATCTTC
FORWARD:TGGAAGAAAGAACTCAGGGCGTTAGAAAGG
SAS60E
FORWARD: cgataccggtccaccgccgccaccatgagec
REVERSE: cagcacttggctcatggtggecggeggtggacc
FORWARD: gggcagttaccaaacagttaaatcgataagc
REVERSE: ctcccaagcttatcgatttaactgtttggtaac
FORWARD: ggtacccgggtcgagtaggcgttgatcagatgetge
REVERSE: gcagctgcttatatgcagcatctgatcaacgcctactcg
FORWARD: GATTTATCAGCAATAAACCAGCCAGCCGGAAGG
REVERSE: CGGCCCTTCCGGCTGGCTGGTTTATTGCTG
AKEN-SAS6
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FORWARD:tgctGGTGAAAATGTAGGGTTG
REVERSE: gcagcATCAGTTGAGCAAGGCATAC

Table3: List of chemicals used in this study.

Chemical Origin Stock dilution
Doxycyline Sigma-Aldrich D3447 10 mg/mL in DMSO
Puromycine ThermoFisher Scientific A1113803 10 mg/mLin 20mM

dichlorhydrate HEPES
Blasticidine Sigma-Aldrich SBR0O0022-1ML 10 mg/mLin 20mM
HEPES
Carboplatin Selleck chemicals S1215 10mM in Water
Paclitaxel Sigma-Aldrich T7402 10mM in DMSO
AZ3146 Selleck chemicals S2731 10mM in DMSO
DMSO ThermoFisher Scientific 022914.M1

Table 4: HiFi DNA Assembly reaction protocol

Recommended Amount of Fragments Used for Assembly

2-3 Fragment Assembly* 4-6 Fragment Assembly** NEBuilder Positive Control*
Recommended DNA Molar Ratio vector:insert = 1:2 vector:insert = 1:1
Total Amount of Fragments 0.03-0.2 pmols* 0.2-0.5 pmols** 10 pl
Xl Xl
NEBuilder 10 pl 10 pl 10 pl
HiFi DNA Assembly Master Mix
Deionized H20 10-X pl 10-X pl 0
Total Volume 20 pIft 20 pItt 20 ul

Optimized cloning efficiency is 50—100 ng of vector with 2-fold excess of each insert. Use 5-fold molar excess of any insert(s) less than
200 bp. Total volume of unpurified PCR fragments in the assembly reaction should not exceed 20%. To achieve optimal assembly
efficiency, design 15-20 bp overlap regions between each fragment.

ke

To achieve optimal assembly efficiency, design 20-30 bp overlap regions between each fragment with equimolarity of all fragments
(suggested: 0.05 pmol each).

T Control reagents are provided for 5 experiments.

Tt If greater numbers of fragments are assembled, increase the volume of the reaction, and use additional NEBuilder HiFi DNA Assembly
Master Mix.

(Table  from: https://international.neb.com/protocols/2014/11/26/nebuilder-hifi-dna-
assembly-reaction-protocol)
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Tableb: List of antibodies used in this study.

Highly Cross-Adsorbed
Secondary Antibody,
Alexa Fluor 546

Scientific
A-11030

Antibody Source Species Working
dilution
CEP192 Home-made Guinea pig 1/1000
(Vargas-Hurtado et
al., 2019; Gemble et
al., 2022)
Pericentrin ab4448 Rabbit 1/1000
R-Catenin Sigma C2206 Rabbit 1/200
y-H2AX (S139) Abcam 22551 Mouse 1/500
Rad51 Abcam 133534 Rabbit 1/500
53BP1 Millipoare MAB3802 Mouse 1/250
FANCD?2 Novus Biologicals 100- Rabbit 1/250
182
anti-guinea pig 1gG (H+L) ThermoFisher Goat 1/250
Highly Cross-Adsorbed Scientific A-21450
Secondary
Antibody, Alexa Fluor
647
anti-rabbit IgG (H+L) ThermoFisher Goat 1/250
Highly Cross-Adsorbed Scientific A-11034
Secondary Antibody,
Alexa Fluor 488
HRP-coupled anti-mouse Jackson Goat 1/250
ImmunoResearch
115-035-003
anti-Rat 1gG (H+L) Cross- Thermo Fisher Goat 1/250
Adsorbed Secondary Scientific
Antibody, Alexa Fluor A21094
633
anti-Mouse IgG (H+L) Thermo Fisher Goat 1/250
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1 - Centrosome amplification favors cell death in response to

chemotherapy in epithelial ovarian cancer cell lines

1.1 Centrosome amplification reduces proliferation but does not affect viability in epithelial
ovarian cancer cell lines
To study the influence of centrosome amplification on the response to paclitaxel and
carboplatin in epithelial ovarian cancer we chose an in vitro system. Three epithelial ovarian
cancer cell lines were selected: OVCARS8, COV504 and SKOV3 (details for cell lines are provided
in material and methods). Centrosome amplification is defined as the presence of more than
two centrosomes per cell. Inducible centrosome amplification was achieved by lentiviral
infection with a Polo Like Kinase 4 (PLK4) transgene under the control of a doxycycline
inducible promotor (see material and methods). PLK4 is the kinase which plays the major role
in the centrosome duplication cycle (Habedanck et al., 2005; Bettencourt-Dias et al., 2005).

| first verified the capacity of each cell line to present centrosome amplification upon
PLK4 overexpression. To do so, cells were incubated with doxycycline or DMSO as a control
at a concentration of 10 ug/ml for 72 hours (scheme in Figure 1.1A). Then, cells were fixed
and labelled for centrosome markers using antibodies against the Centrosomal protein 192
(CEP192) and Pericentrin. DAPI was used to visualize DNA. Images were acquired at
epifluorescence microscope and centrosome number per cell was quantified manually (Figure
1.1B). Starting with the OVCARS cell line, in control cells (DMSO) only 4% of the cells showed
centrosome amplification (Figure 1.1C). This suggests that in OVCARS cells, a low level of
centrosome amplification is present. In contrast, 80% of the cells showed centrosome
amplification after PLK4 overexpression. High number of centrosomes were detected per cell:
~10% had 5 or 6 centrosomes per cell, ~¥ 15% had from 7 to 10 centrosomes and ~8% had
between 11 and 20 centrosomes. This means that PLK4 overexpression is a suitable tool to
induce centrosome amplification in the OVCARS cell line. The same strategy was applied to
COV504 and SKOV3 cell lines. COV504 and SKOV3 showed respectively basal levels of
centrosome amplification of 6% and 4% (Figure 1.1C). Thus, centrosome amplification is
infrequent in all the three cell lines. Upon PLK4 overexpression centrosome amplification was
present in 90% of COV504 cells and in 70% in SKOV cells. Most cells showed high levels of

centrosome amplification. In COV504 cells, ~28% had between 11 and 20 centrosomes per
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cell and ~30% had between 7 and 10 centrosomes. In SKOV3 cells centrosome number per
cell was between 11 and 20 in ~10% of cells, between 7 and 10 in ~15% of cells and 5 or 6 in
~12% of the cells. This means that centrosome amplification can be induced in the majority

of cells upon PLK4 overexpression also in COV504 and SKOV3 cell lines.

Figure 1.1
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Figure 1.1: PLK4OE induces centrosome amplification in Epithelial Ovarian Cancer (EOC) cell lines

(A)Schematic representation of the experimental workflow for fixed immunofluorescence imaging. Cells were
incubated in 10 ug/ml of doxycycline or DMSO, as a control, for 72 hours. (B) Representative images of cells
labeled with antibodies against centrosomal proteins CEP192 (Cyan) and pericentrin (magenta). DNA is shown
in gray. The three epithelial ovarian cancer cell lines are shown: OVCARS8, COV504 and SKOV3 for the two
conditions PLK4 control (upper panel) and PLK4 overexpression (lower panel). Insets displaying zoom of the
centrosomes are shown on the right of each image, with color-coded border according to the antibody used.
(C) Graph bar showing the average and standard error of the mean (SEM) of the proportion of cells according
to centrosome number as indicated for each cell line. Numbers on the top of each graph represent the
number of cells analyzed per condition. Three independent experiments for each cell line. Statistical test:

Fisher’s exact test comparing the number of cells with more than 2 centrosomes.
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Cancer cells can survive with centrosome amplification by frequently mutated TP53
gene (Fukasawa et al., 1996a) and by mechanisms of centrosome clustering (Kwon et al.,
2008a) (for further details see introduction 2.4.3.1 and 2.4.3.3 chapters). To verify that cells
can survive and proliferate with centrosome amplification in our system, | verified how
centrosome amplification affects proliferation and viability in the three cell lines described
above. Cell proliferation is the process that results in an increased number of cells through
time. Cell viability is defined as the number of viable cells in respect to the whole cell
population. Cells were treated with 10 pug/ml concentration of doxycycline or DMSO as a
control for 72 hours. After induction of centrosome amplification proliferation and viability as
assessed at 24, 48 and 72 hours using trypan blue assays. Trypan blue is a die which
penetrates and labels exclusively cells where membrane integrity has been compromised and
so it is used as an indicator of dead cells (Strober, 2015) (Figure 1.2A).

| first focused on OVCARS8 cell line. As expected, control cells grew exponentially
through time, with the number of viable cells reaching 2,8 x 10° at 24 hours; 6 x 10° at 48
hours and 1,3 x 10° at 72 hours (Figure 1.2B). This indicates that OVCARS cells proliferate
exponentially. Then, | focused on conditions with centrosome amplification. PLK4OE cells
showed exponential growth reaching 9,5 x 10° cells after 72 hours (Figure 1.2B). These results
indicate that the OVCARS cell line can sustain proliferation in the presence of centrosome
amplification. Importantly, the number of cells in conditions of centrosome amplification was
significantly reduced compared to the control at 72 hours. This suggests that centrosome
amplification represents a break to cell proliferation.

To verify if the decrease in cell proliferation is not due to an increase in cell death, |
characterized cell viability. 97% of control cells were alive and the viability remained constant
through the 72 hours (Figure 1.2C). This was also the case in cells with centrosome
amplification. Since differences in cell viability were not detected between cells with or
without extra centrosomes | concluded that centrosome amplification does not induce cell
death in OVCARS cell lines.

The same experiments were performed in COV504 and SKOV3 cell lines. Both cell lines
showed exponential growth in control cells, with the number of viable cells produced after
72hours reaching 9,8 x 10° and 4,8 x 10°> in COV504 and SKOV3 cells respectively (Figure
1.2A,B). After induction of centrosome amplification, exponential cell growth is maintained

with mean cell numbers at 72 hours equal to 6,8 x 10° for COV504 and equal to 3,7 x 10> for
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SKOV3 cells. However, if we compare to control cells, proliferation is decreased when extra
centrosomes are present in both cell lines. Thus, we can conclude that centrosome
amplification decreases proliferation in all three ovarian cancer cell lines.

| then focused on the analysis of viability (Figure 1.2C). In control conditions the levels
of cell death were very low, with viability around 95% in COV504, 96% in SKOV3 cells, at the
three time points analyzed. Thus, COV504 and SKOV3 have low basal cell death. Cells with
centrosome amplification displayed consistent viability around 96% for COV504 and 95% for
SKOV3, over a period of 72 hours (Figure 1.2C). Differences in viability were not observed
between cells with or without extra centrosomes. These findings indicate that centrosome
amplification does not trigger cell death in either COV504 or SKOV3 cell lines. In conclusion,

COV504 and SKOV3 cell lines tolerate centrosome amplification.

Figure 1.2
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Figure 1.2: Centrosome amplification favors the response to combined paclitaxel and carboplatin in EOC cell
lines

(A) Schematic representation of the experimental workflow for proliferation and viability assays. After incubation
for 72 hours in 10 pg/ml of doxycycline or DMSO, cells were treated with a combination of paclitaxel and
carboplatin and the respective controls (DMSO and water) at the indicated IC50 concentrations. 1C50
was determined via the MTT dose-response viability assays, for PLK4Ctl OVCAR8, COV504 and SKOV3.
Proliferation and viability were assessed through Trypan Blue assays, after 24, 48 and 72 hours in the four
indicated conditions, in each cell line. (B) Number of viable cells (Trypan Blue negative cells) counted for PLKACtI
and PLK4OE OVCARS (Left), COV504 (Middle) and SKOV3 (Right) over time. The four different conditions are
indicated by the color code. The presented values represent the average and SEM derived from the average of
three technical replicates. Statistical test: two-way Anova, performed on means. (C) Percentage of viable cells
(Trypan Blue negative cells) counted for the same conditions as described in panel B. The presented values
represent the mean and SEM derived from averaging three technical replicates. Statistical test: two-way ANOVA

with Sidak’s multiple comparison test.

Overall, these results indicate that centrosome amplification can affect proliferation
but not viability in epithelial ovarian cancer cell lines. Thus, the cell system exploited in this
study is suitable to investigate the effect of centrosome amplification in the response to

chemotherapy in epithelial ovarian cancer cell lines.

1.2 Centrosome amplification favors cell death in response to combined paclitaxel and
carboplatin in epithelial ovarian cancer cell lines

Currently, the first line of chemotherapy for ovarian cancer patients is the a combination of
two drugs: paclitaxel and carboplatin (Ozols et al., 2003b). Paclitaxel stabilizes microtubules
while carboplatin forms DNA crosslinks (Kelland, 2007; Yang dan Horwitz, 2017).
Chemotherapy was used at the half maximal inhibitory concentration (IC50), to allow the
comparison of its effect between different cell lines. The values of IC50 were previously
determined by my collegue Oumou Goundiam (Transfert department Institut Curie,Paris) for
all the drugs either in combination or in single use and for all cell lines via MTT assays. MTT
assays informs on cell proliferation, viability and cytotoxicity based on the measure of cellular
metabolic activity (Meerloo, 2011). Therefore, | used the same strategy described in the
previous paragraph, where | started by inducing centrosome amplification for 72 hours.
Afterwards, | incubated cells with the combination of paclitaxel and carboplatin and the

respective dilution controls (DMSO and water). | then evaluated proliferation and viability
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using trypan blue assays for each condition with or without extra centrosomes and with or
without combined chemotherapy after 24, 48 and 72 hours (Figure 1.2A).

Proliferation and viability of the cell lines in the presence of extra centrosomes was
described in the previous paragraph, thus | will now focus only on the two conditions with
chemotherapy. In the OVCARS cell line without centrosome amplification, the combination
of 3,3nM of paclitaxel and 100 uM of carboplatin initially didn’t impair proliferation. Indeed,
doubling of the cell population in the first 24h passing from 1 x 10° to 2 x 10° was noticed
similar to untreated cells. However, an increase in cell number was not detected anymore at
48 and 72 hours (Figure 1.2B). As expected upon chemotherapy exposure, cell proliferation
was highly reduced compared to controls. These data suggest a cytostatic effect in the
response to chemotherapy. A cytostatic effect occurs when a substance stops or slows cell
proliferation. Next | characterized the cells with centrosome amplification exposed to
combined chemotherapy and also observed an initial increase in cell number from 1 x 10° to
2 x 10°, which then remains constant similar to cells without centrosome amplification (Figure
1.2B). However, no significant difference was observed between conditions with or without
extra centrosomes in the presence of chemotherapy. Thus, | conclude that in OVCARS cells,
proliferation is decreased in the presence of carboplatin and paclitaxel, independently of
centrosome amplification.

At this point | wanted to know if this reduction in proliferation is also due to a
reduction in viability. Thus, | focused on the percentage of viable cells through time (Figure
1.2C). In chemotherapy conditions, viability at 0, 24 and 48 hours is equal to 95 - 96% in
OVCARS cells. This suggests that chemotherapy does not induce cell death in the first 48
hours. Indeed, a significant difference compared to controls was not observed. In contrast,
after 72 hours, the levels of viability reached values of ~82%. Compared to control cells, a
significant reduction in the percentage of viable cells was observed (Figure 1.2C). These data
indicate that combined chemotherapy induces cell death between 48 and 72 hours, which
results in a reduction in the overall cell population. Then | focused on conditions with both
centrosome amplification and combined chemotherapy. After 48 hours, viability was around
83% of the whole cell population. Thus, the number of viable cells was decreased compared
to controls. The decrease was much greater after 72 hours, reaching values of ~59%. Viability

was therefore further decreased in the population of cells with centrosome amplification
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exposed to paclitaxel and carboplatin. These results show that centrosome amplification
favors the response to chemotherapy in OVCARS cells.

To test these results in other ovarian cancer cell lines, | studied proliferation and
viability in COV504 and SKOV3 exposed to combined chemotherapy (Figure 1.2B-C). The
concentrations of chemotherapy used for COV504 were 3nM of paclitaxel and 17uM of
carboplatin, and in SKOV3 3,3nM of paclitaxel and 33uM of carboplatin. A slight increase in
cell number was observed in the first 24 hours, both for COV504 and SKOV3 cells (Figure 1.2B).
However, no increase in the number of viable cells was observed afterwards, with the cell
population reaching 2,1 x 10° cells for COV504 and 1,3 x 10° cells for SKOV3 at 72 hours.
Interestingly, differences in cell proliferation were not detected in conditions with
chemotherapy with or without centrosome amplification. Based on these findings, |
concluded that the combination of carboplatin and paclitaxel reduces proliferation in COV504
and SKOV3 cell line, independently from centrosome status.

Next, | investigated how the combination of paclitaxel and carboplatin and
centrosome amplification modulate cell death (Figure 1.2C). After 72 hours of chemotherapy,
84% of COV504 cells were still alive when in the presence of combined chemotherapy, against
76% when chemotherapy was combined with extra centrosomes. Thus, | conclude that
centrosome amplification enhances cell death in response to combined chemotherapy in the
COV504 cell line. Viability of SKOV3 cells was around 78% after 72 hours, showing a significant
decrease when compared to controls. However, viability in conditions with centrosome
amplification and combined chemotherapy was of 75%, showing no significant difference
when compared to conditions with chemotherapy alone. This indicates that centrosome
amplification does not favor cell death in SKOV3 cell line in response to combined
chemotherapy.

Overall, these data indicate that centrosome amplification can favor the response to
combined carboplatin and paclitaxel in certain epithelial ovarian cancer cell lines, while it has

no such effect in others.

1.3 Centrosome amplification favors cell death in response to individual paclitaxel in
epithelial ovarian cancer cell lines
The results described above have shown that centrosome amplification can favor the

response to combined paclitaxel and carboplatin in OVCAR8 and COV504 cell lines by
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increasing cell death. Then, | wanted to investigate if centrosome amplification shows a
synergistic effect with the two drugs when administrated separately.

| repeated the protocol described in the previous paragraph for paclitaxel using DMSO for
dilution control (Figure 1.3A). In OVCAR8 a concentration of 5nM of paclitaxel, which
corresponds to the IC50, resulted in generation of 6,7 x 10° cells after 72 hours (Figure 1.3B)
compared to 1,3 x 10° cells in controls, showing that proliferation was reduced by almost half.
This indicates that paclitaxel reduces proliferation in the OVCARS cell line. Combination of
centrosome amplification and paclitaxel resulted also in a mean equal to 3,4 x 10° cells
generated after 72 hours. This indicates a decrease of proliferation of more than a half
compared to OVCARS8 controls. Finally, | did not abserve a significant difference between cells

with or without extra centrosomes in the presence of paclitaxel was not noticed.
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Figure 1.3: Centrosome amplification favors the response to paclitaxel in EOC cell lines

(A) Schematic representation of the experimental workflow for proliferation and viability assays. After
incubation for 72 hours in in 10 ug/ml of doxycycline or DMSO, cells were treated with paclitaxel or DMSO as
a control, at the indicated IC50 concentrations. IC50 was determined via MTT dose-response viability assays,
for PLK4Ctl OVCARS8, COV504 and SKOV3. Proliferation and viability were assessed through Trypan Blue
assays, after 24, 48 and 72 hours in the four indicated conditions, in each cell line. (B) Number of viable cells
(Trypan Blue negative cells) counted for PLK4Ctl and PLK4AOE OVCARS8 (Left), COV504 (Middle) and SKOV3
(Right) over time. The four different conditions are indicated by the color code. The presented values
represent the mean and SEM derived from the average of three technical replicates. Statistical test: two-way
Anova, performed on means. (C) Percentage of viable cells (Trypan Blue negative cells) counted for the same
conditions as described in panel B. The presented values represent the mean and SEM derived from averaging

three technical replicates. Statistical test: two-way ANOVA with Sidak’s multiple comparison test.

To understand whether centrosome amplification affects cell death in response to
paclitaxel, | focused on viability (Figure 1.3C). In cells without centrosome amplification, the
presence of paclitaxel, 89% of the cells were viable after 72 hours, while in control cells this
value was close to 98%. This result shows that paclitaxel alone induces cell death in OVCAR8
cells. Importantly, viability was further decreased to 75% in cells with centrosome
amplification. Together, these results show that centrosome amplification can increase the
levels of cell death due to paclitaxel treatment in OVCARS cells.

To further test the hypothesis that centrosome amplification can increase the effect
of paclitaxel in epithelial ovarian cancer cells, | used the other two cell lines, COV504 and
SKOV3. COV504 cells gradually grew over time, transitioning from 1 x 10° cells at time 0, to
5,1 x 10° cells at 72 hours in the presence of 5nM of paclitaxel, which represents a reduction
in proliferation when compared to controls (Figure 1.3B). When combined with centrosome
amplification, lower proliferation levels were noticed, as only 2,9 x 10° cells were produced
after 72 hours. | concluded that paclitaxel reduces the proliferation of COV504 in the
presence of centrosome amplification. | next investigated whether this treatment impacted
cell death. After 72h of paclitaxel treatment, 91% of the cells were alive showing that in this
cell line, paclitaxel does not lead to high levels of cell death. Importantly, the 3 independent
experiments showed variable results: 95%, 82 % and 94% (Figure 1.3C). Interestingly however,
the combination of paclitaxel with centrosome amplification induced a significant reduction
in viability compared to cells without centrosome amplification. Thus, centrosome

amplification favors cell death in response to paclitaxel in the COV504 cell line.
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Finally, | analyzed proliferation and viability in response to paclitaxel and centrosome
amplification in the SKOV3 cell line. Over time, the cell population showed a small increase
from 1 x 10° cells at the start of the experiment, to 5.1 x 10° cells at 72 hours when treated
with 4nM of paclitaxel (Figure 1.3B). This indicates that the cells are still capable of
proliferating in the presence of paclitaxel. However, when comparing these results to the
control group, where the final population size reached 4,5 x 10° cells, a reduction in
proliferation due to paclitaxel became evident. On the contrary, no difference in the levels of
proliferation was observed when comparing paclitaxel conditions with or without extra
centrosomes. Therefore, paclitaxel slows down proliferation in the SKOV3 cell line as well.

Finally, I investigated how centrosome amplification can affect cell death in the SKOV3
cell line. After 72 hours of incubation with paclitaxel, 86% of the cells survived while in control
cell viability was equal to 96% (Figure 1.3C). Thus, as expected, paclitaxel induces cell death
in SKOV3 cell line. When paclitaxel was combined with centrosome amplification, cell viability
was around 87%. Comparing paclitaxel conditions, no difference in the levels of cell viability
was noticed depending on centrosome status in SKOV3 cell line. Thus, centrosome
amplification does not increase levels of cell death induced by paclitaxel in SKOV3 cell lines.

Overall, these data show that centrosome amplification increases cell death induced

by paclitaxel in OVCAR8 and COV504 cell lines, but not in SKOV3 cells.

1.4 Centrosome amplification favors cell death in response to carboplatin in epithelial
ovarian cancer cell lines

The results described above show that centrosome amplification favors the response to both
paclitaxel and to combined chemotherapy in OVCAR8 and COV504 cell lines. | next
investigated if centrosome amplification can synergize also with carboplatin in inducing cell
death. Thus, | repeated the protocol described in the previous paragraphs using carboplatin

and water as dilution control (Figure 1.4A).
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Figure 1.4
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Figure 1.4: Centrosome amplification favors the response to carboplatin in EOC cell lines

(A) Schematic representation of the experimental workflow for proliferation and viability assays. After
incubation for 72 hours in in 1 uM of doxycycline or DMSO, cells were treated with carboplatin or water as a
control, at the indicated IC50 concentrations. IC50 was determined via MTT dose-response viability assays,
for PLK4Ctl OVCARS8, COV504 and SKOV3. Proliferation and viability were assessed through Trypan Blue
assays, after 24, 48 and 72 hours in the four indicated conditions, in each cell line. (B) Number of viable cells
(Trypan Blue negative cells) counted for PLK4Ctl and PLK4OE OVCARS8 (Left), COV504 (Middle) and SKOV3
(Right) over time. The four different conditions are indicated by the color code. The presented values
represent the mean and SEM derived from the average of three technical replicates. Statistical test: two-way
Anova, performed on means. (C) Percentage of viable cells (Trypan Blue negative cells) counted for the same
conditions as described in panel B. The presented values represent the mean and SEM derived from averaging

three technical replicates. Statistical test: two-way ANOVA with Sidak’s multiple comparison test.

In OVCARS cells, | used the IC50 concentration of 136 uM of carboplatin. After an
initial increase in the number of cells after 24 hours, cell numbers remained constant - 1,8 x
10° through the remaining time. Compared to OVCARS controls, where the proliferation leads

to 1,2 x 108 cells, | noticed a great reduction in cell proliferation in response to carboplatin.
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(Figure 1.4B). This suggests a cytostatic effect of carboplatin. Cytostatic effects occurs when
adruginduces slow down or an arrest in proliferation (Kubara et al., 2012; Swift dan Golsteyn,
2016), which has been already been reported in the literature for carboplatin (Siddik, 2003).
When | characterized the condition with both centrosome amplification and carboplatin, |
found that proliferation was reduced, reaching values of 1,8 x 10° both at 48 and 72 hours.
However, a significant difference with carboplatin in the presence of extra centrosomes was
not noticed. Thus, carboplatin reduces proliferation in OVARS8 cell lines and this is not
influenced by centrosome numbers. Then | focused on how carboplatin affects cell viability
depending on the centrosome status in the OVCARS8 cell line (Figure 1.4C). Viability in
response to carboplatin after 48 hours did not show differences when compared to controls.
This suggests that carboplatin does not induce high cell death levels in the first 48 hours. On
the contrary, viability was reduced to 88% after 72 hours. These results indicate that
carboplatin induces cell death in OVCAR8. Moreover, these data suggests that carboplatin

induction of cell death mostly occurs between 48 and 72 hours. | will thus focus on the
effect of carboplatin at 72 hours, since the effect of carboplatin reaches its maximum.
Combination of centrosome amplification and carboplatin resulted in a reduction of viability
to 70%. Cell viability was therefore significantly reduced when carboplatin was combined with
centrosome amplification. | conclude that centrosome amplification favors cell death in
response to carboplatin in OVCARS cells.

| next characterized COV504 and SKOV3. In COV504, like in OVCARS cells, a cytostatic
effect of carboplatin was noticed. Comparing to control cells, where cell proliferation leads to
the generation of 1,2 x 10° cells after 72 hours, a reduction in proliferation to almost a half
was detected in response to carboplatin (Figure 1.4B). These data suggest that carboplatin
reduces proliferation in COV504 cells. In conditions where carboplatin was combined to extra
centrosomes, 2 x 10° cells were generated after 72 hours, but a significant difference was not
detected when comparing cell proliferation in response to carboplatin depending on the
centrosome status. Thus, carboplatin reduces cell proliferation in COV504 cell line,
independently of the number of centrosomes.

Then | wanted to investigate if carboplatin and centrosome amplification modulate
cell death in COV504 cells. At 48 hours, 94% of the cells were alive and a reduction to 80%
after 72 hours was observed (Figure 1.4C). In control cells, viability remained constant

through time. | conclude that COV504 cells are sensitive to carboplatin, reaching its maximum
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effect at 72 hours. Combination of centrosome amplification and carboplatin resulted in 76%
of viability after 72 hours. Although the difference with cells without centrosome
amplification was not significant, the same tendency as in OVCARS8 to increase cell death in
response to carboplatin in presence of supernumerary centrosomes, was observed in
COV504. Thus, centrosome amplification seems to sensitize COV504 to carboplatin, even if
into a smaller extent compared to OVCARS cells.

In SKOV3 cells, a decrease in cell number induced in the presence of carboplatin was
noticed over time. The number of cells went from 1,3 x 10° at 48 hours and to 9,4 x 10*at 72
hours, indicating a cytostatic effect of carboplatin in the SKOV3 cell lines (Figure 1.4B).
However, cell proliferation was not impacted when carboplatin was combined with
centrosome amplification. Therefore, carboplatin reduces cell proliferation in the SKOV3 cell
line independently of centrosomes number.

Related to cell death, after 48 hours, 92% of the cells were still alive, but it decreased
to 66% after 72 hours. In the control group, cell viability remained constant over time, with
mean values close to 98%. These findings show that the SKOV3 cell line is sensitive to
carboplatin and secondly, that the maximum effect of carboplatin is observed after 72 hours.
Importantly, when centrosome amplification was combined with carboplatin, a significant
difference was not observed. Therefore, | concluded that centrosome amplification does not

favor cell death in response to carboplatin in SKOV3 cells.

1.5 Section 1 conclusion: centrosome amplification enhances cell death in response to
chemotherapy in some but not all ovarian cancer cell lines.

Together, my results from the proliferation and viability assays in response to chemotherapy
show the following. Centrosome amplification favours cell death in response to carboplatin,
paclitaxel and their combination in OVCARS8. This increased cell death only leads to a mild
decrease in cell proliferation, most likely because of the dominating cytostatic effect of these
drugs.

This effect of centrosome amplification on cell death in response to chemotherapy
seems to depend on the cell type studied. For COV504, the sensitization to paclitaxel in
presence of supernumerary centrosomes is also observed, and also for carboplatin but to a
lesser extent. For SKOV3 however, | detected no effect of centrosome amplification on cell

proliferation or viability, irrespective of the chemotherapy applied.
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Results — Section 2
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2 - Centrosome amplification improves the response to
chemotherapy both dependently and independently of mitotic

defects

2.1 Live imaging approaches show that centrosome amplification favours cell death in
response to combined chemotherapy in OVCARS cells

| wanted to verify the hypothesis that centrosome amplification favours the response to
carboplatin and paclitaxel in epithelial ovarian cancer cell lines. Moreover, | was interested in
investigating the mechanisms responsible for increased cell death in the presence of
centrosome amplification and the combination of paclitaxel and carboplatin. Taking into
consideration the results obtained previously, we decided to focus on the characterization of
two out of the three cell lines initially selected: OVCAR8 and SKOV3. OVCARS8 cells were
chosen because they showed the best response to chemotherapy when extra centrosomes
were present in proliferation and viability assays. SKOV3 cells, on the other hand did not show
an improved response and so they were used as a point of comparison.

We chose to use live imaging approaches following the set up depicted in Figure 2.1A.
Epithelial ovarian cancer cell lines have been transfected to stably express H2B-RFP, which
allows to visualize the nucleus in interphase and chromosomes during mitosis. Centrosome
amplification was induced for 72 hours as before. Cells were incubated with a combination of
paclitaxel and carboplatin or of DMSO and water as a control for 72 hours. During this
incubation time with chemotherapy, cells were filmed for 72 hours using a spinning disc
microscope. Images were acquired every 10 minutes. Importantly, the four different
conditions were filmed at the same time and two replicates were realized by Frances Edwards,
a post doc in the lab. To analyse the movies, | used a pipeline also developed by Frances
Edwards and a macro installed in Imagel. This pipeline allowed me to track single cells through
different generations, recording their behaviour in mitosis and interphase and correlating it

with cellular fate.
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Figure 2.1
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Figure 2.1: Centrosome amplification favors cell death in response to paclitaxel and carboplatin, during the
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(A) Single-cell live-imaging workflow performed with a spinning disc microscope. The lineages were tracked
over multiple generations. Lineage analysis consists in counting for each starting cell, the number of cells
adopting different fates. Generation analysis consists in determining the percentage of a generation that will
adopt the different fates. Mitosis and fate correlation involves assessing the percentage of cells that assume
distinct fates, depending on the behavior of the mother cell during mitosis. (B) Representative stills from live
images of OVCAR8-H2B cells. The same field for each condition is shown throughout time progression, at 0,
24, 48 and 72 hours of chemotherapy treatment. Each line of the panel corresponds to a different condition,
from top to bottom: PLK4Ctl and PLKOE in chemotherapy control conditions (DMSO plus water); PLK4Ctl and
PLKOE in combined chemotherapy (paclitaxel 3,3nM plus carboplatin 100uM). Light-blue arrow heads
indicate dead cells. (C) Bar graphs showing the average and SEM of the percentages of cells undergoing
indicated fates in the legend. Numbers on the top of each graph represent the number of cells analyzed per
condition from two independent experiments. Statistical tests: Fisher’s exact test on the number of cell death
events (pooling death in interphase and death in mitosis). (D) Representative stills from live imaging of cell
fates are shown. DNA from a single cell is highlighted by the dashed white line. (E) Bar graphs showing the
average and SEM of the percentage of cells undergoing indicated fates, listed in the figure legend, according
to the cell generation. Numbers on the top of each graph represent the number of cells analyzed per condition
from two independent experiments. Statistical tests: Fisher’s exact test on the number of cell death events

(pooling death in interphase and death in mitosis).

From a starting cell, | recorded the behaviour of each daughter through the whole movie
duration. Each mother cell defines, with its full progeny, a lineage. An overview of cell
behavior is showed in Figures 2.1B and C and 2.3A and B, where every line represents a single
cell progressing through the cell cycle. First, | will describe the results relative to the
combination of paclitaxel and carboplatin in presence of centrosome amplification, in
OVCARS8 and SKOV3 cell lines. Then, | will present the results for carboplatin alone in presence
of centrosome amplification.

Initially I wanted to confirm the results from proliferation and viability assays (Results
- Section 1). Thus, | focused on proliferation, assessed as the number of cells produced per
lineage after 72 hours. In OVCARS8 control cells, a single cell produced a mean of 9 daughter
cells after 72 hours (Figure 2.1B upper panels, 2.1C and 2.2B). Moreover, a very low rate of
cell death was associated with these cells (Figure 2.1C). This indicates that the filming
conditions are not phototoxic for the cells. In the presence of centrosome amplification each
mother cell produced a mean of 7 daughters over 72 hours. Also in this case, very low levels

of cell death were detected and a significant increase in cell death was not noticed when
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comparing these two conditions. These data confirm that centrosome amplification is not
sufficient to induce cell death in OVCARS cells.

Then, | analysed the effect of combined chemotherapy according to centrosome
numbers. After 72 hours, only a mean of two cells was produced from a starting mother cell
(Figure 2.1B, bottom panels, - 2.1C). Moreover, cell death was associated with the response
to combined chemotherapy, as expected from the proliferation and viability assays. Finally, a
mean of 2 cells was generated from a mother cell in the presence of centrosome amplification
and combined chemotherapy. Importantly, a significant increase in the levels of cell death
was observed when extra centrosomes were present (Figure 2.1C). In conclusion, these
results reinforce the initial hypothesis that centrosome amplification favours the response to
combined chemotherapy in epithelial ovarian cancer cells. Moreover, these findings confirm
results previously obtained via proliferation and viability assays.

To better understand how centrosome amplification affects cell death in response to
the combination of paclitaxel and carboplatin, | characterized the fate of each cell according
to the generation. The relative quantifications are depicted in Figure 2.1D-E. The fates |
characterized comprised: cell division, cell surviving without dividing and cell death. |
distinguished cell death according to the phase of the cell cycle, namely if it took place during
interphase or mitosis. In response to combined chemotherapy, 86% of cells divided during
the first generation. Levels of cell death occurring both in interphase and in mitosis were very
low, respectively of 5% and 4%. In contrast, only 20% of the cells divided in the second
generation and an even lower percentage in the third generation. Indeed, 55% of cells were
maintained during interphase in the second generation. The frequency of cell death in
response to combined chemotherapy was 33% in the second generation. Therefore, the
impact of combined chemotherapy is observed primarily in the second generation of cells,
with cells being arrested or delayed in interphase as the most frequent behaviour.

In conditions of centrosome amplification and combined chemotherapy, | observed
87% of the cells dividing during the first generation (Figure 2.1E). Very little cell death
occurred during either interphase or mitosis with rates of 8% and 2%, respectively. In
contrast, in the second generation, only 6% of cells divided and cellular division was
undetected in the third generation. 23% of the cells were delayed in interphase, while 67% of
the cells died in interphase. In the presence of combined chemotherapy, cell death was

significantly increased when extra centrosomes were present. This effect only occurred
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during the second and third generations. In conclusion, most of the cells divide only once in
response to combined chemotherapy independently from their centrosomes status,
underlining again the strong cytostatic effect observed in the proliferation and viability
assays. Moreover, the combination of paclitaxel and carboplatin induces two fates not seen
in control cells in the second and third cell generation: cell cycle arrest or death in interphase.
Importantly, centrosome amplification appears to shift the rates between these two fates

towards cell death.

2.2 Centrosome amplification induces slight mis-segregation errors during mitosis

Both combined chemotherapy and centrosome amplification have the potential to affect
mitosis (Ganem et al., 2009; Scribano et al., 2021; Siddik, 2003a). | characterized different
behaviours observed during cell division in the time lapse movies. | focused on the first mitosis
because, as shown in the previous paragraph, only a single mitosis occurred in conditions of
combined chemotherapy and centrosome amplification in the majority of OVCARS8 cells.
Examples of different mitotic behaviours are depicted in Figure 2.2A. Mitosis with no mis-
segregation errors were considered when the chromosomes separated into two sets without
any DNA structure being present between the two poles. Considering mitotic defects, |
distinguished chromatin bridges, lagging chromosomes and misaligned chromosomes.
Chromatin bridges were annotated when thin threads of chromatin were detected during
anaphase (Chan et al.,, 2009b). Lagging chromosomes when one or more delayed
chromosome masses were noticed between the two main chromosome masses at anaphase
(Cimini et al., 2004b; Thompson dan Compton, 2011). Chromosome misalignment was
observed as chromosomes separate from the metaphase plate, and observed in a polar
position during anaphase. These three behaviours were not always easy to identify and
distinguish because of the imaging and time resolution used. Thus, | classified lagging

chromosomes and chromatin bridges in the “slight mis-segregated” category.
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Figure 2.2: Mitotic phenotypes characterization in OVCARS cells

(A) Representative stills from live imaging of mitotic behaviors in OVCAR8-H2B cells. Images are shown with
the color-coded legends used in the subsequent panels. Chromatin from H2B-RFP signal is shown in yellow.
Black and white panels highlight chromatin (in black) at anaphase in the different conditions. (B— C) Single cell
profiles of PLK4Ctl (B) and PLK4OE (C) untreated cells. Each line represents the life of a cell throughout the 72
hours movie. Color coding of mitosis and fates refers to categories defined in panel A with legend reported
beside. (D) Average and SEM of the percentages of mitotic phenotypes (legend above) observed in the first
mitosis for each cell. from two independent experiments. Statistical test: Fisher’s exact test on the number

of Slight mis-segregation events.

On the other hand, | used the “High mis-segregation” to classify cells where a large
fraction of chromosomes failed to align during metaphase, resulting in the presence of
undefined chromosome masses at anaphase making it hard ot establish the contributions of
chromatin bridges, lagging chromosomes and/or misaligned chromosomes. Divisions were
categorized as “Multipolar” when more than two sets of chromosomes at anaphase were
observed , giving origin to two or more daughter cells (Silkworth et al., 2009). Moreover, we
also considered cytokinesis failure, when anaphase occurred but the cytoplasm failed to
separate into two daughter cells and mitotic slippage, defined as mitotic entry followed by
mitotic exit and DNA decondensation before anaphase, with consequently generation of one
single cell.

In control cells, 77% of mitosis showed no errors in chromosome segregation, while
15% of mitosis presented slight mis-segregation events (Figure 2.2B-D), suggesting that
control OVCARS8 present a considerable level of chromosome instability (CIN). In cells with
centrosome amplification, the frequency of slight mis-segregation was increased to 38%
(Figure 2.2C-D) and consequently, error-free mitosis were decreased to 48%. High mis-
segregation errors or multipolar events remained infrequent. This suggests that OVCARS cells,
in the presence of extra centrosomes, can undergo bipolar mitosis, probably through
mechanisms of centrosome clustering. However, as expected from previous studies, | observe
increased CIN most likely associated with the establishment of syntelic or merotelic
attachments(Basto et al., 2008; Silkworth et al., 2009; Ganem et al., 2009). | conclude that
centrosome amplification does indeed increase CIN compared to control OVCARS, but not to

high levels owing to efficient centrosome clustering mechanisms.
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2.3 Centrosome amplification favors cell death in response to combined chemotherapy by
inducing multipolar divisions

| next analyzed the effect of combined chemotherapy in OVCARS cells and found that 40% of
the cells had error- free mitosis (Figure 2.3A, C). Slight or high mis-segregation events
represented respectively 21% and 22% of all mitosis, whereas multipolar divisions were
restricted to only 6% of the cells. Other types of mitotic defects were rare. Compared to
controls, | observed an increase in the global levels of mitotic errors, as expected from the
combination of paclitaxel and carboplatin. The correlation between the type of mitosis and
cell fate are shown in figure 3.2C. 7% of cells died even if undergoing mitosis without
segregation defects, while 10% of the cells that died showed slight mis-segregation events.
As expected, cell divisions with major chromosome segregation defects were associated with
higher rates of cell death: 38% after high mis-segregated mitosis and 47% after multipolar
mitosis.

Importantly, however the frequency of abnormal mitotic behaviors changed in the
presence of extra centrosomes (Figure 2.3B, C). Error-free mitosis only represented 15%,
slight mis-segregated mitosis 14% and high mis-segregated 13%. Remarkably, 47% of mitosis
were multipolar. The frequency of multipolar divisions was significantly increased when
combined chemotherapy and centrosome amplification were present compared to combined
chemotherapy alone. This suggests that in presence of combined chemotherapy, OVCARS8
lose their capacity to cluster supernumerary centrosomes. Moreover, 80% of the progeny of
multipolar divisions died in the following interphase in conditions with extra centrosomes.
This therefore shows that enhanced cell death is observed in response to chemotherapy in
presence of supernumerary s=centrosomes, because of the occurrence of lethal multipolar
divisions.

Interestingly however, levels of cell death were also higher following other types of
mitotic errors, in the presence of centrosome amplification. 35% in the category of slight mis-
segregation errors and 68% after high mis-segregated mitosis died compared to 10% and 38%
in cells without centrosome amplification. Surprisingly, following mitosis with no errors, 43%
of the cells also died if centrosome amplification was present resulting in a significant increase
in levels of cell death compared to combined chemotherapy alone.

Overall, these data indicate that combined paclitaxel and carboplatin mostly induce

cell death via abnormal mitosis. However, in presence of centrosome amplification, cell death

123



is enhanced both via an increased proportion of lethal multipolar divisions, but also by a

mitosis independent susceptibility to cell death.

Figure 2.3
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Figure 2.3: Centrosome amplification induces increased cell death due to the generation of multipolar
mitosis in response to combined chemotherapy

(A) Single cell profiles of PLKACtl (A) and PLK4OE (B) undergoing Carboplatin + Paclitaxel exposure at the
indicated concentrations. Each line represents the life of a cell throughout the 72 hours movie. Color coding

of mitosis and fates are listed in the legend below, same figure. Cells are ordered, from bottom to top,
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according to increasing time of first mitotic entry, defined as the time of Nuclear Envelope Breakdown
(NEB). (C) Vertical axis: Bar graphs showing the average and SEM of the percentages of mitotic phenotypes of
the first cell generation according to the accompanying legend. 137 and 133 cell divisions were analyzed for
PLK4Ctrl and PLK4OE OVCARS cells, respectively from two independent experiments. Statistical test: Fisher’s
exact test on the number of multipolar divisions. Horizontal axis: Bar graphs showing the average and SEM of
the percentages of cells undergoing the indicated cell fates according to the mitotic behavior of the mother
cells, with bar width depending on the proportion of cells displaying a given mitotic phenotype. Two
independent experiments, statistical test: Fisher’s exact test on the number of No mis-segregation progeny

(progeny of blue mitosis) dying in mitosis and interphase.

2.4 Centrosome amplification does not favour cell death or multipolar divisions in response
to carboplatin and paclitaxel in the SKOV3 cell line

SKOV3, one of the epithelial ovarian cancer cell line initially selected, did not show increased
response to carboplatin and paclitaxel in the presence of centrosome amplification in
proliferation and viability assays (Results — Section 1). | characterized the behaviour of SKOV3
cell lines by live imaging approaches as described above for OVCARS cells. | used SKOV3 cells
stably expressing H2B-RFP to visualize chromatin. Live imaging was analysed for four
conditions, with centrosome amplification, the combination of carboplatin and paclitaxel and
the respective controls as described in paragraph 2.1 (Figure 2.1 A).

SKOV3 control cells produced on average 5 daughter cells per mother cell within the
72-hour timeframe (Figure 2.4 A, upper panel, -B), showing reduced proliferation compared
to OVCARS cells. A decrease in the number of daughter cells was noticed in the presence of
centrosome amplification with an average of 3 daughters over the same period of time. Very
low levels of cell death were detected in both conditions. In the presence of combined
chemotherapy, the number of cells generated was even lower, but this did not change when
extra centrosomes were present (Figure 2.4A, bottom panels, - B). Furthermore, as expected,
increased cell death was observed in response to combined chemotherapy but without a
significant increase when extra centrosomes were present. Therefore, both centrosome
amplification and combined chemotherapy, reduce cell proliferation. Combined

chemotherapy induces cell death independently from the centrosome status in SKOV3 cells.
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Figure 2.4
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Figure 2.4: The presence of extra centrosomes does not promote cell death in response to carboplatin and

paclitaxel in the SKOV3 cell line
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(A) Representative stills from time-lapse movies of SKOV3-H2B. The same field for each condition is shown
throughout time progression, at 0, 24, 48 and 72 hours of chemotherapy treatment. Each line of the panel
corresponds to a different condition, from top to bottom: PLKACtl and PLKOE in chemotherapy control
conditions (DMSO plus water); PLKACtl and PLKOE in combined chemotherapy (paclitaxel 3,3nM plus
carboplatin 3,3uM). Light-blue arrow heads indicate dead cells. (B) Bar graphs showing the average and SEM
of the percentages of cells undergoing indicated fates in the legend. Numbers on the top of each graph
represent the number of cells analyzed per condition from two independent experiments. Statistical tests:
Fisher’s exact test on the number of cell death events (pooling death in interphase and death in mitosis).
(C) Bar graphs showing the average and SEM of the percentages of cells undergoing indicated fates as
indicated, according to cell generation. Numbers on the top of each graph represent the number of cells
analyzed per condition from two independent experiments, statistical tests: Fisher’s exact test on the number
of cell death events (pooling death in interphase and death in mitosis). (D) Average and SEM of the
percentages of mitotic phenotypes (legend besides panel E) observed in the first mitosis for each cell from
two independent experiments. Statistical test: Fisher’s exact test on the number of Slight mis-segregation
events. (E) Vertical axis: Bar graphs showing the average and SEM of the percentages of mitotic phenotypes
of the first cell generation as indicated. 131 and 115 cell divisions were analyzed for PLK4Ctrl and PLK4OE
SKOV3 cells, respectively from two independent experiments. Statistical test: Fisher’s exact test on the
number of multipolar divisions. Horizontal axis: Bar graphs showing the average and SEM of the percentages
of cells undergoing indicated fates, according to the mitotic behavior of mother cells, with bar width
depending on the proportion of cells displaying a given mitotic phenotype, from two independent
experiments. Statistical test: Fisher’s exact test on the number of No mis-segregation progeny (progeny of

blue mitosis) dying in mitosis and interphase.

To better characterize the SKOV3 response to paclitaxel and carboplatin, | investigated
levels of cell death, occurring in interphase or in mitosis, according to the cell generation. In
response to combined chemotherapy, 69% of the cells divided during the first generation
(Figure 2.4C). The levels of cell death, whether occurring in interphase or mitosis, were 14%
and 15% respectively. Conversely, in the second generation, 28% of cells were in their final
interphase and 64% of cells died during this interphase. These data indicate that cell death in
response to combined chemotherapy represents the major fate of SKOV3 cells, occurring in
the second generation. When extra centrosomes were present, 58% of the cells divided
during the first generation (Figure 2.4C). Cell death was detected during either interphase or
mitosis, with rates of 15% and 16% respectively. In contrast, in the second generation
approximately 33% of cells were in their final interphase, while 59% of cells died. Significant
differences in the levels of cell death were not detected in either the first or in the second

generation according to centrosome number. All together, these results validate the findings
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obtained from previous proliferation and viability assays, confirming that centrosome
amplification does not favour the response to carboplatin and paclitaxel in SKOV3 cells. The
effect of combined chemotherapy achieves its maximum during the second cell generation
also in SKOV3 cells. However, differently from what | observed in OVCARS cells, the most
frequent effect of chemotherapy in SKOV3 cells is cell death occurring during the second
generation and this independently from extra centrosomes.

| also investigated the mitotic behaviour of SKOV3 cells by analysing the behaviour of
chromosomes during their first division. To classify mitotic defects, | used the same
classification described previously or OVCAR8 (Figure 2.2A). In the control group, 62% of
mitosis exhibited error-free chromosome segregation, while 29% of mitosis showed slight
mis-segregation events (Figure 2.4D). The frequency of higher levels of chromosome mis-
segregation or mitotic failure was rare, representing only 9% of the overall mitosis. In the
presence of centrosome amplification, 45% of the cells showed error-free mitosis and 39%
slight mis-segregation errors. Moreover, multipolar divisions were not detected, suggesting
that SKOV3 can efficiently cluster supernumerary centrosomes. Considering mitotic defects
in the presence of chemotherapy, slight or high mis-segregation events occurred in 20% and
6% of the cells respectively, while multipolar divisions represented 19% of divisions and only
9% showed error-free mitosis (Figure 2.4E). Moreover, errors in mitotic exit were also
detected, with 11% of the cells undergoing cytokinesis failure, 19% mitotic slippage and 18%
showing death in mitosis. The correlation between the type of mitosis and cell fate is depicted
in Figure 2.4E. Surprisingly and unlike in OVCARS, there was little association between the
type of mitosis and the following cell fate. Indeed, in absence of mitotic errors, 55% of cells
died, while 73% died after multipolar divisions.

The combination of centrosome amplification and chemotherapy resulted in 6% of the
cells showing lack of mitotic errors, 19% showed slight mis-segregation errors and 7% high
levels of mis-segregation. Multipolar divisions represented 25 % of all mitosis. Remarkably,
an increase in the levels of multipolar divisions was not detected according to centrosome
number, which is different from the results obtained for OVCARS cells. Considering the cells
that failed to exit mitosis, | noticed that 11% failed cytokinesis, 10% showed mitotic slippage
while 21% died during mitosis. In terms of cell fate, 43% of the cells showing error-free

mitosis, 50% showing slight mis-segregation defects, 69% with high mis-segregation errors

128



and 55% displaying multipolar configurations died in the following interphase, showing no
striking differences compared to cells without centrosome amplification.

| therefore concluded that multiple differences define the response to chemotherapy
in SKOV3 compared to OVCARS, explaining why centrosome amplification doesn’t have the
same effect on this response. First, cell death rather than cell cycle arrest is the main response
to chemotherapy in absence of centrosome amplification. Second, this cell death seems
largely unrelated to the behaviours observed during mitosis suggesting that CIN isn’t what is
driving cell death in SKOV3. Finally, these data show that centrosome amplification does not

promote multipolar divisions in response to paclitaxel and carboplatin in the SKOV3 cell line.

2.5 Centrosome amplification favors cell death in interphase in response to carboplatin
alone
The results described above show that centrosome amplification promotes the response to
combined chemotherapy by increasing the frequency of multipolar divisions. | next
investigated the effect of each separate drug on cells with centrosome amplification.
Paclitaxel has been suggested to induce multipolar divisions at the clinical relevant doses of
80 mg/m? in breast cancer patients (Scribano et al., 2021). Moreover, multipolar divisions
induced by paclitaxel have been shown to be exacerbated in presence of extra centrosome in
epithelial ovarian cancer cell lines (Edwards et al., 2023) explaining the increase in multipolar
divisions | observed in response to combined chemotherapy. | therefore chose to focus next
on the influence of centrosome amplification on the response to carboplatin. Proliferation
and viability assays indeed showed that centrosome amplification favors cell death in
response to carboplatin. | was therefore interested in observing if this is because of more
multipolar divisions, or if it is independent of mitosis as observed for the response to
combined chemotherapy.

| used the same strategy as described above. | started by validating the findings
obtained from the proliferation and viability assays mentioned in chapter | for carboplatin, by
performing live-imaging approaches. After a period of 72 hours, | observed that on average,
only two cells were produced from a single mother cell in the presence of carboplatin (Figure
2.5A and 2.6A). Notably, a significant decrease in proliferation was evident when comparing
the response to carboplatin with control cells. Furthermore, when both centrosome

amplification and carboplatin were present, the mean number of cells produced from a single
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mother cell was restricted to two cells. The presence of extra centrosomes was linked to a
significant increased in cell death (Figure 2.5A-B). Thus, centrosome amplification favors cell
death in response to carboplatin in the OVCARS cell line, confirming results from proliferation

and viability assays.

Figure 2.5
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Figure 2.5: Centrosome amplification shifts cell fate towards death in response to carboplatin

(A) Bar graphs showing the average and SEM of the percentages of cells undergoing indicated fates in the
legend. PLKACtl and PLKAOE OVCAR8 H2B-RFP cells were treated with 136uM of carboplatin or water as a
control during the recording. Numbers on the top of each graph represent the number of cells analyzed per
condition from two independent experiment. , Statistical test: Fisher’s exact test on the number of cell death
events (pooling death in interphase and death in mitosis). (B) Bar graphs showing the average and SEM of the
percentages of cells undergoing indicated fates, according to cell generation. Numbers on the top of each
graph represent the number of cells analyzed per condition, from two independent experiments. Statistical
test: Fisher’s exact test on the number of cell death events (pooling death in interphase and death in mitosis).
(C) Schematic representation of the behavior of OVCARS cells observed in response to 136 uM of carboplatin

during the 72 hour treatment.

To gain a better understanding of how centrosome amplification influences cell death

in response to carboplatin, | analyzed the cell fate according to generation. The results are
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shown in Figure 2.5B. Upon exposure to carboplatin, 89% of cells underwent one division
during the first generation. The frequency of cell death, both in interphase and mitosis, was
very low. In contrast, only 12% of cells divided during the second generation, while 67% were
arrested in interphase. Notably, during the second generation, 17% of the cells died,
indicating that the strongest effect of carboplatin occurs in the second generation, primarily
through cell cycle arrest and cell death in interphase. These observations suggest that the
majority of cells divide only once during the 72-hour period.

The analysis of the combination of centrosome amplification and carboplatin showed
that 77% of the cells divided during the first generation. Very limited cell death occurred
during both interphase and mitosis. However, in the second generation, only 8% of the cells
divided, while 45% remained arrested in interphase. Interestingly, cell death increased as
40% of the cells died during interphase. This indicates that centrosome amplification favors
cell death in response to carboplatin during the second-cell generation while in interphase. In
conclusion, carboplatin induces two main cell fates: death in interphase or cell cycle arrest
(Figure 2.5C). Importantly, centrosome amplification shifts the balance between these two

fates towards cell death.

2.6 Centrosome amplification promotes the response to carboplatin independently from
mitotic errors
Carboplatin induces DNA-crosslinks which can impair the process of DNA replication, resulting
in DNA double strand breaks (Unger et al., 2009). If a cell enters mitosis with unrepaired DNA,
this can give rise to errors in chromosome segregation, with chromatin bridges being the most
frequent mitotic consequence described in the literature (Wilhelm et al., 2014).

| analyzed the first mitosis because, as just shown, the majority of the cells undergo
only one mitosis during the 72 hours filmed period. In cells treated with carboplatin, 44% of
mitosis did not show any errors (Figure 2.6A and 2.6C). Slight or high levels of mis segregation
events represented 21% each, of all cell divisions. Other types of mitotic defects were rare.
Importantly, an increase in the overall levels of mitotic errors compared to the control group
was observed in response to carboplatin. The correlation between the type of mitosis and cell
fate is shown in Figure 2.6A and 2.6C. Cell death occurred mainly because of high mis-
segregated mitosis with rates reaching 37%. In contrast, 4% of the cells that had an error-free

mitosis died and 11% of those presenting slight mis-segregated mitosis. Thus, “high mis-
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segregation” mitosis was the most frequent category of mitotic errors in OVCARS cells after

treatment with carboplatin.

Figure 2.6
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Figure 2.6: Centrosome amplification influences the response to carboplatin independently of mitotic

errors

(A— B) Single cell profiles of PLK4Ctl (A) and PLKAOE (B) undergoing Carboplatin exposure. Color coding of

mitosis and fates legends in panel besides. Each line represents the behavior of a cell throughout the 72 hour

time-lapse. (C) Vertical axis: Bar graphs showing the average and SEM of the percentages of mitotic

phenotypes according to the legends above. 142 and 146 cell divisions were analyzed from two independent

experiments. Statistical test: Statistical test: Fisher’s exact test on the number of No mis-segregation progeny

(progeny of blue mitosis) dying in mitosis and interphase. Horizontal axis: Bar graphs showing the averages

and SEM of the percentages of cells undergoing indicated fates, according to the mitotic behavior of the

mother cell, with the bar width depending on the proportion of cells. Data from two independent
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experiments. Statistical test: Fisher’s exact test on the number of No mis-segregation progeny (progeny of

blue mitosis) dying in mitosis and interphase.

| previously showed that centrosome amplification induces higher levels of cell death
in response to combined paclitaxel and carboplatin, relying on an increase in multipolar
divisions, but also via a cell death susceptibility independent of mitosis (Figure 2.3). Thus, |
wanted to investigate if centrosome amplification favors the response to carboplatin by
enhancing specific mitotic errors (Figure 2.6A -C). In the presence of extra centrosomes, the
main mitotic phenotypes detected were: error free mitosis- 34%, slight mis-segregation
errors- 25% and high mis- segregation errors-22%. Interestingly, multipolar divisions were
only found in 2% of the mitotic cells. Moreover, a significant difference in the frequency of
mitotic errors was not detected when compared to cells treated with carboplatin. However,
the levels of cell death were higher when extra centrosomes were present, independently of
the type of division (Figure 2.6C): 23% after error-free mitosis, 34% after slight mis-
segregation errors and 61% after high mis- segregation errors. Thus, while carboplatin induces
cell death mostly after a catastrophic mitosis, this is not the case when carboplatin is
combined to extra centrosomes.

Overall, these results indicate that centrosome amplification does not rely on
induction of multipolar divisions to favor the response to carboplatin, as when carboplatin is
combined with paclitaxel. In conclusion, centrosome amplification favors the response to

carboplatin independently from mitotic errors.

2.7 Both centrosome amplification and carboplatin can affect interphase and mitotic length
Altered cell cycle length- interphase or mitosis- can affect proliferation and in certain
occasions even lead to cell death (Malumbres dan Barbacid, 2009, 2001; Massagué, 2004).
The centrosome has been described to colocalize with several proteins involved in cell cycle
control, such as cyclin B- CDK1, cyclin E- CDK2 and others (Jackman et al., 2003; Lin et al.,
2022). Moreover, my previous results from proliferation and viability assay and movies,
showed a decrease in proliferation due to centrosome amplification and chemotherapy. | next
investigated if centrosome amplification or any of the chemotherapy treatments used above

influence cell cycle timing.
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Figure 2.7
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Figure 2.7: Both interphase and mitotic length are increased in response to combined chemotherapy and

centrosome amplification

(A) Schematic representation of H2B signal appearance through interphase and mitosis (B— C) Scatter dot

plots of interphase length (B) and first mitosis length (C), with median and interquartile range. Data from two

independent experiments were pooled for combined treatment and Carboplatin treatment and data from

the 4 corresponding control experiments were pooled for untreated conditions. For interphase length, a

minimum of 26 cells was analyzed, and for mitosis length a minimum of 133 cells was analyzed. Statistical
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tests: Kruskal-Wallis with Dunn’s multiple comparisons tests. (D) Scatter dot plot graphs showing time of
mitotic entry with median and interquartile range. Cells were classified depending on mitotic phenotypes
with color-code defined in the legend. Two independent experiments with a minimum of 48 mitosis analyzed

per category. Statistical tests: Kruskal-Wallis with Dunn’s multiple comparisons tests.

Control cells spent a mean of 18h30 minutes in interphase and ~37 minutes in mitosis
(Figure 2.7B, C). When extra centrosomes were present both interphase and mitotic length
were significantly extended, with a mean of respectively 19 hours and 55 minutes. Thus,
centrosome amplification seems to increase cell cycle length, affecting both interphase and
mitosis.

In response to the combination of paclitaxel and carboplatin, cells spent 46 hours in
interphase and 70 minutes in mitosis. A significant difference according to the centrosome
status was not observed in addition to combined chemotherapy. In cells exposed to
carboplatin alone, interphase was extended to 51 hours while mitosis took around 40
minutes. Again, extra centrosomes did not induce a significant increase in interphase when
carboplatin was present: 50 hours. However, a tendency to extended mitosis remained: 65
minutes. | concluded that carboplatin alone or in combination with paclitaxel leads to an
extended interphase and mitotic length, but that centrosome amplification doesn’t have a
significant additional consequence on cell cycle lengthening.

Finally, | wanted to investigate how mitotic entry time correlates with errors in mitosis
in the presence of carboplatin (Figure 2.7D). Cells showing lack of mitotic errors or slight mis-
segregation errors entered and exited mitosis mostly within the first 24 hours, with a mean
equal to 11h 45 minutes for control cells and 10h20 minutes for cells with centrosome
amplification. In contrast, cells showing high mis-segregation errors or mitotic failure, entered
mitosis later at around 35h20 minutes (without extra centrosomes) and 33h20 minutes (with
centrosome amplification). This difference in behavior depending on timing of first mitosis
entry suggests an influence of the cell cycle on the effect of carboplatin. Indeed, one
explanation could be that cells which received carboplatin earlier in the cell cycle — G1 or early
S- and therefore enter mitosis later, have higher frequency of mitotic errors.

In conclusion, both centrosome amplification and carboplatin can impact cell cycle

progression in OVCARS cells. Given that the response to carboplatin seems to have a strong
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dependency on cell cycle stage, | decided to investigate further the relationship between

centrosome amplification and cell cycle progression, in relation to the carboplatin response.

2.8 Section 2 conclusion: centrosome amplification enhances cell death in response to
chemotherapy via multiple mechanisms.

Together, my results from the live imaging assays in response to chemotherapy show
the following. Centrosome amplification is associated with a slight increase in CIN in OVCAR8
which already presents a considerable level of CIN. In response to combined chemotherapy,
centrosome amplification favours cell death both by increasing lethal multipolar divisions, but
also by favouring cell death independently of mitotic behaviours. In response to carboplatin,
centrosome amplification also favours cell death, however without increasing multipolarity.
This effect seems to be independent of mitosis behaviours. The live-imaging also shows links
between centrosome amplification, carboplatin response, and cell cycle progression so |

decided to study this more in the next section.
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Results — Section 3
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3 - Influence of carboplatin and centrosome amplification on the

cell cycle of OVCARS cells

3.1 Centrosome amplification reduces cell proliferation by increasing cell cycle length

Results from proliferation assays and from time-lapse movies showed that both centrosome
amplification and carboplatin can reduce cell proliferation (Results — Sections 1-2). To
investigate if reduced proliferation in the presence of extra centrosomes is due to a cell cycle
dysregulation, | chose to use a live imaging approach. | generated a PLK4OE inducible OVCARS8
cell line stably expressing H2B coupled to RFP fluorophore and to Proliferating Cell Nuclear
Antigen (PCNA) coupled to emiRFP. PCNA is loaded on DNA during S phase, allowing the
visualization of DNA replication phase. Indeed, PCNA is a cofactor of DNA polymerase-6 and
it has a major role in DNA replication by increasing the processivity of leading strand synthesis
(Bravo et al., 1987; Tan et al., 1986). The behavior of H2B-RFP and PCNA signal through cell

cycle is outlined in Figure 3.1.1 B-C.
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Figure 3.1.1: Generation of OVCAR8 H2B-RFP PCNAmMIRFP cell line to study cell cycle length

(A) Schematic representation of the experimental workflow. (B) Schematic representation of H2B-RFP and
PCNAmMIRFP signals throughout the cell cycle. PCNAmIiRFP protein which is loaded on DNA during replication
phase (S-phase) appears as a dotting signal marking the end of S-phase. (C) Stills images from time-lapse
movies showing H2B-RFP and PCNAmIiRFP behaviour through different phases of the cell cycle. Merged and
separated channels are shown for PLK4Ctl and PLK4OE. Phases of the cell cycle are indicated above in the

panels.

According to the literature, beginning of DNA replication is detectable by appearance of small
PCNA foci (Burgess et al., 2012). Unfortunately, | could not distinguish entry in S phase
because | could not detect clear formation of small foci. Impairment of PCNA signal can be
due to the fact that PCNA is also involved in DNA repair. Indeed, PCNA accumulates at
damaged regions, and it is involved in several forms of DNA repair, including Nucleotide
Excision Repair pathway (NER)(Essers et al., 2005). Thus, the signal of PCNA is probably
disturbed by basal levels of DNA damage present in OVCARS8 cells. On the other end,
appearance of big foci clearly marked the exit from S phase (Figure 3.1.1B-C). Thus, even if |
was not able to distinguish G1 from S phase, OVCAR8 H2B-RFP PCNAmIRFP cell line still allows
me to distinguish clearly cells in G1/S, G2 and M phase.

Progression through cell cycle of single cells was annotated through 72h, for both the
conditions with and without centrosome amplification. To record cell behavior, | used a
pipeline developed by Frances Edwards, a post-doc in the lab. An overview of cell behavior is
showed in figure 3.1.2A, where every row represents a single cell progressing through cell
cycle. From the quantification of ~170 cells per condition, | noticed that cell death did not
occur in OVCARS cells control (Figure 3.1.2A-B). Expectedly, very few cells underwent cell
death when PLK4 was over-expressed. This observation confirms that OVCAR8 cells can

proliferate despite the presence of extra centrosomes.
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Figure 3.1.2
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Figure 3.1.2: Centrosome amplification slows down cell cycle progression
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(A) Single cell profiles of OVCAR8 H2B-RFP PCNAmMIRFP PLK4Ctl and PLK4OE cells. Each row represents the
single cell through the 72 hour time-lapse recording. Times in G1, S/G2 and mitosis, as well as death in each
of these phases are color- coded as indicated. (B) Bar graphs showing the averages of the percentages of cells
undergoing indicated fates. Numbers on the top of each graph represent the number of cells analyzed per
condition from two independent experiments. Statistical tests: Fisher’s exact test on the number of cell
death events (pooling death in interphase and death in mitosis). (C) Scatter dot plot showing the number of
generations reached per cell lineage along the 72 hours movie with median and interquartile range. Two
independent experiments with a minimum of 10 cell lineages analyzed per category. Statistical tests: Welch’s
test. (D) Bar graphs showing the average and SEM of the number of cells produced per lineage, adopting the
indicated fates. A minimum of 15 lineages were analyzed from two independent experiments. Statistical

tests: Fisher’s exact test on the number of cell death events (pooling death in interphase and in mitosis).

In control condition, cells could perform on average 5 mitosis during the 72 hours
period (Figure 3.1.2C), which shows that cell cycle length is around 20 hours for OVCARS cells.
In contrast, in conditions where extra centrosomes were present, cells performed a mean of
4 mitosis. This indicates an increase in cell cycle length in cells with extra centrosomes. To
investigate if this increase in cell cycle duration is sufficient to decrease cell proliferation, |
quantified the number of cells produced per lineage (Figure 3.1.2D). Indeed, in controls each
initial cell was able to produce a mean of 9 cells during the 72 hours period. However, cells
with extra centrosomes produced a mean of 7 cells in the same period of time. These data
confirm the decrease in proliferation detected in proliferation/ viability assays in the presence
of extra centrosomes showed in Results Sections 1, and using live-imaging of H@B-RFP
expressing cells in Results Section 2. Thus, | concluded that centrosome amplification can
reduce cell proliferation by increasing cell cycle length in ovarian cancer cells.

To understand which phase of the cell cycle is affected by centrosome amplification, |
analyzed the duration of the G1/S, G2 and M phase separately (Figure 3.1.3A- D). OVCARS
cells had a mean of G1/S duration of 15,32 hours, which correspond to 77% of the overall cell
cycle length. Thus, G1 and S-phase account for the longest cell cycle phases as expected.
Surprisingly, cells with extra centrosomes have a significant longer G1/S phase, with a mean
of 17,34 hours. Thus, centrosome amplification seems to extend G1/S phase for around 2
hours in the OVCAR8 H2B-RFP PCNAmMIRFP cell line. Concerning the G2 phase, OVCARS control

cells spend on average 3,92 hours in G2, corresponding to around 20% of total cell cycle
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duration in G2. Cells with centrosome amplification had also a slightly significant increase in

the time spent in G2 (4,93 hours). The observed cell cycle lengthening therefore seems to

affect all phases of the cell cycle.
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Figure 3.1.3: Centrosome amplification induces an increase in both interphase and mitotic duration

(A— C) Scatter dot plots of cell cycle analysis of OVCAR8 H2B-RFP PCNAmMIRFP in their second generation. For
each graph, PLKACtl and PLK4OE conditions are shown with mean and SEM. Two independent experiments
with a minimum of 10 lineages analyzed per category. Statistical tests: Kruskal-Wallis. (D) Table reporting the
average duration of different cell cycle phases. (E) Circle chart showing the proportion of each cell cycle phase
compared to the overall cell cycle length. Only cells in the second generation were considered. A minimum of

15 lineages were analyzed from two independent experiments.

Finally, | calculated the time cells spent in mitosis. | took into account the time point
before nuclear envelope breakdown to the timepoint before anaphase onset. Controls cells
spend in mitosis a mean of 0,63 hours, which corresponds to 38 minutes (Figure 3.1.3 C, D).
As expected, and as observed in the H2B-RFP expressing cells, cells with extra centrosomes
tend to spend a significantly higher amount of time in mitosis, with a mean of 55 minutes.
Consequently, cells with extra centrosomes spend almost 20 minutes longer in mitosis.
Increased mitotic length for cells with centrosome amplification was already described in the
literature (Basto et al., 2008; Kwon et al., 2008; Yang et al., 2008).

Altogether, these data suggest that centrosome amplification reduces cell
proliferation by increasing cell cycle length. Both an increase in mitosis and in interphase
duration contributes to the cell cycle elongation in presence of extra centrosomes in OVCARS8

H2B-RFP PCNAmIRFP cell line.

3.2 Carboplatin has a cytostatic effect and arrests cells in S/G2 phase

| next investigated how carboplatin affects cell cycle progression. Unfortunately, | could not
use H2B-RFP PCNAmMIRFP cells because PCNA behavior was altered in carboplatin treated
cells. Indeed, PCNA signals were diffuse in the nucleus throughout the movie in the presence
of carboplatin. Lack of PCNA foci appearance was most likely due to the high levels of DNA
damage induced by the drug. Thus, | chose a different approach: | sorted the OVCARS cells
according to cell cycle phase via flow cytometry. Using this method, every cell is assigned to
the corresponding cell cycle phase based on the DNA content. Another advantage of this
method is to analyze a great number of cells in a relatively small amount of time.

| incubated cells in doxycycline or DMSO as control for 72 hours, to induce centrosome
amplification. Then, | added carboplatin or water as a control. | analyzed cells by flow

cytometry after 48 hours and 72 hours incubation in carboplatin (Figure 3.2). As expected,
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most control cells at 48h were in G1 (Figure 3.2B, upper panel). G2 cells can be identified

according to double the amount of DNA compared to the G1 population. Cells with

intermediate DNA content were considered to be in S-phase. These data revealed that S-

phase was the shorter phase in the control OVCAR8 H2B-RFP PCNA-emiRFP cells. Significant

differences were not detected in cells after 72 hours (Figure 3.2B, lower panel). In cells with

centrosome amplification, differences in cell cycle distribution were not evident. The lack of

difference in cells in G1 between cells with extra centrosomes and control can be due to the

fact that flow cytometry is not sensitive enough to discriminate between cell cycle length

differences of just a few hours. Additionally, the cytometry data only provides the relative

length of the different phases. As my live-imaging approach showed that centrosome

amplification increases cell cycle length globally without affecting a specific cell-cycle phase,

| did not necessarily expect to observe different profiles dependent on centrosome status.
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DNA content (X axes). Cell cycle phase and percentage of cells in each phase are reported on top of the

corresponding peak of profiles. Three technical replicates were performed.

| then studied the effects of carboplatin. At 48 hours, only a small proportion of cells
appears to be in G1 (Figure 3.2B, upper panel). Most cells have accumulated in S and G2
phase. After 72 hours, almost all cells accumulated in a single peak in S/G2 phase, while the
G1 population appeared very reduced (Figure 3.2B, lower panel). This suggests that
carboplatin treatment induces a cell cycle arrest in S/G2 phase. These data confirmed the
movies results showed in Results - Section 2. | currently cannot conclude if the G1/early S
population presented at 48h, undergoes apoptosis or if cells have simply progressed to late
S/ G2 phase. A cytostatic effect of carboplatin has already been described in other studies
(Siddik, 2003a). In this experimental set up, cells arrest in S/G2 phase, suggesting that OVCARS8
carboplatin treated cells, activate the G2 checkpoint, but they are probably deficient for the
G1 checkpoint. Interestingly, analysis of cells with both centrosome amplification and
carboplatin, reveal no differences in cell cycle profiles, when compared to carboplatin only

treated cells. In conclusion, carboplatin arrests OVCARS cells in S/G2 phase.

3.3 Carboplatin has both a cytostatic and a cytotoxic effect occurring in S/G2 phase

| wanted to characterize in which phase of the cell cycle cell death occurs in response to
carboplatin and whether this is influenced by the presence of extra centrosomes. Because
live- imaging approaches allow to assess cellular fate together with cell cycle progression, |
generated an OVCARS cell line expressing the FUCCI system (Sakaue-Sawano et al., 2008). The
FUCCI system allows to follow cell cycle progression, by the appearance of an RFP signal
coupled to Chromatin Licensing And DNA Replication Factor 1 (Cdtl) in G1 phase and GFP
signal coupled to Geminin in S/G2 phases (Figure 3.3.1A). Compared with the H2B-RFP
PCNAmMIRFP reporters, the FUCCI system offers the advantage of allowing to distinguish G1
phase, and of avoiding interference of DNA damage response with the cell cycle progression
signals. Because PLK4 was coupled to GFP fluorophore in the original OVCARS8 cell line, |
replaced the GFP with an antibiotic resistance gene for blasticidin (see methods). Antibiotic
resistance allows to select the cells containing the PLK4 over-expression transgene and avoid

overlap of GFP signal (Figure 3.3.1B).
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Figure 3.3.1: Generation and characterization of OVCAR8 FUCCI cell line

(A) Schematic representation of the FUCCI system across the cell cycle. (B) Schematic representation of
molecular biology strategy used to substitute GFP in PLK4 plasmid with an antibiotic resistance gene for
Blasticidin. (C) Schematic representation of the experimental workflow for fixed immunofluorescence
imaging. (D) Representative images of cells labeled with antibodies against CEP192 (Cyan) and Pericentrin
(magenta). DNA is shown in gray. Two conditions PLK4 control (upper panel) andPLK4 overexpression (lower
panel) are shown. Inset displaying zoom of the centrosomes are shown on the right of each image, with color-
coded border according to the antibody used. (E) Graph bar showing the SEM of centrosome numbers.
Numbers on the top of each graph represent the number of cells analyzed per condition from two
independent experiments for each cell line. Statistical test: Fisher’s exact test comparing the number of cells

with more than 2 centrosomes.

| first confirmed the capacity of the newly generated OVCARS8 FUCCI cell line to amplify
centrosomes. | used a fixed imaging approach, as performed in the original OVCARS cell line
(Figure 3.3.1C-E). To do so, | induced centrosome amplification through incubation with

doxycycline as before. After 72 hours | fixed and stained cells with the centrosome markers
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CEP192 and Pericentrin. Centrosome amplification was detected in 67% of the cells and the
majority of cells showed either 5- 6 centrosomes (22%) or 7-10 centrosomes (23%). Cells with
3, 4 or more than 10 centrosomes were also observed but less frequently (~¥8% each). The
levels of centrosome amplification were comparable to the ones induced in the original
OVCARS cell line. Thus, the OVCARS8 FUCCI cell line can be used to study effects of centrosome
amplification and carboplatin on the cell cycle.

| proceeded to investigate the cell cycle using live imaging approaches of the OVCARS8
FUCCI cell line. After overexpression of PLK4 over 72 hours, cells were incubated with
carboplatin and filmed at spinning disc microscope for the following 72 hours (Figure 3.3.2A-
C). Importantly, the four conditions with or without centrosome amplification and carboplatin
were filmed at the same time. To ensure clarity, | will first describe results relative to
centrosomes amplification, followed by results for carboplatin and combination of the two
conditions.

The progression of cells through the cell cycle was annotated using a modified version
of the pipeline described in the Results - Section 2.1. An example of cell behavior throughout
cell cycle is shown in figures 3.3.2B and C. | first wanted to verify the increase in cell cycle
length induced by centrosome amplification. To avoid taking into account any perturbation
due to the filming conditions, | focused the analysis on the phase length of the second
generation of cells (Figure 3.3.2 D-G). Controls cells show a G1 mean duration of 6,84 hours
and S/G2 mean duration equal to 12,53 hours. Surprisingly, an increase in time spent in
interphase was not detected in the OVCARS8 FUCCI cell line when PLK4 was over-expressed.
In control cells, the cell cycle length was globally 1 hour longer in the OVCAR8 FUCCI cell line
compared to the OVCARS cell lines expressing H2B-RFP and the PCNA chromobody. Whether
this can be linked to the different PLK4 over-expression transgene, expression of the FUCCI
system, or the selection of cells during cell line establishment remains undetermined at this
point. Nevertheless this suggests that cell cycle progression is already altered in the OVCAR8
FUCCI cells compared to the ones used previously, and in this context centrosome

amplification seems not to have the same effect on cell-cycle progression. Regarding mitosis
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Figure 3.3.2
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Figure 3.3.2 : Centrosome amplification and carboplatin influence cell cycle length
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(A) Single-cell live-imaging workflow using a spinning disc microscope. (B) Representative stills from time-
lapse movies along the cell cycle. Arrows/arrowheads indicate the indicated cell cycle phase (legend on top).
(C) Single cell profiles from live-imaging analysis. Each row represents the Iprogression of a single cells through
the 72 hours of time lapse recording. Time in G1, S/G2 and mitosis, as well as death in each of these phases
are color-coded as indicated in the legend below. (D-F) Scatter dot plots showing the time spent in each cell
cycle. For each graph, all conditions are shown with mean and SEM. Two independent experiments with a
minimum of 15 lineages were analyzed forPLK4Ctl cells and 100 lineages for PLK4OE cells. Statistical test:

Kruskal-Wallis. (G) Table reporting the average duration of each cell cycle phase.

however, | found that in control cells mitosis lasted on average 44 minutes. In contrast, in
cells with extra centrosomes, mitosis took on average 61 minutes. These results confirm that
centrosome amplification increases mitotic duration.

Then, | focused on the effects of carboplatin. | wanted to know in which phase of the
cell cycle cell death in response to carboplatin takes place (Figure 3.3.3). Cells in carboplatin
spend a mean of 7h in G1, independently of the centrosome status (Figure 3.3.2D).
Carboplatin did not induce an increase in G1 length when compared to control untreated
cells. However, cells spend a mean of 40 hours in S/G2 in response to carboplatin, which is
represents extended timing when compared to control cells. This observation confirms the
results obtained by flow cytometry showing that OVCARS cells arrested in S/G2 phase in
response to carboplatin treatment. Interestingly, cell death occurred almost exclusively in
S/G2 phase in both conditions of carboplatin alone or in combination with extra centrosomes
(Figure 3.3.3 A-C). These results suggest activation of the G2 checkpoint as a possible
mechanism which discriminates between arrest or cell death. Moreover, | found that cell
death can occur both at the beginning or at the end of this last S/G2 interphase in response
to carboplatin (Figure 3.3.3D). The same happens for carboplatin in combination with extra
centrosomes. Thus, cell death seems to occur in response to carboplatin in S/G2 phase,

independently from the time spent in this phase.
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Figure 3.3.3
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Figure 3.3.3: Carboplatin induces cell cycle arrest or cell death during S/G2 phase

(A) Representative stills from time-lapse movies of OVCAR8-FUCCI cells described in the previous figure
legend. The same field for each condition is shown throughout time progression at 0, 24, 48 and 72 hours of
chemotherapy. Arrowheads highlight events of cell death. (B) Single cell profiles from live-imaging analysis.
Each row represents the progression of a given cell through the 72 hours of time lapse recording. Time in G1,
S/G2 and mitosis, as well as death in each of these phases are color-coded as indicated in the legend below.
Cells are ordered, from bottom to top, according to increasing time of mitotic entry, defined as the time of
Nuclear Envelope Breakdown. (C) Bar graphs showing the mean and SEM on the percentages of cell death
events occurring in the indicated cell-cycle phases from two independent experiments. Statistical test:
Fisher’s exact test on number of death events occurring in S/G2. (D) Scatter dot-plot representing the length
of the last interphase before death occurring in interphase from two independent experiments with a
minimum of 10 time points analyzed per category. Statistical test: Mann-Whitney test. (E) Scatter dot plots of
the time of mitotic entry depending on cell-cycle phase at the start of the movie, with median and
interquartile range from two independent experiments with a minimum of 10 time cell lineages analyzed per
category. Statistical tests: Kruskal-Wallis with Dunn’s multiple comparisons tests. (F) Bar graphs showing the
average and SEM on the percentage of cells adopting the indicated fates (legends in panel B) from two

independent experiments. Statistical test: Fischer’s exact.

Finally, | correlated mitotic entry timing of a given cell with the corresponding cell
cycle phase of this cell at the beginning of the movie (Figure 3.3.3E and F). Control cells
entered mitosis after 17 hours, if they were initially in G1 at the start of the movie and after
~27 hours if they were in S/G2. Differences due to the presence of extra centrosomes were
not noticed.

Thus, the presence of extra centrosomes does not delay mitotic entry in this cell line.
Carboplatin treated cells entered mitosis after a mean of 35 hours if they received carboplatin
in G1. Instead, if at the beginning of the movie cells were in S/G2 they entered mitosis with a
mean of 10 hours. The same tendency is seen for cells with carboplatin and centrosome
amplification. Interestingly, if | compared cells in carboplatin with controls, | noticed that
mitotic entry was delayed for more than 15 hours in carboplatin treated cells which were
initially in G1. On the contrary, if cells were initially in G2 a delay in mitotic entry time was not
observed. These data suggest that cells that are in G1 at the onset of carboplatin exposure
undergo replication stress which, most likely activates the G2 checkpoint, delaying mitotic
entry. However, the delay is probably not sufficient to arrest cells, and most likely they can

enter mitosis with unrepaired DNA damage, driving high levels of chromosome mis-
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segregation as observed (Results - Section 2). Together, these observations indicate that

carboplatin induces cell death or arrest in S/G2.

3.4 Section 3 conclusion: centrosome amplification does not strongly modify the cell cycle
response to carboplatin.

To study if centrosome amplification enhances cell death by modifying the cell cycle response
to carboplatin, | used different approaches to study the cell cycle: a PCNA chromobody and
FUCCI reporters for live imaging, and cytometry. In some cases | observed a slight effect of
centrosome amplification on cell cycle progression, without specifically disrupting any cell
cycle phase. However in response to carboplatin, the cell cycle was perturbed similarly with
and without centrosome amplification: cells mainly arrest in S/G2, and this is also the phase
when cell death occurs. It is therefore unlikely that centrosome amplification favours cell

death by modifying the cell cycle response to carboplatin.
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Results — Section 4

153



4 - Centrosome amplification does not modulate the DNA damage

response during carboplatin treatment

4.1 Centrosome amplification does not favor induction of DNA damage in response to
carboplatin
The cytotoxic effect of carboplatin is mainly due to the generation of DNA crosslinks, which
occurs when platinum interacts with purine bases (adenine and guanine) in the DNA double
strand helix (Eastman, 1987). DNA crosslinks impair replication leading to double strand
breaks, which are recognized by proteins from the DNA damage signaling cascade, leading to
activation of DNA damage repair, cell cycle arrest or apoptosis (Siddik et al., 2003).
Centrosomes have been involved in regulation of the DNA damage response via recruitment of
proteins involved in signaling and repair(Mullee dan Morrison, 2015). | was therefore interested
in studying if the DNA damage response was modified in presence of centrosome amplification
to explain the increase in cell death | observed (Results - Sections 1 and 2).

| investigated whether centrosome amplification can increase DNA damage levels or
favor the DNA damage response after carboplatin treatment. | chose a fixed imaging
approach, where centrosome amplification was induced for 72h in the OVCARS cell line. This
was followed by carboplatin treatment. Cells were fixed, labelled for DNA damage and
imaged at an epifluorescence microscope at Oh, 24h and 48 hours. after chemotherapy
treatment as showed in (Figure 4.1A). | did not perform the experiment at 72h because at this
time point, a large proportion of cells has died by apoptosis. Antibodies against y-H2AX were
chosen as a DNA double-strand break marker. y—H2AX results from the phosphorylation of
the histone variant H2AX, which occurs on Ser-139 in mammalian cells (Mah et al., 2010).
Phosphorylation of H2AX resulting in y—~H2AX recruitment occurs at the level of double strand
breaks at early steps of the DNA damage response (Sedelnikova et al., 2002; Maréchal dan
Zou, 2013). Thus, the detection of y— H2AX by antibodies allows me to reveal presence of DNA
damage.

In control conditions, y— H2AX foci were always detected (Fig. 4.1B-E) and the number
of foci per nucleus could vary substantially (Figure 4.1D). In control cells, a mean of 19 foci
per nucleus was detected. This means that OVCARS cells as many other cancer cell lines have

basal levels of DNA damage. In the presence of centrosome amplification, | observed a mean
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of 22 foci per nucleus at the starting time point, suggesting that no major differences in
y—H2AX recruitment were detected between cells with centrosome amplification and in
control cells. Interestingly, the mean value of y— H2AX foci remained constant at all the time
points analyzed in these two conditions, indicating that centrosome amplification is not

responsible for induction of additional DNA damage.
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Figure 4.1: Centrosome amplification does not rely on DNA damage to favor carboplatin response

(A) Schematic representation of the experimental set up. (B) Representative images of OVCARS cells after 72
hours of incubation in 1uM of doxycycline (PLK4OE) or DMSO (PLKACtI), which correspond to time “0” of
chemotherapy treatment. Immunofluorescence staining were performed with antibodies directed against y-

H2AX (DNA damage) in gray, Cep192 (centrosome marker) in magenta and RAD51 in cyan. DNA is shown in
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yellow. Merged image of the four channels are shown in the top panel. The bottom panel represent y-H2AX
alone. The nuclear area is highlighted by white dashed lines in conditions where it is difficult to identify nuclei
due to low levels of DNA damage. (C) Representative images of PLK4Ctrl or PLK4AOE OVCARS cells after 24 and
48 hours of carboplatin (or water treatment, as a control. Immunofluorescence staining were performed with
antibodies directed against y-H2AX (DNA damage) in gray, Cep192 (centrosome marker) in magenta and
RAD51 in cyan. DNA is shown in yellow. Merged image of the four channels are shown in the top panel.
Bottom panel represent y-H2AX alone. The dashed lines highlight the border of each nucleus. (D — E) Scatter
dot graph showing the number of foci (D) or corresponding values of integrated intensity (E) for y-H2AX per
nucleus in the different conditions described above after 0, 24 and 48 hours of water or carboplatin
incubation. Individual values and SEM for more than 200 cells per replicate, per three independent
experiments are reported for each condition. Data for integrated intensity of y-H2AX were normalized by the

average of untreated PLK4Ctl cells at 24 hours. Statistical test: ANOVA with Sidak’s multiple comparison tests.

In contrast, the number of y—H2AX foci were strongly increased after carboplatin
treatment. This indicates an accumulation of DNA damage, in agreement with platinum based
chemotherapeutic drugs mode of action described in literature (Rosenberg et al., 1969a;
Jamieson dan Lippard, 1999). Because of the high density of foci in the carboplatin condition,
distinguishing and counting single foci was sometimes not feasible. Thus | plotted the
integrated intensity of y—H2AX signal per nucleus (Figure 4.1E). The levels of y—-H2AX were
more than doubled after 24 hours, shifting from a mean of 1,06 to 2,52 arbitrary units (AU)
of fluorescence integrated intensity. An even greater increase in y-H2AX levels was observed
after 48 hours, resulting in a mean of 5,21. These results show that the accumulation of DNA
double-strand breaks increases through time in the presence of carboplatin. Finally, when
centrosome amplification and carboplatin were both present, a mean of 2,26 at 24 hours and
of 4,91 at 48 hours was detected for y—H2AX integrated intensity. Comparing conditions with
both carboplatin and centrosome amplification to carboplatin alone, | did not detect
differences in terms of y—H2AX recruitment. Therefore, centrosome amplification does not

favor formation of DNA damage in the presence of carboplatin.
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4.2 Centrosome amplification does not alter capacity of DNA damage repair

Another possibility is that cells with extra centrosomes have an altered capacity to

repair DNA damage. To test this hypothesis, | characterized the main DNA damage repair
pathways which could be activated in response to carboplatin crosslinks and DNA damage:
Homologous Recombination (HR) and Non homologous End- Joining pathway (NHEJP) (See
introduction chapter 3.5.2 and 3.5.3). Because current knowledge about proficiency of
OVCARS for HR is not clear, | decided to study both HR and NHEJ pathways (Kondrashova et
al., 2018). The main players of these pathways which were detected through antibodies were:
RAD51 (RAD51), Fanconi Anemia Complementation Group D2 (FANCD2) and Tumor Protein
P53 Binding Protein 1 (53BP1). RAD51 and FANCD2 are major players of HR (Baumann dan
West, 1998; Li dan Heyer, 2008), whereas 53BP1 belongs to the NHEJ pathway (Bothmer et
al., 2011).
Cells were submitted to centrosome amplification via incubation with doxycycline for 72h.
This treatment was followed by incubation in carboplatin. As for y-H2AX experiments, cells
were fixed and stained at Oh, 24 and 48 hours after carboplatin treatment. Analysis of seven
hundred cells per condition revealed that RAD51, FANCD2 and 53BP1 levels were very low in
untreated OVCARS cells, with means ~1,00 for the integrated intensity of the three markers
(Figure 4.2A-E). Indeed, nuclei with no foci were frequent. These quantifications suggest that
the basal level of DNA damage in the cells (Figure 4.1) don’t induce a stron DNA damage
response. Conditions with centrosome amplification showed a mean integrated intensity of
~1,00 for the three proteins tested, at 0, 24 and 48 hours. Thus, no difference in the
recruitment of RAD51, FANCD2 nor 53BP1 was observed in presence of centrosome
amplification. These observations indicate that centrosome amplification does not influence
DNA repair pathways in OVCARS cells at the basal levels.

Then, | focused on conditions treated with carboplatin (Figure 4.2). The levels of
recruitment of RAD51 were slightly increased in response to carboplatin with a mean
integrated intensity of 1,4 at 24h and of 1,90 at 48 hours. However, the overall levels of RAD51
were very low compared to the levels of DNA damage which were ~4 times higher (Figure

4.20).
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Figure 4.2
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Figure 4.2: Centrosome amplification does not modify DNA damage repair capacity in OVCARS cells
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(A- B) Representative images of OVCARS8 cells. Top panels shows merged signals from RAD51 in cyan, and
Cepl192 (in magenta) and y-H2AX (in gray). DNA is shown in yellow. In the panel below, RAD51 is shown
separately. The nuclear area is highlighted by white dashed lines in conditions where it is difficult to identify
nuclei. In second merged panels, FANCD2 (in cyan,) 53BP1 (in gray) and Cep192 (in magenta) are shown. DAPI
is shown in yellow. Below, | FANCD2 and 53BP1 are shown separately. Nuclear area is highlighted by white
dashed lines. (C- E) Dot graphs showing the corresponding values of integrated intensity for RAD51, FANCD2
and 53BP1as indicated. Values for more than 200 cells per replicate, from three independent experiments are
reported for each condition. Data for integrated intensity of the three markers were normalized by the
average of untreated PLK4CtI cells at 24 hours of the respective marker. Statistical test: ANOVA with Sidak’s

multiple comparison tests.

Similarly, higher FANCD2 and 53BP1 recruitment was noticed in the presence of carboplatin
but their overall levels were very low compared to the observed increase in DNA damage
(Figure 4.2D-E). These results suggest that a low level of DNA damage repair is activated in
response to carboplatin in OVCARS cells. Lastly, a slight increase in RAD51 levels was detected
at 48h in carboplatin when combined with extra centrosomes (Figure 4.2C). However, it is
important to mention that in general RAD51 signals were extremely low and so it may
preclude this comparison. FANCD2 and 53BP1 integrated intensity values were not
significantly increased in cells with extra centrosomes (Figure 4.2D-E). Therefore, | think it is
safe to conclude that centrosome amplification does not alter DNA repair in OVCARS cells.
Overall, these findings demonstrate that centrosome amplification does not potentiate the

response to carboplatin through altering DNA damage levels or DNA damage repair.

4.3 Section 4 conclusion: centrosome amplification does not strongly modify the DNA
damage response to carboplatin.

By using IF, | tested if there is a difference in the DNA damage response to carboplatin
in presence of centrosome amplification. | saw no differences in the levels of double strand
break reporter y—H2AX, and no difference in the levels of 3 different DNA repair proteins:
Rad51, 53BP1 and FANCD2. Therefore | conclude that centrosome amplification doesn’t lead

to more death because of a different DNA damage response.
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5 — Consequences of centrosome amplification on chromosomal instability and
aneuploidy

Centrosome amplification is associated with CIN, and indeed | observed by live-imaging that
there is more chromosome mis-segregation in OVCAR8 with centrosome amplification. This
can lead to aneuploidy and could generate stress that might make cells more sensitive to die.
| was therefore interested in defining aneuploidy levels in OVCAR8 cells depending on the

centrosome status.

5.1 Centrosome amplification does not favor micronucleation in OVCARS cells
Mis-segregated chromosomes can generate micronuclei, which are a source of CIN for
the cell in the following mitosis (Zhang et al., 2015; Trivedi et al., 2022). | characterized the
number of micronuclei in OVCAR8 cells according to centrosome status (Figure 5.1). |
incubated cells for 72 hours with 10 ug/ml doxycycline or DMSO to induce centrosome
amplification. Then, | fixed and stained the cells with the DNA die DAPI and an antibody that
recognizes the centrosome marker CEP192 (Figure 5.1A). | quantified the number of cells
containing micronuclei. The number of micronuclei per cell varied. Cells with 1 to 3
micronuclei were frequent but cells with more than 10 micronuclei were also observed.
Interestingly, a significant difference in micronuclei number was not observed according to
the centrosome status as 4% of the cells in control and 7% in cells with centrosome

amplification presented micronuclei (Figure 5.1B-C).
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Figure 5.1: Centrosome amplification does not increase the frequency of micronuclei in OVCARS cells

(A) Schematic representation of the experimental workflow for fixed immunofluorescence imaging. (B)
Representative images of OVCARS cells labeled with antibodies against CEP192 (Cyan). DNA is shown in gray.
White arrow-head indicate micronuclei. (C) Graph bar showing the mean and SEM of cells with micronuclei.
Data are the average of two biological replicates. Numbers on top of the bars represent the number of cells

analyzed. Statistical test: Fisher’s exact test on number of cells with at list one micronucleus.

5.2 Centrosome amplification does not increase aneuploidy in OVCARS cell

Despite not inducing high levels of multinucleation, we nevertheless observe an increase in
CIN in presence of centrosome amplification using live-imaging approaches (Results Section
2.2). We therefore can still not exclude that this increase in the basal level of CIN contributes
to favouring cell death in response to carboplatin by increasing aneuploidy. To directly test
whether centrosome amplification can favor aneuploidy, | treated cells with 10 pg/ml
doxycycline or DMSO as a control for 72 hours (Figure 5.2). The MPS1 inhibitor AZ3146
(MPS1i) was used as positive control at 1uM to induce CIN. G1 cells were FACS sorted for the
3 conditions, followed by DNA single cell sequencing and bioinformatic analysis which were
performed by the laboratory of Floris Foijer (European Research Institute for the Biology of
Ageing, University of Groningen, University Medical Center Groningen, Groningen, The
Netherlands). To evaluate the extent of karyotype alterations, heterogeneity and aneuploidy
scores were calculated as the divergence from the expected ploidy state (expected ploidy =
2N in our case, which correspond to an aneuploid score equal 0,000). As expected, high
divergence from diploid state was noticed in the OVCARS8 cell line control, with aneuploidy
score of 0,734 and heterogeneity score of 0,119. Indeed, the OVCARS8 karyotype is defined as
hyper diploid in the literature and in general, ovarian cancers are characterized by copy
number alterations. (Roschke et al., 2002). In particular, monosomy of chromosome X, 3-
somy of chromosomes 5, 13, 14 and 20 and 4-somy of chromosome 8 was observed.
Moreover, deletions were detected in every chromosome. As expected, in the positive control
with MPS1i, aneuploidy score was slightly increased from 0,734 to 0,757 and heterogeneity
score was doubled (0,283). Monosomy of chromosome X, 3-somy of chromosomes 5, 13,14
and 20 and 4-somy of chromosome 8 were maintained. OVCARS8 cells with centrosome
amplification displayed an aneuploidy score of 0,747 and a heterogeneity score of 0,137.
Neither the aneuploidy or heterogeneity scores show a strong deviation in presence of

centrosome amplification, compared to the scores observed in the DMSO control.

162



Figure 5.2
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Figure 5.2: Centrosome amplification does not favor the generation of aneuploidy in OVCARS cells

(A) Schematic representation of the workflow for DNA single cell sequencing. Image modified from (Bakker

et al., 2016). (B) Genome-wide copy number profile of G1 OVCARS cells for each of the three conditions
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indicated. Each row represents a cell with chromosomes plotted as chromosomes. On top, the respective
chromosome number is indicated. Copy number states are depicted in different colors. Cells are clustered
based on the similarity of their copy number profile. (C) Table reporting values for each condition of the
expected ploidy levels, aneuploidy and heterogeneity scores. The extent of aneuploidy is measured as the
divergence of a given chromosome from the normal euploid state. At the cell population level, heterogeneity
is measured as the number of cells with a distinct copy number profile within the population. More details

are provided in material and methods chapter.

In conclusion, these findings indicate that centrosome amplification does not lead to a
significant increase in the occurrence of aneuploidy in OVCARS8 cells, making it unlikely that

this contributes to enhancing cell death in response to chemotherapy.

5.3 Section 5 conclusion: centrosome amplification does not increase aneuploidy in OVCAR8

| used different methods to study if centrosome amplification increases aneuploidy in
OVCARS8 which already presents considerable CIN. | observed that centrosome amplification
does not increase the proportion of cells with micronuclei. Using single-cell whole-genome
sequencing in collaboration with the team of Floris Foijer, | observed that the aneuploidy and
heterogeneity scores for OVCARS8 are not strongly increased in presence of centrosome

amplification.
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Chapter 4 - Discussion
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Centrosome amplification and chemotherapy

Centrosome amplification is viewed as a detrimental condition in healthy cells, whereas its
role in cancer has been hypothesized to favor response to chemotherapy by promoting
overall levels of CIN and aneuploidy (Basto et al., 2008a; Coelho et al., 2015; Raff dan Basto,
2017; Sergin et al., 2016; Ganem et al., 2009). Furthermore, centrosome amplification has
been associated with favoring cell invasion by affecting cellular homeostasis (Arnandis et al.,
2018; Godinho et al., 2014). Centrosome amplification has been detected in several types of
cancer cell lines, EOC included (Marteil et al., 2018), and in vivo in EOC tumors (Morretton et
al., 2022). However, the role of centrosome amplification on the response to chemotherapy
has mostly been analyzed according to its role against antimitotic drugs, and their capacity to
inhibit centrosome clustering and thus multipolarity (Weaver, 2014b; Zasadil et al., 2014b).
On the contrary, how centrosome amplification influence DNA damage inducing agents, the
other class of drugs currently used as first-line chemotherapy to treat EOC patients (Ozols et
al., 2003a), has received less attention.

During my PhD | showed how centrosome amplification can counter-intuitively favor
the response to chemotherapy in EOC cell lines. Moreover, | showed that centrosome
amplification favors the response to the combination of paclitaxel and carboplatin through
the induction of a particular mitotic phenotype: multipolar divisions. On the contrary,
centrosome amplification favored the response to carboplatin treatment alone. My work
contributed to rule out the influence of certain mechanisms currently described in the
literature. In fact, even if centrosome amplification represents a form of stress for the cell,
their effect when combined with carboplatin does not result from increased mitotic errors,
or DNA damage, defects in DNA damage repair, neither from increased frequencies of
aneuploidy or CIN.

As previously mentioned centrosome amplification has been associated to favor
tumor progression. My results indicate that centrosome amplification favors the response to
carboplatin and paclitaxel, both individually or in combination, in two out of the three EOC
cell lines: OVCAR8 and COV504. Differences in the response to chemotherapy in SKOV3
compared to the two other cell lines, might be explained by several factors. Differences in
genetic background can impact the response to chemotherapy. In particular it has been

shown that cells display both intra-line and interline variation to taxanes (Gascoigne dan
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Taylor, 2008b). These observations add complexity to identify different cell behaviors in the
analyzed cell lines. Another factor that may influence the response to chemotherapy and
centrosome amplification related with cell identity and its origin. The SKOV3 cell line was
derived from ascite cultures (representing metastatic capacity), whereas OVCAR8 and
COV504 were derived from the ovary epithelium. Further, it is important to take into account
that HGSOCs which represents 80% of EOC, are characterized by high levels of chromosome
copy number alterations and so wide-spread genetic differences(Kurman, 2013; Lisio et al.,
2019b; Ciriello et al., 2013a), which may contribute to the response of centrosome
amplification and chemotherapy. These may be translated in changes in copy number or
expression of genes related DNA repair, cell cycle regulation and progression or stress
responses to name a few.

Among them, an important difference which could influence the response to
chemotherapy concerns TP53 status (Boutelle dan Attardi, 2021). TP53 has been described to
be mutated in all the three cell lines used in the study, even if the mutations reported differ
in each cell line (O’Connor et al., 1997; Cho et al., 1994; Beaufort et al., 2014). Indeed, these
mutations results in the expression of different p53 protein variants and absence of p53
expression in the SKOV3 cell line, as shown though western blots performed by my colleague
Frances Edward(Edwards et al., 2023). Even if p53 is expressed and can be phosphorylated on
Serin15, which is an event important for its stabilization, it is interesting to note that OVCARS8
cells proliferate in these conditions. Further, this also shows that this mutant isoform does
not respond to centrosome amplification. Indeed, centrosome amplification has been shown
to induce a p53 dependent cell cycle arrest in human cells (Holland et al., 2012b). It would be
interesting to investigate which p53 mutant isoforms are permissive for cell proliferation in
the presence of extra centrosomes. This could be achieved by inducing centrosome
amplification in a large group of cancer cell lines while characterizing TP53 and p53 isoforms
through DNA sequencing and protein expression levels. Moreover, analysis of the whole
genome and transcriptome in the different EOC cell lines, via DNA and RNA single cell

sequencing would provide useful information to this comparison.
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Impact of chemotherapy in EOC cell lines

Paclitaxel it is an antimitotic agent, which binds and stabilize microtubules (Sharma et al.,
2013a; Zasadil et al., 2014b). On the other hand carboplatin belongs to platinum based drugs
which induce DNA damage (Kelland, 1993; Pinto dan Lippard, 1985; Szefler et al., 2021).
Through live-imaging, | showed that centrosome amplification favors the response to
combined chemotherapy mainly by favoring multipolar divisions. Increased multipolar
divisions are more likely the results of paclitaxel disrupting the clustering process in cell with
extra centrosomes. Indeed, paclitaxel has been previously shown to induce multipolar
divisions as a mechanism of action, at the clinical relevant doses (Zasadil et al., 2014b).
Moreover, this phenotype has been shown to be exacerbated by presence of centrosome
amplification in breast cancer cell lines (Scribano et al., 2021). Besides multipolar divisions,
recent findings suggests also a role for taxanes in the modification of the tumor
microenvironment and immune response as a mechanism to drive apoptosis in vivo (Vennin
etal., 2023; Volk-Draper et al., 2014). Interestingly, in the SKOV3 cell line | detected high levels
of multipolar divisions already in control cells (without PLK4 over-expression) in response to
combined chemotherapy. This increased sensitivity may partially explain the lack of effect in
cell death levels according to centrosome status. However, it remains to be explained the
lack of effect in terms of paclitaxel sensitivity. Differences in centrosome clustering capacity
do not seem a likely explanation because comparable clustering was noticed in the three cell
lines used in this study. Indeed, even if slight differences in clustering were detected, this did
not result in significant differences in the frequency of multipolar divisions. Another
possibility is that OVCARS8 cells may have already developed some degree of resistance to
paclitaxel whereas this is not the case for SKOV3 cells. Nevertheless, this explanation does
not see likely since according to data found in the literature, these cells have been solely
described as carboplatin resistant, since they were derived from one patient with EOC
refractory to carboplatin treatment (Godwin et al., 1992; Schilder et al., 1990).

The impact of centrosome number during carboplatin remains much less explored.
Carboplatin forms DNA crosslinks, which cause replication stress and DNA damage (Kelland,
2007; FIchtlnger-schepman et al., 1995). This can lead to the generation of DNA bridges during
mitosis (Chan et al., 2009b). Centrosome amplification could in principle impact the geometry

of mitosis contributing to clustering efficiency. Unexpectedly, our data suggests that
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centrosome favors carboplatin response independently of mitotic errors. Indeed, both
normally dividing cells or in cells presenting mitotic defects, cell death was enhanced in
response to carboplatin when extra centrosomes were present. It is important to mention
that | could not exclude other types of mitotic errors, which remained undetected through
the live-imaging approaches used in this study. In this respect, would be important to
characterize ultrafine bridges, which can be investigated via imaging of PICH and BLM
proteins.

The main principle of action of Carboplatin results from the generation of DNA
damage, in particular generation of double strand breaks (Kelland, 2007). Centrosomal
proteins have been described to colocalize with several proteins involved in DNA damage
signaling pathways, even if a direct link with of activation of DNA damage response has not
been established (Mullee dan Morrison, 2015). My results show however, that an increase in
double strand breaks was not detected in OVCARS cells in the presence of extra centrosomes,
and with without carboplatin. Because DNA damage can lead to further errors during
chromosome segregation, it is of highly importance for the cell to detect and repair DNA
damage before mitosis. Non-homologous end joining (NHEJ) and homologous recombination
(HR) are the main repair pathways in response to double strand breaks. These pathways are
regulated in a cell cycle dependent manner (West, 2003; Ahnesorg et al., 2006; Bennett et al.,
2013; Frank-Vaillant dan Marcand, 2002; Ira et al., 2004). My results indicate that the
recruitment of proteins involved in NHEJ pathways is not enhanced when extra centrosomes
are present. Levels of HR recruitment were slightly higher in the presence of extra
centrosomes. However, the overall levels of proteins involved in DNA damage repair pathway
remained very low in OVCARS cells and do not appear to be sufficient to justify the difference
in cell death observed in response to carboplatin and centrosome amplification. Overall, these
results suggest low DNA damage capacity repair, which is often observed in ovarian cancer
cells and patients (Alsop et al., 2012; Walsh et al., 2010; Kondrashova et al., 2018; Bell et al.,
2011; Nelson et al., 2020).

Altogether, these results show that centrosome amplification does not favor the
response to carboplatin by increasing the levels of DNA damage or decreasing the capacity to
undergo DNA repair. Even if other repair pathways may be involved like nucleotide excision
repair (NER- which is involved in the removal of crosslinks) (Sancar et al., 2004), we excluded

this possibility by analyzing the main DNA damage effectors. Immunoblots performed by
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Frances Edwards showed indeed comparable levels of p53 and CHK1 between control an
treated cells (Edwards et al., 2023). To understand if this enhanced effect of centrosome
amplification can be applied to DNA damage inducing agents in general, it would be

interesting to test other DNA damaging agents in cells with centrosome amplification.

Cell cycle

The presence of centrosome amplification decreases proliferation rate without
impacting cell death levels. Moreover, centrosomes have been described to colocalize with
cell cycle markers (Mullee dan Morrison, 2015). In particular, centrosome amplification has
been reported to increase mitotic duration because it takes more time to satisfy the
SAC(Ganem et al.,, 2009; Basto et al., 2008; Kwon et al., 2008).My data confirmed that
centrosome amplification influence cell cycle duration by increasing mitotic duration. We
hypothesized that this increase in mitotic duration could participate in favoring cell death in
the presence of carboplatin, reasonably by activating the mitotic stopwatch pathway. The
Stopwatch mechanism relies on the activation of 53BP1-USP28-p53 to activate apoptosis
(Lambrus dan Holland, 2017; Uetake dan Sluder, 2010a). This hypothesis did not see likely
because the increased mitotic length of ~40 minutes induced by centrosome amplification is
inferior to what has been described in the literature to induce cell death (Uetake dan Sluder,
2010a). Nevertheless, this hypothesis was tested by my colleague Frances Edwards(Edwards
et al., 2023), using a strategy where cells were treated with either MPS1 inhibitor or with
CENP-E inhibitors to modulate mitotic duration (Bennett et al., 2015; Bolomsky et al., 2020).
MPS1 is a member of the SAC and CENPE is a plus-end directed kinesin-7 motor protein,
required for chromosome alignment during mitosis (Weaver et al., 2003). But even if mitotic
duration was altered with these drugs, an increase in apoptosis was not noticed in OVCAR-8
cells. These data, lead us to refute the possibility of centrosome amplification favoring
response to carboplatin by altering mitotic duration. On the contrary | could not conclude
about the contribution of centrosome on interphase duration, because it appeared to be
lineage dependent. Indeed, in OVCARS cells with centrosome amplification an increased
interphase lengthening in the lineage expressing H2B-RFP PCNAmMIRFP was seen, which was
not confirmed in the FUCCI expressing cell line. To further address this question and detect

possible differences, it would be important to film cells with a lower time resolution.
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| also tested whether extending G1 phase by treating cells with CDK4/6 inhibitors
Palbociclib or Abemacicli, could contribute to OVCAR-8 cell death with extra centrosomes.
However, preliminary data (not presented here) showed no effect of these drugs on the
OVCARS cell cycle. This is probably explained by the fact that CCNE1, Cyclin E gene, has been
described be amplified (Au-yeung et al., 2018). It is therefore tempting to speculate that
increased levels of cyclin E may represent the underlying OVCARS8 resistance to CDK4/6
inhibition.

Carboplatin is described to bind DNA and form crosslinks all along the cell cycle
(Kelland, 2007). However, to display its effect in inducing DNA damage it is thought that cells
have to pass through S-Phase to replicate their DNA. My results show that carboplatin,
besides inducing cell death, induces cell cycle length extension or arrest in S/G2 phase. This
coincides with what has been described in literature for most cell lines (Siddik, 2003b).
Moreover, cells which received carboplatin in S/G2 phase tend to perform at least one mitosis
before arresting in the following S/G2 phase. In contrast, cells were exposed to carboplatin
early in the cell cycle during G1, frequently arrested or died without undergoing mitosis. This,
further suggests that cells have to pass through S-Phase, at least once, for observing the effect
of carboplatin. It is reasonable to hypothesize that the arrest occurs as a consequence of
checkpoint activation, for cells to prevent entry in mitosis in order to amplify the extent of
damage. We do not know what is the contribution of p21/p53 in this arrest even if both
proteins are expressed. An interesting question is how can mutated p53 allow cells with extra
centrosomes to proliferate even if it induces arrest in the presence of carboplatin and DNA

damage.

Chromosome segregation errors

Chromosome mis-segregation can generate micronuclei and aneuploidy progeny,
which are a source of chromosome instability (CIN) in daughter cells (Zhang et al., 2015;
Trivedi et al., 2022). Increased CIN is suggested to be one of the mechanism through which
centrosome amplification favor cancer progression (Coelho et al., 2015; Levine et al., 2017,
Sergin et al., 2016). Centrosome amplification favors CIN by promoting merotelic attachment
(Ganem et al., 2009; Cimini et al., 2003a). Even if CIN levels can be positive for cancer

progression, high levels can also be detrimental (Chin et al., 1999a; Girish et al., 2023;
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Greenberg et al., 1999a; Rowald et al., 2016; Rutledge et al., 2016b; Silk et al., 2013; Sotillo et
al., 2007b; Yona et al., 2012). We tested the possibility that centrosome amplification favors
the response to chemotherapy by favoring CIN. However, our data suggest that centrosome
amplification contribution to CIN is very small. Thus, even if centrosome can induce CIN it
does not seems sufficient to explain the difference detected in terms of cell death in response
to carboplatin. Increased CIN can also favor aneuploidy (Garribba et al., 2023; Passerini et al.,
2016). However, our data indicates that it is not the case. This maybe due to the fact that
OVCARS cells have already a highly heterogeneous karyotype. It would be interesting to test
how centrosome amplification affect karyotype by DNA single cell sequencing or FISH
techniques in different cancers cell lines, in response to centrosome amplification. In

particular cancer cell lines with a less heterogeneous karyotype and a more stable genome.

Main conclusions and future directions
The results obtained during my PhD show that centrosome amplification represents a stress
factor which can enhance the response to paclitaxel and carboplatin via different
mechanisms, not fully understood. The possibility that centrosome amplification represents
an additional stress is supported by findings describing centrosome amplification resulting in
Reactive Oxygen Species increase favoring invasive behaviors in both a cell-and non-cell
autonomous manner (Arnandis et al., 2018). To understand the extension of centrosome
amplification in favoring response to chemotherapy, it would be interesting to test if
centrosome amplification can induce increase cell death also in cells naturally having extra
centrosomes and in other cancer cell lines or cancer types. Moreover, studies in patient
tissues would also provide valuable information. To help such studies, developing methods to
automatically screen and count centrosomes, which seems reachable with future
improvement of artificial intelligence would be very important. Identification of centrosome
amplification as a vulnerability of cancer cells in response to chemotherapy, instead of only
favoring cancer progression add more complexity to this centrosome number alterations.

A limitation of this study is related with the fact that we used the over-expression of
PLK4. | tried to overcome this limitation by inducing centrosome amplification through a
different strategy. | generated OVCARS cell lines inducible for the over-expression of SAS-6

or its mutated form AKEN-SAS-6 , which stabilizes this protein and can induce centrosome
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amplification (Strnad et al., 2007; Leidel et al., 2005). However, this strategy only generated
very low levels of centrosome amplification.

Altogether, my research contributes to the understanding of the role played by centrosome
amplification in EOC cells. Moreover, it shows that presence of extra centrosomes favors the
response to different types of chemotherapy in an unexpected way, in EOC cells. This work
contribute to highlight the interest of further investigation of the role of centrosome

amplification also in vivo and in other tumor types.
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