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Abstract

Behavioral biometrics offers new prospects for strengthening security and enhancing the

user experience by analyzing users’ interactions with IT systems. So it is an approach for

identification and authentication based on the analysis of users’ interactions with computer

systems. While it can enhance security and improve the user experience, it raises privacy

concerns. This Ph.D. thesis proposes a generic method for analyzing behavioral biomet-

rics, with applications such as keystroke dynamics and human activities. Additionally, it

also explores the effectiveness of Classical Machine Learning techniques for identification,

as well as Deep Learning methods for user authentication based on their behaviors, with a

focus on human activity on smartphones and keystroke dynamics on laptops. This Ph.D.

thesis also proposes an innovative method for processing raw biometric data considered

as time series. This provides far results to those already available. The time series pro-

cessing consists of transforming the behavioral biometric raw data into a 2D image color.

This transformation process keeps all the characteristics of the behavioral signal. Time

series does not receive any filtering operation with this transformation and the method

is reversible. This signal-to-image transformation allows us to use the 2D convolutional

networks to build efficient deep feature vectors. This allows us to compare these feature

vectors to the reference template vectors to compute the performance metric. We evaluate

the performance of the authentication system in terms of Equal Error Rate (EER) on

benchmark datasets and we show the efficiency of the approach. The results demonstrate

that these approaches can achieve good performance, but also highlight potential privacy

issues. It shows the effectiveness of this innovative approach in enhancing security with-

out disrupting the user experience. Data security is crucially important in ensuring the

safety of users and the confidentiality of their information in the field of cybersecurity.
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This is why many companies have begun to implement authentication systems to control

and restrict access to their data. However, some traditional authentication methods have

proved insufficient to ensure adequate data protection, which is why behavioral biometrics

has gained importance. Despite promising results and a wide range of applications, bio-

metric systems remain vulnerable to malicious attacks, particularly presentation attacks.

That is why, in this Ph.D. thesis, we set out to deploy a presentation attack against an

authentication system based on behavioral biometrics. Our approach is to use the most

popular temporal adversarial generators (TimeGAN) to create synthetic behavioral bio-

metric data, which could be used to impersonate an authorized user. These synthetic

data are generated while preserving temporal dynamics, meaning that new sequences re-

spect the original relationships between variables over time. Finally, we validated both

the original data and the synthetic behavioral biometrics generated. This validation was

carried out using qualitative and quantitative similarity measures, as well as by assessing

predictive ability. In addition, an authentication system was set up to assess the effec-

tiveness of the data generated. The results obtained, together with a visual inspection,

indicate that TimeGAN can indeed generate behavioral patterns that can be used to fool

and consequently test behavioral authentication systems.

Keywords: Behavioral Biometrics; Cybersecurity; Identification; Authentication; Time

series to Image; Synthetic Behavioral Biometrics; Presentation Attack Instrument.



Résumé

La biométrie comportementale offre de nouvelles perspectives pour renforcer la sécurité et

améliorer l’expérience utilisateur en analysant les interactions des utilisateurs avec les

systèmes informatiques. Il s’agit donc d’une approche pour l’identification et basée

sur l’analyse de ces interactions. Bien qu’elle puisse renforcer la sécurité et améliorer

l’expérience utilisateur, elle soulève des préoccupations en matière de vie privée. Cette

thèse de doctorat propose une méthode générique pour analyser des séries temporelles

en biométrie comportementale, avec des applications telles que la dynamique de frappe

au clavier et les activités humaines. De plus, elle explore également l’efficacité des tech-

niques d’apprentissage machine classiques pour l’identification, ainsi que des méthodes

d’apprentissage profond pour l’authentification des utilisateurs basée sur leurs comporte-

ments, en mettant l’accent sur l’activité humaine sur les smartphones et la dynamique de

frappe sur les ordinateurs portables. Les données biométriques comportementales étant

représentées par des series temporelles, ces signaux peuvent donc subir des opérations

de traitement de signal. Le traitement des séries temporelles consiste à transformer les

données biométriques comportementales (considérées comme une série temporelle) en une

image couleur 2D. Ce processus de transformation conserve toutes les caractéristiques du

signal comportemental, sans aucune opération de filtrage. Cette transformation signal-

en-image nous permet d’utiliser des réseaux de convolution 2D pour créer des vecteurs

de caractéristiques profonds efficaces. Cela nous permet de comparer ces vecteurs de

caractéristiques avec les vecteurs de modèles de référence pour calculer la performance.

Nous évaluons la performance du système d’authentification en termes de Taux d’Égal

Erreur (TÉE) sur des ensembles de données de référence, et nous montrons l’efficacité

v



Contents vi

de l’approche. Les résultats montrent que ces approches peuvent obtenir de bonnes per-

formances, mais soulignent également des problèmes potentiels de confidentialité. Cela

démontre l’efficacité de cette approche innovante pour renforcer la sécurité sans perturber

l’expérience utilisateur. La sécurité des données est cruciale pour garantir la sécurité des

utilisateurs et la confidentialité de leurs informations dans le domaine de la cybersécurité.

C’est pourquoi de nombreuses entreprises ont commencé à mettre en place des systèmes

d’authentification pour contrôler et restreindre l’accès à leurs données. Cependant, les

méthodes d’authentification traditionnelles se sont révélées insuffisantes pour assurer une

protection adéquate des données, c’est pourquoi la biométrie comportementale a gagné

en importance. Malgré des résultats prometteurs et une large gamme d’applications,

les systèmes biométriques restent vulnérables aux attaques malveillantes, en particulier

les attaques par présentation. C’est pourquoi, dans cette thèse de doctorat, nous nous

sommes fixé pour objectif de déployer une attaque par présentation contre un système

d’authentification basé sur la biométrie comportementale. Notre approche consiste à

utiliser les générateurs adverses temporels les plus populaires (TimeGAN) pour créer des

données biométriques comportementales synthétiques, qui pourraient être utilisées pour

se faire passer pour un utilisateur autorisé. Ces données synthétiques sont générées tout

en préservant les dynamiques temporelles, ce qui signifie que les nouvelles séquences re-

spectent les relations originales entre les variables au fil du temps. Enfin, nous avons validé

à la fois les données originales et les données biométriques comportementales synthétiques

générées. Cette validation a été réalisée en utilisant des mesures de similarité qualita-

tives et quantitatives, ainsi qu’en évaluant la capacité prédictive. De plus, un système

d’authentification a été mis en place pour évaluer l’efficacité des données générées. Les

résultats obtenus, associés à l’inspection visuelle, indiquent que TimeGAN peut en effet

générer des modèles comportementaux pouvant être utilisés pour tromper et tester les

systèmes d’authentification comportementale.

Mots clés: Biométrie comportementale; Cybersécurité; Identification; Authentification;

Série temporelle; Signaux Comportementaux Synthétiques; Instrument d’Attaque par

Présentation.
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Introduction

The proliferation of biometric technology has opened the way for innovative and secure

identification and authentication methods. Biometric technology includes a wide range

of techniques and methodologies for recognizing and verifying individuals on the basis

of their unique physiological or behavioral characteristics [Mekruksavanich and Jitpat-

tanakul, 2021, Piugie et al., 2022]. In our exploration, we examine the enrolment, ver-

ification, and identification processes, as well as the architectural aspects of biometric

systems. A deeper understanding of these elements is essential to grasp the nuances of

behavioral biometric certification. Behavioral biometrics, a subset of biometrics, focuses

on the unique behavioral patterns of individuals, such as keystroke dynamics, gait recogni-

tion, and so on. The motivation behind the use of behavioral biometrics lies in its potential

to offer increased security, convenience, and versatility in a variety of fields. As technology

advances, it becomes essential to understand the certification of these systems.

Certification of behavioral biometrics systems is a crucial aspect in the field of biomet-

ric technology, as it guarantees the accuracy and reliability of these systems for various

applications. In this comprehensive introduction, we look at the background, motiva-

tion, assessment methods, and standards associated with the certification of behavioral

biometrics, in order to highlight the importance of this field.

1
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Assessing the performance of biometric systems is a fundamental step in certification.

We look at the general methods used to assess the effectiveness of behavioral biometric

systems. This includes assessing factors affecting system performance, measuring the

quality of behavioral biometric models, and exploring techniques for generating logical

attack bases.

The FIDO alliance, a leading organization in the field of authentication, has defined cer-

tification criteria for biometric systems. We also examine FIDO’s biometric certification

standards, giving an overview of their performance measurement and presentation of at-

tack detection criteria. Understanding these standards is essential, as they influence the

certification of behavioral biometric systems.

Another important standard in the field of behavioral biometrics is ISO/IEC 39794-17. We

do examine the foreword, description, gait recognition data models, and gait recognition

data flow as described in this standard. Understanding this standard is essential for

aligning behavioral biometrics systems with global benchmarks.

The aim of this global study is threefold. Firstly, we seek to assess the various factors

affecting the performance of behavioral biometrics systems. Secondly, we aim to establish

methods for measuring the quality of behavioral biometric models. Finally, we aim to

explore the generation of logical attack bases to improve the security of behavioral bio-

metric systems. These objectives form the core of our research and guide our exploration

throughout this study.

The objective of this thesis is to evaluate the factors influencing the performance of be-

havioral systems, define the quality of behavioral biometric models, and generate logical

attack bases for these systems. These elements contribute to the overall understanding of

the evaluation of behavioral biometric systems and their secure use in various domains.

In the field of biometrics, multimodal systems that combine several biometric features

for authentication are gaining importance. We discuss decision-level fusion, score-level

fusion, feature-level fusion, and sample-level fusion, all of which are crucial aspects of

testing multimodal biometric implementations. Understanding these fusion techniques is

essential for achieving robust and reliable biometric systems.
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This introductory section provides an overview of the essential topics that are covered in

our comprehensive study on the certification of behavioral biometric systems. We take

a closer look at each of these areas, shedding light on the intricacies and significance of

behavioral biometrics in the modern world of authentication and identification.

We take a closer look at each of these areas, highlighting the subtleties and importance of

behavioral biometrics in the modern world of authentication and identification.

This work is a CIFRE 1 Ph.D. thesis (joint collaboration with a company) between the

Biometric team at Fime SAS and the SAFE 2 team of the GREYC laboratory at ENSI-

CAEN in Normandy University. Fime SAS is a company of Card payment and Biometrics

(Facial, Fingerprint, Iris, Voice, Palm Vein systems) tests for certifications in France. It is

one of the world’s leading testing products for a wide range of customers and technologies

with a gained know-how from over 20 years of testing products. The GREYC is a computer

science research laboratory dedicated to modeling, methodological research, and practi-

cal application in the digital sciences. GREYC is renowned for its original contributions,

hardware and software developments, validated experiments, as well as its interdisciplinary

collaborations in the fields of human and social sciences, and the interaction between com-

puter science, mathematics, and engineering sciences. It is also recognized for its concrete

achievements thanks to solid academic and industrial partnerships.

Thesis outline

In Chapter 1, we lay the foundation by looking at the essential background of behavioral

biometrics in the context of certification. We begin with an introduction to set the stage

for our exploration, followed by an examination of the motivation driving research and

development in this field. We look at the intricacies of biometric technology, including

enrolment, verification, and identification, as well as the architectural aspects of biometric

1CIFRE stands for Convention Industrielles de Formation par la REcherche, i.e. Industrial Agreement
of Training through Research. The research undertaken by a CIFRE fellow is within the framework of
a public and private partnership between a French company and a laboratory and is formulated by both
parties.

2Normandie Université, UNICAEN, ENSICAEN, CNRS, GREYC, 14000 Caen, France
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systems. We also discuss the evaluation of biometric systems, outlining the general meth-

ods used to assess their effectiveness. Furthermore, we explore the standards and criteria

set by organizations such as FIDO Alliance and ISO/IEC 39794 − 17, shedding light on

their roles in the certification of Behavioral Biometrics.

Chapter 2 embarks on a comprehensive description of behavioral biometrics. First, we

trace the evolution of biometric solutions, highlighting the transition to more subtle,

behavior-based methods. We look at the objectives and issues involved in collecting be-

havioral biometric data, highlighting the challenges in terms of privacy and regulatory

compliance. This analysis is complemented by an in-depth exploration of the main modal-

ities of behavioral biometrics, its benefits, and a literature review. We also discuss the

collection and analysis of behavioral biometric data, looking at collection methods, the

types of sensors used and the precautions needed to guarantee data quality and security.

Finally, we explore current applications and emerging trends in behavioral biometrics, ex-

amining its role in security and health, while identifying the potential limitations and risks

associated with its use. We conclude this chapter by highlighting recent developments that

are shaping this constantly evolving field.

Chapter 3 explores the transactional applications of behavioral biometrics with a focus

on identification and authentication. We provide an overview of this segment, setting

the stage for our in-depth exploration. It delivers the intricacies of related works in ar-

eas like time series analysis, human operations, and keystroke dynamics. A proposed

architecture is presented, including the features generation, identification, authentication,

and matching algorithms. We elucidate the experimental protocol, detailing the datasets

used, performance metrics, pre-trained models, and classifier parameters. The chapter

then looks at user identification, touching on classical machine learning and deep learning

techniques, and engaging in discussions around these methodologies. User activity authen-

tication is studied, with a review of performance expectations, single-activity performance,

and multi-activity scenarios. Finally, user key authentication is discussed, with an analysis

of performance on different datasets and scenarios.

Chapter 4 addresses the innovative field of synthetic behavioral biometric data generation

using generative adverbial networks (GANs). We provide an overview of this cutting-edge
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approach, followed by an introduction that contextualizes the importance of synthetic data

generation. We review related work in the field and delve deeper into the principles and

architecture of generative adversarial networks (GANs). We also explore TimeGAN, a

specialized methodology for synthetic signal generation, including its learning process and

techniques for improving signal generation. An important section is devoted to metrics

for evaluating the models used to generate synthetic signals, including the performance

evaluation of TimeGAN. Applications of synthetic signal generation are discussed, and the

chapter ends with a stimulating discussion and a general conclusion.

Finally, the conclusion and ways of improving this exploratory work are discussed.



CHAPTER 1

Background: Certification of

Behavioral Biometrics Systems

6
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Summary

The introductory chapter sets the context for the certification of behavioral biometrics

systems. It begins with an introduction to our exploration, followed by a review of the

underlying motivations for research in this area. We then explore key aspects of bio-

metric technology, including enrolment, verification, identification, and the architecture of

biometric systems. The evaluation of biometric systems is also covered, as well as the stan-

dards set by organizations such as FIDO Alliance and ISO/IEC 39794-17 for certification

in behavioral biometrics.

Keywords: Biometric technology; Enrolment; Verification; Identification; FIDO Alliance;

Certification.
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1.1 Introduction

The development of behavioral biometrics, which relies on user behavioral characteristics

for authentication and identification, is gaining interest in the cybersecurity field. How-

ever, the evaluation and certification of these systems remain a major challenge for their

widespread adoption. In this chapter, we explore the context for the certification of behav-

ioral biometric systems. We examine the motivations and criteria for evaluating biometrics

systems, as well as the standards established by organizations such as FIDO and ISO/IEC.

We also discuss the objectives of certification and the methods used to evaluate the per-

formance of behavioral biometrics models. Finally, we discuss the basics of logical attacks

for behavioral biometrics systems.

1.2 Motivation and biometric technology

1.2.1 Motivation

Biometrics is today an indispensable tool for identification and authentication. It can be

found in smartphones, in access to secure sites, in public identification systems in certain

countries, etc.

Etymologically, the word biometrics means the study of living things. A biometric char-

acter is a unique and universal character. The CNIL 1, known as the French National

Commission for Information Technology and Freedoms (primarily focuses on fostering the

ongoing growth of new technologies and actively contributes to the establishment of digi-

tal ethics) defines biometrics as the set of computer techniques that allow the automatic

recognition of an individual based on his or her characteristics from different modalities:

physical, biological, or behavioral. Biometric characteristics are therefore traits that can

be found in any individual but which are different from one person to another. The study

of human behavior has shown that certain characteristics are specific to each individual,

and can be used for authentication [Li et al., 2021]. Today, there are many solutions

1https://www.cnil.fr/en
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such as keyboard typing dynamics [Migdal, 2019a, Ayotte et al., 2021b], mouse movement

dynamics [Moskovitch et al., 2009, Monaro et al., 2020], accelerometer and position sen-

sors on smartphones, and movement sensors on the screen of smartphones [Rayani and

Changder, 2023], etc.

Extensive scientific research has been undertaken to establish methodologies for evaluating

biometric systems and attack methods for morphological modalities such as fingerprint,

face, or iris [Marcel et al., 2019, Tolosana et al., 2019]. Organizations such as the FIDO

Alliance have been working also to set requirements for the evaluation of performance and

the presentation of attack detection. Few works have been done on generating repeatable

attack systems for behavioral biometrics as well as evaluating its performance and factors

influencing the quality of behavioral signals. However, these biometric modalities achieve

worse performance than morphological ones and are often easy to attack. As an example,

an attack on a system based on the recognition of keystroke dynamics can be summed up

by the impostor entering text on a keyboard, as well as capturing the typing dynamics.

This Ph.D. thesis proposes to make three scientific contributions for the evaluation of

behavioral biometrics systems. The biometrics modalities concerned are the keystroke

dynamics typing [Giot et al., 2009b], and gait from mobile signals [Gafurov, 2007] on

human activity.

1.2.2 Biometric technology

1.2.2.1 Enrollment, verification, and identification

Biometric systems operate in three modes: enrollment, verification/authentication, and

identification:

• Enrollment

Enrollment is the first phase of any biometric system. It is the stage at which a

user is registered in the system for the first time. It is common for both verification

and identification. During enrollment, the biometric characteristic is measured using

a biometric sensor to extract a digital representation. This representation is then
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reduced, using a well-defined extraction algorithm, to reduce the amount of data to be

stored, thus facilitating verification and identification. Depending on the application

and the level of security required, the biometric template selected is protected (such

as encrypted) and stored either in a central database or on a personal element specific

to each individual;

• Verification

Verification of identity involves checking whether the individual using the system is

who he or she claims to be. The system compares the biometric information acquired

with the corresponding biometric reference template stored in the database, known

as one versus one (1 vs. 1). In this case, the system returns only a binary decision

(yes or no), which can be weighted. The verification process can be formalized as

follows: given the input vector CU defining the biometric characteristics of user U

extracted by the system, and MU its biometric model stored in the database, the

system returns a Boolean value following the computation of the function f defined

by:

f(CU ,MU ) =


1 if S(CU ,MU ) ≥ θ

0 elseif

(1.1)

where S is the similarity function defining the correspondence between the two bio-

metric vectors, and θ is the decision threshold at which the two vectors are considered

identical;

• Identification

In identification mode, the biometric system determines the user of an unknown

individual from a database of identities, known as a one-to-all (1 vs N) test. In this

case, the system can either assign the unknown individual the user corresponding

to the closest profile found in the database (or a list of close profiles) or reject the

individual. The identification process can be formalized as follows: Given an input

vector CU defining the biometric characteristics extracted by the system when a

user U presents himself to it, identification amounts to determining the identity of

It, t ∈ {0, 1, . . . , N} where I1, . . . , IN are the identities of users previously enrolled
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in the system, and I0 indicates an unknown user. The identification function f can

thus be defined by:

f(CU ) =


Ik if max1≤k≤N S(CU ,Mk) ≥ θ

I0 elseif

(1.2)

where Mk is the biometric model corresponding to identity Ik, S is the similarity

function, and θ is the decision threshold.

1.2.2.2 Architecture of a biometric system

The architecture of a biometric system contains five modules, as shown in Figure 1.1:

Figure 1.1: Generic architecture of a biometric system (extract from International Or-
ganization for Standardization ISO/IEC 19795-1) [ISO 19795-1, 2021].

1. The capture module acquires biometric data and extracts a digital representation.

This representation is then used for enrolment, verification, or identification. The

biometric sensor can be contact or contactless;

2. The signal processing module, reduces the extracted digital representation in order to

optimize the amount of data to be stored during the enrolment phase or to facilitate
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processing time during the verification and identification phase. This module can

have a quality test to check the biometric data acquired;

3. The storage module containing the biometric templates of enrolled system users;

4. The similarity module, which compares the biometric data extracted by the fea-

ture extraction module with one or more previously stored templates. This module

determines the degree of similarity (or divergence) between two biometric vectors;

5. The decision module determines whether the returned similarity index is sufficient

to determine the identity of an individual.

1.3 Evaluation of biometric systems: general method

The aim of biometric system evaluation is to reduce limitations (performance, cultural

limitations, vulnerability to specific attacks). The evaluation of these systems is generally

carried out according to three evaluation aspects, as shown in Figure 1.2.

Figure 1.2: Evaluation aspects of biometric systems.

In order to compare various biometric systems, whether they belong to the same or different

modalities, it is essential to evaluate them. Many studies have already addressed the

evaluation of biometric systems [Conklin et al., 2004, Theofanos et al., 2008, Busch, 2023],

and the purpose of this section is to present the commonly used methodologies. When

evaluating a biometric system, there are three main aspects to consider:

1. Performance [ISO 19795-1, 2021]. It aims to quantify various statistical measures

regarding system performance, such as Equal Error Rate (EER), False Acceptance
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Rate (FAR), False Reject Rate (FRR), Failure To Enroll (FTE), Failure to Acquire

(FTA), and ROC curves [ISO 19795-1, 2021, Busch, 2023]).

2. Acceptability, which measures the acceptability and satisfaction of users when

using biometric systems [Theofanos et al., 2008]. It is more about the perception

and adherence of individuals, providing information on these aspects rather than on

the error performance of the system.

3. Security, which measures the robustness of a biometric system (sensor and algo-

rithms) against fraud ISO [19792, 2008]. It assesses the safety level of the system by

measuring the potential number of frauds that an impostor or concealer can commit.

Where:

• FAR (False Acceptance Rate) represents the percentage of impostors wrongly ac-

cepted by the system.

• FRR (False Rejection Rate) represents the percentage of users wrongly rejected.

• EER (Equal Error Rate) represents the error rate corresponding to a setting of the

biometric system’s decision threshold so that the FAR value is equal to FRR.

• The ROC curve is used to represent the efficiency of a biometric system. It represents

the evolution of the FAR as a function of the FRR.

In an ideal world, a perfect system has an EER = 0. In practice, this is nearly impossible

since it is complicated to get FAR and FRR close to zero given the intrinsic variability of

biometric data capture. So low FRR and low FAR equal to a better security.

The evaluation of biometric systems is a major issue in biometrics for several reasons.

Firstly, it provides researchers and developers with a tool to better test and evaluate their

systems with those that exist in the state-of-the-art. Secondly, it allows users’ behavior to

be taken into account during the evaluation process, enabling us to better understand their

needs and better deploy this technology in our daily lives. Finally, it allows us to identify

industrial applications for each system, based on various criteria such as performance,

usage, security, and the cost of deploying the technology [El-Abed, 2011].
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The ISO/IEC 19795-1 standard [ISO 19795-1, 2021] covers the evaluation of biometric

systems in terms of performance. The standard proposes statistical measures designed to

quantify and evaluate biometric systems.

All these evaluation approaches have to be taken into account when comparing various

biometrics systems. It seems strange to consider a system to be good if it has very low

error rates (i.e. very good performance) while having a very low user acceptance (i.e. a

high probability of being unused). Comparing biometric systems can be realized within

three types of performance testing [ISO 19795-1, 2021]:

1. Technology evaluation: involves testing only one component of the biometric

system, such as a matching or feature extraction algorithm.

2. Scenario-based evaluation: involves testing the whole system.

3. Operational evaluation. Similar to scenario-based evaluation, but the system is

integrated into a real application, with real end-users.

In preparation for a capture session, it is imperative to consider and integrate several

essential steps. These include the administrative management of subjects, including veri-

fication/authentication, processing of agreement forms, and compensation distribution. In

addition, careful management of biometric data is essential, including tasks such as secure

copying and storage of data, as well as the implementation of rigorous quality controls.

In addition, the optimal configuration of capture conditions, including elements such as

adequate lighting arrangements and the installation of appropriate supports, is crucial to

the success of the session. Typically, this total duration does not exceed 30 minutes for one

single test subject for each standard. Figure 1.3 draws industrial standards for biometric

solutions according to their factors.

In the next formal section, we are more focused on FIDO Alliance standards as an example

of biometric certification content.
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1.4 What FIDO says about biometric certification?

The FIDO (Fast IDentity Online) alliance is an organization dedicated to creating authen-

tication standards that reduce reliance on passwords. The FIDO alliance is a benchmark

for the development, use and enforcement of authentication standards in a security-focused

industry.

1.4.1 FIDO Biometric Certification

FIDO was founded in July 2012 and has been publicly active since 2013. Currently, it

brings together participants from several well-known Internet companies. Its main objec-

tive is to establish industry standards for the use of authenticators in the web application

authentication process, either as a single factor (no password) or as an additional factor

such as Two-Factor Authentication / Multi-Factor Authentication (2FA/MFA) 2.

FIDO biometric evaluation is applicable to a variety of biometric technologies, such as

facial recognition, fingerprints, iris, and voice. During FIDO biometric certification, two

fundamental aspects are evaluated: performance measurement and detection of presenta-

tion attacks. Both are analyzed during a test session that encompasses several processes.

2https://fidoalliance.org/certification/biometric-component-certification/

Figure 1.3: Industrial standards for biometric solutions.
NIST National Institute of Standards and Technology.

https://fidoalliance.org/certification/biometric-component-certification/
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Full completion of these processes is essential to accurately assign FIDO biometric evalu-

ation status to the product.

The FIDO Biometric Certification Program uses False Reject Rate (FRR), False Accept

Rate (FAR), Failure-to-Enrol (FTE), and Failure-to-Acquire (FTA) to measure Biometric

Performance.

Following the definitions from ISO/IEC 2382-37 [ISO 2382-37, 2022] and provided in Bio-

metric Data and Evaluation Terms, a verification attempt results in a biometric compar-

ison while a verification transaction results in a resolution of the biometric claim (accept

or reject). The ISO definition for real-time acquisition steps for enrolment, verifica-

tion or identification transactions involve a series of capture trials, in accordance with

the corresponding decision policy. Each capture trial may include one or more presenta-

tions, depending on the sensor operating mode, sample quality criteria and any constraints

governing the number of presentations or duration allowed per trial [ISO 19795-1, 2021].

The FAR, FRR, FTA, and FTE according to the FIDO alliance are defined in terms of

verification operations as follows:

1. FAR is computed through offline testing based on biometric references and stored

verification transactions collected during online testing.

FAR(%) = (Number of zero-effort imposter transactions for which decision is Ac-

cepted) / (Number of zero-effort imposter transactions conducted) * 100

2. FRR shall be estimated by the equation given in standard [ISO 19795-1, 2021]. The

computation of FRR shall be based on:

FRR(%) = (Number of mated transactions for which decision is rejected or FTA

happens for all attempts) / (Number of mated transactions conducted) * 100

3. FTA, Failure-to-Aquire rate is the proportion of verification or identification at-

tempts for which the system fails to capture or locate an image or signal of sufficient

quality [ISO 19795-1, 2021].

4. FTE, Failure-to-Enrol rate is the proportion of the population for whom the system

fails to complete the enrolment process [ISO 19795-1, 2021].
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1.4.2 General overview of FIDO certification criteria

Standard 30107 − 3 : 2017 defines a metric for the Presentation Attack Detection (PAD)

called Impostor Attack Presentation Match Rate (IAPMR). A correction has been made

to this term in [ISO 30107-3, 2023], which changes the name to ”Impostor Attack Pre-

sentation Accept Rate” (IAPAR) such that it is consistent with biometric performance

metrics. The IAPAR is defined as:

IAPAR(%) = (Number of Impostor Presentation Attack Transactions for which Decision

is Accept) / (Total Number of Impostor Presentation Attack Transactions Conducted) *

100

The IAPAR shall be computed for each instrument’s attacks (PAI Species).

Table 1.1: Biometric requirements by levels [Schuckers et al., 2023]. M: Mandatory at;
O: Optional at.

BioLevel 1 BioLevel 1+ BioLevel 2 BioLevel 2+

# Subjects for FAR/FRR 25 245 25 245

# Subjects for PAD 15 15 15 15

Lab Tested FAR 1% .01% 1% .01%

Lab Tested FRR 7% 5% 7% 5%

Lab Tested IAPAR 15% 15% 7% 7%

# Species A/B 6/8 6/8 6/8 6/8

#IAPAR Subjects 15 15 15 15

Self Attestation FAR M <= 1/10k O <= 1/10k M <= 1/10k O <= 1/10k

Self Attestation FRR M <= 5% O <= 5% M <= 5% O <= 5%

The requirements for certification of FIDO biometric components are listed in Table 1.1.

Unless noted asOptional (O), all these requirements are necessary for certification. There

are two levels of certification which have different thresholds for IAPAR metric for PAD

assessment. Otherwise, the testing procedure is the same for both levels.

1.4.2.1 Performance measurement

The aim of the performance measurement test is to evaluate the biometric performance

score of a Target of Evaluation (TOE), i.e. the product under test, by comparing its

results with a database containing biometric samples from real individuals.
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This test leads to an evaluation based on the FRR, i.e. the percentage of verification

transactions where genuine identity declarations are unfairly rejected, and the FAR, which

represents the expected proportion of inauthentic (zero-effort non-genuine transactions)

transactions incorrectly accepted. These rates are computed using a bootstrap method.

1.4.2.2 Presentation Attack Detection

The aim of the Presentation Attack Detection (PAD) test is to evaluate the reaction of a

biometric security product to various presentation attack instruments (PAI), also known as

spoofs. This test results in a verdict based on the IAPAR, i.e. the proportion of impostor

attack presentations using the same types of PAI that are accepted.

The criteria to be met are as follows:

• IAPARTOE,PAIx < 7% (maximum of 10 errors out of 150 attempts per PAI

species)

In this case, TOE is considered as meeting BioLevel 2 or BioLevel 2+ PAD

requirements, or

• IAPARTOE,PAIx < 15% (maximum of 22 errors out of 150 attempts per PAI

species)

In this case, TOE is considered as meeting BioLevel 1 or BioLevel 1+ PAD

requirements

1.5 What does standard ISO/IEC 39794-17 say about be-

havioral biometrics ?

1.5.1 Foreword

The ISO (International Organization for Standardization) and the IEC (International Elec-

trotechnical Commission) form the specialized system of worldwide standardization. They

define criteria for both physiological and behavioral biometrics. For example, the ISO/IEC
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39794-17 [ISO 39794-17, 2021] specification addresses the topic of behavioral biometrics,

specifically gait. Figure 1.4 shows the components of a human activity image sequence

biometric system as defined in the standard.

Figure 1.4: standards ISO/IEC 39794 − 17 components of a gait image sequence bio-
metric system [ISO 39794-17, 2021].

1.5.2 Description

Many countries worldwide use biometric recognition systems for law enforcement and bor-

der control. Many of these systems are not limited to face recognition purposes. Different

groups are working on technical documents, guidelines, and best practice recommendations

to ensure consistency in these deployments and processes. However, these documents focus

primarily on travel documents and border control systems, as well as technical and opera-

tional issues related to the planning and deployment of these systems. Gait recognition is

used as a secondary biometric mode, in addition to whole-body biometric recognition or

for forensic purposes.

Standards ISO/IEC 39794-17 reported little guidance regarding gait imagery for cross-

border interoperability or law enforcement services. Thus, there is a need for guidance on

the use of high-quality digital cameras and video surveillance devices to record gait image

sequence data. This standard is not limited to whole-body gait image sequence data. For

example, it may be possible to extract only head movement data for recognition.
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Currently, border guards use local practices for biometric enrolment, verification, and

identification of gait in videos.

This part of ISO/IEC 39794 is intended to provide advice on the use of body image data

for gait and upper body movement recognition applications requiring an exchange of gait

image sequence data and upper body movement data. Typical applications are:

• automated body biometric verification and identification (one-to-one as well as one-

to-many comparison),

• support for human biometric verification by comparison of persons based on video

and still gait images,

• Support for human examination of video and still gait images with sufficient resolu-

tion to allow a human examiner to perform biometric verification.

1.5.2.1 Data models for gait recognition

Gait recognition systems can be grouped into three categories based on the sensors used

namely: 1) motion imaging (vision) based, 2) wearable sensor-based, and 3) spatial (floor)

sensor-based. Motion imaging can itself be subdivided into two groups: a) appearance-

based methods and b) model-based methods. Appearance-based methods can be classified

into two types: state-space-based methods and spatiotemporal methods [Ali et al., 2011].

Figure 1.5 illustrates the scope of standards ISO/IEC 39794-17 marked with green back-

ground shading on the figure.

1.5.2.2 Data flow of gait recognition

For comparison methods, conventional feature-based model sets can be used, or feature

vectors from deep convolutional neural networks (DCNNs). Once the feature vectors are

generated through gait signatures and DCNN processing, the comparison is based on one of

several classification algorithms commonly used in machine learning, such as the Bayesian

classifier or the Euclidean classifier. In the following section, we present the different
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Figure 1.5: Classification of gait recognition systems. The scope of standards ISO/IEC
39794-17 is marked with green background shading on the figure above.

types of fusion defined by ISO, providing details on technology assessment and scenario

evaluation.

1.6 Testing of multimodal biometric implementations

This section sets out procedures for evaluating and reporting the performance of multi-

modal biometric algorithms and systems. In accordance with standard ISO/IEC 19795-

2:2007 [ISO 19795-2, 2015], multimodal biometric implementations can be used to accom-

plish the following purposes:

• to support users who cannot present one or more requested modalities to the system,

in other words, to improve the failure-to-enroll rate;

• to improve biometric system flow rate;

• to improve recognition performance (e.g. through reduction of false negative identi-

fication rates);

• to improve usability and;

• to increase robustness against presentation attacks.
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The standard ISO/IEC TR 24722 [ISO 24722, 2015] defines the following multimodal

fusion levels:

• decision-level;

• score-level;

• feature-level;

• sample-level.

Multimodal fusion approaches vary at each level. Even if multimodal data are obtained

using identical sensors, the results may vary according to the degree of fusion adopted.

Hence the need for the experimenter to define the system or application to be evaluated.

The evaluation must precisely specify the level of fusion involved, the constituent elements

of multimodal fusion, and the criteria required for evaluations at each stage of fusion.

1.6.1 Decision-level fusion

An example of decision-level fusion is shown in Figure 1.6. Decision-level fusion systems

combine decision results from separate biometric sub-systems [ISO 24722, 2015].

Figure 1.6: Fusion on the decision level [ISO 19795-2, 2015].

Requirements for repeatability of decision-level fusion technology evaluation results are as

follows:
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• The decision fusion logic shall be identical;

• The function configurations (i.e. feature extraction, comparison, and decision) of

Sub-System 1 and Sub-System 2, respectively, shall remain consistent across all

tests;

Sub-System 1 and Sub-System 2 can have different function configurations and user-specific

thresholds can differ for different users such as:

• The combination of Sample 1 and Sample 2 fed into each feature extraction function

shall be identical;

• The combination of Template 1 and Template 2 shall be identical.

Consistent data selection methods for samples and templates are also required for evalu-

ation repeatability. If Sub-System 1 and Sub-System 2 are independent and separate, the

evaluation report should include the following:

• Identifying information for Sub-System 1 and Sub-System 2;

• Identifying information for decision fusion logic;

• Fusion level.

Requirements for repeatability of decision-level fusion evaluation results are as follows

the function configurations (i.e. capture, feature extraction, comparison, and decision) of

Sub-System 1 and Sub-System 2, respectively, shall remain consistent across all tests;

Sub-System 1 and Sub-System 2 can have different function configurations and user-specific

thresholds may differ for different users such as:

• The decision fusion logic shall be identical;

• The combination of Sample 1 and Sample 2 fed into each feature extraction function

shall be based on the same subject and position (e.g. right iris);
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• The combination of Template 1 and Template 2 shall be based on the same subject

and position.

Consistent data selection methods for samples and templates are also required for evalu-

ation repeatability. If Sub-System 1 and Sub-System 2 are independent and separate, the

evaluation report should include the following:

• Identifying information for Sub-System 1 and Sub-System 2;

• Identifying information for decision fusion function;

• Fusion level.

1.6.2 Score-level fusion

Fusion on the score level is illustrated in Figure 1.7. Score-level fusion systems utilize score

results from separate biometric subsystems [ISO 24722, 2015].

Figure 1.7: Fusion on the score level [ISO 19795-2, 2015].

Score-level fusion may use sample quality in scenario or technology evaluations. Score-level

fusion systems might be used to improve the false match rate (FMR) and false non-match

rate (FNMR).

Requirements for repeatability of score-level fusion technology evaluation results are as

follows:
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• the score fusion function and decision function shall be identical;

• the function configurations (i.e. feature extraction and comparison) of Sub-System

1 and Sub-System 2, respectively, shall remain consistent across all tests;

Sub-System 1 and Sub-System 2 can have different function configurations, and user-

specific thresholds might differ for different users.

• the combination of Template 1 and Template 2 shall be identical;

• the combination of Sample 1 and Sample 2 fed into each feature extraction function

shall be identical.

Requirements will be necessary for the data selection method for samples and templates,

in order to keep repeatability. If Sub-System 1 and Sub-System 2 are independent and

separate, the evaluation report should include the following:

• identifying information for Sub-System 1 and Sub-System 2;

• identifying information for score fusion function and decision function;

• fusion level.

Requirements for repeatability of score-level fusion scenario evaluation results can be stated

as follows the function configurations (i.e. capture, feature extraction, and comparison) of

Sub-System 1 and Sub-System 2, respectively, shall remain consistent across all tests. Sub-

System 1 and Sub-System 2 can have different function configurations and user-specific

thresholds can differ for different users such as:

• The score fusion function and decision function shall be identical;

• The combination of Template 1 and Template 2 shall be based on the same subject

and position;

• The combination of Sample 1 and Sample 2 fed into each feature extraction function

shall be based on the same subject and position.
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Consistent data selection methods for samples and templates are also required for evalu-

ation repeatability. If Sub-System 1 and Sub-System 2 are independent and separate, the

evaluation report should include the following:

• Identifying information for Sub-System 1 and Sub-System 2;

• Identifying information for score fusion function and decision function;

• Fusion level.

1.6.3 Feature-level fusion

Fusion on the feature level is illustrated in Figure 1.8. Feature-level fusion systems utilize

results from separate feature extraction components [ISO 24722, 2015].

Figure 1.8: Feature-level fusion [ISO 19795-2, 2015].

Requirements for repeatability of feature-level fusion technology evaluation results are as

follows:

• Feature fusion function, comparison function, and decision function shall be identical;

• The function configurations (i.e. feature extraction) of Feature Extraction 1 and

Feature Extraction 2, respectively, shall remain consistent across all tests;

Feature Extraction 1 and Feature Extraction 2 can have different function configurations

and user-specific thresholds can differ for different users as follows:

• The combination of Sample 1 and Sample 2 fed into each feature extraction function

shall be identical;
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• The combination of Sample 1 and Sample 2 at the time of template creation shall

be identical.

Consistent data selection methods for samples and templates are also required for evalua-

tion repeatability. If Feature Extraction 1 and Feature Extraction 2 are independent and

separate, the evaluation report should include the following:

• Identifying information for Feature Extraction 1 and Feature Extraction 2;

• Identifying information for the feature fusion function, comparison function, and

decision function;

• Fusion level.

Requirements for repeatability of feature-level fusion scenario evaluation results are as

follows:

• Feature fusion function, comparison function, and decision function shall be identical;

• The function configurations (i.e. capture and feature extraction) of Feature Ex-

traction 1 and Feature Extraction 2, respectively, shall remain consistent across all

tests;

Feature extraction 1 and Feature extraction 2 can have different function configurations

and user-specific thresholds can differ for different users.

• The combination of Sample 1 and Sample 2 fed into each feature extraction function

shall be based on the same subject and position;

• The fused sample template production process shall be identical. Consistent data

selection methods for samples and templates are also required for evaluation repeata-

bility.

If Feature Extraction 1 and Feature Extraction 2 are independent and separate, the eval-

uation report should include the following:
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• Identifying information for Feature Extraction 1 and Feature Extraction 2;

• Identifying information for the feature fusion function, comparison function, and

decision function;

• Fusion level.

1.6.4 Sample-level fusion

Fusion on the sample level is illustrated in Figure 1.9. Sample-level fusion systems utilize

samples from separate capture systems [ISO 24722, 2015].

Figure 1.9: Sample-level fusion [ISO 19795-2, 2015].

To ensure reproducible results when evaluating fusion technologies at the sample level, the

following criteria must be met:

• Sample fusion, feature extraction, comparison, and decision functions must remain

identical,

• The combinations of samples 1 and 2, applied to each sample fusion function, must

remain constant,

• The combinations of samples 1 and 2 used during model creation must be the same.

It is also necessary to adopt consistent methods for the selection of data used for sam-

ples and models, in order to guarantee reproducibility in technology assessment. For the

evaluation of fusion scenarios at the sample level, the following conditions must be met to

ensure the reproducibility of results:

• The fusion sample collection process must remain identical,
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• Sample fusion, feature extraction, comparison, and decision functions must remain

unchanged,

• Function configurations (including capture) must remain consistent across all tests.

As with technology evaluation, the use of consistent methods for sample and model data

selection is essential to ensure reproducible results when evaluating scenarios.

In resume, maintaining consistency of function and process while adopting consistent data

selection methods is imperative to ensure the reproducibility of assessments, whether for

fusion technologies or fusion scenarios.

1.7 Ph.D. thesis Objectives

This Ph.D. thesis proposes to make several scientific contributions to the evaluation of

behavioral biometric systems. The biometric modalities concerned are the keystroke dy-

namics [Giot et al., 2009b] and human activities (e.g. sitting, sleeping, walking, gait...)

from mobile signals [Gafurov, 2007]. The aim is to propose a generic method for analyz-

ing behavioral biometrics. Furthermore, considering the most popular temporal adversary

generators, the other objective is to create synthetic behavioral biometrics, which could

be used to impersonate an authorized user in a certification scenario.

The central aim of this Ph.D. thesis is to examine the parameters impacting the perfor-

mance of behavioral systems, to define the quality of behavioral biometric models, and

to generate databases for logical attacks against these systems. These aspects are crucial

for a complete understanding of the evaluation of behavioral biometric systems, and for

ensuring their secure use in various application domains.

1.7.1 Factors affecting the performance of behavioral systems

These factors include the method of assessing the quality of the bio-signals. Few research

has been conducted in this area. Another factor is the variation in human behavior and

stability over time for authentication. How does the evolution of behavioral signals over
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time impact the performance of systems? To certify a behavioral biometrics solution to

secure a payment, for example, it is necessary to know these factors to be able to test it.

1.7.2 Quality measurement of behavioral biometric templates

The nature of behavioral biometric data is by definition less stable over time than mor-

phological data. In order to guarantee a good performance of biometric systems, it is

necessary to define quality metrics for biometric data to optimize user enrollment. For

morphological data, there are standardized metrics, notably for fingerprints [Bausinger

and Tabassi, 2011], but few works have concerned behavioral data. The definition of such

a metric for behavioral data (probably based on several samples) is essential to improve

the performance of such systems.

1.7.3 Synthetic generation for behavioral biometric systems

Evaluating the resistance of behavioral systems to attack is a major concern. The issue

of cost and evaluation time is paramount. In the last 5 years, a lot of work has been

done on Presentation Attack Detection (PAD) on modalities like fingerprint, face, and

iris, including the use of convolutional neural networks [Pérez-Cabo et al., 2019, Engelsma

and Jain, 2019]. Few works [Khan et al., 2020] have considered the problem of behavioral

bio-signals in attack instrument presentations. Work done at GREYC [Migdal and Rosen-

berger, 2019] on generating (statistical modeling) synthetic data for keystroke dynamics

can be generalized to other behavioral modalities and contexts (including presentation

attacks).

Behavioral biometrics can be extremely useful when merging biometrics.

1.8 Conclusion

Certification of behavioral biometric systems is a crucial aspect of ensuring the reliability

and security of these systems. In this chapter, we examined the motivations and criteria
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for evaluating biometric systems, highlighting the importance of thorough evaluation to

ensure their effectiveness.

We also examined FIDO’s recommendations for biometric certification, highlighting the

organization commitment to establishing rigorous certification standards for behavioral

biometric systems.

In addition, we explored ISO guidelines for behavioral biometrics, specifically ISO/IEC

DIS 39794-17, which provides data models and data streams for gait recognition. These

standards play a key role in establishing best practices and certification criteria for behav-

ioral biometric systems.

This Ph.D. thesis aims to analyze the parameters influencing the performance of behavioral

systems and define the quality of behavioral biometric models. In addition, it aims to

create databases for assessing system vulnerabilities to logical attacks, thus contributing

to the secure use of these systems in various application domains.

In summary, the evaluation of behavioral biometric systems is a complex and necessary

process to ensure their reliability. Evaluation criteria, FIDO recommendations, and ISO

standards are all valuable tools for establishing sound evaluation practices. By continuing

our research in this area, we can continue to improve the security and effectiveness of be-

havioral biometric systems, opening up exciting new opportunities in the field of individual

identification and verification.
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Summary

The rise of behavioral biometrics has brought significant advances in the field of cybersecu-

rity and authentication. This chapter explores this field in depth, examining the evolution

of biometric solutions over time. We also look at the objectives and issues involved in

data collection, including privacy challenges and regulations in different regions. Behav-

ioral biometrics, with its key modalities, is at the core of our discussion, highlighting the

advantages it offers over other biometric methods. We’ll dive into the details of collecting

and analyzing behavioral biometric data, addressing the different types of sensors used and

the security measures needed to guarantee data quality. In addition, we explore current

applications for behavioral biometrics, from enhancing security to contributing to advances

in healthcare. Finally, we discuss the limitations and potential risks of using this data,

as well as recent developments that are shaping the future of behavioral biometrics. This

chapter thus provides a foundation for understanding this constantly evolving field.

Keywords: Behavioral biometrics; Cybersecurity; Authentication.
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2.1 Introduction

The term ”biometrics” originates from the Greek words ”bios”, meaning life, and ”metri-

cos”, meaning measurement, and refers to the examination of biological features. Biomet-

rics involves utilizing physiological or behavioral characteristics in an automated manner

to establish identity, with verification achieved through the measurement of an individual’s

physiological or behavioral traits. Various biometric techniques, such as fingerprint, palm

print, hand geometry, face, ear, iris, voice, signature, body odor, and so on, have been pro-

posed by researchers for human identification and authentication purposes [Saeed, 2016].

However, it is important to note that the use of this behavioral data must be done in

an ethical manner that respects the privacy of individuals. Healthcare professionals must

ensure that the data collected is securely stored and used in accordance with applicable

regulations and standards.

The statistical nature of biometric traits makes the system highly reliable and unique,

particularly when a sufficient amount of data is available for analysis. Biometrics operates

across various modalities, utilizing measurements of an individual’s physical features and

body, as well as their behavioral patterns. These modalities are classified based on the

individual’s biological traits and typically fall into two main types: 1) physiological and

2) behavioral [Saeed, 2016]. Physiological biometrics, like fingerprint recognition, were

characterized as stable and unchanging and, therefore, reliable; behavioral biometrics, like

speech recognition, were untrustworthy because they depended on variable and unpre-

dictable human behavior. Table 2.1 below illustrates some points of different biometrics

technologies traits.

Table 2.1: Different types of biometrics with their features [Alsaadi, 2021].

Biometrics Traits Type User Acceptance Reliability Universality

Face Recognition Physical Medium High High

Voice Recognition Behavioral High Medium Medium

Finger Recognition Physical Medium High Medium

Signature Recognition Behavioral High Medium Lower

Iris Scanning Physical Medium High High

Gait Recognition Behavioral High High Medium

Keystroke Dynamics Behavioral Medium Medium Lower

Hand Geometry Physical Medium Medium Medium
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Figure 2.1 presents a taxonomy of biometrics. Behavioral biometrics involves measuring

a user’s behavioral tendencies, which can include gait, voice recognition, signature verifi-

cation, keystroke dynamics, mouse dynamics, and Graphical User Interface (GUI) usage

analysis [Bailey et al., 2014]. According to Bailey et al., behavioral biometrics has not

been as widely adopted as physiological biometrics due to the variability of the human

body and mind [Bailey et al., 2014]. It is worth noting that analyzing user activities does

not require additional hardware.

Figure 2.1: Taxonomy of biometrics modalities.

It is noticed that behavioral biometrics is a measurement that characterizes how an individ-

ual interacts with his or her environment, and this interaction is captured by a device, such

as keystroke dynamics, eye movements, voice, signature, or mouse handling as illustrated

in Figure 2.2. These measures can be used to improve computer security by enabling more

reliable authentication, but also to optimize the user experience by personalizing interfaces

and improving performance.
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Figure 2.2: Behavioral traits: (a) keystroke dynamics, (b) touchscreen, (c) gait or
human activity (d) voice, and (e) signature.

Behavioral biometric data are also useful in scientific research to study cognitive disorders

and analyze human behavior. However, the use of such data raises ethical and data

protection issues [Bailey et al., 2014], including abusive collection, excessive surveillance,

and discrimination. It is therefore important to comply with applicable regulations and

adopt good practices to ensure the protection of individuals’ personal data.

The behavioral category of biometric modalities includes features that we acquire through

our interactions with the environment and nature throughout our lives. This modality

involves changes in human behavior over time.

2.1.1 Evolution of biometric solutions

Biometrics were introduced as early as the ancient Babylonian empire. However, the

modern biometrics industry did not begin until the 1800s. Alphonse Bertillon is considered

to be the pioneer of modern biometrics, as he developed the Bertillon body measurement

system. Biometric solutions have evolved over time, to become more reliable and efficient.

For example, fingerprint recognition has become more accurate, and facial recognition

technology has improved. Additionally, newer biometric solutions, such as iris scanning

or behavioral biometrics are becoming increasingly popular. These advancements allow

for more accurate and secure biometric solutions. Figure 2.3 shows the timeline of the

evolution of biometric solutions.

Figure 2.3: Evolution of biometric solutions.
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The hybrid modality involves a combination of physical and behavioral traits, such as

voice recognition, which relies on both the anatomical features of the vocal cords, nasal

and mouth cavities, and lips (physical traits) as well as the emotional status, age, and

illness of an individual (behavioral traits). The hybrid modality is also classified as a

type of multimodality, which involves the use of more than one mode to authenticate an

individual’s identity [Saeed, 2016]. This means that to have access to this behavioral data,

we need to collect them.

2.1.2 Objectives and issues of the data collection

Each person’s behavioral pattern is made up of a diverse range of unique behaviors, which

are all combined to form a larger, distinctive profile. This behavior pattern is not only

shaped by biometric features but also influenced by social and psychological factors, mak-

ing it impossible to replicate someone else’s behavior [Saeed, 2016]. The behavioral pattern

of the person is compared with the stored pattern. Matching scores from similarities scores

are computed to recognize or authenticate users. This helps us to define in the next section

the objectives of data collection.

The purposes for collecting behavioral biometric data are diverse. They can be related to

improve IT security, optimize the user experience, or scientific research. Here are some

examples:

• Fraud detection:

Behavioral biometrics data can be used to detect fraudulent activities such as the

use of stolen login credentials or the creation of fraudulent accounts [Migdal, 2019a].

• User authentication:

Behavioral biometrics can be used to verify a user’s identity by comparing measure-

ments collected during a session with previously recorded measurements [Parkinson

et al., 2021].

• Interface personalization:

Behavioral biometrics data can be used to personalize interfaces based on a user’s
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preferences and habits, for example by providing product recommendations or rele-

vant content [Jaouedi et al., 2020].

• Study of cognitive disorders:

Behavioral biometrics can be used to study cognitive disorders such as dyslexia or

Alzheimer’s disease by analyzing individuals’ typing patterns or eye movements [Pi-

ugie et al., 2019].

The challenges of collecting behavioral biometric data are related to the privacy and se-

curity of personal data. This data can be sensitive and reveal personal information about

individuals. It is therefore essential to guarantee the confidentiality and security of this

data by adopting appropriate protection measures. Current regulations, such as the Gen-

eral Data Protection Regulation (GDPR) in Europe, strictly control the collection and use

of this data. It is therefore important to comply with these regulations and to adopt good

practices to ensure the security and confidentiality of behavioral biometric data.

In France, any campaign to collect biometric data must be declared in advance to the

”Commission Nationale de l’Informatique et des Libertés” (CNIL). This is an independent

administrative authority in France responsible for ensuring the protection of personal data

and the preservation of privacy in the context of the use of information technologies. Its

main role is to ensure that the data protection rights of individuals are respected and

that the processing of personal data complies with the law. The CNIL is also responsible

for regulating and supervising activities relating not only to the collection but also the

storage, use, and dissemination of personal data.

2.1.3 Ethical and legal issues

2.1.3.1 Challenges of privacy and personal data protection

The collection and use of behavioral biometrics data raises major privacy and data pro-

tection concerns. Individuals may be reluctant to share this data because it is personal

and often reveals intimate information about their habits, behaviors, and emotions.
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Organizations and companies that collect and use this data must comply with privacy and

data protection laws and regulations, such as the European Union’s GDPR. However, it

should be noted that the GDPR only applies to companies that operate and store data on

European soil, which means that not all companies are affected. These regulations impose

strict requirements on the collection, storage, processing, and transfer of personal data, as

well as severe penalties for violations.

It is also important that companies and organizations clearly communicate to individuals

how their data is used and with whom it is shared. Individuals must have the right to

give informed consent to the collection and use of their behavioral biometric data and to

withdraw it at any time.

Finally, companies and organizations must ensure the security of behavioral biometric data

by storing it securely and taking steps to prevent unauthorized access or misuse.

2.1.3.2 Laws and regulations by region

Laws and regulations applicable to the collection and use of behavioral biometric data vary

by country and region. Examples of important laws and regulations in this area include:

1. European Union’s General Data Protection Regulation (GDPR 1)

The GDPR establishes strict standards for the collection, processing, and transfer

of personal data, including behavioral biometric data.

2. Taiwan’s Personal Information Protection and Administration System

(TPIPAS 2)

TPIPAS imposes strict rules for the collection, use, and disclosure of personal data,

including behavioral biometric data.

1https://gdpr.eu/what-is-gdpr/
2https://www.tpipas.org.tw/

https://gdpr.eu/what-is-gdpr/
https://www.tpipas.org.tw/


Chapter 2. Description of Behavioral Biometrics 40

3. Singapore’s Personal Information Protection Act (PIPA 3)

PIPA imposes strict rules for the collection, use, and disclosure of personal data,

including behavioral biometric data.

4. Canada’s Personal Information Protection and Electronic Documents Act

(PIPEDA 4)

PIPEDA establishes rules for the collection, use, and disclosure of personal infor-

mation, including behavioral biometric data.

5. California’s Personal Information Protection Act (PIPA 5)

PIPA imposes transparency and consent obligations for the collection and use of

personal data, including behavioral biometrics.

As of January 1, 2004, PIPA, the Personal Information Protection and Electronic

Documents Act are in effect. It is accompanied by the PIPA regulations. PIPA

provides individuals with the right to access their personal data, while it provides

private organizations with a framework for the collection, use, and disclosure of that

data. Private entities subject to PIPA include corporations, unincorporated associ-

ations, professional regulatory associations, unions, partnerships, private schools or

colleges, and any person engaged in commercial activity. Non-profit organizations

engaged in commercial activities are subject to PIPA on a limited basis.

6. California Consumer Privacy Act (CCPA 6)

The CCPA is a 2018 California law to protect consumer privacy, giving consumers

more control over the personal information collected about them by businesses.

CCPA regulations provide guidance for implementing this landmark law, which

grants new privacy rights for Californians, such as the right to know what per-

sonal information is being collected, the right to delete that information (with some

3https://sso.agc.gov.sg/Act/PDPA2012/
4https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/

the-personal-information-protection-and-electronic-documents-act-pipeda
5https://oipc.ab.ca/legislation/pipa/
6https://theccpa.org/

https://sso.agc.gov.sg/Act/PDPA2012/
https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-personal-information-protection-and-electronic-documents-act-pipeda
https://www.priv.gc.ca/en/privacy-topics/privacy-laws-in-canada/the-personal-information-protection-and-electronic-documents-act-pipeda
https://oipc.ab.ca/legislation/pipa/
https://theccpa.org/
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exceptions), the right to refuse the sale or sharing of that information and the right

to non-discrimination in the exercise of those data protection rights.

In addition to these laws, there are also standards and guidelines, such as ISO 29100 and

ISO 27001, that provide guidance for managing the privacy and security of personal data,

including behavioral biometric data.

It is important that companies and organizations comply with these laws and regula-

tions to ensure that behavioral biometric data is collected, stored, and used in an ethical,

transparent, and privacy-friendly manner.

The chapter is organized as follows. Section 2.2 presents the state-of-the-art in behavioral

biometrics. The section compiles and analyzes the methods of behavioral biometrics collec-

tion. Section 2.3 draws applications and trends in behavioral biometrics and additionally,

details recent developments in the field of behavioral biometrics. Section 2.4 concludes

this work and provides some perspectives.

2.2 Behavioral biometrics

2.2.1 Main modalities

Behavioral biometrics can be collected using a variety of physical measurements and char-

acteristics, such as heart rate, body movements, eye movements, voice, typing speed, and

Internet browsing habits. There are several types of behavioral biometrics, each of which

can characterize an individual’s behavior when interacting with a computer system:

• Keystroke dynamics

Keystroke dynamics is a behavioral biometric modality consisting in analyzing the

way someone types on a keyboard [Migdal, 2019a, Ayotte et al., 2021b]. It is based

on an individual’s typing habits. Characteristics such as speed, rhythm, keystroke

pressure, duration of pauses, and typing errors can be measured to identify and

authenticate an individual.
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• Mouse dynamics

Behavioral biometrics offers another example of mouse dynamics recognition. This

method evaluates how the user interacts with his computer using his mouse [Ahmed

and Traore, 2010, Antal et al., 2021, Monaro et al., 2020]. A behavioral profile

is created by analyzing specific mouse movements. Although mouse dynamics and

typing are complementary, the mouse is preferred for graphical interfaces, while the

keyboard is more commonly used for text entry and commands [Bhatnagar et al.,

2013]. The combination of these two methods enhances computer security [Sharma

and Elmiligi, 2022]. Mouse dynamics data is based on an individual’s mouse move-

ments and clicks. Characteristics such as speed, rhythm, trajectory, and click count

can be measured to identify and authenticate an individual.

• Eye movements

Eye movement data is based on an individual’s eye movements when interacting

with a computer system. Characteristics such as fixation time, travel distance, and

blinking frequency can be measured to identify and authenticate an individual.

• Voice

Voice data is based on an individual’s vocal characteristics such as frequency, pitch,

rhythm, rate, and accent. These characteristics can be measured to identify and

authenticate an individual.

• Signature

Signature data is based on the characteristics of an individual’s handwritten signa-

ture. Characteristics such as shape, size, slant, pressure, and speed can be measured

to identify and authenticate an individual.

Each of these types of behavioral biometrics has advantages and limitations. For example,

keystrokes can be used to detect fraudulent activity but can be affected by variations

in language and keyboard use. Voice can be used for voice authentication, but can be

affected by variations in the sound environment. Therefore, it is important to choose the

most appropriate measure based on the purpose and characteristics of the user and the

computer system.
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2.2.2 Advantages of behavioral biometrics

There are many advantages of behavioral biometrics over physical biometrics [Sharma

and Elmiligi, 2022]. The following points illustrate these advantages which are non-

exhaustive [Liu and Silverman, 2001, Yampolskiy and Govindaraju, 2010b, Alsaadi, 2021]:

• Continuous collection and authorization

Behavioral biometrics provides continuous user monitoring, ensuring that only au-

thorized individuals access the system, even after initial identity verification.

• Non-intrusive collection

Behavioral data can be collected seamlessly, without disrupting normal service usage.

• No special equipment required

Behavioral data can be collected using a standard camera or voice recorder, without

requiring special equipment. Video or audio recordings are processed to extract data

for later authorization.

• Useful for authorization

Behavioral biometrics provides continuous user authentication and is a powerful de-

fense. However, it should only be used as a supplement to one-time authentication

techniques such as passwords, PINs, and other physiological biometrics.

• Universality

With respect to universality, when behavioral biometrics is applied to a large pop-

ulation, it has low universality because of the small degree of difference in behav-

ior [Alsaadi, 2021]. This criteria is not only specific to behavioral biometrics.

• Circumvention

With respect to circumvention, the characteristics of behavioral biometrics are very

difficult to imitate or copy [Sharma and Elmiligi, 2022]. This criteria is not only
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specific to behavioral biometrics.

• Unique combination

Regarding unique combination, behavioral biometrics is mainly a unique combina-

tion of behavioral features analyzed for each real person. This criteria is not only

specific to behavioral biometrics.

• Smooth integration

Regarding smooth integration, once the behavioral biometrics model is defined, it

can be easily integrated into existing security systems. For example, the usual video

surveillance system can be used to implement a behavioral biometric system. This

criteria is not only specific to behavioral biometrics.

• Good verification accuracy

Regarding verification accuracy, behavioral biometrics has shown good verification

accuracy in multimodal identification systems [Sharma and Elmiligi, 2022]. This

criteria is not only specific to behavioral biometrics.

• Acceptability

Regarding acceptability, behavioral biometrics are often collected without user par-

ticipation, making them very acceptable. However, they can face several privacy and

ethical objections.

Table 2.2 shows the different application areas for behavioral biometrics, such as security,

health, and behavior-based authentication systems.
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Having examined Table 2.2, we can see that the deployment of kits using behavioral

biometrics applications within the population is very varied, with the active participation

of several leaders in the digital and banking sectors.

2.2.3 Literature review

Behavioral biometrics is attracting strong interest among researchers and industry experts,

with significant influence in various fields such as user profiling, user modeling, adversary

modeling, criminal profiling, jury profiling, etc. [Yampolskiy and Govindaraju, 2010b].

The data used for behavioral analysis comes from various sources such as sensors, cameras,

keyboard and mouse usage, devices, audit logs, signatures or handwriting, programming

style, language, smell, etc. [Yampolskiy and Govindaraju, 2010b]. In addition, physical

characteristics such as smell, heart rate, and even DNA are also exploited in certain

applications. Researchers are also exploring ECG, brainwaves, and movement to analyze

behavioral traits [Yampolskiy and Govindaraju, 2010b].

One of the most widely used methods in behavioral biometrics is keystroke dynamics.

This method has been used for years to authenticate users based on keystroke patterns

extracted from raw data, whether standard or non-standard passwords. These character-

istics can be used to create a unique profile for each user, authorizing subsequent access

to resources [Choi et al., 2021, El Zein and Kalakech, 2018, Halakou, 2013]. In addition,

they can be used to recognize a person’s emotions [Qi et al., 2021]. For example, emotion

recognition based on typing patterns is achieved by asking users to type a specific sentence.

Using feature extraction techniques, predictive models can be developed to classify differ-

ent emotions. One study defined and created an emotion detection model based on users’

typing and swiping habits, with an accuracy rate of 73% [Ghosh et al., 2019]. Typing

and swiping patterns are used in many applications to detect the emotions of smartphone

users [Ghosh et al., 2019].

Another example of behavioral biometrics is mouse dynamics, where recognition of a user’s

profile is based on the way they use their mouse on the computer [Wang and Geng, 2009,

Antal et al., 2021, Monaro et al., 2020]. The behavioral profile is created by extracting

specific features related to a user’s mouse movements. Mouse and typing dynamics are
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complementary and closely linked. Mouse use is paramount in graphical user interface

applications, while the keyboard is commonly used in word processing and command line

applications [Bhatnagar et al., 2013]. Analysis of mouse and keystroke dynamics plays

an essential role in improving IT security.

Gait analysis (GAIT) is one of the most exciting areas of research in the field of behavioral

biometrics. It is used to authenticate users based on their walking style or manner [Katiyar

et al., 2013, Chai et al., 2022]. GAIT analysis systems are mainly based on the use of

a video camera that captures images of people in motion. These images are processed

to extract appropriate user characteristics, such as joint angles or silhouettes, and the

resulting values are then compared with the recorded signatures and walking profiles of

authorized persons. One of the main advantages of GAIT analysis is its non-intrusive

nature, as it does not require the individual’s cooperation and can operate at moderate

distances from the person being observed.

Biotouch is another framework based on behavioral biometrics and localization, used for

continuous authentication in mobile banking applications [Estrela et al., 2020]. Biotouch

uses touch patterns to profile users as they tap or hold the device. This data is then used

to build predictive models and for authorization.

A new approach to user behavioral profiling involves creating profiles based on their playing

style. This technique analyzes the strategies used during a game and creates a behavioral

profile based on these strategies, similar to behavioral biometrics. These profiles are then

used to continuously observe the player and authorize his or her access to servers [Yampol-

skiy and Govindaraju, 2010a]. For example, this approach is used to explore the strategies

employed during a poker game in order to create behavioral biometric profiles [Yampolskiy

and Govindaraju, 2010a]. Once the profile has been created, it can be used to authorize

the player on the move.

Another interesting approach is to use smell as a biometric element to identify individ-

uals [Gibbs, 2010]. In this method, small quantities of permanently evaporating odor-

generating molecules, called odorants, are detected by a special sensor called an e-nose.

The e-nose is a chemical sensor capable of collecting data unique to each participant. This

data can be used to form classification models and for user authentication [Borowik et al.,
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2020]. The e-nose is a fast, non-invasive, and intelligent online instrument with feasible

and efficient odor recognition. It consists of a set of sensors and constitutes a suitable

pattern recognition system, capable of identifying specific odors.

User classification has made extensive use of facial recognition and emotion detection in

many applications. Gabor wavelets represent a method for extracting features from images

for recognition. For example, in the context of facial recognition, facial images are analyzed

by pre-processing or normalizing the facial image [Amin and Yan, 2010]. In general, eyes

and mouth are aligned at approximately the same location in images of similar size for

face processing. Gabor filters at different scales and orientations are applied to each face

image to generate feature vectors used to train machine learning models.

Many researchers consider handwriting biometrics to be behavioral biometrics, as they

are based on the actions performed by a specific subject. Handwriting recognition in-

volves transforming a language represented as spatial graphical marks into a symbolic

representation [Plamondon and Srihari, 2000].

Speech recognition is another behavioral biometric that can be used to identify a speech

pattern based on the most common sound variations in a person’s speech. Speaker iden-

tification and verification can be achieved by capturing key speaker features in a narrow

band, such as pitch and formants [Ravanelli and Bengio, 2018]. This technique is used for

biometric authentication, forensics, security, speech recognition, and speaker diarization.

Table 2.3 summarizes a brief overview of previous studies.

2.2.4 Collection and analysis of behavioral biometric data

The methods and techniques employed for gathering behavioral biometric data include

wearable sensors, mobile applications, and online platforms.

2.2.4.1 Behavioral biometric data collection

The collection and analysis of behavioral biometric data involve several key steps such as:
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Table 2.3: Behavioral biometrics research work.

Behavioral Biometrics Purpose

Keystroke Dynamics To recognize a person using keystroke dy-
namics [Shadman et al., 2023]

Keystroke and Mouse Dynamics Identity theft issues by verifying users
based on their keystroke dynamics and
mouse activities [Shi et al., 2023]

Touch and hold a device Emotion detection from touch interactions
during text entry on smartphones [Li et al.,
2023b]

Touch Patterns continuous authentication on mobile bank-
ing applications [Stragapede et al., 2023]

Mouse Dynamics Computer user recognition based on the
way a user uses his/her mouse [Monaro
et al., 2020]

GAIT Authorization process based on style or
manner of walking [Akber et al., 2023]

Strategy Player profile is used to authorize the
player on the go [Giles et al., 2023]

Odor Human recognition through the odor au-
thentication [Manikantaa and Saranya,
2023]

Gabor wavelets To extract features from an image for
recognition [Li et al., 2023a]

Handwriting Biometric A process of transforming a language rep-
resented in its spatial form of graphi-
cal marks into its symbolic representa-
tion [Wang et al., 2023]

Speech Useful for biometric authentication, foren-
sics, security, speech recognition, and
speaker diarization [Mishra et al., 2023]

• Data collection

Behavioral biometric data can be collected using different types of sensors, such

as motion sensors, cameras, heart rate sensors, microphones, pressure sensors, etc.

Data can be collected continuously or on an ad hoc basis depending on the needs of

the application.

• Data storage

Collected data must be stored in secure databases to ensure confidentiality and in-

tegrity. Data must also be stored in accordance with applicable laws and regulations.
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• Data preprocessing

Collected data must be preprocessed to make it usable. This step typically involves

cleaning the data, eliminating missing data, normalizing the data, and transforming

the data so that it can be used in analytical algorithms.

• Data analysis

The pre-processed data is then analyzed using statistical analysis and modeling tech-

niques. These techniques may include analysis of variance, regression analysis, factor

analysis, classification, clustering, etc.

• Interpretation of results

The results of the analysis must be interpreted to obtain useful information about

users or computer systems. The results can be used to improve the user experience,

identify system performance problems, detect fraud, etc.

• Data security

Data security is an important aspect of behavioral biometric data collection and

analysis. Data must be stored securely, access to the data must be limited, and the

data must be handled in accordance with applicable laws and regulations.

In sum, the collection and analysis of behavioral biometric data can provide valuable

information about users and computer systems. However, it is important to ensure data

confidentiality and security to avoid any risk of abuse or privacy violation.

2.2.4.2 Different types of sensors used for data collection

There are different types of sensors integrated for example in a smartphone that can be

used to collect behavioral biometric data such as presented in Figure 2.4 and Figure 2.5.

Motion sensors, cameras, heart rate sensors, microphones, pressure sensors, keystroke speed

sensors, and web browsing sensors are commonly used measurement tools to assess various

aspects of the human body and behavior, such as physical activity, posture, gestures, heart

rate, voice and speech, surface pressure, keystroke speed, and web browsing habits.
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Figure 2.4: Smartphone: integrated sensors and actuators, along with a variety of
available operating systems and general apps [Rayani and Changder, 2023].

Figure 2.5: Smarthphone sensors usage.

These different types of sensors can be used alone or in combination to collect behavioral

biometrics data. The choice of the sensor depends on the characteristics being measured,

and the application being considered. Figure 2.6 describes how behavioral biometrics

works from data collection to the matching process.

The different types of sensors can be used to collect behavioral biometrics data depending

on the needs of the application.

2.2.4.3 Precautions to be taken to ensure data quality and security

When collecting and analyzing behavioral biometric data, it is important to take pre-

cautions to ensure data quality and security. Some of the most common precautions

include [Sharma and Elmiligi, 2022, Stragapede et al., 2023] :

• Respect privacy through a consent form

Before collecting behavioral biometrics, it is important to obtain informed consent
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Figure 2.6: Behavioral biometric model [Sharma and Elmiligi, 2022].

from the individual. This means that the individual must clearly understand why

the data is being collected, how it is used, and what the potential consequences are.

• Use reliable data collection tools

It is important to use reliable data collection tools to ensure that the data collected

is accurate and reliable. This may include the use of high-quality motion sensors or

validated data collection software.

• Protect the data collected

Behavioral biometric data can be considered as sensitive data since it can be used

to identify individuals. It is therefore important to protect this data by using secure

storage and transmission methods.

• Respect privacy

It is important to respect the privacy of the individuals whose data is being collected.

This may include using pseudonyms to protect the identity of individuals and limiting

access to data to authorized individuals.

• Follow regulations and standards

There are specific regulations and standards that govern the collection and use of
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behavioral biometric data. It is important to follow these regulations and standards

to ensure compliance and data security which depends from one country to another

ones.

In order to use the system in a real-world context, it is imperative to accurately mea-

sure its quality. This involves defining the context of use, as well as the effectiveness and

robustness of the logic, to determine whether it meets the specific requirements of an ap-

plication and whether it is based on logical or physical access. It is crucial to compare

different biometrics modalities to analyze their respective advantages and disadvantages.

Performance evaluation is also an essential step to facilitate research in this area. Evalu-

ation techniques are used to measure the performance of behavioral biometrics systems,

and there is a need for a reliable method to analyze the benefits of the system.

Quality is an essential factor because it has a direct impact on the successful use of the

system in a real-life context. Controlling the quality of acquired samples ensures that sys-

tem performance measurements are reliable and accurate. Indeed, enrolling a poor-quality

sample can distort results, compromise the system’s ability to meet specific application

requirements, and lead to logical or physical access problems. Consequently, the quality

of the input data is a critical element in ensuring the effectiveness and robustness of the

behavioral biometrics system, as well as facilitating research in this field by enabling a

relevant assessment of the system’s advantages over other biometric modalities.

In summary, it is essential to take precautions to ensure the quality and security of be-

havioral biometric data. This includes respecting privacy, protecting the data collected,

using reliable data collection tools, and following applicable regulations and standards.

2.3 Application and trends in behavioral biometrics

Behavioral biometrics is a commonly used method in information security to identify

individuals based on the unique characteristics of their activities, whether conscious or

unconscious. Recently, behavioral biometrics have been used in several interesting appli-

cations. Researchers have proposed methodologies for speaker recognition by studying lip
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movements, biometric verification by analyzing finger movements, as well as extraction of

biometric features from the voice for user identification [Saeed, 2016].

Table 2.4: Behavioral biometrics timeline [Sharma and Elmiligi, 2022].

Year Biometric Used Used for

1960 First model speech production using X-rays

of speaking subjects

Authentication

1960 Facial recognition Identification

1965 Signature recognition system Identification

1970 Dynamic signature and fingerprints recogni-

tion

Identification

1970 An early form of biometric modeling using

full-motion x-rays and the previous work of

Drs. Fant and Stevens, even used today

Authentication

1980 Speech Group to promote voice recognition

tech

Recognition

1991 Real time face recognition Recognition

1996 Hand geometry recognition gets deployed at

Olympics

Identification

1999 ICAO initiates study on biometrics and

MRTD

Issuance and acceptance

2001 Face recognition is deployed at the Super

Bowl

Recognition

2001 attacks on the World Trade Center draw at-

tention to the need for continuous authenti-

cation as a new security measure in global

information systems

Security

2002 DARPA launches Total Information Aware-

ness (TIA), the first large-scale use of tech-

nologies designed to mine data sets for iden-

tifying biometric information

Identification
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2004 US-VISIT (United States Visitor and Immi-

grant Status Indication Technology) becomes

operational

Authorization

2006 Keystroke Dynamics embedded in consumer

products

Continuous authorization

2010 Osama bin Laden’s body gets identified with

biometrics

Identification

2011 Mobile biometrics Authorization

2013 Continuous authentication for mobile appli-

cation security

Authorization

Mid 2010s Biometric systems to improve security as well

as the system performance

Authorization

Late 2010s Electric vehicles with face biometrics Authorization

2018 World’s first phone with under-display finger-

print sensor

Identification

Behavioral biometrics has a history that predates the rise of artificial intelligence and ma-

chine learning, such as convolutional neural networks (CNN) and other related techniques.

However, these technological advances have considerably enriched and expanded the pos-

sibilities of behavioral biometrics, making it more precise and adaptable. In the 1960s,

researchers Gunnar Fant and Kenneth Stevens developed the very first model of speech

production using X-rays. Subsequently, in 1970, researcher Joseph Perkell exploited these

advances to create a biometric model of speech recognition. Table 2.4 draws the usage

timeline [Sharma and Elmiligi, 2022] of Behavioral Biometric. The table highlights the

use of data in various fields such as security, health, financial services, and research.

• Security

Behavioral biometrics can be used for the authentication and identification of indi-

viduals. For example, keystroke patterns or hand movements can be used to identify

a person or to detect an identity theft attempt.
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• Health

Behavioral biometrics can be used to monitor the health and fitness of individuals.

For example, walking patterns can be used to detect changes in mobility or to monitor

symptoms of certain diseases.

• Financial Services

Behavioral biometrics can be used in financial services to help prevent fraud and

identity theft. For example, keystroke patterns can be used to identify online fraud

or suspicious transactions.

• Research

Behavioral biometrics can be used in research to understand human behavior and

patterns. For example, analysis of walking patterns can be used to study the mobility

patterns of the elderly or people with certain diseases.

It is important to note that the use of behavioral biometric data must be done in an ethical

manner that respects the privacy of individuals. Companies and organizations that use

this data must comply with applicable regulations and standards to ensure the security

and protection of the data collected.

2.3.1 Security applications

Behavioral biometrics are used in many security applications, including authentication,

fraud detection, and surveillance.

For the purpose of identification or verification, behavioral biometrics data is first collected

and stored. The data is processed further to prepare a signature profile. Using algorithms,

predictive models are trained, developed, and evaluated. Later, this model is used as a

comparison tool, whenever the user runs the application. Using behavioral patterns, the

model is used to continuously verify the user’s profile throughout their working sessions.

The generic architectures of biometric systems consist of five main modules namely data

collection, feature engineering, storage, matching, and decision module.
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The data collection module collects biometric data, the feature engineering module pre-

pares it for analysis, the storage module keeps it secure, the matching module compares it,

and the decision module makes a decision on user authentication. Together, these modules

create a biometric system capable of reliably identifying and verifying individuals.

2.3.2 Health applications

Improvement in information and communication technologies (ICT) and ambient intelli-

gent technologies, such as sensors and smartphones, have facilitated the swift progress of

smart environments [Lytras et al., 2018, Visvizi et al., 2020]. A significant amount of re-

sources can be conserved by using sensors to record and monitor patients or automatically

detect any irregular behavior [Rasekh et al., 2014, Piugie et al., 2019, Piugie et al., 2022],

as depicted in Figure 2.7.

Figure 2.7: Framework for intelligent health care monitoring systems (HCMS) [Subasi
et al., 2020].

Behavioral biometric data can be used in many health applications, including patient

monitoring, disease prevention, and chronic disease management. Some examples of ap-

plications of this data for health include:

• Patient Monitoring

Behavioral biometric data can be used to monitor patient health. For example,

walking patterns can be used to detect changes in patient mobility, which can help

identify health problems such as neurological disorders or heart disease.
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• Disease Prevention

Behavioral biometric data can be used to prevent disease. For example, monitoring

dietary habits and physical activity levels can help identify risks for diseases such

as obesity and diabetes, which can enable healthcare professionals to recommend

appropriate preventive interventions.

• Chronic Disease Management

Behavioral biometrics can be used to manage chronic diseases. For example, moni-

toring sleep patterns and heart rate can help monitor the condition of patients with

heart disease, which can enable healthcare professionals to provide appropriate care.

• Population Data Analysis

Behavioral biometric data can be used for population data analysis. For example,

analyzing how people move around a city can help health authorities understand the

lifestyle patterns and health risks of the population.

By using behavioral biometric data for health, healthcare professionals can better under-

stand patient behaviors and patterns, which can lead to earlier intervention and more

effective disease management.

2.3.3 Limits and risks of using behavioral data

The use of behavioral biometrics also has certain limitations and risks that must be con-

sidered. Here are some of them:

• Data Reliability

Behavioral biometric data can be influenced by many factors, such as emotional state

or fatigue. This can affect the reliability of the data and lead to inaccurate results.

• Privacy

The collection of behavioral biometric data may raise privacy concerns. Individuals

may be reluctant to share this data with third parties, especially if they do not

understand how it is used.
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• Data Security

Behavioral biometric data is sensitive data that must be stored securely to prevent

unauthorized access.

• Human error

Human error can occur in the collection and analysis of behavioral biometric data.

This can affect the quality of the data and lead to inaccurate results.

• Bias

Algorithms for analyzing behavioral biometric data can be biased due to the subjec-

tive nature of the data. This can lead to discriminatory decisions or unfair results.

• Misuse

Behavioral biometric data can be misused or abused in ways such as identity theft,

illegal surveillance, or ad targeting.

It is important that companies, organizations, and healthcare professionals use behavioral

biometric data in a way that is ethical, transparent, and respectful of individual privacy.

Security regulations and standards must be followed to ensure that data is collected, stored,

and used appropriately. Individuals must also be informed and aware of the potential risks

associated with the collection and use of their behavioral biometric data.

2.3.4 Recent developments in behavioral biometrics

Behavioral biometrics is a rapidly evolving field with many emerging trends. Here are

some of the most recent trends:

• Use of Artificial Intelligence (AI)

AI is increasingly being used to improve the accuracy of behavior-based identification

and authentication. Machine learning algorithms can be used to analyze behavioral

patterns and identify unique characteristics that distinguish individuals. This ap-

proach is often referred to as ”AI-based behavioral biometrics” or ”behavioral AI.”
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• Combining multiple biometric factors

Security experts increasingly recognize that behavioral biometrics should not be used

as a single authentication factor. Instead, they recommend combining behavioral

biometrics with other biometric factors, such as facial recognition or fingerprinting,

to improve accuracy and security.

• Use for fraud detection

Behavioral biometrics are increasingly being used to detect fraud. Banks and credit

card companies often use behavioral biometrics to monitor transactions and detect

fraudulent behavior patterns.

• Healthcare applications

Behavioral biometrics is increasingly being used to monitor patient health. Wearable

devices and mobile apps can track eating habits, sleep, physical activity, and stress

levels, allowing doctors and patients to track progress and identify health issues.

• Integration into existing security technologies

Behavioral biometrics are increasingly being integrated into existing security tech-

nologies, such as access control systems and video surveillance systems. This allows

for more accurate monitoring and faster identification of potential threats.

Artimetrics is a term that refers to the use of biometric characteristics to authenticate

artificial entities such as industrial robots, intelligent software agents, and virtual world

avatars [Saeed, 2016]. It involves applying the principles and techniques of biometrics to

verify the identity of non-human entities. The concept is still relatively new and there is

ongoing research into its development and applications.

Biometric data is also used to enhance the security of cryptographic systems, and new

algorithms are being developed by researchers to filter this data [Crihan et al., 2023].

System performance evaluation is essential for the following reasons.

Overall, behavioral biometrics continues to grow and evolve, providing new opportunities

for identification and authentication, fraud detection, and health monitoring. The use of

AI is also expected to significantly improve the accuracy of these applications in the future.
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2.4 Conclusion

In conclusion, behavioral biometrics is personal information that is collected from individ-

ual behaviors, such as how one enters a password or walks. This data is increasingly used

for identification and authentication, fraud detection, and health monitoring.

The key characteristics of behavioral biometrics are its unique and individual nature,

its ability to be collected non-intrusively and continuously, and its ability to be used in

combination with other biometric factors to improve the accuracy of identification and

authentication.

Behavioral biometrics can improve application security, including user authentication and

intrusion detection, with minimal impact on users. However, its effectiveness depends on

the method of implementation, such as keystroke dynamics that are influenced by keyboard

type. Multimodal systems benefit more from behavioral biometrics, which involves the

simultaneous use of multiple types of biometric systems, than unimodal systems that rely

on a single type of biometric. According to [Saeed, 2016], multiple spoofing attacks can

pose a threat to the security of behavioral biometrics.

The prospects for the future use of this data are very promising. As AI adoption increases,

machine learning algorithms are able to analyze even larger amounts of data to improve

the accuracy of identification and authentication. Applications of behavioral biometrics

are also expected to grow in areas such as healthcare, security monitoring, and fraud

prevention.

However, it is important to note that the use of behavioral biometrics raises privacy and

data security concerns. Laws and regulations must be put in place to ensure that this data

is collected, stored, and used ethically and securely.
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Summary

This part explores transactional applications of behavioral biometrics, focusing on identi-

fication and authentication. It provides an overview of this field, outlines related work in

areas such as time series analysis, and presents an architecture including feature genera-

tion, identification, authentication, and matching algorithms. The experimental protocol

is detailed, covering datasets, performance measures, pre-trained models, and classifier

parameters. User identification is explored through machine learning and deep learning

techniques, with an analysis of expected performance and multi-activity scenarios. Finally,

user key authentication is discussed, with performance evaluation on different data and

scenarios.

Keywords: Transactional application; Identification; Authentication; Machine Learning;

Deep Learning.
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3.1 Introduction

Biometrics enables a person to be identified and authenticated using recognizable, veri-

fiable, unique, and specific data. The aim is to capture an item of biometric data from

this person. It can be a photo of their face, a record of their voice, or an image of their

digital fingerprint. This data is then compared to the biometric data of several other per-

sons kept in a database. Figure 3.1 above resumes the identification and authentication

configuration.

Figure 3.1: How do we use biometrics ?

Biometric identification is used to determine a person’s identity. This involves capturing

specific biometric data about the person. This data is then compared with the biometric

data of several other people stored in a database. This time, the question is simple: ”Who

are you?” In contrast, biometric authentication is a process that compares a person’s

characteristics with a stored biometric ”template” to determine whether they match. To

do this, the reference template is first stored. Then, the biometric data of the person to

be authenticated is compared with this stored data to answer the question: ”Are you Mr.

or Mrs. X?”

With the increasing use of smartphones to store personal and sensitive information such as

bank account details, personal IDs, passwords, and credit card information, people remain

constantly connected and their mobile devices are at risk of security and privacy breaches

by malicious actors [Mekruksavanich and Jitpattanakul, 2021, Nugier et al., 2021, Piugie
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et al., 2022]. Traditional forms of protection such as passcodes, PINs, patterns, facial

recognition, and fingerprint scans are all vulnerable to various forms of attack, including

smudge attacks, side-channel attacks, and shoulder-surfing attacks [Mekruksavanich and

Jitpattanakul, 2021, Piugie et al., 2021, Piugie et al., 2022].

The development of Information and Communication Technologies (ICT), as well as im-

provements in ambient intelligent technologies, such as sensors and smartphones, have led

to the growth of smart environments [Lytras et al., 2018, Visvizi et al., 2020, Piugie et al.,

2021]. Using sensors, staff can save resources by recording and monitoring users or auto-

matically reporting any unusual behavior [Rasekh et al., 2014, Piugie et al., 2019, Piugie

et al., 2021]. For instance, in payment systems, to ensure strong customer authentication,

it is necessary to implement adequate security features based on authentication factors 1

such as knowledge, possession, and inherent or biometric factors [Cherrier, 2021].

Knowledge factors are based on information that the user knows, such as a password,

PIN, or shared secret. Possession factors rely on an object that the user possesses, like

a smart card, USB key, smartphone, or security token. Inherent or biometric factors

are directly related to the user and are useful in reducing the risk of unauthorized parties

discovering, disclosing, and using elements such as algorithm specifications, key length,

and information entropy [Migdal, 2019b]. When Multi-Factor Authentication (MFA) is

requested, using Seamless biometrics, as behavioral, improves security without decreasing

the User Experience (UX). Increasing performance of such biometrics is a high need of

current industrials [Piugie et al., 2022].

User authentication for logical access control, such as browsing the Internet on a lap-

top, is now commonly done using biometrics [Yohan et al., 2018, Migdal, 2019b, Piugie

et al., 2022]. Experts employ various biometric modalities, among fingerprint, retina, and

voice recognition, to design recognition systems using artificial intelligence techniques like

Machine Learning and Deep Learning. Each approach has its own pros and cons, with

fingerprint recognition being well-established and available in commercial products. How-

ever, these systems require input readers, such as sensors, which can vary in cost on the

1http://data.europa.eu/eli/reg_del/2018/389/oj

http://data.europa. eu/eli/reg_del/2018/389/oj
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market [Yohan et al., 2018, Kim et al., 2020]. Moreover, some of these biometric modal-

ities usage is not frictionless for the subject as they have to do an additional action to

authenticate themselves.

This led us to ask the question of how easily it is possible to identify a person based on

his/her behavior such as with the keystroke dynamics even when users enter the same pass-

word. Can we recognize a person by the activities he or she has carried out? Identification

is a multi-class classification problem. From the data, a chosen classifier distinguishes

and identifies the user who has generated a given characteristics and feature sample, by

returning the user ID (identification number or class) of the user to whom these charac-

teristics belong [Bailey et al., 2014]. However, biometric identification has an advantage

over passwords as it is based on features that are specific to an individual and are not easy

to duplicate or steal [Rosenberger, 2020]. Another advantage for security (and maybe a

drawback for privacy) is the possibility to use behavioral biometrics for transparent au-

thentication solutions [Ashibani and Mahmoud, 2020] where user behaviors are constantly

analyzed.

Behavioral biometrics involves measuring user’s behavioral tendencies, which can include

gait, human activity, keystroke dynamics, voice recognition, signature verification, mouse

dynamics, and Graphical User Interface (GUI) usage analysis [Bailey et al., 2014]. Accord-

ing to Bailey et al., behavioral biometrics has not been as widely adopted as physiological

biometrics due to the variability of the human body and mind [Bailey et al., 2014]. It is

worth noting that analyzing user activities does not require additional hardware.

Human activity can be one solution to enhance the security of password authentication

without adding any disruptive handling for users. Industries are looking for more security

without impacting too much user experience. Considered as a frictionless solution, human

activity is a powerful solution to increase trust during user authentication without adding

charge to the user like keystroke dynamic as a behavioral modality.

Behavioral biometrics identification/authentication methods have lower performance com-

pared to morphological modalities [Bailey et al., 2014]. The proposed methods aim to in-

troduce an alternative approach using Deep Learning for behavioral biometrics described

as time series.
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Traditional identification methods based on physiological features outperform behavioral

biometric identification [Bailey et al., 2014]. We investigate the effectiveness of a funda-

mental Machine Learning approach for user identification based on behavioral biometric

data. We compare various Machine Learning algorithms, including Deep Learning, for

user identification based on user behavior described by time series. In addition, this

work highlights Orange’s data mining software for prototyping the processing workflow

and proposes a highly efficient and simplified method for performing data analysis using

Machine Learning classifiers. We examine two modalities of behavioral biometrics: phys-

ical activities (such as ”laying”, ”sitting”, ”standing”, ”walking”, ”walking downstairs”,

and ”walking upstairs”) captured from a smartphone, as well as keystroke dynamics on a

laptop.

Figure 3.2 gives the different use cases of keystroke dynamics. We consider passphrase

authentication where all users type the same password, the authentication is realized by

only analyzing the way of typing. This approach is convenient for users as no password

has to be remembered but is more challenging for research in terms of performance.

Figure 3.2: Overview of the different use cases of keystroke dynamics systems.

We then proposed a method to implement an authentication system using the behavioral

biometrics of keystroke dynamics. We assume that by extracting only the keystroke char-

acteristics of each user, it is possible to apply a promising and low-cost authentication

system compared to many other biometrics systems, as it does not require any additional

sensors and is easy for the user to perform. Keystroke dynamics are characterized by
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the time taken to press the keys on the keyboard. The use of these typing characteris-

tics demonstrates the possibility of authenticating a person based on their typing style.

Research has also been carried out in recent years to find the best algorithm for this au-

thentication task. Our aim is to evaluate the effectiveness of Deep Learning approaches for

password-based user authentication using keystroke dynamics data. We present a proof

of concept and examine the performance of different Deep Learning architectures in the

section.

We have proposed a solution applied to two behavioral biometric modalities to demonstrate

the genericity of the approach. The proposed research uses an image-based architecture

(for a chosen behavioral biometric modality: gait analysis). A Deep Learning process for

user authentication based on human activity is proposed. We consider only one behav-

ioral biometrics modality which refers to the following physical activities including laying,

sitting, standing, walking, walking downstairs, and walking upstairs, all of them being ac-

quired by a smartphone. We tested many architectures for identification/authentication

purposes. Generated deep features are fused through different strategies. The obtained

performance on a dataset used by the research community outperforms results from the

state-of-the-art.

The work is organized as follows. Section 3.2 contains related works on authentication

systems from human activity. Section 3.3 draws a generic representation of behavioral

biometrics from time series to 2D image color configuration and presents the proposed

method for the classical approach with Machine Learning and the different tested Deep

Learning models with the specifications and the impact of different parameters on our

evaluation system. Section 3.4 draws the experimental protocol. Section 3.5 gives the ex-

perimental results as well as subsection 3.5.1 details the experimental results on benchmark

datasets for identification in subsection 3.5.2 and authentication process in subsection 3.5.3

on both modalities. Section 3.6 gives the conclusions of this work and some perspectives.
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3.2 Related works

Behavioral biometrics represented as time series have been seen as a measurement that

characterizes how an individual interacts with his or her environment, and this interaction

is captured by a device, such as eye movements, voice, signature, keystroke dynamics, or

mouse handling. These measures can be used to improve computer security by enabling

more reliable identification/authentication, but also to optimize the user experience by

personalizing interfaces and improving performance.

3.2.1 Time series analysis

There are several studies that convert one-dimensional time series into a two-dimensional

image representation, then apply a two-dimensional image-based feature extraction tech-

nique on this 2D image [Zhong and Deng, 2014, Sanchez Guinea et al., 2022, Sarkar et al.,

2023]. Table 3.1 presents the relevant work on this topic. Most of this work focuses on

user or activity recognition, but not on user authentication in time-series configurations.

Table 3.1: Review of time series analysis: signal-to-image transformation.

Paper Approach Method Activity Input

Source

Accuracy EER

[Sarkar et al.,

2023]

Activity

recognition

spatial

attention-

aided CNN,

KNN

Standing,

sitting,

laying,

walking,

walking

downstairs,

walking

upstairs,

jogging,

cycling,

running,

relaxing,

knees

bending

Smartphone [97.72−

99.90]%

-
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[Sanchez Guinea

et al., 2022]

Activity

recognition

CNN Standing,

sitting,

laying,

walking,

walking

downstairs,

walking

upstairs

Smartphone 99.30% -

[Sun et al.,

2015]

Action

recognition

GP-based &

k-NN

golf swing

(back, front,

side), kicking

(front, side),

riding horse,

run, skate-

boarding,

swing bench,

swing (side),

and walk

Virtual

camera

[86.90−

88.50%]

-

[Zhong and

Deng, 2014]

User

identification

I-vector Gait Mobile

devices

[67.5−85.0]% [06.80−

08.90]%

[Körner and

Denzler,

2013]

Multi-view

action

recognition

Gaussian

process +

Histogram

intersection

kernel

Appearance

of dynamic

systems

captured

from

different

viewpoints

Sony AIBO

robot dogs

(6)

79.00% -

[Junejo

et al., 2008]

Action

recognition

Nearest

Neighbour

Classifier &

SVM

Bend, jack,

jump,

pjump, run,

side, skip

walk, wave

Virtual

camera (6)

[90.50−

95.70]%

-

Our study aims to highlight the relevance of our approach by applying it to the analysis

of human activity using smartphones and keystroke dynamics on a laptop. Next, we

draw up a list of research dealing with these biometric modalities in order to position our

contribution in relation to this established knowledge.
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3.2.2 Human activities

The applications of user identification are extensive, including logical access control, su-

pervision, and more. The recent advancements in AI have led to a growing interest among

researchers in novel research aims, such as object recognition, environmental learning,

time series analysis, and predicting future sequences [Rasekh et al., 2014]. Machine and

Deep Learning, which have a wide range of applications in speech recognition, language

modeling, video processing, and time series analysis, have captured significant attention

from AI researchers. Within this fascinating AI domain, one challenging problem is Hu-

man Activity Recognition (HAR), which holds promise for eldercare and childcare, when

combined with technologies like IoT. Table 3.2 provides a summary of the main research

works in the literature discussed below.

Table 3.2: Overview of activity recognition based on classical Machine Learning ap-
proaches. k-NN : k-Nearest Neighbor; SVM : Support Vector Machine; RF : Random
Forest; MLP : Multi-Layer Perceptron; GMM : Gaussian mixture model; KF : Kalman

Filter [Al Machot et al., 2020]

Paper Approach Method Activity Input Source Performance

[Jaouedi et al.,

2020]

Hybrid Deep

Learning for

activity and

action

recognition

GMM, KF,

Gated

Recurrent Unit

Walking,

jogging,

running,

boxing,

hand-waving,

hand-clapping

Video 96.3%

[Antón et al.,

2019]

Infer high-level

rules for

noninvasive

ambient that

help to

anticipate

abnormal

activities

RF Abnormal

activities:

agitation,

alteration,

screams, verbal

aggression,

physical

aggression and

inappropriate

behavior

Ambient sensors 98.0%
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[Alex et al.,

2018]

Comparison

study to classify

human

activities

SVM, MLP,

RF, Naive

Bayes

Sleeping,

eating, walking,

falling, talking

on the phone

Image 86.0%

[Shahmohammadi

et al., 2017]

Active learning

to recognize

human activity

using

Smartwatch

RF, Extra

Trees, Naive

Bayes, Logistic

Regression,

SVM

Running,

walking,

standing,

sitting, lying

down

Smartwatch 93.3%

[Anguita et al.,

2013]

Recognizing

human activity

using

smartphone

sensors

Quadratic,

k-NN, ANN,

SVM

Walking

upstairs,

downstair

Smartphone 84.4%

It compares different classification techniques, different activities, different sources of input,

and finally the best performance that was obtained using a particular classifier.

Biometrics have been widely proposed as a means of continuous user authentication in var-

ious studies [Sitová et al., 2015, Patel et al., 2016, Zhang, 2019, Giorgi et al., 2021, Mekruk-

savanich and Jitpattanakul, 2021]. In the field of continuous authentication, inertial data

is used to determine the motion, orientation, and position of a device in the surrounding

environment. Methods that use this type of data for non-intrusive authentication employ

user behavioral features such as gait, touch screen operations, hand gestures, keyboard

patterns, speech, or signature movements to generate behavioral features [Mekruksavanich

and Jitpattanakul, 2021].

Zheng et al. [Zheng et al., 2014] were trailblazers in amassing a substantial dataset for con-

tinuous authentication and employing a one-class distance-based classifier. Their approach

involved utilizing inertial data from the device’s accelerometer and gyroscope, along with

touchscreen, acceleration, pressure, touch area size, and time frame information between

interactions. By developing user profiles based on how individuals held their smartphones

when entering their PIN numbers, they achieved an impressive identification of either the

genuine owner or an impostor, with an EER of up to 3.6%.
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Trojahn et al. [Trojahn and Ortmeier, 2013], on the other hand, explored the application

of Deep Learning techniques for smartphone user authentication based on data collected

during repeated password entry. They utilized various models, including the multilayer

perceptron (MLP) [Pal and Mitra, 1992], Bayesian Net classifiers [Kohavi et al., 1996],

and Näıve Bayes [Neverova et al., 2016], to classify users effectively.

Additionally, De Marsico et al. proposed an effective procedure for normalizing signals

from smartphone accelerometers in [De Marsico et al., 2016]. The authors demonstrated

that normalization had a positive impact on matching data from the same device, partic-

ularly in the context of gait recognition.

Table 3.3: Human activity aims.

HAR tasks

Basic Activity Recognition
Daily Activity Recognition
Unusual Event Recognition

Biometric Subject Identification
Prediction of Energy Expenditures

Biometric Subject Verification/Authentication

Table 3.3 presents the various aims of human activity, which include identification, au-

thentication, and soft biometrics, depending on the specific case, whether continuous or

static [Chen et al., 2021, Piugie et al., 2021]. Biometric solutions using hand movement

often rely on reference data, such as typing style, to verify new samples. For identification

and authentication, the reference data corresponds to a specific user’s typing style, while

for soft biometrics, it represents a group of users’ typing styles, such as male, female, or

left/right-handed. This reference data is crucial for matching or verifying a user’s identity

from a given sample [Migdal, 2019a]. Our focus lies in biometric verification based on hu-

man activity data. We are focusing on the biometric authentication of individuals based

on human activity data.
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Table 3.4: Overview of user activity identification/authentication from the state of art.

Paper Approach Method Activity Input

Source

Accuracy EER

[Sanchez Guinea

et al., 2022]

Activity

recognition

CNN Standing,

sitting,

laying,

walking,

walking

downstairs,

walking

upstairs

Smartphone 99.30% -

[Sarkar

et al., 2022]

Activity

recognition

Spatial

Attention-

aided CNN

Standing,

sitting,

laying,

walking,

walking

downstairs,

walking

upstairs

Smartphone 99.45% -

[Parkinson

et al., 2021]

User

verification

Manhattan

distance

Hand

movement

Keyboard [89.00%−

94.00%]

[06.00%−

11.00%]

[Gao et al.,

2020]

User identi-

fication

SVM Pose

estimation

GUI 74.35% -

[Jaouedi

et al., 2020]

Hybrid

Deep

Learning

for activity

and action

recognition

GMM, KF,

Gated

Recurrent

Unit

Walking,

jogging,

running,

boxing,

hand-

waving,

hand-

clapping

Video 96.3% -
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[Antón

et al., 2019]

Infer

high-level

rules for

noninvasive

ambient

that help to

anticipate

abnormal

activities

RF Abnormal

activities:

agitation,

alteration,

screams,

verbal

aggression,

physical

aggression

and inap-

propriate

behavior

Ambient

sensors

98.0% -

[Zhang,

2019]

Learning

human

identity

from

motion

patterns

Dense

Clockwork

RNN

Walking Smartphone 93.02% 18.17%

[Barra

et al., 2019]

Gender

recognition

SVC, RF,

AdaBoost,

k-NN

Looking

and avoid

the camera

in motion

Video [68.10%−

82.50%]

-

[Alex et al.,

2018]

Comparison

study to

classify

human

activities

SVM, MLP,

RF, Naive

Bayes

Sleeping,

eating,

walking,

falling,

talking on

the phone

Image 86.0% -

[Marsico

and Mecca,

2017]

Action

recognition

DTW Gait Smartphone [83.00%−

93.00%]

[0.09%−

0.10%]

[Shahmohammadi

et al., 2017]

Active

learning to

recognize

human

activity

using

Smartwatch

RF, Extra

Trees,

Naive

Bayes,

Logistic

Regression,

SVM

Running,

walking,

standing,

sitting,

lying down

Smartwatch 93.3% -
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[Patel

et al., 2016]

Continuous

user au-

thentication

Ten

different

classifier

Walking,

sitting

Mobile

devices

- 07.50%

[Zareen and

Jabin,

2016]

User

verification

HMM 25 users,

500

signatures

Samsung

Galaxy

Note

- 06.20%

[Sun et al.,

2015]

Action

recognition

GP-based

& k-NN

golf swing

(back,

front, side),

kicking

(front,

side), riding

horse, run,

skateboard-

ing, swing

bench,

swing

(side), and

walk

Virtual

camera

[86.90%−

88.50%]

-

[Zhong

et al., 2015]

Pace inde-

pendent

mobile gait

biometrics

Nearest

neighbor

Walking Mobile - 7.22%

[Zhong and

Deng, 2014]

User identi-

fication

I-vector Gait Mobile

devices

[67.5%−

85.0%]

[06.80%−

08.90%]

[Körner and

Denzler,

2013]

Multi-view

action

recognition

Gaussian

process +

Histogram

intersection

kernel

Appearance

of dynamic

systems

captured

from

different

viewpoints

Sony AIBO

robot dogs

(6)

79.00% -

[Anguita

et al., 2013]

Recognizing

human

activity

using

smartphone

sensors

Quadratic,

k-NN,

ANN, SVM

Walking

upstairs,

downstair

Smartphone 84.4% -
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[Muaaz and

Mayrhofer,

2013]

Gait

recognition,

analysis of

approaches

SVM Walking Cell phone - 33.30%

[Thang

et al., 2012]

Gait identi-

fication

using ac-

celerometer

SVM Walking Mobile

phone

92.7% -

[Junejo

et al., 2008]

Action

recognition

Nearest

Neighbour

Classifier &

SVM

Bend, jack,

jump,

pjump, run,

side, skip

walk, wave

Virtual

camera (6)

[90.50%−

95.70%]

-

[Gafurov

et al., 2006]

User

verification

Histogram

similarity

and Cycle

length

Gait Mobile

devices

- [05.00%−

09.00%]

[Mantyjarvi

et al., 2005]

Identifying

users from

gait pattern

Correlation

coefficients

walking Smartphone [72%−88%] 7%

3.2.3 Keystroke dynamics

Most of the work in the literature is based on conventional machine learning for user

authentication (based on the behavioral biometric modality). Although the proposed al-

gorithms are excellent, the results can be improved. Therefore, this research proposed an

image architecture (for a chosen behavioral biometric modality) and a deep learning au-

thentication process using neural networks for user authentication based on a passphrase.

Keystroke dynamics can be used for different goals (identification, authentication, soft bio-

metrics) in different cases (free text, fixed text, same-text). Like any biometric solution,

keystroke dynamics systems require sets of prior knowledge (references) that are used to

verify the newly acquired data (sample). For identification and authentication, a reference

describes the typing style of a specific user, while for soft biometrics, a reference describes

the typing style of a set of users (e.g., male, female, left/right-handed). The references are
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Figure 3.3: Keystroke dynamics usages [Migdal, 2019a].

then used to retrieve, or verify, the identity of the user who typed from a sample [Migdal,

2019a]. This is depicted in Figure 3.3.

Keystroke typing dynamics allows profiling users (identification, authentication, gender

recognition, profiling) by analyzing the way a user is typing on a keyboard for example

when surfing on the Internet. Keystroke dynamics was first used in 1975 [Spillane, 1975]

and the basic idea was to use a keyboard to automatically identify individuals. In the

preliminary report dressed by Gaines et al. [Gaines et al., 1980], seven secretaries typed

several paragraphs of text and the researchers showed that it was possible to differentiate

users by their typing habits [Migdal and Rosenberger, 2019].

Table 3.5 gives an overview of keystroke dynamics relative works on user identification

context.
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Table 3.5: An overview of keystroke dynamics: relative studies, performance metrics in
controlled environments, and static vs. dynamic types [Banerjee and Woodard, 2012]

Study Features Classification Subjects Samples Identification

Rate

[Samura and

Nishimura,

2009]

Latency, Key

hold time

Euclidean

dist.

112 - 90.7%

[Lv et al.,

2008]

Key Pressure Statistical

classifiers

50 3000 6.6%

[Rybnik et al.,

2008]

Latency, Key

hold time

Statistical 37 - 72.97%

[Jin et al.,

2008]

Latency Statistical 11 - 76%

[Bergadano

et al., 2003]

Latency,

Trigraph/N-

graph

Distance

measure

40 364 90%

Table 3.6: An overview of user authentication in keystroke dynamics: Neural Network-
based approaches [Banerjee and Woodard, 2012]

Study Features Classification Subjects Samples EER

[Andrean

et al., 2020]

Latency,

Trigraph/N-

graph

MLP 51 400 16.14%

[Alpar, 2017] - Gauss-newton

based neural

network

13 780 4.1%

[Harun et al.,

2010]

Latency NN, dist.

classifier

15 150 22.9%

[Revett et al.,

2007]

Latency,

Trigraph/N-

graph

Specht

Probabilistic

NN

50 - 4%

Keystroke dynamics is a two-factor authentication scheme as we combine the knowledge of

a password and the way of typing. In case of an attack, it can be revoked by changing the

password. Nevertheless, some studies showed it is possible to profile users on the Internet

(gender recognition, age category) [Idrus et al., 2014] without the consent or awareness
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of the users [Migdal and Rosenberger, 2019]. Many studies have shown that it is possible

to authenticate an individual by typing on a mobile device or keyboard. Table 3.6 lists

the main works undertaken by researchers to develop neural network-based authentication

systems. We can note that these works are tested on small databases. In this study, we

want to investigate how recent Deep Learning methods can improve these results on a

more important dataset.

Authentication factors can be organized into three categories depending on how users

authenticate themselves on a system. It is about knowledge (e.g., a password, a personal

identification number, etc.), token (for example a card access sent to a cellphone), and

biometrics (physical biometrics, behavioral biometrics) [Bhana and Flowerday, 2020]. In

traditional authentication systems, authentication tokens are usually presented as the

forms of what we know (e.g., user name and password), what we have (e.g., smartcard or

key token), and what we are (e.g., biometrics derived from physiological signals or user

behaviors) [Yeh et al., 2018].

These two behavioral biometrics modalities have been studied in the literature but not in a

constrained context (i.e., we consider that we know what a person types on the keyboard,

or that we know his activity) and a realistic context (i.e., we consider that we do not know

what a person types on the keyboard, or that we do not know his activity). We would like

to analyze how efficient can be a generic approach for user identification/authentication

in such contexts.

3.3 Proposed architecture

The distribution of our contribution is shown in Figure 3.4. It comprises 4 important

components, as follows:

1. Transformation of time series into signal-to-image representations

2. Features generations/extractions

3. Classical machine learning and deep learning (for transfer methods)
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4. Identification and authentication (for applications)

Figure 3.4: General overview of our proposed generic system.

3.3.1 Features generation

Time series analysis in the frequency domain plays an essential role in signal processing.

The same is true for image analysis in the frequency domain, which plays a key role in

computer vision and was even part of the standard pipeline in the early days of Deep

Learning [Vasconcelos et al., 2021]. We propose a method by transforming the time series

(behavioral biometric signal) into an image, i.e., we convert the behavioral biometric vector

(represented as time series) of size 1×m, into a matrix of size n×n such that: m = n(n−1)
2 .

This is done though squareform() 2 function in MatLab. The matrix is displayed with

imagesc() 3 function in MatLab which shows an image with scaled colors. We finally have

a 2D color image in RGB format.

The time series to image representation is done through the formal representative equation:

• Let X be a square n-by-n symmetric distance matrix,

v = squareform(X) returns a n(n−1)
2 (i.e. binomial coefficient n choose 2,

(
n
2

)
) sized

2https://fr.mathworks.com/help/stats/squareform.html
3https://fr.mathworks.com/help/matlab/ref/imagesc.html

https://fr.mathworks.com/help/stats/squareform.html
https://fr.mathworks.com/help/matlab/ref/imagesc.html
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vector v where

v

[(
n

2

)
−
(
n − i

2

)
+ (j − i− 1)

]
(3.1)

is the distance between distinct points i and j. If X is non-square or asymmetric, an

error is raised.

• Let v a n(n−1)
2 sized vector for some integer n ≥ 1 encoding distances,

X = squareform(v) returns a n-by-n distance matrix X. The X[i, j] and X[j, i]

values are set to:

v

[(
n

2

)
−
(
n − i

2

)
+ (j − i− 1)

]
(3.2)

and all diagonal elements are zero.

• Example:

Let v a vector define as v = (1 2 3 4 5 6)

The squareform of vector v is matrix X.

squareform(v) = X =


0 1 2 3

1 0 4 5

2 4 0 6

3 5 6 0



This transformation is done on each trial sub-database separately and on the fusion of sub-

databases in order to build a new database of images. 70% of the obtained images were

used for training (enrollment) and the remaining 30% were used for validation (verification)

on the different deep models used for user classification and extraction of features. The

matrix representation for user’s behavioral typing time series transformation is illustrated

in Figure 3.5. This figure presents detailed step-by-step instructions for creating a dataset

containing raw parameters computed using statistical tools. The built dataset is used for

signal-to-image processing. We finally have a 2D image in RGB format as depicted in

Figure 3.6.
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Figure 3.5: Diagram of the raw characteristic of the database based on statistics.

Figure 3.6: Examples of the obtained results when the signal-to-image transformation
is applied.

3.3.2 Identification

In this work, we consider behavioral biometric data represented as time series. We want

to assess the capability of Machine Learning methods to obtain good performance on
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Figure 3.7: Architecture of the identification system.

user identification. We use two main approaches. The first approach consists of using

classical classifiers by using raw data as input. We considered the following Machine

Learning classifiers: SVM (Support Vector Machine), NN (Neural Networks), RF (Random

Forest), AdaBoost (Adaptive Boosting), LR (Linear Regression), Naive Bayes, k-NN (k-

Nearest Networks), and Stacking (fusion of classifiers). Second, we intend to test Deep

Learning techniques that consist of optimizing the representation of raw data to enhance

user identification. We considered the following architectures: FCN and ResNet used

in [Fawaz et al., 2019]. We used Machine Learning and Deep Learning techniques because

they are tried-and-tested techniques that have demonstrated their ability to solve binary

and multi-class classification problems.

We describe the proposed generic system that can be applied to any behavioral biometrics

modalities in Figure 3.7 for identification purposes. It is composed of different steps namely

data acquisition, data preprocessing, feature representation, and machine learning/iden-

tification. The step-by-step instructions are to verify individual identities through our

framework starting from the signal (computing the time series signal into a color image).

The transformation is performed on each attempt of each user for each human activity.

We use the Orange data mining software. It is an open-source data visualization, Machine

Learning, and Data Mining toolkit [Demšar et al., 2013]. It features a visual programming

front-end for explorative data analysis and interactive data visualization, and can also be

used as a Python library. The software was developed by the University of Ljubljana under

GNU General Public License in 1997.
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We designed a data workflow composed of widgets (data processing unit) with Orange

as depicted by Figure 3.8. This workflow can be used for any behavioral biometrics data

and generates performance metrics. Import and preprocessing database sub-workflow is

illustrated in Block 1. Block 2 represents seven widgets associated with the following 7

classifiers: SVM, NN, RF, AdaBoost, Logistic Regression, Naive Bayes, and k-NN [Demšar

et al., 2013, Subasi et al., 2020].

Using the stacking widget in Block 3 permits the fusion of the different classifiers. In order

to evaluate the performance of the defined workflow, it is preprocessed by the Test and

Score widget. We use Block 4 for the evaluation of this system by computing the confu-

sion matrix and ROC curve. Block 5 allows a visual inspection of the obtained predictions.

Figure 3.8: Global workflow for user identification from behavioral data.
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3.3.3 Authentication

We describe the proposed generic system that can be applied to any behavioral biometric

modalities in Figure 3.9. It is composed of different steps namely data collection, feature

representation, and deep learning/verification.

Deep learning algorithms have been used in the last decade in several fields and are be-

coming more and more widespread [Maheshwary et al., 2017, Aversano et al., 2021]. One

advantage of using such approaches relies on its capabilities to provide relevant features

at deeper layers which can be used as feature vectors by any dissimilarity measure. In this

work, we generate deep feature vectors by transfer learning from different deep networks

namely ResNet-101, DarkNet-53, GoogLeNet, ShuffleNet, DenseNet-201, and SqueeseNet.

In the literature, these models were firstly pre-trained on the ImageNet dataset 4 and they

are the most recent successful Deep Learning architectures for image classification [Azizi

et al., 2023] and can be used for an authentication context since authentication can be

considered as the result of a binary classification problem (genuine or impostor).

Figure 3.9: Architecture of the authentication system.

Table 3.7 summarizes the architecture and the optimization hyper-parameters for the used

deep networks where the network depth is defined as the largest number of sequential

convolutional or fully connected layers on a path from the input layer to the output layer.

Figure 3.10 reports top-1 one-crop accuracy versus the number of operations required for

a single forward pass in the most popular neural network architectures as an illustration.

The inputs to all these networks are RGB images. We used these convolutional networks

4https://image-net.org

https://image-net.org
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Figure 3.10: Illustration of Deep Learning architectures (source: https://www.

topbots.com/a-brief-history-of-neural-network-architectures/).

to build a features vector as output which is then compared with is used as a reference/test

template.

3.3.4 Matching scores

Deep architectures as previously explained generate feature vectors that can be used as ref-

erence/test templates. We need a matching algorithm to compare them and make the ver-

ification decision. Many distance metrics can be used to compute a distance score [Migdal,

2019b] between a reference (xs) and a sample (xt) such as:

• The Minkowski distance

d =
n∑

j=1

|xsj − x
′
tj | (3.3)

• The Euclidean distance

d2 = (xs − xt)(xs − xt)
′

(3.4)

• The Cosine distance

d = 1 − xsx
′
t√

(xsx
′
s)(xtx

′
t)

(3.5)

https://www.topbots.com/a-brief-history-of-neural-network-architectures/
https://www.topbots.com/a-brief-history-of-neural-network-architectures/
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Once we obtain a matching score, we decide if the user is authenticated by a simple

thresholding approach (accept when the score is upper a given threshold).

To illustrate the interest of the proposed architectures, we evaluate their performance on

two behavioral biometrics modalities.

Table 3.7: Architectures and optimizations hyper-parameters for the Deep Learning
approaches

Models #Layers #Depth Image Input Size Activate Normalize Algorithm Loss #Epochs #Batch #Learning rate

ResNet-101 347 101 224-by-224 ReLU Batch SGDM cross-entropy 300 10 0.001
DarkNet-53 184 53 256-by-256 ReLU Batch SGDM cross-entropy 300 10 0.001
GoogleNet 144 22 224-by-224 ReLU Batch SGDM cross-entropy 300 10 0.001
ShuffleNet 172 50 224-by-224 ReLU Batch SGDM cross-entropy 300 10 0.001

DenseNet-201 708 201 224-by-224 ReLU Batch SGDM cross-entropy 300 10 0.001
SqueezeNet 68 18 227-by-227 ReLU Batch SGDM cross-entropy 300 10 0.001

3.4 Experimental protocol

We draw in this part the experimental protocol we follow in this work. We detail the used

biometric dataset and the performance metrics.

3.4.1 Datasets description

3.4.1.1 UCI-HAR database

We use in this work the UCI-HAR database [Anguita et al., 2013] which was collected

with data from 30 people aged between 19 and 48 years. Each person performed 6 physical

activities such as sitting, standing, laying walking, walking upstairs and walking downstairs.

The data were collected from a Samsung Galaxy S II mobile phone handset using the

accelerometer and gyroscope (3-axial raw signals with tAcc-XYZ and tGyro-XYZ ) sensors

at a frequency of 50Hz. The collection was obtained with the smartphone located at the

user’s waist. All steps of data collection were recorded and the data was manually labeled.

UCI-HAR contains 10, 299 samples.

Table 3.8 presents the activities, the abbreviation of each activity, the proportion of activity

samples, and their descriptions. For each signal of each activity (trials), the signal-to-image

transformation (as mentioned in section 3.3) is applied to obtain a 2D color image. To
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Table 3.8: Activities, sample number of each activity and their descriptions on UCI-
HAR dataset [Anguita et al., 2013].

Activity Abbreviation No. of Samples Each Human Activity ratio Description

Laying lyx 1722 16.72% Subject sleeps or lies down on a bed
Sitting six 1544 14.99% Subject sits on a chair either working or resting
Standing stx 1406 13.65% Subject stands and talks to someone
Walking wlx 1777 17.25% Subject goes down multiple flights

Walking Downstair wdn 1906 18.51% Subject goes down multiple flights
Walking Upstairs wup 1944 18.88% Subject goes up multiple flights

the best of our knowledge, such transformation with the squareform() function applied to

the UCI-HAR dataset does not exist in the literature up to now. Among the transformed

samples of each user, 70% out of 100% samples (attempts per subject) are used for the

training set, and the remaining 30% for the validating set.

3.4.1.2 GREYC-NISLAB database

The GREYC-NISLAB dataset [Syed Idrus et al., 2013] for keystroke dynamics is consti-

tuted of five passwords entered by 110 users. There were 10 samples per password per user

for each way of typing. The best password is a sentence according to experts [Idrus et al.,

2013]. In total, we have 5, 500 = 110× 10× 5 keystroke dynamics samples, we believe this

dataset is significant.

Table 3.9: Description of passphrases used in the GREYC-NISLAD dataset.

Password Description Size Features

P1 leonardo dicaprio 17-char 64
P2 the rolling stones 18-char 68
P3 michael schumacher 18-char 68
P4 red hot chilli peppers 22-char 84
P5 united states of america 24-char 92
PT fusion of features (P1+P2+P3+P4+P5) 99-char 376

For keystroke dynamics modalities, 5 passphrases were presented to users as shown in

Table 3.9, which are between 17 and 24 characters (including spaces) long, chosen from

some of the well-known or popular names or artists (known both in France and Norway),

denoted P1 to P5. The GREYC Keystroke software has been used to capture biometrics

data. PT denotes the fusion of the 5 passwords (fusion of features) [Piugie et al., 2021].

Keystroke dynamics databases are very tedious to realize. One of the biggest advantages
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of using the GREYC-NISLAB database is that we have several passwords for the same

users. To the best of our knowledge, such a database does not exist in the literature up

to now.

3.4.2 Performance metrics used for identification

The performance evaluation metrics used in this work for the identification task are CA,

P, R, AUC, and CMC where TP , TN , FP , and FN are respectively true positive, true

negative, false positive, and false negative. We provide in the following the definitions of

all these metrics:

• Classification Accuracy (CA)

For a given test dataset, the ratio of the number of samples correctly classified to

the right user by the classifier compared to the total number of samples. This metric

(also called rank 1 accuracy) formula is given by equation 3.6.

CA =
TP + TN

TP + TN + FP + FN
(3.6)

• Precision (P)

The ratio of the number of correctly identified positive samples (corresponding to

the right individual) to the total number of samples identified as positive in the

identified sample. The computation formula is given by equation 3.7.

P =
TP

TP + FP
(3.7)

The precision score can be the number of correct predictions made divided by the

total number of predictions made.

• Recall (R)

The recall rate is the ratio of the number of positively identified individuals correctly

identified to the total number of positive samples in the total sample used. The recall
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rate is how many positive samples are identified. The formula drawn by 3.8.

R =
TP

TP + FN
(3.8)

• Area Under the ROC Curve (AUC)

The AUC computes the area under the ROC curve when plotting the precision versus

the recall value. It should be as high as possible (the maximal value is 100% or 1).

• Cumulative Match Characteristic (CMC) Curve

The CMC curve is a method of showing the measured accuracy performance of a

biometric system operating within an identification task. Templates are compared

and ranked based on their similarity. The CMC indicates how often the biometric

subject template appears in the ranks (1, 5, 10, 100, etc.) based on the match rate.

A CMC compares the rank (1, 5, 10, 100 etc.) versus identification rate.

The authentication/verification stage involves acquiring and processing raw data to create

a biometric template, which is then compared to reference templates in the dataset. A

matching algorithm is used to determine the similarity between the biometric sample and

existing reference templates. Scores are calculated based on features extracted from deep

networks, and three distance metrics described in subsection 3.3.4 are applied to evaluate

the degree of similarity between the activity of each user.

Two important error rates are used to assess the performance of a biometric authentication

system according to ISO19795 [19795-1, 2021]: 1) False Match Rate (FMR) and 2) False

Non-Match Rate (FNMR):

• The FMR is the proportion of a specified set of completed non-mated comparison

trials that result in a comparison decision of match,

• The FNMR is the proportion of completed mated comparison trials that result in a

comparison decision of non-match.

The Equal Error Rate (EER) is obtained when the biometric decision threshold is set to

have the FMR value equal to the FNMR one as illustrated in Figure 3.11. It can be
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Figure 3.11: Relationship between FMR, FNMR and EER (source [Piugie et al., 2022]).

Table 3.10: Optimization’s hyperparameters for the Deep Learning approaches

Methods Algorithm Valid Loss Epochs Batch Learning rate

FCN Adam Split70% Entropy 250 10 0.001
ResNet Adam Split70% Entropy 250 10 0.001

seen as a compromise between usability and security. The goal of a matching algorithm

is to minimize this value. The lower the value of EER, the better the performance of

the authentication system is. This error rate is the most commonly used in the liter-

ature to evaluate the performance of biometric systems. In this work, we evaluate the

performance of the proposed architecture in terms of EER. The performance rate used

for user identification is the Classification Accuracy (CA) where the formula is given by

Equation 3.6.

3.4.3 Pre-trained models

As previously mentioned, we used pre-trained models to experiment with user authenti-

cation. We compare the different architectures used. These are the following networks:

ResNet-101, ShuffleNet, GoogleNet, DenseNet-201, SqueezeNet, and DarkNet-53 for au-

thentication [Piugie et al., 2022].



Chapter 3. Transactional Applications of Behavioral Biometrics 94

Table 3.11: Models parameters for the classical approach

Model Parameters Regression
loss / Acti-
vate

Optimization
Parameters

Maximal
number of
iterations

Regularization

LR − − − − Ridge (L2)

SVM Cost: 1 ϵ: 0.1 Kernel: RBF − −
k-NN No. of neigh-

bors: 5
Metric: Eu-
clidean

Weight: Uni-
form

− −

AdaBoost No. of estima-
tors: 50

Learning rate:
1.0

Regression loss
function: Linear

− −

RF No. of trees: 10 − − − −
NN Neurons in hid-

den layers: 200
ReLU solver: Adam Max iter: 500 α : 0.0001

Naive Bayes − − − − −
Stack − − − − −

3.4.4 Classifiers parameters for identification

Table 3.13: Architecture’s hyperparameters for the Deep Learning approaches

Methods #Layers #Conv #Invar Normalize Pooling Feature Activate Regularize

FCN 5 3 4 Batch None GAP ReLU None
ResNet 11 9 10 Batch None GAP ReLU Dropout

In this subsection, we list the different parameters used through the learning methods.

Table 3.11 gives model parameters defined in Orange for the classic basic approach. Ta-

bles 3.13 and 3.10 show respectively the architecture and the optimization hyperparameters

for the Deep Learning approaches. A model checkpoint procedure was performed either

on the training set or a 30% validation set (split from the 70% training set). This means

that if the model is trained for 250 epochs, the best one on the validation set (or the train

set) loss is chosen for evaluation. This characteristic is included in Table 3.10 under the

valid column. In addition to the model checkpoint procedure), models in Table 3.13 were

initialized randomly using Glorot [Glorot and Bengio, 2010] which is a uniform initial-

ization method. Models were optimized using a variant of Stochastic Gradient Descent

(SGD) such as Adam [Kingma and Ba, 2014] and AdaDelta [Zeiler, 2012].

We add that for FCN and ResNet proposed in [Wang et al., 2017], the learning rate was

reduced by a factor of 0.5 each time the model whose training loss has not improved for 50

consecutive epochs (with a minimum value equal to 0.0001). One final note is that we have

no way of controlling the fact that those described architectures might have been overfitted
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for theUCI-HAR and GREYC-NISLAB archive and designed empirically to achieve a high

performance, which is always a risk when comparing classifiers on a benchmark [Bagnall

et al., 2017]. We, therefore, think that challenges where only the training data is publicly

available and the testing data are held by the challenge organizer for evaluation might

help in mitigating this problem.

3.5 Experimental results

3.5.1 User identification

All experiments in this research work were conducted in the same environment which is

composed of: Windows 10 Pro operating system, Intel(R) Core (TM) CPU @ 1.8GHz,

8GB RAM, and TensorFlow 2.2.0 - G.P.U. on Python 3.8.2. Then, the system was tested

using the following datasets:

− UCI-HAR database,

− GREYC-NISLAB database.

3.5.1.1 Classical machine learning

The models used in the classical approach and developed for identification in our system

proposed in Figure 3.8 are evaluated in terms of AUC, CA, P, and R on the test set (30%

of user data in the database).

Table 3.14 gives classification results from UCI-HAR database for the human activity

modalities. Table 3.15 gives classification (best models) results from GREYC-NISLAB

databases for keystroke dynamics modalities. On this last modalities, the 7 other classical

Machine Learning models were also trained, but the Stacking model provided the best

identification score for each sub-dataset P1, P2, P3, P4, and P5. We can see in these two

tables that the fusion of classifiers (Stack) provides very good results on both datasets.
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In Table 3.15, the best rate is achieved by merging the features of the sub-bases (P1, P2,

P3, P4, and P5), and the best model is also the Stacking (that is taking a last estimator

to learn and predict the final result according to the seven previous predictions, which

further improves the general performance).

Table 3.14: User identification performance metrics with Orange workflow on HAR
dataset from human activities.

Model AUC (%) CA (%) P (%) R (%)

Stack 99.65 93.89 93.90 93.89
Neural Networks 98.97 87.75 87.73 87.75
Random Forest 98.21 85.78 85.89 85.78

kNN 97.56 81.40 82.07 81.40
AdaBoost 89.33 81.06 81.25 81.06

SVM 96.57 78.45 80.22 78.45
Logistic Regression 96.76 78.38 78.40 78.38

Naive Bayes 79.24 41.33 48.49 41.33

Table 3.15: User identification performance metrics with Orange workflow on GREYC-
NISLAB from keystroke dynamics.

Password database Model AUC (%) CA (%) P (%) R (%)

P1 Stack 96.22 63.09 63.67 63.10
P2 Stack 99.08 69.73 72.15 69.73
P3 Stack 98.49 63.91 66.10 63.91
P4 Stack 99.22 77.73 79.64 77.73
P5 Stack 98.56 83.73 84.30 83.73
PT Stack 99.99 98.10 98.3 98.10

After merging the five passwords, Table 3.16 gives the results of classification accuracy

when identifying a person with knowledge of how they type on a keyboard.

Table 3.16: User identification (based on user knowledge) performance with Orange
workflow on GREYC-NISLAB dataset.

Targets CA(%)

Subject 98.18
Handedness 99.27
Gender 88.73
Age 70.73

We can therefore identify a person knowing his/her typing style, the type of hand used,

his/her gender, and his/her age with a clear classification accuracy of 98.18%, 99.27%
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88.73% and 70.73% respectively by using the Classical Machine Learning workflow we

developed as related in Table 3.16.

3.5.1.2 Deep Learning techniques

The used models for the Deep Learning approach are evaluated in terms of CA, P, and

R. The performance metrics for both modalities are provided in Tables 3.17. We see that

from our two behavioral modalities, ResNet deep classifier performs better than FCN on

user identification. The obtained results are worst than classical Machine Learning (the

datasets are probably not enough large to obtain better results).

Table 3.17: UCI-HAR and GREYC-NISLAB deep performance metrics

Dataset Classifier name CA (%) P (%) R (%)

HAR
ResNet 87.05 87.20 86.73
FCN 68.58 80.09 68.24

PT
ResNet 80.30 82.94 82.23
FCN 76.06 78.95 79.01

3.5.1.3 Discussion

This section presented a study on how it is easy to define a user identification method

given behavioral biometrics data.

The UCI behavior recognition dataset is collected by measuring the six daily behaviors

of the 30 participants. The experiment uses a three-axis embedded accelerometer and a

gyroscope operating at 50 Hz. The three component values of the accelerometer and the

gyroscope are obtained separately, and the data dimension is 561. The tested behaviors of

the participants included walking, walking upstairs, walking downstairs, sitting, standing,

and laying.

Obtained results in Table 3.14 for user identification through his/her activity shows us

that the stacking model performs well with a precision score of 93.90% than the seven

other models in Orange workflow. As depicted in Table 3.15, we have the best precision
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with the staking model, and this with all the keystroke P1 (63.67%), P2 (72.15%), P3

(66.10%), P4 (79.64%) and P5 (84.30%) databases.

With a fusion of features (PT ), we obtain 98.30% score of precision. This means that the

larger our behavioral database, the higher the classification score. So far considering these

model comparisons on different behavioral biometrics databases, it comes out that the

stacking model performs well. This shows that methods evaluated in this work are highly

successful in identifying users from behavioral biometrics data.

Another study that used deep Neural Networks notably ResNet and FCN achieved a

precision rate of 87.20%, 80.09% respectively for HAR dataset and 82.94%, 78.95% for the

fusion of dynamic keystrokes feature PT dataset. In view of these comparisons, we say

that ResNet performs more than FCN for both behavioral modalities in detecting the user

than the other models described in [Fawaz et al., 2019].

We tested this work on complicated databases because the idea was to recognize a person

just from his/her behavior. However, in the literature, there is few work on the identifica-

tion of individuals using the dynamics keystroke with low classification accuracy.

Table 3.18: HAR and keystroke rank scoring

Dataset rank1 (%) rank2 (%) rank3 (%)

HAR 90.34 94.06 95.61
PT 98.09 98.73 99.00
P1 63.36 72.64 77.73
P2 71.00 79.73 83.45
P3 66.18 73.27 77.18
P4 76.64 83.09 86.18
P5 83.27 89.73 91.00

We compute the rank 3 identification accuracy in order to know how many times the

individual has been identified with the 3 most likely. The obtained results conducted on

the two datasets show that the classification rate obtained by the best Machine Learning

model (Stacking) is 93.90% for human activity and 98.10% for the fusion of the keystroke

dynamics features. Using the cumulative matching characteristic (CMC) curve, we show

that for our best model (Stacking), an individual appears in rank 3 (the three most likely)

for a match rate of 95.61% for human identity recognition and a matching rate of 99.00%

for the fusion of keystroke dynamics identification.
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Interpreted by Table 3.18, Figures 3.12 and 3.13 are used to compare the performance

of the biometric identification system. The depicted curves represent the values of the

identification rank and the probabilities of a correct identification less than or equal to

these values, respectively on the x-axis and y-axis.

Figure 3.12 allows us to observe that the probability of identifying one person is 90.34%, the

probability of identifying 2 persons is 94.06% and the probability of identifying 3 persons

is 95.61% in the UCI-HAR database. Figure 3.13 is interpreted by Table 3.18. The

database fusioned PT gives 99.00% as rank 3 score. The fourth column of the Table 3.18

gives the rank 3 for each keystroke P1 to P5.

Figure 3.12: CMC HAR curve of Stacking model in Orange workflow

Ensuring strong security for identification and keeping privacy is key when developing

and deploying any new technology. This work shows that Machine Learning solutions,

specifically Stacking, can be a reliable help for Identification and can be used through

multi-identification factors solutions to reach a very high level of confidence. Identifica-

tion with two factors might be appropriate in some circumstances, but too much in others.

Behavioral with Machine Learning and Deep Learning enables multimodality authentica-

tion without increasing the burden on the user. Moreover, it is essential to build confidence

and trust, especially for technologies that process our personal data. Machine Learning

and Deep Learning using behavioral for identification can be a key to success but also a

way to classify individuals into targets or groups, without the consent of the users.
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Figure 3.13: CMC Keystroke Dynamics curve of Stacking model in Orange workflow

To summarize, this part proposes an approach based on multimodal behavioral biometrics

for user identification, using both Machine Learning (classical and deep). Two behav-

ioral modalities are studied: human activities on smartphones and keystroke dynamics

on laptops. The results show that classical Machine Learning and Deep Learning achieve

state-of-the-art performance in time series classification. However, the use of behavioral

biometrics raises privacy concerns, as it enables users to be identified as they browse the

Internet. Despite this, these frictionless solutions offer opportunities to enhance the user

experience and will be explored in future work on authentication.

We present the authentication results obtained for the two studied modalities.

3.5.2 User activity authentication

In this section, we present the experimental results we obtained when using human activ-

ities data. We structure them by addressing some questions concerning the performance

of the proposed method on such behavioral biometric datasets. Note that we considered

70% of user samples (attempts per subject) for the learning phase and 30% for the testing

one.
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3.5.2.1 Which performance can we expect on a larger dataset ?

First, we consider all the six activity sub-datasets defined as the UCI-HAR dataset (Fusion

of features). Table 3.19 draws the obtained results for the user verification task consid-

ering the three distances presented in subsection 3.3.4. One can observe that whatever

the tested deep architecture, the distance minimizing the EER value is the Cosine one. In

the rest of the human activity analysis, all results are given considering this distance.

Figure 3.14: Visual inspection of deep features projection from (a) ResNet-101, (b)
ShuffleNet, (c) DarkNet-53 and (d) GoogleNet.

Table 3.19: EER value on HAR dataset for the three tested distances.

Models EERmananthan EEReuclidean EERcosine

ResNet-101 22.69% 17.71% 12.48%
ShuffleNet 14.77% 14.63% 11.57%
GoogleNet 14.88% 14.56% 13.52%
DarkNet-53 17.46% 14.31% 11.72%

We visually inspected our four best deep networks by performing a feature projection

through the t-SNE (t-Distributed Stochastic Neighbor Embedding) function 5 as shown

in Figure 3.14 for each architecture. We observe that the deep features projection forms a

nearly distant cluster in ShuffleNet (EER = 11.57%) than DarkNet-53 (EER = 11.72%),

5https://scikit-learn.org/stable/modules/generated/sklearn.manifold.TSNE.html
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Figure 3.15: EER rate on deep architectures for the multi-instance biometric system.
In block 1, we have (stx), (six), (lyx), (wlx), (wdn) and (wup) activities. In block 2, we
have the fusion of inter and intra-class scores for all the combinations of the two activity
pairs. In block 3, a combination of all the couple of three activities possible. In block 4, a
combination of all the couple of four activities possible. In Block 5, a combination of all
the couple of five activities, and in Block 6 {(stx)+(six)+(lyx)+(wlx)+(wdn)+(wup)}.

ResNet-101 (EER = 12.48%) and GoogleNet (EER = 13.52%). This result is correlated

with the fact that ShuffleNet performs better than other networks in terms of EER value.

3.5.2.2 How well can we perform each activity separately?

In this section, we consider each activity separately as shown in Table 3.8 to generate six

sub-datasets among others laying (1722 samples for the 30 subjects), sitting (1544 samples

for the 30 subjects), standing (1406 samples for the 30 subjects), walking (1777 samples for
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Figure 3.16: t-SNE projection of (a) raw features and (b) deep features extracted from
the top-performing method (ShuffleNet). The x-axis corresponds to dimension 1, while

the y-axis corresponds to dimension 2.

the 30 subjects), walking downstairs (1906 samples for the 30 subjects), walking upstairs

(1944 samples for the 30 subjects). We illustrate the four architectures among the six

(namely ResNet-101, ShuffleNet, GoogleNet, and DarkNet-53) and we draw the model on

each sub-dataset separately.

This is illustrated by the block 1 in Figure 3.15. The best model among the four deep net-

works for each activity in terms of EER value are: standing (GoogleNet=13.52%), sitting

(GoogleNet=15.15%), laying (GoogleNet=07.78%), walking (ShuffleNet=07.02%), walk-

ing downstairs (ShuffleNet=08.14%) and walking upstairs (GoogleNet=06.88%). Here, we

try to verify one user among the 30 users based on their activities separately.

We note that we do not have the same performance from one activity to another. So,

using 70% of samples (attempts per subject) for the generation of the reference template

does not provide exceptional results (with an EER value between 06.88% to 19.65%) as

shown in the block 1 in Figure 3.15. Obviously, if we had more samples per subject (or

by combining activities), we could expect to obtain a better performance.
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3.5.2.3 What performance can be achieved if the user performs more than

one activity ?

In this part, it is assumed that a person achieved more than one activity to authenticate

himself/herself. We merge by summing the legitimate and impostor scores considering

the number of samples (activity attempt) per user (Fusion of scores). Table 3.20 shows

the obtained results if we used all the six activities (i.e., simulating a user achieving 6

activities to be authenticated). ShuffleNet comes out as the best method with an EER

score of 03.58% as presented in Table 3.20. ShuffleNet is ahead of ResNet-101 (03.63%),

GoogleNet (03.76%) and DarkNet-53 (03.70%).

Table 3.20: Performance evaluation on the multi-instance biometric system by fusion
of features and scores level on UCI-HAR dataset.

Models (EERcosine) Fusion of features Fusion of scores

ResNet-101 12.48% 3.63%
ShuffleNet 11.57% 3.58%
GoogleNet 13.52% 3.76%
DarkNet-53 11.72% 3.70%

To complete these results, we studied the obtained performance versus the number of activ-

ities (laying, sitting, standing, walking, walking downstairs and walking upstairs) achieved

by a user in a multi-instance context. Figure 3.15 highlights the EER value obtained for

each case:

• If we use 2 activities, we obtain an EER value between [04.20%−12.98%] illustrated

by block 2 in Figure 3.15.

• If we have 3 activities, we have an EER value between [03.94%−08.55%] represented

in block 3.

• If we use 4 activities, we have an EER value around [03.85%− 05.71%] depicted by

block 4.

• If we use 5 activities, we have an EER value around [03.72% − 04.54%] shown by

block 5.
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• If we use 6 activities (laying + sitting + standing + walking + walking downstairs +

walking upstairs), we get an EER value around [03.58%− 03.76%] depicted by block

5. This shows we can decrease easily the EER value for this kind of authentication.

We find that the value of EER obtained by fusion of the scores of each activity decreases

for all architectures. It also appears from this work that the more information we have, the

better the performance can be, this is not surprising. With a more extensive database, we

could expect to get better results (i.e. with an EER value very close to 0%) by increasing

the number of samples per user [Piugie et al., 2022].

Table 3.21: Comparison with other published works on user activity (target = activi-
ties).

Dataset Author/S

(ref)

Years Classifiers Accuracy EER

UCI-HAR

(target =

activities)

Sanchez et

al. [Sanchez Guinea

et al., 2022]

2022 CNN 99.30% -

UCI-HAR

(target =

activities)

Sarkar et

al. [Sarkar

et al., 2022]

2022 Spatial

Attention-aided

CNN

99.45% -

UCF sports

(target =

actions)

Chuan et

al. [Sun et al.,

2015]

2015 GP-based &

k-NN

[86.90%−

88.50%]

-

Naturalistic

McGill

University gait

dataset and

Osaka

University gait

dataset

Zhong et

al. [Zhong and

Deng, 2014]

2014 I-vector [67.5%− 85.0%] [06.80%−

08.90%]

IXMAS (target

= actions)

Korner et

al. [Körner and

Denzler, 2013]

2013 Gaussian

process +

Histogram

intersection

kernel

79.00% -
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CMU mocap

(target =

actions)

Junejo et

al. [Junejo

et al., 2008]

2008 Nearest

Neighbour

Classifier &

SVM

[90.50%−

95.70%]

-

3.5.2.4 Discussion

Due to their ability to perform sensitive operations like mobile banking, communication,

and personal data storage, smartphones have become a crucial part of daily life. This

has led to a greater need for secure authentication methods to protect critical information

from unauthorized access. [Mekruksavanich and Jitpattanakul, 2021].

The purpose of this work is to analyze information from user activity in order to au-

thenticate himself/herself. A comparative analysis of the four best architectures on the

UCI-HAR dataset allows us to identify the best performance for continuous authentica-

tion. From Table 3.19, we observe that the best results are provided by the ShuffleNet

architecture with an EER value equal to 11.57%. Figure 3.16 shows a visual inspection

of features (raw versus deep features) projection for ShuffleNet. It shows clearly the good

separability of the deep features as depicted in Figure 3.16(b). Multi-instance systems

intend to capture samples of two or more different instances of the same biometric charac-

teristics. Table 3.20 shows that for authentication performed on human activity, the best

verification scores are obtained on the fusion of scores (EER = 03.58%) as opposed to the

fusion of features (EER = 11.57%) on ShuffleNet among the four different deep neural

network architectures.

In the literature, several works as shown in Table 3.4 and Table 3.23 have been carried out

only on the recognition of activities (where the target is: standing, sitting, laying, walking,

walking downstairs, walking upstairs) from the UCI-HAR dataset. Among these works,

there are several studies that convert the 1D time series into a 2D image representation

and then apply 2D image-based feature extraction technique [Sanchez Guinea et al., 2022,

Sarkar et al., 2022, Junejo et al., 2008]. These transformations are not reversible and the

related works are typically based on activity or action recognition. However, this work

focuses on activity-based user verification.
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Table 3.22: Comparison with other published works on user activity (target = users).

Dataset Author/S (ref) Years Classifiers EER

UCI-HAR (target =

users)

[Wandji Piugie

et al., 2023]

2023 ShuffleNet 03.57%

UCI-HAR (target =

users)

Mekruksavanich et

al. [Mekruksavanich

and Jitpattanakul,

2021]

2021 DeepConvLSTM 5.10%

Touch gestures data Patel et al. [Patel

et al., 2016]

2016 Ten classifiers 07.50%

WISDM Zhang et

al. [Zhang, 2019]

2019 Dense Clockwork

RNN

18.17%

Gait signal data Mantyjarvi et

al. [Mantyjarvi

et al., 2005]

2005 Correlation

coefficients

07%

Biometric gait data Muaazz et

al. [Muaaz and

Mayrhofer, 2013]

2013 SVM 33.30%

Mobile gait data Zhong et al. [Zhong

et al., 2015]

2015 Nearest neighbor 07.22%

We can compare our results with research works that have been performed on the UCI-

HAR dataset in Table 3.22. Mekruksavanich et al. [Mekruksavanich and Jitpattanakul,

2021] in 2021 work on Deep Learning approaches for continuous authentication based on

activity patterns using mobile sensing. They had obtained for each distinct activity an

EER score of 5.10% with the DeepConvLSTM network. By merging the legitimate and

impostor scores of each activity, we obtain an EER score of 03.58% with the ShuffleNet

network. This means that during a verification scheme, the more activities a user performs,

the better it can be authenticated by our framework. To the best of our knowledge, in the

literature, there is no work addressing the fusion of scores on the basis of the UCI-HAR

dataset.
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Table 3.23: Comparison with other works on user activity (target = activities).

Dataset Author/S

(ref)

Years Methods Classifiers Accuracy

UCI-HAR

(target =

activities)

Sanchez et

al. [Sanchez Guinea

et al., 2022]

2022 signal-

to-image

(Pattern-to-

Pixel)

CNN 99.30%

UCI-HAR

(target =

activities)

Sarkar et

al. [Sarkar

et al., 2022]

2022 signal-

to-image

(Continu-

ous Wavelet

Transform)

Spatial

Attention-

aided CNN

99.45%

UCF sports

(target =

actions)

Chuan et

al. [Sun et al.,

2015]

2015 Joint Self-

Similarity

Volume

(Joint-SSV)

GP-based & k-

NN

[86.90% −

88.50%]

Naturalistic

McGill Uni-

versity gait

dataset and

Osaka Uni-

versity gait

dataset

Zhong et

al. [Zhong and

Deng, 2014]

2014 signal-to-

image (Gait

dynamics

images)

I-vector [67.5% −

85.0%]

IXMAS (tar-

get = actions)

Korner et

al. [Körner

and Denzler,

2013]

2013 signal-to-

image : Multi-

View SSM

Gaussian

process +

Histogram

intersection

kernel

79.00%

CMU mocap

(target =

actions)

Junejo et

al. [Junejo

et al., 2008]

2008 signal-to-

image : self-

similarity

matrices

(SSM)

Nearest Neigh-

bour Classifier

& SVM

[90.50% −

95.70%]

This part explores a new user authentication by analyzing their human activities, using

Deep Learning classifiers on the UCI-HAR dataset. The results show that using combina-

tions of sensor data achieves the lowest equal error rates (EER) for binary classification.
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Another part of the study focuses on authenticating smartphone users using accelerome-

ters, gyroscopes, and magnetometer sensors. The results indicate that the proposed new

framework outperforms existing methods, with an improvement in equal error (EER).

The major contributions of this study are the demonstration of the effectiveness of Deep

Learning approaches in individual identity verification and the use of a signal-to-image

transformation to improve authentication results. Future research will focus on improv-

ing the security of biometric continuous authentication systems by creating presentation

attack tools, evaluating the quality of human activities with Deep Learning architectures,

and using synthetic databases for laboratory evaluation.

3.5.3 Keystroke dynamics authentication

In this section, we present the results we obtained on keystroke dynamics data. We tried to

structure them by answering some questions concerning the performance of the proposed

method.

3.5.3.1 Which performance can we obtain on each dataset?

First, we consider a single password, i.e. we take each database separately to generate

results. We used 1, 100 samples in total (110 users * 10 entries) taking 70% for the

learning phase and 30% for the testing one.

We illustrate the six architectures among the seven (namely ResNet-101, ShuffleNet, Dark-

Net, GoogleNet DarkNet-53, DenseNet-201, and SqueezeNet) and we draw the model and

the metric that offers the best performances on each database separately. This is illustrated

by Figure 3.17.

We reveal the three architectures that offer the best performances on each database,

namely ResNet-101, DarkNet, and GoogleNet in Table 3.24.

Figure 3.17 shows that the Cosine distance outperforms than Minkowski and Eulidean



Chapter 3. Transactional Applications of Behavioral Biometrics 110

.

Figure 3.17: EER (×100) rate on deep architectures for P1, P2, P3, P4, P5 and PT
sub-databases

Table 3.24: Databases fusion P1, P2, P3, P4 and P5

Methods CA (%) EERMinkowski(%) EEREuclidean(%) EERCosine(%)

ResNet-101 74.85 10.01 09.98 07.45
ShuffleNet 72.12 19.97 19.78 14.47
GoogleNet 66.06 07.71 07.71 07.45
DarkNet-53 60.91 14.04 14.05 13.60
DenseNet-201 57.27 26.18 23.81 23.46
SqueezeNet 47.27 18.57 18.69 16.10

disance. The values of each method are represented in Table 3.24. This helps us in the

following experiment, to only use the Cosine metrics distance (to have quicker computa-

tions).

We observe that GoogleNet offers the best performance with an EER value equal to 18.43%

(P1), 14.20% (P3) and 14.80% (P5). Sometimes, ResNet-101 performs well with a EER

value to 14.23% (P2) and 15.70% (P4). We can also note that we do not have the same

performance from one password to another. Using 7 samples for the user reference template

generation does not provide very good results (with an EER value between 14% to 18%).

Obviously, if we had much more data we would expect to get better scores for a database.
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Table 3.25: Performance evaluation on sub-databases separately P1, P2, P3, P4 and
P5

Sub-databases Models CA(%) EERcosine

P1 ResNet-101 33.94 19.15
P1 DarkNet-53 19.39 30.50
P1 GoogleNet 25.76 18.43

P2 ResNet-101 40.61 14.23
P2 DarkNet-53 38.48 24.70
P2 GoogleNet 34.24 15.77

P3 ResNet-101 32.42 18.25
P3 DarkNet-53 36.06 24.19
P3 GoogleNet 35.45 14.20

P4 ResNet-101 46.36 15.70
P4 DarkNet-53 29.39 22.72
P4 GoogleNet 35.45 16.18

P5 ResNet-101 48.18 15.50
P5 DarkNet-53 37.88 23.96
P5 GoogleNet 40.91 14.80

3.5.3.2 Which performance can we obtain on a larger dataset?

In this section, we consider the 5 datasets as if biometric samples were from different

users. We merge all the sub-databases (fusion of features), and we consider that we

have 5 × 110 users. We also took 70% of data for the learning phase and 30% for the

testing one. Table 3.24 draws the obtained results for keystroke dynamics authentication.

In a comparative analysis of the 7 trial architectures, the best performance for static

authentication is provided by ResNet-101 (EER = 07.45%), DarkNet-53 (EER = 13.60%)

and GoogleNet (EER = 07.45%). We also note that the cosine distance metric provides

a better EER value whatever the architecture used, except DenseNet-201 case. We keep

the cosine distance in the rest of this work.

Performance is largely improved because we used more data that is generally requested for

Deep Learning techniques. This illustrates the need of large keystroke dynamics (in terms

of users and samples per user) to optimize the performance of Deep Learning methods on

this biometric modality.
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3.5.3.3 Which performance can we obtain if the user types more than one

passphrase?

In this part, it is assumed that a person types more than one passphrase on the keyboard

to authenticate himself/herself. We merge the inter-class and intra-class scores (fusion

of score) considering the number of typed passwords. We also took 70% of data for

the learning phase and 30% for the testing one. Table 3.27 draws the obtained results if

we used the five typed passphrases (i.e. simulating a user typed the 5 passphrases to be

authenticated). GoogleNet comes out as the best method with an EER score of 04.49%

as presented in Table 3.26. GoogleNet is ahead of ResNet101 (06.70%) and ShuffleNet

(07.34%).

Table 3.26: Performance evaluation on the multi-instance biometric system by fusion
of features and scores level on PT .

Models (EERcosine) Fusion of features Fusion of scores

ResNet-101 07.55% 06.70%
ShuffleNet 13.59% 07.34%
GoogleNet 07.45% 04.89%
DarkNet-53 14.96% 11.11%
DenseNet-201 26.18% 10.50%
SqueezeNet 12.87% 08.68%

Table 3.27: Performance with scores fusion (P1, P2, P3, P4 and P5).

Models EERcosine

ResNet-101 06.70%

DarkNet-53 10.97%

GoogleNet 04.89%

GoogleNet comes out as the best method with an EER score of 04.49% as presented in

Table 3.27. GoogleNet is ahead of ResNet-101 (06.70%) and DarkNet (10.97%).

To complete these results, we studied the obtained performance versus the number of

passphrases typed by a user. Figure 3.18 highlights the EER value obtained for each case.

• In the most classical case, if we use 2 inputs (i.e. login + password), we obtain an

EER value between [9.17%− 22.95%] illustrated by block 2 in Figure 3.18.
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.

Figure 3.18: EER rate on deep architectures for the multi-instance biometric system.
In block 1, we have P1, P2, P3, P4, and P5 sub-database. In block 2, we have the fusion of
inter and intra-class scores from (P1+P2) to (P4+P5) sub-databases respectively. In block
3, (P1+P2+P3) to (P2+P3+P5). In block 4, (P1+P2+P3+P4) to (P2+P3+P4+P5) and

in Block 5, (P1+P2+P3+P4+P5)

• If we have 3 inputs (i.e. login + password + secret question), we have an EER value

between [6.89%− 17.80%] represented by block 3.

• If we use 4 inputs (i.e. login + 2 passwords + secret question), we have an EER

value around [5.95%− 13.67%] depicted by block 4.

• If we use 5 inputs, we get an EER value around [4.89%− 11.11%] depicted by block

5. Even if this scenario is less realistic, it shows we can easily decrease the EER

value for this kind of authentication.

We note that the EER value obtained when merging the score of both databases decreases

for each architecture. It also appears from this work that the more information we have,

the better the performance can be, it is not surprising.
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3.5.3.4 Discussion

Biometric keystroke authentication is totally based on the routines that the users have

since they probably entered the same password numerous times. In this case, their typing

styles become so unique and hard to imitate, which is also the core of the keystroke

recognition systems [Alpar, 2017]. Neural networks have the advantage of being able to

handle many parameters. However, they can be slow not only during training but also in

the application phase. The purpose of this work is to analyze several pieces of information

entered by a user in order to authenticate him/her.

If we focus on research works that have been performed on the GREYC-NISLAB database,

we can compare our results. Idrus et al. [Idrus et al., 2015] obtained an EER value

of 10.63% using a SVM-based method. They further improved the keystroke dynamics

authentication accuracy from an EER value of 8.45%. Considering the same database,

the proposed approach with GoogleNet performs better with an EER value of 04.89%

(Table 3.28).

Table 3.28: Comparison with other published works in keystroke dynamics. EER values
are reported (note some works have used non-representative datasets). For each reported

work, different biometric samples are merged.

Database Author/S (ref) Years Classifiers EER

GREYC-NISLAB This work 2021 GoogleNet 4.89%
GREYC-NISLAB Idrus et al. [Idrus et al., 2015] 2015 SVM [08.45%− 10.63%]

Clarkson II Li et al. [Li et al., 2021] 2021 CNN & CNN-GRU [07.55%− 07.74%]
Synthetic Ayotte et al. [Ayotte et al., 2021a] 2021 SVM & MLP [04.90%− 05.46%]

GREYC 2009 vs WEB GREYC Mhenni et al. .[Mhenni et al., 2018] 2018 kNN [06.61%− 07.08%]
GREYC Keystroke Zhong et al. [Zhong and Deng, 2015] 2015 SVM [08.45%− 10.65%]

To complete this comparison, we consider other works on different biometric databases. Of

course, it is not possible to have a fair comparison but we give these values for illustration.

When different keystroke dynamics samples are fused, Ayotte et al. [Ayotte et al., 2021a]

(2021) obtained an EER value of 04.90% with the MLP method. Wahab et al. [Wahab

et al., 2021] in 2021 obtained an EER value of [0% − 05.47%] with Manhattan distance.

They used a different database than the GREYC-NISLAB one (and is private). Both of

these works are based on content knowledge. This is not the case with our work because

we place ourselves in an attack situation, that is to say, we consider that the attacker

(passphrase situation) knows the password. We try to recognize and authenticate a person

only by the way he/she types.
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3.6 Conclusion

The aim of this study was to present a generic architecture that can be adapted to any

behavioral biometric modality. The use of a signal-to-image representation to present be-

havioral data makes it possible to handle various types of behavioral biometric modalities.

This research work presents an approach based on multimodal behavioral biometrics for

user identification and authentication, using Machine Learning. Human activities on

smartphones and typing dynamics on laptops are studied as biometric modalities. Deep

Learning achieves state-of-the-art performance in time series classification but raises pri-

vacy concerns. In the context of authentication, a method based on keystroke dynamics is

proposed, offering advantages such as low cost, but also potential privacy issues. Finally,

authentication based on human activities shows promising results using combinations of

sensors, and the use of signal-image transformation improves performance.

In the next chapter, we focus on the use of synthetic behavioral biometric databases.

Synthetic data could be used to better train deep learning architectures in order to enhance

performance.
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Summary

This chapter explores the generation of synthetic behavioral biometrics using generative

adversarial networks (GANs), with an introduction to the importance of this approach.

It dives into the principles and architecture of GANs, highlighting TimeGAN, a special-

ized methodology for synthetic signal generation. The evaluation of generation models,

including the performance of TimeGAN, is examined in detail. Potential applications of

synthetic data generation are discussed, and the chapter concludes with a discussion and

overall synthesis of the presented concepts.

Keywords: Synthetic behavioral biometrics; GANs; TimeGAN; Performance.
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4.1 Introduction

When it comes to data protection, cybersecurity plays an essential role in user authenti-

cation and access to personal and confidential information. A failure of the user authen-

tication system can result in significant economic, social, and reputational damage [Clark

et al., 2017, Bud, 2018]. As a result, authentication systems are becoming increasingly

robust. In this context, biometrics plays a crucial role, as it offers a universal, unique,

permanent over time, and measurable means of authenticating users [Matyáš and Ř́ıha,

2002].

In recent years, biometric-based user authentication systems have been widely used in a

variety of scenarios, including airport scanners, banking, military access control, smart-

phones, and forensics, among others [Muley and Kute, 2018, Bud, 2018]. These systems,

usually based on machine learning techniques, extract feature measurements and deter-

mine whether they match the characteristics of the user requesting access.

Despite the promising results it offers in a wide range of applications, behavioral biometrics

is vulnerable to various forms of attacks [Marcel et al., 2014]. The most common attack

against a user authentication system is known as a presentation attack (PA), where the

adversary targets the biometric sensor that collects the individual’s measurements, as

outlined in [Ness, 2017].

Keystroke dynamics, a form of behavioral biometrics, for example, refers to the way a user

types. Studies have shown that users can be distinguished and authenticated on the basis

of their typing habits. However, it is often extremely difficult for another user or a robot to

reproduce these typing patterns (except the keylogger attack), as mentioned [Eizaguirre-

Peral et al., 2022].

Many prominent fields, including finance, medicine, meteorology, and geophysics, are

among the main sources of the most relevant temporal data. With this growth in in-

formation comes an increasing demand for solving machine learning tasks such as classi-

fication, prediction, detection, and many others, to meet the challenges at hand. Factors

such as the high cost of data collection or data quality make data acquisition difficult, if

not impossible. The limited availability of such data has a significant impact on machine
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learning performance and restricts the ability of models to operate effectively, as indicated

by [Smith and Smith, 2020]. In the literature, the aspect of generating behavioral bio-

metric data has not yet been thoroughly explored in the context of presentation attacks.

Therefore, in this chapter, we propose to generate synthetic behavioral biometric data

through adversarial networks as time series configurations for a presentation attack.

What are the criteria for an effective generative model for time series data? The temporal

context presents a particular challenge for generative modeling. Not only must a model

be able to capture the distributions of features at each instant in time, but it must also

be able to capture the potentially complex dynamics of these variables through time.

Specifically, when modeling multivariate sequential data x1:T = (x1, ..., xT ), our goal is

to accurately capture the conditional distribution p(xt|x1:t−1) of temporal transitions, as

described in [Yoon et al., 2019].

Much research has focused on improving the temporal dynamics of autoregressive models

for sequence prediction. They mainly address the problem of error accumulation during

multi-stage sampling, by introducing different adaptations of the training time to better

match the conditions of temporal evaluation [Bengio et al., 2015, Lamb et al., 2016, Bah-

danau et al., 2016].

Autoregressive models explicitly factor the distribution of sequences into a product of

conditionals
∏

t p(Xt|X1:t−1). However, while this approach is useful in the context of

forecasting, it remains fundamentally deterministic and cannot truly be called generative,

in the sense that it is not possible to randomly sample new sequences without external

conditioning. Furthermore, another approach has focused on the direct application of the

Generative Adversarial Networks (GAN) framework to sequential data, in particular using

recurrent networks to play the roles of generator and discriminator [Mogren, 2016, Esteban

et al., 2017, Ramponi et al., 2018].

Despite its simplicity, the contradictory aim is to model p(x1:T ) directly without exploiting

the autoregressive prior. It is vital to emphasize that adding only standard GAN loss to

vector sequences may not be sufficient to ensure that the network effectively captures the

progressive dependencies present in the training data [Yoon et al., 2019].
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In this chapter, we propose to create synthetic behavioral biometric data using Time Series

Generative Adversarial Networks (TimeGAN), a framework for generating realistic time

series data in various domains.

Firstly, in addition to unsupervised loss, we use the original data as a reference, explicitly

encouraging the model to capture the progressive conditional distributions present in the

data. This means that we use this original data to guide the model, going beyond the

simple distinction between real and synthetic data. In this way, we can learn explicitly

from the transition dynamics of real sequences.

Secondly, in the TimeGAN architecture, there is an integration network that establishes a

reversible correspondence between features and latent representations, thus reducing the

high dimensionality of the contradictory learning space. This approach capitalizes on the

fact that the temporal dynamics of complex systems are often guided by a small number

of lower-dimensional variation factors.

It is essential to note that supervised loss is minimized by simultaneously training the

integration and generation networks. Thus, the latent space is not only used to optimize

parameter efficiency but is specifically conditioned to facilitate the learning of temporal

relationships by the generator.

Since the TimeGAN framework has been applied to mixed data, generating both static and

temporal data, this approach stands out as the first to combine the flexibility of the unsu-

pervised GAN framework with the control offered by supervised learning in autoregressive

models. On the qualitative side, we use t-SNE [Van der Maaten and Hinton, 2008] to visu-

alize how similar the generated distributions are to the original ones. On the quantitative

side, we evaluate the ability of a posterior classifier to distinguish real from generated

sequences. Furthermore, by applying the ”training on synthetic data, testing on real data

(TSTR)” framework [Esteban et al., 2017, Jordon et al., 2018] to the sequence prediction

task, we measure the extent to which the generated data retains the predictive features

of the original. Our results consistently and significantly demonstrate that TimeGAN im-

proves the state-of-the-art in the generation of realistic time series (behavioral biometric

data).
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4.2 Related work

TimeGAN is a generative time series model that is trained consistently and simultane-

ously through a learned integration space, using supervised and unsupervised loss [Yoon

et al., 2019]. This chapter focuses on the approach, which is positioned at the intersection

of several research areas, combining the concepts of autoregressive models for sequence

prediction, GAN-based methods for sequence generation, and time series representation

learning.

The methods cited and listed in the literature are mainly supervised autoregressive models

used for prediction or unsupervised GANs used for generation. Although other approaches

exist for generating data by various means, these two methods predominate in the litera-

ture. This section focuses more on an in-depth review of non-autoregressive models.

Autoregressive models are of particular interest in the field of generative networks because

of their stability, suitability for parallel training, speed of inference for new predictions,

and lack of truncated backpropagation in time. They share similarities with recurrent

models, which use input data to predict the next time step in the data [Smith and Smith,

2020]. Basically, autoregressive models make predictions by regressing the value of a time

series on its previous values. Deep autoregressive models exploit neural networks to learn

the function that predicts the future data of the time series. In short, these predictions

can be interpreted as generating the distribution of the time series based on previous time

steps.

Recurrent autoregressive networks, trained using maximum likelihood, can have significant

prediction errors during multi-step sampling due to the difference between closed-loop

training (i.e. conditioned by basic truths) and open-loop inference (i.e. conditioned by

previous assumptions) [Yoon et al., 2019]. To solve this problem, several approaches

have been developed, including Scheduled Sampling [Bengio et al., 2015], the Professor

Forcing [Ganin et al., 2016], and Actor-Critic methods [Konda and Tsitsiklis, 1999].

Scheduled Sampling was initially proposed as a solution, where models are trained to gen-

erate outputs conditioned on a mixture of prior assumptions and reference data. Professor
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Forcing is inspired by contradictory domain adaptation, involving the training of an aux-

iliary discriminator to distinguish between free hidden states and teacher-forced hidden

states, thus promoting the convergence of network training and sampling dynamics [Lamb

et al., 2016]. Finally, Actor-critic-based methods introduce a target-output-conditioned

critic, trained to estimate future values of the next element that guides the actor’s au-

tonomous predictions [Bahdanau et al., 2016]. However, it’s important to note that these

methods are deterministic and don’t allow explicit sampling from a learned distribution,

contrary to our goal of generating synthetic behavioral biometrics data [Yoon et al., 2019].

Numerous studies have adopted the GAN framework for generating temporal data. Early

approaches, such as C-RNN-GAN and RCGAN, used LSTM (Long Short Term Memory)

networks to generate sequences based on recurrent data. These frameworks were then

successfully applied to various domains, such as word processing, finance, biological signals,

sensor data, smart grids and renewable energy scenarios. Recent work has also proposed

the integration of timestamp information to manage irregular sampling.

In contrast to the TimeGAN [Yoon et al., 2019] approach, these methods mainly use bi-

nary adversarial feedback for learning, which may not effectively guarantee the capture

of the temporal dynamics of the training data. With regard to representation learning in

the context of time series, it generally focuses on efficiency for tasks such as prediction,

forecasting, and classification. Other work explored the use of latent representations for

pre-training, disentanglement and interpretability. In the static context, research has ex-

amined the benefits of combining autoencoders with adversarial learning for a variety of

purposes, including learning similarity measures, efficient inference and improving gener-

ative capacity, which has also been applied to the generation of discrete structures.

However, the method proposed for TimeGAN presents a generalization to arbitrary time

series data. It incorporates stochasticity at each time step and uses an integration network

to identify a lower-dimensional space for the generative model, enabling learning of stepwise

distributions and latent data dynamics.

This chapter presents the results obtained in the synthetic generation of behavioral bio-

metric signals, including human activity and keystroke dynamics data, using TimeGAN.
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This model proved to be the most suitable for the synthetic generation of temporal se-

quences, as suggested by the convincing findings obtained compared to other generative

models [Brophy et al., 2023]. In light of our results, we identify promising potential in

the use of TimeGAN to generate realistic synthetic data, particularly in the context of

behavioral temporal sequences.

4.2.1 Generative Adversarial Networks

The introduction of GANs has considerably facilitated progress in the generation of syn-

thetic data. These deep learning models typically consist of two neural networks: a gener-

ator and a discriminator. The generator G takes a random noise vector z ∈ Rr and aims

to produce synthetic data similar to the distribution of the training data. In parallel, dis-

criminator D attempts to determine whether the generated data is genuine or false. The

generator seeks to maximize the discriminator’s failure rate, while the discriminator seeks

to minimize it. Figure 4.1 provides a concise illustration of GAN architecture and the

game being played between these two neural networks. These two networks are engaged

in a zero-sum game, defined by the value function V(G, D) as:

min
G

max
D

V (G,D) = Ex∼Pdata(x) [logD(x)] + Ez∼Pz(z) [log(1 − D(G(z)))] (4.1)

where D(.) represents the probability that the data comes from real data rather than

generated data [Goodfellow et al., 2014].

GANs belong to the generative model family and are an alternative method for producing

synthetic data, not requiring specific domain expertise [Brophy et al., 2023]. They were

initially introduced by Goodfellow et al [Goodfellow et al., 2014] in 2014, using a multilayer

perceptron for both discriminator and generator.

In 2015, Radford et al [Radford et al., 2015] developed the Deep Convolutional Generative

Antagonist Network (DCGAN) for synthetic image generation. Since then, researchers

have continued to improve early GAN architectures, loss functions, and evaluation metrics,

while exploring their potential real-world applications. To understand the scope of these
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Figure 4.1: Generative adversarial network [Brophy et al., 2023].

efforts, it is crucial to grasp the initial limitations of the first architectures, loss functions,

and evaluation metrics, as well as the challenges they pose.

4.2.1.1 GANs basic principles

Generative Adversarial Networks (GANs) are based on a fundamental principle: compe-

tition between two neural networks, the generator, and the discriminator. The generator

learns to generate synthetic signals, while the discriminator tries to distinguish synthetic

signals from real signals. This competition creates a dynamic learning loop, where the

generator constantly seeks to fool the discriminator by producing increasingly realistic

synthetic signals [Goodfellow et al., 2014].

The generator is responsible for generating synthetic signals from random input noise. Its

aim is to produce signals that resemble as closely as possible the real signals present in

the training data set.

The discriminator, meanwhile, is trained to distinguish the synthetic signals generated by

the generator from the real signals in the training dataset. Its role is to learn how to

correctly classify signals as real or synthetic. The learning process takes place iteratively,

with the generator and discriminator facing each other in a min-max game.
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During training, the generator and discriminator are updated alternately. The generator

is optimized to maximize the probability of synthetic signals being classified as real by the

discriminator, while the discriminator is optimized to minimize the probability of incorrect

classification of both real and synthetic signals.

The discriminator, meanwhile, is trained to distinguish the synthetic signals generated by

the generator from the real signals in the training dataset. Its role is to learn how to

correctly classify signals as real or synthetic. The learning process takes place iteratively,

with the generator and discriminator facing each other in a min-max game. The generator

tries to fool the discriminator by producing increasingly realistic synthetic signals, while

the discriminator tries to improve its ability to distinguish real from synthetic signals.

During training, the generator and discriminator are updated alternately. The generator

is optimized to maximize the probability of synthetic signals being classified as real by the

discriminator, while the discriminator is optimized to minimize the probability of incorrect

classification of both real and synthetic signals.

4.2.1.2 General architecture of GANs

The structure of the generator and discriminator can vary according to the type of synthetic

signal to be generated. Generators can be based on deep neural network architectures, such

as convolutional neural networks (CNN) for images, recurrent neural networks (RNN) for

text, or transposed convolutional neural networks (Transposed CNN) for audio. Similarly,

discriminators are designed to be able to distinguish between the specific characteristics

of real and synthetic signals.

4.2.1.3 Adversarial learning loss function

GAN learning is adversarial, i.e. the generator and discriminator improve each other’s

performance. A loss function is used. The generator loss function is based on the discrim-

inator probability of success in classifying synthetic signals as real. The generator seeks to

minimize this probability, which is equivalent to maximizing the probability that the syn-

thetic signals are considered real. The loss function is a key element in GAN learning. It
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measures the difference between the discriminator’s classifications and the expected labels

(real or synthetic).

Setting hyperparameters such as learning rate, number of iterations, batch size, and using

regularization techniques to avoid overlearning is also crucial to the successful training of

a GAN. Additional techniques, such as batch normalization, label smoothing, and the use

of specific loss functions, can also be used to improve training stability.

For time series generation, several techniques can be used to improve synthetic signal

generation with GANs. These include:

• The use of normalization layers, such as batch normalization, to help stabilize gen-

erator and discriminator learning.

• The introduction of regularization, such as L1 or L2 regularization, to control model

complexity and avoid overlearning.

• Exploration of latent space, by manipulating input noise vectors to generate inter-

esting variations in the synthetic signals produced.

• The use of transfer learning techniques, relying on pre-trained models for the gen-

erator or discriminator to speed up learning or improve the quality of the synthetic

signals generated.

• The use of transfer learning techniques, relying on pre-trained models for the gen-

erator or discriminator to speed up learning or improve the quality of the synthetic

signals generated.

• Adding regular constraints: Incorporating regular constraints, such as gradient penalty

regularization (WGAN-GP) or Kullback-Leibler (KL) divergence, can help stabilize

learning and improve the quality of synthetic signals.

By using these techniques and other advanced methods, it is possible to significantly

improve the generation of synthetic signals by GANs and obtain more realistic and diverse

results.
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4.2.2 TimeGAN: methodology for generating synthetic signals

TimeGAN offers an innovative approach by merging the classical unsupervised learning

principles of GAN with a more controllable supervised learning method [Yoon et al., 2019].

This combination of an unsupervised GAN network and a supervised AR model makes it

possible to generate time series while preserving their temporal dynamics. An overview of

TimeGAN’s architecture can be found in Figure 4.2.

Figure 4.2: TimeGAN architecture.

• The input framework is considered to consist of two distinct components: a static

feature, represented by the vector s, and a temporal feature, represented by the

vector x at the encoder input.

• The generator takes as input a tuple of static and temporal feature vectors randomly

generated from a previously defined distribution.

• Real (h) and synthetic (ĥ) latent codes are used to calculate the supervised loss

element of this network.

• The discriminator evaluates the set of latent codes by classifying them as real (y) or

synthetic (ŷ), and the operator ∼ indicates that the sample is either real or false.

The three losses used in TimeGAN are determined as follows:
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1. The reconstruction loss function, which refers to the auto-encoder, compares how

well was the reconstruction of the encoded data when compared to the original one.

It is defined as follows:

Lreconstruction = Es , x1:T∼P

[
∥s − s̃∥2 +

∑
t

∥xt − x̃t∥2

]
(4.2)

2. The unsupervised loss reflects the relation between the generator and discriminator

networks (min-max game), and is defined as follows:

Luns = Es,x1:T∼P

[
log(ys) +

∑
t

log(yt)

]
+

Es,x1:T∼P̂

[
log(1− ŷs) +

∑
t

log(1− ŷt)

] (4.3)

3. The supervised loss, which is responsible to capture how well the generator approx-

imates the next time step in the latent space, is defined as:

Lsupervised = Es , x1:T∼P

[∑
t

∥ht − gX(hs, ht−1, zt)∥2

]
(4.4)

The TimeGAN authors carried out experiments that involved the generation of various

types of data. This included sine waves, daily historical data of Google’s actions from

2004 to 2019, energy data from the UCI Appliances Energy Prediction dataset [Dua et al.,

2017], as well as event data from the Private Lung Cancer Pathways dataset. They used

a batch size of 128 and the Adam optimizer for training, with implementation details

available online 1. The authors demonstrated improvements over other time-series GANs,

such as RCGAN, C-RNN-GAN, and WaveGAN.

Consequently, our work is based exclusively on TimeGAN.

1https://github.com/jsyoon0823/TimeGAN

https://github.com/jsyoon0823/TimeGAN
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4.3 Proposed architecture

In this section, we proposed a system that leans a behavioral modality, generates a syn-

thetic dataset through the TimeGAN architectures, and evaluates the performance of the

proposed system. This is done with subjective inspection (with t-SNE) and objective

metrics (with the predictive score).

Figure 4.3 presents our proposed generic workflow, which integrates the temporal adversar-

ial generator for the synthetic time-series data generation module, as well as the matching

module. The aim of this workflow is to generate synthetic behavioral biometric data to

simulate the impersonation of an authorized user as part of our authentication system

described earlier in Chapter 3. This generic process has been designed to validate our

proposed method.

Figure 4.3: General overview of the evaluation attack system.

The process begins with the creation of a synthetic time series, which is then converted into

an image representation through the signal-to-image process described in Chapter 3. The

result obtained is a 2D color image. This resulting image is then exploited in convolutional

neural networks (GoogleNet and ShuffleNet) to extract relevant features. For this feature

extraction, we use a pre-trained network that has been previously (in Chapter 3) on

the original dataset. Features are extracted at the last layer of the convolutional neural

networks, enabling us to construct an output feature vector.
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This feature vector is then compared with a reference/test model to assess the match

between the synthetic biometric data and the authentic data. Once we have obtained

a match score, we make an authentication decision. This decision is based on a simple

threshold approach, where the user is accepted if the score exceeds a predefined threshold,

or rejected if the score is below this given threshold.

Our generic workflow uses TimeGAN to generate synthetic behavioral biometric data,

transforms it into actionable features via convolutional neural networks, and then compares

it to a reference/test model to make an authentication decision based on defined thresholds.

The TimeGAN network parameters optimized for the dataset are shown in Table 4.1. For

the configuration of the TimeGAN, in the RNN cell of the TimeGAN, we choose several

modules separately, such as GRU, LSTM, or LSTM Layer Normalization (LSTM LN). By

comparing the results provided by the three modules, we select the module that offers the

best contribution to the reproduction of the original behavioral biometric data. We specify

the hidden dimensions, the number of layers, the number of training iterations, and the

number of samples in each batch. These parameters allow us to customize the model.

Table 4.1: TimeGAN network parameters

Parameter Option

Module ’GRU’, ’LSTM’, ’LSTM LN’
Hidden dimensions 24
Number of layers 5

Iterations 10000
Batch size 128

4.4 Experimental protocol

We use the same databases as those used in Chapter 3, i.e. UCI-HAR for human activity

and GREYC-NISLAB for keystroke dynamics.

4.4.1 Evaluation metrics

Assessing GANs is a complex task, and there is as yet no consensus among researchers

on the most appropriate measures for evaluating their performance. Numerous measures
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have been proposed in the literature [Borji, 2019], most of them are adapted to the field of

computer vision. Efforts are continuing to arrive at an adequate evaluation of time-series

GANs.

We classify evaluation measures into two categories: qualitative and quantitative. Quali-

tative evaluation refers to visual inspection by human observers, who inspect the samples

generated by the GAN. However, this approach does not constitute a comprehensive assess-

ment of GAN performance, due to the lack of appropriate objective evaluation measures.

Quantitative evaluation, on the other hand, relies on the use of metrics linked to statistical

measures commonly used in time series analysis. These metrics include Pearson’s corre-

lation coefficient (PCC) defined by equation 4.5 (an example is illustrated in Figure 4.4),

percent root mean square difference (PRD) defined by equation 4.6, root mean square

error (RMSE) and mean square error (MSE) defined by equation 4.7, mean relative error

(MRE) and mean absolute error (MAE) defined by equation 4.8. These are among the

most frequently used measures for evaluating time series and are therefore considered ap-

propriate performance measures for GANs. They reflect the fit between the training data

and the synthetic data generated.

PCC =

∑N
i=1(xi − x̃)(yi − ỹ)√

(
∑N

i=1((xi − x̃)2
∑N

i=1((yi − ỹ)2
(4.5)

PRD =

√∑N
i=1((xi − yi)2∑N

i=1((xi)
2

(4.6)

RMSE =

√√√√ 1

N

N∑
i=1

((xi − yi)2 (4.7)

MRAE ==
1

N

N∑
i=1

∣∣∣∣xi − yi
xi − fi

∣∣∣∣ (4.8)
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In these equations, xi represents the actual value of the time series x at time/sample i,

while yi represents the generated value of the time series y at the same time/sample i.

The symbols x̃ and ỹ denote the mean values of x and y respectively. A lower MSE value

indicates better generation quality.

The parameter fi is used to compute the MRAE (Mean Relative Absolute Error) for the

forecast value at time i of a specified reference model. As a general rule, fi can be chosen

to be equal to yi−1 for non-seasonal time series, and yi−M for seasonal time series, where

M represents the seasonal period of x.

Figure 4.4: Pearson correlation values for time series (real versus synthetic).

Table 4.2 provides a review of the current state-of-the-art in GAN for time series, as well

as new approaches to solving concrete problems involving time series data.

Table 4.2: Collection of GAN architectures, their applications, datasets used in their
experiments, and evaluation criteria for assessing the quality of each respective GAN [Bro-

phy et al., 2023].

Application GAN Architec-

ture(s)

Dataset(s) Evaluation Metrics

Anomaly detection LSTM-LSTM [Lean-

garun et al.,

2018]; LSTM-

(LSTM&CNN) [Zhu

et al., 2019b];

LSTM-LSTM (MAD-

GAN) [Li et al., 2019]

SET50, NYC taxi data,

ECG, SWaT, WADI

Manipulated data used

as a test set, ROC

curve, precision, recall,

F1, accuracy
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Audio generation C-RNN-NN [Mo-

gren, 2016];

TGAN(variant) [Cheng

et al., 2020];

RNN-FCN [Zhang

et al., 2020]; DC-

GAN(variant) [Kolokolova

et al., 2020]; CNN-

CNN [Juvela et al.,

2019]

Nottingham dataset,

midi music files, MIR-

1K, TheSession, speech

Human perception,

polyphony, scale con-

sistency, tone span,

repetitions, NSDR,

SIR, SAR, FD, t-SNE,

distribution of notes

Financial time series

generation/prediction

TimeGAN [Yoon et al.,

2019]; SigCWGAN [Ni

et al., 2020]; DAT-

GAN [Sun et al., 2020];

QuantGAN [Wiese

et al., 2020]

S&P 500 index(SPX),

Dow Jones index (DJI),

ETFs

Marginal distributions,

dependencies, TSTR,

Wasserstein distance,

EM distance, DY

metric, ACF score,

leverage effect score,

discriminative score,

predictive score

Time series estima-

tion/prediction

LSTM-NN [Li et al.,

2020]; LSTM-

CNN [Kaushik

et al., 2020]; LSTM-

MLP [Kaushik et al.,

2020]

Meteorological data,

Truven MarketScan

dataset

RMSE, MAE, NS, WI,

LMI

Time series imputa-

tion/repairing

MTS-GAN [Guo et al.,

2019]; CNN-CNN [Qu

et al., 2020]; DC-

GAN(variant) [Han

et al., 2020]; AE-

GRUI [Luo et al., 2019];

RGAN [Sun et al.,

2018]; FCN-FCN [Chen

et al., 2019]; GRUI-

GRUI [Luo et al., 2018]

TEP, point machine,

wind turbine data,

PeMS, PhysioNet

Challenge 2012, KDD

CUP 2018, parking lot

data

Visually, MMD, MAE,

MSE, RMSE, MRE,

spatial similarity, AUC

score

Other time series gener-

ation

VAE-

CNN [Parthasarathy

et al., 2020]

Fixed length time se-

ries “vehicle and engine

speed”

DTW, SSIM
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Medical/Physiological

generation

LSTM-LSTM [Ab-

delfattah et al.,

2018, Esteban et al.,

2017, Haradal et al.,

2018, Harada et al.,

2019, Nikolaidis

et al., 2019, Wang

et al., 2019]; LSTM-

CNN [Brophy,

2020, Delaney et al.,

2019]; BiLSTM-

CNN [Zhu et al.,

2019a]; BiGridLSTM-

CNN [Hazra and

Byun, 2020]; CNN-

CNN [Fahimi et al.,

2019, Hartmann et al.,

2018]; AE-CNN [Pas-

cual et al., 2020];

FCNN [Yi and Mak,

2019]

EEG, ECG, EHRs,

PPG, EMG, speech,

NAF, MNIST, syn-

thetic sets

TSTR, MMD, recon-

struction error, DTW,

PCC, IS, FID, ED, S-

WD, RMSE, MAE, FD,

PRD, averaging sam-

ples, WA, UAR, MV-

DTW

It is important to note that these metrics do not always exhaustively capture the perceived

quality of synthetic signals. They provide an objective measure, but may not fully reflect

subjective aspects such as aesthetics, intelligibility, or semantic coherence. Consequently,

it is often necessary to combine these objective metrics with subjective assessments to

obtain a more complete overall evaluation.

4.4.2 TimeGAN performance evaluation

To assess the quality of the data generated, we consider two criteria:

1. Diversity : samples must be distributed in such a way as to adequately represent the

diversity of real data.
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2. Usefulness: samples must be as relevant as real data when used for similar predictive

purposes, i.e. when training with synthetic data or testing with real data.

A wide range of measures of evaluation are proposed by researchers to assess the perfor-

mance of GANs including:

1. Visualization

We apply the t-SNEanalyses to the original and synthetic datasets, flattening the

temporal dimension. This allows us to visualize in two-dimensional space how closely

the distribution of the generated samples resembles that of the original, thus provid-

ing a qualitative assessment of the diversity.

2. Predictive score

For the sampled data to be useful, it must retain the predictive characteristics of

the original. Specifically, we expect TimeGAN to excel at capturing conditional

distributions over time. Therefore, using the synthetic dataset, we train a post-hoc

sequence prediction model (by optimizing a two-layer LSTM) to predict next-step

temporal vectors on each input sequence. We then evaluate this trained model

on the original dataset. Performance is assessed using the Mean Absolute Error

(MAE) metric. For event-based data, MAE is computed as the absolute value of

the difference between 1 and the estimated probability of the event having occurred.

This provides a quantitative assessment of the usefulness.It can be also be seen with

Equation 4.7.

4.5 Experimental results

4.5.1 Statistical evaluation

We evaluate our experimental results using visual inspection (through t-SNE analysis) and

objective measurement (predictive score calculated from MAE).

Figure 4.5 illustrates the impact of synthetic behavioral biometric data generated from

GREYC-NISLAB and HAR-UCI datasets by TimeGAN with GRU, LSTM, and LSTM
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LN module. These data show a significantly higher level of overlap with the original data

with GRU than other benchmark modules using the t-SNE method for visualization.

A significant observation in this graph reveals that the blue-colored samples (generated) are

approximately similar to the red-colored samples (original) when using the GRU module.

Figure 4.5a and 4.5b show that the synthetic datasets generated (respectively for UCI-

HAR and GREYC-NISLAB datasets) by TimeGAN show a significantly higher overlap

with the original data when the GRU module is used, compared to the other modules at

the RNN cell (LSTM and LSTM LN), when using t-SNE for visualization.

(a) UCI-HAR with GRU module (b) GREYC-NISLAB with GRU module

(c) UCI-HAR with LSTM module (d) GREYC-NISLAB with LSTM module

(e) UCI-HAR with LSTM LN module (f) GREYC-NISLAB with LSTM LN module

Figure 4.5: The first column corresponds to the UCI-HAR signals dataset (applied on
GRU 4.5a, LSTM 4.5e, and LSTM LN 4.5d) and shows the t-SNE visualization. The
second column, the t-SNE visualization of keystroke dynamics dataset signals applied on
(GRU 4.5c, LSTM 4.5b, and LSTM LN 4.5f). The real dataset is in red color, and the

synthetic dataset is in blue.
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After visually inspecting the data using t-SNE, we used the predictive score score as an

objective metric. The results are shown in Figure 4.5. In this figure, KD refers to GREYC-

NISLAB and stands for Keystroke Dynamics and HAR refers to the UCI-HAR dataset

and stands for Human Activity Recognition dataset. We have a less predictive score with

the KD from the GREYC-NISLAB dataset with a value of 0.037 on the GRU module than

others modules as presented in Figure 4.6.

As shown in Figure 4.6, TimeGAN consistently generates better quality synthetic data

than the benchmarks, based on the predictive scores (mean absolute error) for both be-

havioral datasets (UCI-HAR and GREYC-NISLSAB dataset). Significantly, TimeGAN’s

predictive scores almost match those of the original datasets themselves. When the pre-

dictive score is low, the similarity between the synthetic data representations is important.

Figure 4.6: Time GAN with predictive score (MAE): train on synthetic, test on real.

4.5.2 Performance evaluation

With regard to the results obtained for the authentication process on our two behavioral

modality datasets, as presented in Chapter 3, it is not necessary to use all the architectures

described in this chapter, because:

• GoogleNet offered better results (EER = 04.89%) on the real GREYC-NISLAB

• ShuffleNet offered better results (EER = 03.57%) on the real UCI-HAR
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In order to remain consistent, we only retained the best architectures for evaluation on

synthetic bases:

• GoogleNet on the synthetic GREYC-NISLAB

• ShuffleNet on the synthetic UCI-HAR base

We use the synthetic dataset on the keystroke dynamics modalities obtained with the GRU

module for this performance analysis since it performs better than LSTM and LSTM LN

modules for each behavioral biometric data used in the context of the synthetic time series

generation as depicted in Figure 4.6.

The performance analysis of the synthetic behavioral biometric modalities (keystroke

dynamics) is given by Figure 4.7a. The given performance of the generated synthetic

keystroke dynamics data from the GREYC-NISLAB dataset extracted with GoogleNet

architectures draws an EER score equal to 12.48%, Figure 4.7a.

The EER score value obtained is based on the feature generation models of Chapter 3.

For the UCI-HAR synthetic dataset:

• The given results in Figure 4.7a are validated on the pre-trained networks ( GoogleNet)

(real dataset), with an EER = 12.92%

(a) GREYC-NISLAB on GoogleNet: EER= 12.48% (b) UCI-HAR on ShuffleNet: EER= 14.92%

Figure 4.7: Performance evaluation of the synthesis GREYC-NISLAB with
GoogleNet 4.7a; and performance evaluation of the synthesis UCI-HAR with Shuf-

fleNet 4.7b
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• The given results in Figure 4.7b are validated on the pre-trained networks (Shuf-

fleNet) (real dataset), with an EER = 14.92%

Table 4.3: Performance metrics comparison.

Dataset Classifier name Type of data EER

UCI-HAR ShuffeNet
Real 03.57%

Synthetic 14.92%

GREYC-NISLAB GoogleNet
Real 04.89%

Synthetic 12.48%

Table 4.3 draws the performance metrics comparison between realistic and synthetic UCI-

HAR and GREYC-NISLAB datasets.

4.5.3 Discussion

The TimeGAN is characterized by the supervised loss, embedding networks, and the joint

training scheme.

The predictive score used as an objective metric helps to evaluate the generated data. We

achieved the capacity of our model by carrying out the training on the synthetic dataset,

followed by a test phase on the real dataset. Specifically, we use the Post-hoc RNN

architecture to classify original data and synthetic data and to predict one-step ahead

(last feature) [Yoon et al., 2019]. We evaluate the performance by computing the mean

absolute error (MAE). To interpret these results, when the predictive score approaches

zero, this indicates that the synthetic signals generated are significantly similar to the real

ones.

The generation of synthetic signals also raises ethical and legal issues that require particular

attention. These synthetic signals can be used in potentially sensitive contexts, such as

media manipulation, the creation of falsified content, or the collection of personal data.

It is imperative to ensure that the use of synthetic behavior respects the rights and pri-

vacy of individuals, as well as applicable regulations. This means ensuring that synthetic

behavioral data are not used for malicious purposes, securing the personal data used in
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the generation process, and putting in place measures to prevent the dissemination of

misleading or falsified content.

In general TimeGAN used for synthetic behavioral data generation offers a wide range

of possibilities for emerging applications. Examples of potential applications include data

augmentation, simulation, healthcare, multimedia content production through signal gen-

eration, and the use of synthetic signals in virtual reality.

The limitations of generating synthetic behavioral data with TimeGAN include conver-

gence and stability problems, as well as the difficulty of controlling the generation and

characteristics of synthetic data.

4.6 Conclusion

This chapter offers an in-depth exploration of synthetic signal generation using TimeGAN,

covering key topics such as the theoretical foundations of GANs, methodology for synthetic

signal generation, model variations, evaluation techniques, and associated limitations. The

generation of synthetic behavioral signals using TimeGAN is presented as a crucial tool

with wide applications in various fields, offering solutions to data limitations, enabling the

simulation of complex scenarios, facilitating the creation of large datasets, and improving

control over data generation. However, challenges in terms of convergence, stability, and

ethical considerations persist, requiring ongoing research efforts. This chapter highlights

the importance of interdisciplinary collaboration to exploit the full potential of the tech-

nology and calls for continued exploration of emerging applications, paving the way for

new advances and opportunities in synthetic signal generation with GANs.

In summary, the use of TimeGAN for synthetic signal generation offers vast potential in

many fields. It can be used to expand datasets, simulate complex scenarios, and meet

specific needs. However, further research is needed to overcome the challenges and fully

exploit this technology. By pursuing these efforts, we can pave the way for new advances,

new applications, and new opportunities in the field of synthetic signal generation, partic-

ularly in behavioral biometrics.



Conclusion and Future works

This Ph.D. thesis has explored the field of behavioral biometrics in-depth, focusing on

system evaluation and certification, description of behavioral biometric modalities, trans-

actional applications of behavioral biometrics data, and the generation of synthetic data

from behavioral biometrics data. First of all, behavioral biometrics has considerable po-

tential in authentication and security, offering advantages such as non-intrusiveness and

the ability to capture the unique characteristics of each individual. However, it also raises

challenges, particularly with regard to high-quality data collection, privacy protection, and

security against presentation attacks.

In the first chapter, we set the context for the certification of behavioral biometric systems.

With regard to certification, we examined standards such as FIDO Alliance and ISO/IEC,

which provide valuable guidelines for assessing and guaranteeing the quality and security

of behavioral biometric systems. These standards play a crucial role in the development

and adoption of these systems.

The second chapter offered an in-depth description of behavioral biometrics, exploring

existing models, the advantages and disadvantages of different modalities, as well as ethical

and legal implications. We also followed recent developments in this constantly evolving

field.

141
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The third chapter focused on transactional applications of behavioral biometrics, propos-

ing an architecture for identification with various machine learning methods and authen-

tication (ResNet-101, ShuffleNet, GoogleNet, and DarkNet-53) on the GREYCNIS-LAB

(for keystroke dynamics) and UCI-HAR (for human activity) benchmark dataset for au-

thentication applications. based on this behavioral modality. We presented experimental

results relevant to these applications, highlighting performance and challenges. The re-

sults showed that using a combination of motion sensor data resulted in the lowest Equal

Error Rate (EER) for binary classification. These experimental results demonstrated the

feasibility of these approaches, paving the way for broader applications in the field of IT

security. Since in the state of the art, results are given for the activity classification,

our second contribution is the use of another signal-to-image transformation (a bijective

transformation) of the input data, which leads to improved authentication results.

The fourth chapter introduced the generation of synthetic behavioral biometrics using gen-

erative adversarial networks (GANs). We explained the fundamental principles of GANs

and detailed the TimeGAN methodology for the synthetic signal generation of behavioral

biometric data. We also evaluated the performance of these models and examined their

potential applications.

Contributions

The aim of this Ph.D. thesis was to propose a generic method for analyzing behavioral

biometrics by presenting a generic architecture that can be adapted to any behavioral

biometric modality. The use of a signal-to-image representation to present behavioral

data makes it possible to handle various types of behavioral biometric modalities.

We began by proposing a generic user identification process for behavioral biometrics. Sec-

ondly, we proposed a signal-to-image transformation for the behavioral biometrics data

transformation. Thirdly, we proposed a generic workflow for user authentication in the

context of a certification system, and to conclude, we set out an architecture that authen-

ticates a user through his synthetic behavioral biometric data. To achieve this, we use the
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most popular temporal adversary generators (TimeGAN) to create synthetic behavioral

biometrics, which are then used to impersonate an authorized user.

Future Works

For future research, we plan to add psychological features such as the user’s emotions

when achieving an activity for the training and testing process to improve accuracy since

emotional states could be identified from his or her input behavioral style. We plan to

explore biases in behavioral modalities related to gender, age, hand, and ethnicity.

Although this Ph.D. thesis has covered many aspects of behavioral biometrics, it is essen-

tial to note that this field is constantly growing and offers many research opportunities to

explore in the future. These perspectives include privacy, and investigating approaches to

guaranteeing user confidentiality when using behavioral biometric data while addressing

the biases associated with the modality. In addition, multimodal integration needs to

be further explored to improve the accuracy and reliability of biometric systems. Secu-

rity against presentation attacks remains a major challenge, requiring in-depth research

into advanced attack detection and resistance to adversarial attacks. Contribution to

the development of specific standards and regulations for behavioral biometrics, ensuring

compliance with security and data protection requirements, is also essential.

Compared to other biometric modalities such as fingerprinting, there is no quality mea-

surement for behavioral biometric data, which could be interesting to develop for the

certification of behavioral biometric systems.

Finally, the continued evaluation and certification of behavioral biometrics systems is

necessary to guarantee their long-term performance. In conclusion, behavioral biometrics

is a dynamic field that promises significant advances, and future work will play a key role

in exploiting its full potential while meeting the challenges ahead.
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Performance and Security Evaluation of Behavioral Biometric Systems

Behavioral biometrics enhances IT security and improves user experience by analyzing

interactions. This Ph.D. thesis proposes a generic method based on the analysis of be-

havioral time series. It explores the use of traditional machine learning and deep learning

techniques for user identification and authentication based on these behaviors.

In addition, the research carried out examines the vulnerability of behavioral biometric

systems to presentation attacks. To this end, we use TimeGAN to generate synthetic

behavioral biometric data capable of fooling authentication systems. These synthetic data

preserve temporal characteristics, making it difficult to distinguish them from authentic

data. The results highlight TimeGAN’s ability to generate behavioral patterns that could

be used to test authentication systems, raising questions about the robustness of such

systems against malicious attacks.

Évaluation des performances et de la sécurité des systèmes biométriques comportementales

La biométrie comportementale est une approche prometteuse pour renforcer la sécurité

des systèmes informatiques tout en améliorant l’expérience utilisateur grâce à l’analyse

des interactions des utilisateurs. Cette thèse de doctorat propose une méthode générique

basée sur l’analyse de séries temporelles comportementales. Elle explore l’utilisation

de techniques d’apprentissage machine traditionnelles et d’apprentissage profond pour

l’authentification des utilisateurs basée sur ces comportements.

En outre, nous examinons la vulnérabilité des systèmes biométriques comportementales

aux attaques par présentation. Nous utilisons le TimeGAN pour générer des données

biométriques synthétiques préservant les caractéristiques temporelles, rendant difficile leur

distinction des données authentiques. Les résultats obtenus soulignent la capacité du

TimeGAN à générer des modèles comportementaux pour tester les systèmes , remettant

en question la robustesse de ces systèmes face aux attaques malveillantes.

Keywords: Behavioral Biometrics; Cybersecurity; Identification; Authentication; Time

series to Image; Synthetic Behavioral Biometrics; Presentation Attack Instrument.
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