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Abstract

Wireless sensor networks are an essential part of the Internet of Things (IoT) "perception" layer.

IoT connects the digital world created by conventional computer networks to the physical world. They

continually bring new applications to life through a large number of elements that collect, process and

disseminate environmental data.

Today, moves accross the IoT a large and varied volume of data. Data is generated in a continuous way

with a greater emphasis on information and not on its source. This indifference to the source is reinforced

by the interchangeable and redundant deployments of the sensor networks.

In this thesis, we focus on integrating the principles and mechanisms of content-oriented networks

in wireless sensor networks to improve the operation and performance of these networks. Hence, we first

focused on the temporal relevance of data in content-centric sensor networks. Indeed, we considered the

content lifetime (or freshness) and we proposed two approaches (one reactive and the other proactive) for

their update.

In the second part of the thesis, we proposed a mechanism based on the control of the duty-cycle to

overcome the impact of the flooding mainly used to disseminate the interests sent by the users and the

corresponding contents. For this purpose, we tried to maintain a sufficient subset of nodes necessary to

satisfy the interests received by the network. The main challenge was to reduce energy consumption thanks

to a mechanism controlling the node activity while keeping a good interest satisfaction rate.

Finally, to improve the content caching in a sensor network, we have studied the existing strategies

and identified the parameters impacting their performance. We then proposed a strategy placing the contents

according to the degree of the nodes and their distance from the source. An exhaustive comparative study
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with other solutions show that the proposed mechanisms guarantee good performance in terms of latency,

energy consumption and interest satisfaction rate.

Keywords— Internet of Things, wireless sensor networks, information-centric networking, content-

centric networking, data freshness, flooding, forwarding, duty-cycling, in-network caching.
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Resumé

Les réseaux de capteurs sans fil constituent une partie essentielle de la couche " perception " de

l’Internet des objets (IoT ou Internet of Things), et reconnectent le monde numérique créée par les réseaux

informatiques classiques au monde physique. Ils font émerger sans cesse de nouvelles applications grâce à un

nombre important d’éléments, qui collectent des données de l’environnement, les traitent et les disséminent.

Aujourd’hui, circulent dans l’IoT des volumes de données importants, très variés et souvent générés de

façon continue mettant plus l’accent sur l’information et non sur sa source. Cette indifférence sur la source

est renforcée par les déploiements interchangeables et redondants des réseaux de capteurs. Dans cette thèse,

nous nous attachons à l’intégration des principes et mécanismes des réseaux orientés contenus dans les

réseaux de capteurs sans fil afin d’améliorer le fonctionnement et les performances de ces derniers. Nous

nous sommes intéressés, dans un premier temps, à la pertinence temporelle des données dans les réseaux

de capteurs centrés sur les contenus. En effet, nous avons opté pour la prise en considération de la durée de

vie (ou fraîcheur) des contenus et proposé deux approches (une réactive et l’autre proactive) pour leur mise

à jour.

Dans la seconde partie de la thèse, nous avons proposé un mécanisme fondé sur le contrôle du

duty-cycle afin d’atténuer l’impact de l’inondation principalement utilisée pour disséminer les intérêts

envoyés par les utilisateurs et les contenus correspondant. Pour cela, nous avons cherché à maintenir un

sous-ensemble suffisant de nœuds nécessaires à la satisfaction des intérêts reçus par le réseau. Le défi

principal était de réduire la consommation d’énergie grâce à un mécanisme d’endormissement/réveil des

nœuds capteurs tout en gardant un bon taux de satisfaction des requêtes.
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Enfin, pour améliorer la mise en cache des contenus dans un réseau de capteurs, nous avons étudié les

stratégies existantes et recensé les paramètres impactant leur performance. Nous avons ensuite proposé une

stratégie plaçant les contenus en fonction du degré des nœuds et leur distance de la source. Une compagne de

simulations et des comparaisons avec d’autres solutions, montrent que les mécanismes proposés garantissent

de bonnes performances en termes de latence, de consommation d’énergie et de taux de satisfaction des

intérêts.

Keywords— Internet des Objets, réseaux de capteurs, réseaux centrés sur les informations, réseaux

centrés sur les contenus , fraîcheur des données, diffusion, duty-cycling, caching.
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1.1 Context
Internet of Things (IoT) is a new paradigm contributing in changing the world that will interconnect more

than 25 billion of heterogeneous constrained devices belonging to heteregenous networks by 2020 according

to IBM [6]. In the future, the IoT architecture including Wireless Sensor Networks (WSNs) promises to be

widely deployed in real environments. Indeed, IoT detains a significant role in facilitating connectivity of

WSNs enabling an interaction between the physical and virtual world. This results in creating an ability to

allow flexibility within the physical system and in adapting with the service requirements. Therefore, WSN

has been one of the main technology that brings IoT closer to reality by enabling autonomous and intelligent

links. In addition to that, the environment where sensor networks are deployed to collect information is

compliant with the IoT expectation. Furthermore, WSNs have found room for application in several domains

such as environmental monitoring, smart cities, agriculture, and healthcare. In the last years, WSNs have

witnessed a large interest from the research community who aims to enhance their performances and

communication efficiency.

The small, inexpensive and low powered WSN sensors will bring to the IoT objects reasonable costs

and an ability to be installed anywhere. On the other hand, their integration into IoT will constitute a

major evolution of WSNs. Additionally, as the modern world shifts to this new age of WSNs in the IoT,

the manner the data is collected will present an issue to which a solution has to be found. Indeed in IoT,

the communication is based on the data exchanged between the devices. Then, challenges have also been

concluded from the perspective of the data-centric and energy-efficient approaches.

1.2 Motivations
The IoT interconnected devices are increasing day per day generating a traffic proliferation. The spreading

deployment may also result in the coexistence of multiple kinds of entities hard to manage. So, the

coordination between these entities is a challenging issue. As already stated, thanks to the sensors low cost,

wireless sensor networks present a good alternative to enable IoT applications because they detain a certain

manner to manage data exchanged between devices. However, the model for communication in wireless

sensor networks does not always follow the sender/receiver model of the Internet [7]. There are many

applications for which traditional routing does not fit. For instance, let imagine a scenario in which a sensor
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node wants to request an information from a location where an interesting event is occurring (e.g., an

information about the number of students doing the queue in front of the restaurant). The requester does

not necessarily want to request information from a particular node (e.g., by an ID or IP address), but rather

from any node that can provide the data. Therefore, it was noticed that a mechanism whereby nodes can

request, advertise and disseminate data to interested parties, is needed [8]. This motivated the development

of data-centric approaches to networking in WSNs.

To face this new demand, the Information-Centric Networking (ICN) paradigm [9] emerged in the

third millennium. ICN grounds networking primitives on content names rather than node locators (as in the

current Internet). ICN targets seamless mobility, native multicast/multipath support, and content-oriented

security to better reflect the needs of today users.

Moreover, ICN could greatly improve the efficiency of content delivery in WSNs, provided that new

challenging issues related to energy saving and packet forwarding are properly faced. A WSN typically

provides information-centric services: in fact, whenever a sensor node is queried, the asking user is interested

in the information acquired by the node rather than establishing a point-to-point remote communication. In

other words, the user just needs to acquire information about some sensed variable (i.e., the temperature

within a room) without caring about the mote that will actually provide the asked data.

In addition to that, ICN paradigm distinguish between the routing and the forwarding of the data

since they implement new structures charged to realize this in a different manner. Since it is data-based,

the routing in ICN depends on the properties of the object name which enables to map directly to the

corresponding requested content. In contrary, the data forwarding is based on the ICN architecture that

offers tables charged to forward the data from a node to another [10].

Furthermore, ICN paradigms include a potential of in-network caching that makes it a good candidate

to be integrated into WSNs. Certainly, in ICN, data can be stored everywhere in the network providing a

copy of the same content perceived as a unique content. This represents the most common and important

feature of ICN architecture. This feature is considered to alleviate the pressure on the network bandwidth

and to improve the content dissemination [11].

It is worth to note that ICN architecture has a lot of potentials that make it a key technology for data

dissemination and caching in WSNs. However, its feature has to be adapted to the wireless communication
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medium of sensor networks. Several ICN paradigms have been proposed. Nevertheless, in this manuscript,

without a lack of generality, we focus on a particular type of ICN paradigm known as Content-Centric

Networking (ICN) which was identified as one of the most suitable for WSN [12–14].

1.3 Problem statement
Despite the too many advantages that ICN can bring when enabled in WSNs, it still has several aspects to be

studied. Indeed, the ICN features have to be adapted with the sensor network limitations.

In general, IoT applications impose stringent requirements in terms of information freshness since

new information is constantly being generated and consumer are mainly interested in the latest information

[15]. In a WSN context, when requested by a user, data moves from a node to another and takes time to

reach the user. As a consequence, content copies in intermediate nodes may become obsolete. In ICN, when

another user asks for the same data, he can get outdated data. However, in most WSN applications, data

must be valid to ensure the network reliability. In fact, stale information in the context of fire monitoring in

the forest can risk habitant lives. Consequently, it is not only important to check the validity of the data in

intermediate nodes but also it is primordial to implement mechanisms that ensure the update of the data

when this latter expires.

Besides, in wireless sensor networks, the traditional way of the broadcast is flooding. Then, ICN

architecture has to be adapted to work with flooding which is used to disseminate data. Yet, flooding is not

considered to be energy efficient because it suffers from data redundancy problem [16]. However, it was

demonstrated that broadcast delivery is actively utilized for designing new routing schemes since it seems

well fitted to the nature of ICN [17]. Consequently, a forwarding scheme should be found to deal with the

broadcast medium of WSN and to minimize energy consumption.

ICN also offers in-network caching that contribute to alleviating the pressure on the network band-

width in WSNs while spreading content copies between the network nodes in a distributed and efficient

manner.Thanks to this feature, users can recover faster the requested content from the intermediate nodes.

Then, the traffic load could significantly be reduced and the data availability could increase. However, it is

important to ensure that the adopted in-network caching has to be efficient and manage content distribution

in an intelligent way. In-network caching in ICN depends essentially on the caching strategy which identifies

the content placement and on the cache replacement policy that decides on which content to eject from the
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cache once this latter is full. Therefore, these two strategies have to be well investigated in order to fit the

WSNs requirements.

1.4 Contributions
In this thesis, our goal is to integrate CCN in WSNs and try to explore its features to tackle the existing

limitations in WSNs.

Then, we first focus on content object freshness [18] and on the manner its update is done in the

nodes content store. In WSNs, exchanged data must be fresh enough to ensure a certain level of Quality

of Service (QoS). Therefore, we design two approaches for the content update in content-centric wireless

sensor networks, a reactive and a proactive one to guarantee content validity [19].

The second topic is devoted to forwarding in CCN-WSNs which is achieved via costly broadcasting. In

this contribution, we have two main objectives. Firstly, we want to reduce the amount of energy consumed

especially when forwarding data. Secondly, we aim to guarantee a high-interest satisfaction rate by proposing

a new forwarding scheme. The proposed mechanism depends on a duty-cycle and is applied to the nodes

considered as less active (nodes that have a lot of unsatisfied interests in their PIT). Thereafter, we present

the impact of the proposed mechanism on energy consumption and network lifetime. To this end, we

proposed a mathematical model for energy consumption in CCN-WSNs.

Finally, the last contribution is related to the in network-caching. Our goal is to study the existing

caching strategies and try to see the impact of certain parameters by proposing a caching strategy while

considering the network constraints and maximizing the network lifetime. To ensure a certain level of

diversity and energy efficiency, we propose a caching placement strategy that chooses the nodes on which

to cache by taking into account the node degree and its distance from the source node. We also proposed

a solution to avoid as possible the problem of interest loop in CCN-WSNs which generates energy waste

and latency. In order to evaluate the performance of the proposed strategy, we implement and compared to

several existing caching strategies.

1.5 Manuscript outline
The rest of the thesis is organized as follow. Chapter 2 is dedicated to present the background of the thesis.

We start by detailing the current state of the art related to the Internet of Things paradigm. We then detail
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wireless sensor networks and its integration in IoT. Furthermore, this chapter presents the ICN paradigm, its

features, and limitations. It also discusses the adequate choice of architecture for WSNs. Therefore, it cites

different existing ICN paradigms, their features and the requirements that should be fulfilled by the adopted

ICN architecture.

Chapter 3 studies the suitability of the content-centric networking paradigm for WSNs. Hence, it

provides a state of the art of the CCN architecture and the advantage of its integration in WSNs. It specifies

the different CCN entities and projects them in the context of sensor networks. Hereafter, it cites works

interested in cache freshness, routing and forwarding and in-network caching in CCN paradigm. Finally, it

details the Paul Sabatier application scenario in neOCampus project [20].

In chapter 4, we introduce our first contribution related to content freshness in CCN enabled WSNs.

Therefore, we focus on the importance of data freshness in the context of wireless sensor networks

applications. Afterward, the chapter presents the two proposed approaches for the content update in the

content store, the proactive and the reactive one. Then, the chapter gives the simulation results and the

difference between the proposed strategies.

Chapter 5 provides a duty-cycling approach for CCN-WSNs. Indeed, in this chapter, we use the concept

of duty cycling in WSNs. Then, we start by presenting the different existing definitions of duty-cycle in

WSNs and we introduce a taxonomy of existing duty-cycling scheme. Thereafter, the chapter introduces the

proposed CCN node model and the mathematical energy consumption model. It then details the proposed

duty-cycle scheme in an algorithm for a better explanation. Last but not least, it details the simulation

results under two different thresholds and it analyzes the findings for several metrics.

Chapter 6 focuses on our last contribution that concerns the caching decision in CCN enabled WSNs.

Therefore, it starts by presenting the motivation of content caching in WSNs. After that, it shows how

content is cached in CCN depending on the cache placement and replacement decisions. It also studies the

existing caching strategies and tries to see the impact of new parameters on the decision of cache placement

and replacement. It explains the different steps of the proposed caching strategy. It finally evaluates the

performance of the strategy and compares it to other approaches.

Finally, chapter 7 summarizes this thesis and the work carried out. It reminds the addressed problems,

highlights the contributions and summarizes our results. Moreover, it opens future directions to continue

working on.
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2.1 Introduction
The Internet of Things (IoT) is a new paradigm where everyday objects can be equipped with identifying,

sensing, networking, and processing capabilities. These capabilities will allow them to communicate with

other devices and offer services over the Internet to accomplish some objectives. In IoT, low power integrated

circuits, wireless communications, and computation advances ensure low cost, low power, and efficient

devices to realize remote applications. The combination of these factors made possible the use of a large

number of intelligent sensors and actuators, enabling the collection, processing, analysis, and dissemination

of valuable information [21]. Then, Wireless Sensor Networks (WSNs) are considered as an essential

element in the IoT.

Wireless sensor networks are among the pioneer networks used for data collection in a variety of

applications. Indeed, they are intercepted as information-oriented networks. In such data-driven network, it

may seem spontaneous to turn to Information-Centric Networking (ICN) that changes from the traditional

host-centric to data-centric communication architecture. Recently, ICN has gained a lot of attention from the

wireless sensor network community.

In this chapter, the concept of the Internet of Things is introduced. Then, wireless sensor networks

and their integration in IoT are presented. The ICN paradigm and its characteristics are further detailed.

Different ICN paradigm that present potential candidate for WSNs is also listed.

2.2 Internet of Things
The Internet of Things aims to connect everyday objects such as watches, cars, smart-phones, etc. IoT is

widely regarded as the number one of top 10 technologies that will change the world in the next 10 years

[22]. In the traditional Internet, data producers and consumers are human beings. However, in the Internet

of things, the main actors become things. Thanks to the recent advances in Radio-Frequency IDentification

(RFID), low-cost wireless sensors devices, and web technologies, the IoT has gained a huge interest in

connecting everyday objects to the Internet. The Internet of Things is a paradigm where everyday objects

can be equipped with identifying, sensing, networking and processing capabilities that will allow them to

communicate with one another and with other devices and services over the Internet to accomplish some

objectives [1].
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Despite the diversity of research on IoT, its definition remains fuzzy. Authors in [23] tried to address

too many definitions and architectural models for IoT offered by standardization organizations and IoT

projects. According to the IETF, the IoT is an extension of Internet technologies to constrained devices,

moving away from proprietary architectures and protocols. As for the IEEE standard association, it defined

the IoT as a network of items, each embedded with sensors which are connected to the Internet. In [24],

they define IoT as in the context of the Internet, such an addressable and interconnected things that act as

the main data producers, as well as the main data consumers. Computers will be able to learn and gain

information and knowledge to solve real-world problems directly with the data fed from things. Then, they

will be able to sense and react to the real world. The Internet of things, that effectively interconnects a large

number of smart devices, creates an environment wherein things have interfaces and identities and can

communicate through standard and interoperable communication protocols [24]. In addition to that, IoT

combines various network infrastructures such as sensor networks, wireless networks, and the standard

Internet, in order to retrieve useful information from things, interact with the physical world, and provide

various services in different applications.

2.2.1 Architecture of the Internet of Things

Until now and despite the numerous proposals, there is still no consistent common architecture for the

IoT. Too many architectures for IoT were proposed, the basic model is a 3-layer architecture consisting of

the Application, Network and Perception Layers [1]. In Fig. 2.1 , we present a protocol stack that covers

prominent protocols corresponding to this architecture.

The different architecture layers of IoT are:

— Perception Layer: this layer enables the sampling of the data about the environment like temperature,

weight, motion with various kinds of perception devices. It processes data with a cooperative accessing

way to obtain useful information and then delivers it to the network layer.

— Network Layer: It permits the fusing of perception information and its transmission to the correspon-

ding platforms of the upper layer via the Internet, wireless network, etc.

— Application and service layer: divided into two sub-layers, service sublayer and application sublayer.

Service sub-layer stores and integrates the information from the network layer. It provides much

information including information management, data analysis, and decision making. Application
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Figure 2.1. An example of an IoT protocol architecture inspired from [1].

sublayer integrates all functions of lower layers and provides service specific for all industries

2.3 Wireless Sensor Networks
Wireless sensor network is a new paradigm in wireless communication networks. WSN has gained lots of

attraction both in the academic and industrial sector. A Wireless sensor network is a network composed

of a large number of low-power devices that sense the environment and communicate information to one

or more sinks [25]. The devices composing a WSN are called sensor nodes or motes, and they have the

following characteristics:

— A small size.

— A limited memory and processing power.

— A limited energy (most of them are battery powered).

— Limited capabilities in terms of sensing, data processing, and communication components.

Generally, the WSNs are densely deployed because of these characteristics.

2.3.1 Architecture of a sensor node

A sensor node is composed of four units, each corresponding to a particular task of sensing, processing,
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transmission, and power generator [2].

Figure 2.2. Components of a sensor node inspired from [2].

2.3.1.1 Sensing unit

The operating principle of the detectors is often the same: to respond to a variation of the environmental

conditions by a variation of certain electrical characteristics, for example, the temperature. The voltage

variations are then converted by an Analog-Digital converter so that it can be processed by the processing

unit. We can find also MEMS (for MicroElectroMechanical Systems) [2] which are other complex structures

to detect other phenomena such as acceleration, chemical concentration, etc.

2.3.1.2 Processing unit

The micro-controllers used in the sensor networks are low energy consumption. Their memory size is about

tens of Kbytes RAM for data and tens of Kbytes ROM for programs [25]. This memory consumes a huge

part from the memory reserved for the micro-controller. Generally, the processing memory is associated

with a small storage unit in order to manage the procedures that make the sensor node collaborate with the

other nodes to carry out the assigned sensing tasks.

2.3.1.3 Transceiver unit

It connects the node to the network. For wireless sensor networks, the transmission consumes about 20 mW

within few meters. The amount of energy required for transmission increases with distance. To increase

these distances while preserving energy, the network uses a multi-hop routing [26]. This disables to turn

nodes to sleep mode which consumes more in terms of energy.
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2.3.1.4 Power unit

This is one of the most important units of a sensor node. Usually, sensor nodes are battery powered and

without possible recharging, their lifetime is limited. Sometimes, power units may be supported by a power

scavenging unit such as solar cells [25] which helps in restoring the energy consumed by replenishment. A

sensor node has to store the energy and supply it in the required form.

2.3.2 Energy conservation techniques in WSNs

As sensor nodes in WSN have limited battery power, it becomes challenging to perform computation and

transmission while optimizing energy consumption [8]. Experimental measurements have shown that

generally, data transmission is very expensive in terms of energy consumption, while data processing

consumes significantly less. To maximize the lifetime of the network, energy conservation techniques

have been developed. Energy-saving techniques focus on two sub-systems: the networking sub-system

(the operations of every single node, as well as the design of networking protocols), and the sensing

subsystem (the amount or frequency of energy-expensive samples) [27]. Energy efficient protocols are

designed to minimize energy consumption and network activity [28]. However, a significant amount of

energy is consumed by the components of a node (CPU, radio, etc.), even if they are inactive. Too many

techniques exist in the literature that proposes to turn off the components of the node when not necessary.

As depicted in Fig. 2.3, energy conservation are divided into three scheme classes: duty-cycling, data-driven,

and mobility-based.

Figure 2.3. Classification of energy conservation schemes.

2.3.2.1 Duty-cycling techniques

Duty cycling can be achieved through two different and complementary approaches by controlling the

topology or by managing the power [27]. The most effective way to conserve energy is to put the transmitter

radio in standby mode (low-power) whenever communication is not necessary. Nodes that are not currently
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needed for ensuring connectivity can go to sleep and save energy. A duty cycle is defined as the fraction of

time when the nodes are active. Since sensor nodes perform cooperative tasks, they must coordinate their

clocks of sleeping and waking. A Sleep/Wake up scheduling algorithm is part of any plan of Duty-cycling.

2.3.2.2 Data driven techniques

Generally, Duty-cycling plans do not take into account the data collected by the nodes. Therefore, data-driven

approaches may be useful for improving energy efficiency. Data-driven techniques are designed to reduce the

amount of data sampling by ensuring an acceptable level of accuracy. The reduction of data can be realized

by the in-network processing which ensures the data aggregation at the level of the intermediate nodes.

A review on in-network processing techniques is presented in [29]. Sometimes, the sending of redundant

information to the base station may be unnecessary [30]. Certainly, if it is not used in an intelligent way,

redundancy will cause a waste of energy due to redundant transmissions and reception operations. There

are several explanations in the literature that find that eliminating any redundancy helps to save a lot

of energy and combining them is expected to save more. In [31], we implemented a redundancy-based

protocol OER ‘Optimization of Energy based on Redundancy’ that exploits redundancy for energy efficiency

and we enhanced it by proposing a fault-tolerance mechanism.

Besides, a number of data compression methods exist in the literature [32] showed that data com-

pression can be applied also to reduce the amount of information transmitted by the source nodes. This

technique involves the encoding of information at the level of the nodes that generate data and the decoding

at the level of the sink.

2.3.2.3 Mobility techniques

In [27], they classified mobility-based schemes to mobile-sink and mobile-relay schemes. Mobile nodes can

be considered as part of the network or part of the environment. To make nodes mobile, sensors have to

be equipped with special components to change their location which may cost a lot since mobilizers are

expensive and mobility may result in energy wasting. Hence, mobility may be limited to some nodes that do

not have energy constraints comparing to others on the network. Mobility may be also efficient for energy

conservation since when sinks are static, traffic is loaded on nodes more than others depending on the

network topology and packet generation rates. In the case of the mobile sink, the traffic may be alleviated on

different parts of the network and short path may be found when replying with a data which enable energy



14 CHAPITRE 2 - STATE OF ART

saving. An approach exploiting multiple mobile sinks in [33] shows that with this approach the network

lifetime could become five/ten times longer than with the static sink approach. In the case of mobile-relay,

one of the most well-known approaches is given by the message ferrying scheme. Message ferries [34]

ensure moving communication infrastructure to enable data transfer in sparse wireless networks. Static

sensor node waits for mobile-relay to pass and send data to it which enables the use of short-range radio

signals and hence low energy consumption.

2.3.3 Routing protocols in wireless sensor networks

Various routing protocols are proposed for sensor networks. These protocols either use the flooding or the

gossiping concept. The flooding is a method where every packet received is retransmitted to all the nodes in

the network. The gossiping tries to enhance flooding by maintaining a probability of transmission. Then,

the nodes have a probability p to broadcast the packet they receive. Thereafter, with a probability equal to

(1− p), the packet is discarded [35].

2.3.3.1 Taxonomy of routing protocols

A taxonomy of routing protocols in WSNs is based on various classification criteria such as data-centric,

hierarchical, location-based, etc [36] is presented in this section.

Hierarchical Routing In hierarchical routing, sensor nodes are organized into clusters [36]. Based on

the energy level of each node, different tasks of sensing or transmitting can be assigned to nodes. For

instance, nodes with a high energy level can be chosen as cluster heads. The cluster-head aggregates the

data collected from the members of its group and forwards it to the sink [37]. In [8], a distributed clustering

algorithm called LEACH for routing in homogeneous sensor networks was proposed. In LEACH ‘Low-Energy

Adaptive Clustering Hierarchy’ [38], nodes self-configure into groups. Each group is controlled by an elected

cluster-head. The cluster-head selection is based on the energy level of each node. In fact, the cluster-head

is chosen randomly and its role is assigned to different nodes to ensure fair energy consumption because the

cluster-head consumes a lot of energy.

Location Based Routing In location-based routing protocols, the information about the localization of

nodes is used for communication. Location routing is based on the position of nodes rather than its network
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address. This type of protocols favors energy conservation by calculating the distance between two sensor

nodes before transmitting the data. It does not require flooding and hence reduces the control overhead.

It only knows the location of its direct neighbors to forward the packet [39]. Geographical and Energy

Aware Routing (GEAR) [40], and Geographic Adaptive Fidelity (GAF) [41] are two location-based routing

protocols.

QoS based Routing Applications in WSNs require an efficient Quality of Service routing protocols for

data delivery from the network infrastructure. QoS based routing ensures reliability and guarantees delays

of critical events. Then, QoS based schemes allow sensor nodes to balance between the energy consumption

and certain predetermined QoS metrics, such as delay, energy, reliability, bandwidth, etc. before they deliver

the data to the sink node [42]. Several QoS based protocols exist such as multi-path routing protocol, SAR

protocol [43], energy-aware QoS routing protocol [44], SPEED protocol, etc. Each one is based on a given

QoS and tries to ensure a certain level of QoS related to the running application.

Data-Centric Routing Due to the lack of global identification along with random deployment of sensor

nodes [36], data-centric routing was proposed. Data-centric protocols focus on the data rather than on the

address of the destination. In this routing, an attribute-based naming is necessary to specify the properties

of data. Queries in data-centric routing are sent to specific areas and the sensors in that specific area send

the data back to the sink. At this level, the first data-centric protocol used is SPIN [45] which checks the

negotiation of the data between the nodes, eliminates the redundancy and also saves the consumption of

the energy [46].

As an important data-centric routing protocol in wireless sensor networks, Direct Diffusion [47] suggests

the use of attribute-value pairs for the desired data and queries sensors on an on-demand basis. In Directed

Diffusion, if a sensor wants to receive data, it sends interests for named data. Hence, when data is sent

by a source sensor, the data can be cached or transformed by an intermediate sensor, which in turn may

initiate interests based on the data that were previously cached [36]. Other data-centric protocols exist in

the literature [48].

2.3.4 WSN as a part of the IoT

Wireless Sensor Networks are playing more and more a key role in several application scenarios such as
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health-care, agriculture, environmental monitoring, and smart metering. Furthermore, WSNs are characteri-

zed by high heterogeneity [49].

Recent technological advances in low power integrated circuits and wireless communications have made

available efficient, low cost, low power miniature devices for use in remote sensing applications [21].

Wireless Sensors networks are considered as a promising element of the IoT since they are very compliant

to its expectations and this is due to their monitoring and data collecting capacities. The combination of

these factors has improved the interest in using a sensor network.

For sensors backbone in IoT, information may be produced either on demand when another sensor requests

it (query-based) or proactively sent to multiple subscribers (event-based).

2.3.5 Challenges of integration of WSNs in IoT

When functioning in an IoT network, sensors are assigned additional responsibilities and have to accomplish

the following challenges:

— Security: depending on the application sensitivity and in normal cases, sensor nodes have to ensure

data confidentiality. By opening WSNs to Internet [50], attackers would be able to threaten WSNs

from everywhere. The use of existing security mechanisms already implemented for the Internet is

impossible due to the sensor constraints in terms of energy and memory. Then, innovative security

mechanisms must be developed in respect to the resource constraints to protect data generated by

WSNs from novel attack generating from the Internet [50]. Ensuring security is critical as the system

is automatically linked to actuators and protecting the systems from intruders becomes very important

[21].

— Quality of Service: sensor network is supposed to contribute to the quality of service by optimizing the

resource utilization of all heterogeneous devices that are part of the future Internet [50]. However,

the existing approaches ensuring QoS in the Internet are not applicable in WSNs, as sudden changes

in the link lead to a change in the configuration of the WSNs topology. New approaches have to be

found to ensure delays and overcome losses.

— Scalability: as the IoT will become a globally interconnected infrastructure that includes WSNs,

supporting experimentation on an adequate scale is an important aspect. Many architectures that

guarantee scalability in IoT were presented. These types of architecture have to be adequate to WSN
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to enable the addition of new devices, services, and functions for the customer without affecting

the quality of existing services. In addition, scalable systems based on caching mechanisms, parallel

computations, and hierarchical architectures are required.

— Resources: devices in IoT should be as small as possible. Current technologies help in reducing the

size of a sensor. A direct consequence of physical size is limited resources, energy, capability, and

memory. Wireless sensor communication usually expires the energy consumption of an IoT device, so it

should be kept to the absolute minimum and adequate mechanisms should be developed to realize this.

In any case, a WSN typically provides information-centric services: in fact, whenever a mote is queried,

the asking user is interested in the information acquired by the sensors on top of that mote rather than

in establishing a point-to-point remote communication. In other words, the user just needs to acquire

information about some sensed variable (i.e., the temperature within a room) without caring about the mote

that will actually provide the asked data. In addition to that, as mentioned before, IoT proposes to merge

sensor networks with the Internet. Then, the environment monitoring applications need the transmission of

the data collected from the sensor nodes so that it is further analyzed. Consequently, data-centric protocols

seem to be the best candidate for merging WSNs in the Internet of Things.

2.4 Information-Centric Networking Paradigm
The ICN is a data-centric paradigm appeared to face the new Internet requirements. Early publish/subscribe

systems can be considered as the first step toward the information-centric networking model.

2.4.1 The evolution of the Internet and the motivation behind ICN

Back to several decades, the connection-centric paradigm met the requirements of networking at that

time since the only purpose is to deliver packets between two endpoints. Nowadays, the Internet has been

transformed from an academic network to a global infrastructure for the massive distribution of information.

Users are interested in receiving information wherever the information may be located, rather than in

accessing to the location. ICN is a result of paradigm shifting from host-to-host model to content-oriented

model.

Motivation from ICN is a change in user requirements from resource sharing to information dissemi-

nation [51]. Indeed, ICN goal is to enhance the data dissemination efficiency in the network to adapt it to
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the new requirements of today Internet. To this end, we chose to work with this paradigm. This section

introduces the paradigm as well as the advantages that it brings in terms of naming, routing, in-network

caching, mobility, and security. Besides, the limitations of this paradigms are addressed further.

2.4.2 Difference between host-centric and data-centric

For the host-centric protocols, each source independently sends data along the shortest path based on the

path that the queries took (‘end to end routing’) [52]. However, for data-centric protocols, the sources send

data to the sink based on the content and perform aggregation on the data originating at multiple sources

[52]. Therefore, the difference exists in the manner the data is sent.

In [52], they showed that data-centric routing offers significant performance gains across a wide range

of operational scenarios. In addition to that, data-centric technologies perform in-network aggregation of

data to realize an energy-efficient transmission.

2.4.3 ICN features

ICN presents a lot of features that make it a good candidate to explore in WSNs. These features are detailed

hereafter.

2.4.3.1 Naming

The ICN approach fundamentally decouples information from its sources, by means of a clear location-

identity split [53]. In ICN contents are identified by persistent and unique names. Using a unique name will

generate information under the same name, although the data values will be different. In addition, in ICN,

users request a content by its name instead of its location address. A very wide debate is in progress within

the research community about the design of content names: they can be either flat such as in MF [54] and

XIA [55] or hierarchical as in NDN [56] and CCN [57]. The hierarchical names have a structure similar to

URLs. A content may be divided into many chunks. The decision whether to use flat or hierarchical names

either human-readable or self-certifying mainly impacts the scalability of the ICN routing plane [58]. In this

thesis, we do not treat the naming in ICN.

2.4.3.2 Routing

The shift towards content-centric bandwidth-demanding applications requires the Internet to efficiently

deliver massive amounts of information and handle large spikes or surges in traffic, commonly referred to
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as flash crowds [53]. In ICN the network may satisfy an information request not only through locating the

original information source but also by using (possibly multiple) in-network caches that hold copies of the

desired information. Furthermore, in ICN, routing answers to the question ‘how interests are routed from

users to source nodes that contain the corresponding requested content and then how contents are routed back

to the user?’ ICN proposes two routing techniques, name resolution routing, and name-based routing. Unlike

name resolution routing, name-based routing is based on the name hierarchy to route request and directly

forward them to producers without forwarding them to locators in order to solve the names.

2.4.3.3 Caching

In-network caching is one of the inherent features in ICN paradigm treated in this thesis that facilitates

information dissemination. Thanks to the in-network caching offered by ICN, the recovering of the content

object is faster and decreases the overhead. Moreover, by supporting in-network caching, ICN avoids repeated

delivery of the same content in the network. Along with forwarding content, nodes in ICN can cache content

too if the content is not already stored in their cache. Hence, in-network caching was introduced to alleviate

the pressure on the network bandwidth and improve the transmission efficiency in content dissemination

[59]. ICN in-network caching is ubiquitous since any ICN node can be a cache [59]. In the Internet of

Things, objects have some constraints related to their memory ie. their caching storage is limited. Hence,

once the cache is full, a caching replacement policy is performed.

2.4.3.4 Mobility

The ICN paradigm does not have end-to-end connections so it does not expose the problem of managing

this type of connection [60]. A mobile user just continues sending an interest for a defined content object

and different source nodes may respond with the content. Then, there is no need to maintain a connection

with the previous source. Even when content changes their location, they will be always reachable since

they do not depend on the location. Consequently, mobility in ICN can be consumer mobility or content

mobility. When mobility occurs, the routing information must be updated in all the nodes belonging to the

request path [58].

2.4.3.5 Security

ICN architectures are interest-driven, i.e., there is no data flow unless a user has explicitly asked for a

particular piece of information. This is expected to significantly reduce the number of unnecessary data
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transfers and also to facilitate the deployment of accountability and forensic mechanisms on the network

points that handle availability and interest signaling. Moreover, for ICN architectures the use of self-certifying

names for information, malicious data filtering will be possible even by in-network mechanisms. Finally,

most ICN architectures add a point of indirection between users requesting a piece of information and users

possessing this piece of information, decoupling the communication between these parties. This decoupling

can be a step towards overcoming denial of service attacks, as requests can be evaluated at the indirection

point, prior to arriving at their final destination. Indirection can also benefit user privacy, as a publisher

does not need to be aware of the identities of its subscribers [53].

2.4.4 ICN limitations

Although ICN offers new features, most of the ICN designs provide only basic instructions, which opens a

large research field. The contributions in this area mainly focus on enhancing the routing and forwarding of

information, caching management and security of contents.

2.4.4.1 Caching

Cache management depends on the cache decision and replacement policies. The node decides which

content should be cached when a new data object is received, and it selects the content should be evicted

when the cache is full [61]. The capabilities of caching mechanisms affect the availability parameter in

different scenarios [62]. Several issues like overflow memory and timing update are faced while caching.

Hence, appropriate caching strategies should be proposed to overcome these problems and to ensure the

purpose of availability of data or path towards data.

2.4.4.2 Routing and Forwarding

The usage of multiple-source multiple-destination presents challenges in terms of information-forwarding in

ICN [62]. Few implementations of ICN support this feature. The forwarding management is ensured via the

implementation paradigms like ICN. The naming scheme used in ICN could also present some challenges

for routing. Certainly, it has to be adapted to the routing protocol and to the use case. However, forwarding

strategies should be enhanced or proposed to ensure the caching provision and efficient content delivery.

2.4.4.3 Congestion control

In ICN architectures, multiple requests and responses are generated from multiple sources. This behavior
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may result in huge delays, collisions and packet loss. Even if multiple congestion control mechanisms have

been proposed for ICN such as Receiver-driven TCP-Reno congestion control [62], stronger mechanisms

have to be defined.

2.4.4.4 Security

Unlike nowadays host-centric security (e.g., transport layer security (TLS), authenticated server), ICN

requires location independent security mechanism to enable ubiquitous in-network caching system [61].

In ICN, data is broken down into independent content chunks that can be sent or received. Usually, these

chunks are encrypted but still some important information as content name, timing and size can be accessed

[62]. So, there is a need to define appropriate mechanisms for security and privacy. Therefore, the next

generation security model should provide an information-oriented data integrity and authenticity check

mechanism [61]. In this thesis, we do not consider security issues.

Besides to those major directions in the optimization of ICN feature performances, another topic of

research is to examine its feasibility in real-world ICN implementation.

2.5 Which ICN paradigm for WSNs?
Since sensor networks already provide data-centric services and since information-centric networking

became one of the significant directions nowadays, it is challenging to see if the attractive features offered

by this paradigm can fit WSNs and overcome some existing limitations. A certain compliance between ICN

and WSNs have to be ensured.

Different Information-Centric Networking architectures have emerged during the last decade. Most

of them share the same characteristics. The most common point in this architecture is changing content

addressing by its name. Moreover, caching and content awareness has a key property in ICN. In this section,

we list some general ICN paradigms and we make a decision on the one that we are going to adopt for our

contributions during this thesis.

2.5.1 Publish and subscribe

Publish/Subscribe usually relies on a set of intermediate nodes and brokers that gather and dispatch all

the packets sending [63]. Brokers need to know nodes identities and to maintain long-range routes. In
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WSNs, computing power, memory, and energy are scarce resources. Publish/subscribe appears as an efficient

communication scheme for WSN by gathering all the information from the sensor nodes (publishers), treat

them, and transmit the resulting data to the collection node (subscribers) [63]. Inside the brokering system,

any data manipulation algorithm can be applied (aggregation, fusion, filtering, encryption, etc.), therefore

the flow conveyed to the subscribers is not necessarily the sum of the incoming flows. All communications

pass through the brokers, so it depends on the number and the location of brokers in the network. Data

should take the shortest path from the subscriber to the broker and from the broker to the subscriber [63].

In Wireless Sensor Networks, all data is broadcasted and filtered based on MAC address. Thus, energy

consumption in a node does not only depend on the number of the frame it forwards but also on the

number of frames sent in its neighborhood. Brokers should be distributed and located in a central area. The

functionalities of the publish and subscribe paradigm are shown in Fig. 2.4.

Figure 2.4. Publish and subscribe paradigm [3].

2.5.2 NDN

Named Data Networking (NDN) is one of the Information-Centric Networking architectures for the future

Internet that is funded by the National Science Foundation (NSF). NDN uses data names to communicate

contents in a network rather than node addresses. Therefore, this network architecture for future Internet

does no longer concentrate on ‘WHERE’ the information is located, but on ‘WHAT’ information is needed.

Hence, this paradigm shifts from a host-centric to data-centric and creates new challenges to efficiently
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exchange data between data consumer and provider. NDN communication is initiated by the consumer

through the sending of an Interest packet. Once the interest reaches a publisher or a node having the

corresponding content object packet, it replies. Each NDN structure maintains a Content Store (CS) to cache

contents; a Forwarding Interest Base (FIB) to store forwarded interests and a Pending Interest Table (PIT)

to record unsatisfied interests. The forwarding process of Interests and Content Objects is illustrated in

Fig. 2.5.

Figure 2.5. NDN/CCN Information routing.

Therefore, when an NDN router receives an interest, it checks its CS; if the content is available, it

replies with it. Otherwise, it looks to its PIT, if the interest is available, it discards the Interest. If not, it

checks its FIB, if the interest exists, it adds an entry in its PIT and it transmits the interest to look for it in

the path indicated in the FIB and it replies with it. If not found in FIB, the interest is discarded.

NDN routing protocol coordinates with NDN forwarding plane for interface ranking and probing, the only

difference between routing and forwarding is that, while routing decides about the availability of routes,

forwarding makes decisions about the preference and usage of routes based on their status [64]. There are

mainly three major routing protocols in NDN listed in [65–67].

Moreover, NDN opens new perspectives in the way data can be retrieved in wireless sensor networks since

its features match the use cases and applications developed on sensors.

2.5.3 CCN

The Content-Centric Networking (CCN) [68] architecture is an ICN implementation from Palo Alto Research

Center (PARC). CCN is also built on named data where the content name replaces the location address. Its
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services include multihop forwarding, flow control, and loop-free multipath forwarding. Thus, CCN delivers

named content to the user from the nearest cache or content provider. Applications use the CCN on top of

lower layer communication services that can handle packet transmitting [13]. This protocol is flexible and

can be deployed in different environments where providing data content is an important concern. CCN uses

hierarchical naming of content that looks like the URL scheme of today Internet. These names are prefixes

that match to existing contents. For instance, a student asking for the temperature of the classroom 204 in the

Building U4 at Paul Sabatier University. He sends an interest: /Collect/TemperatureBuildingU4Classroom204

and the node with the corresponding content replies. The forwarding in CCN is ensured via interest and

content object packets as it was realized in NDN in Fig. 2.5. The original CCN [69] was the first query-based

ICN architecture applicable to wired networks.

Other ICN architectures exist in the literature such as Network of Information (NetInf), the EU

funded project named 4WARD/SAIL, the Publish-Subscribe Internet Routing Paradigm (PSIRP), and the

Data-Oriented Network Architecture (DONA) by UC Berkeley etc.

Among several ICN architectures discussed previously, the Content-Centric Networking is considered

as a suitable candidate for WSNs. The CCN includes CCNx [68], a protocol which is built on named-data

and provides location-independent delivery. It includes multi-hop forwarding for end-to-end delivery, flow

control, transparent multi-cast, loop-free multi-path forwarding and verification of content integrity [70].

Besides, it supports a wide range of networked applications and can be deployed in different environment

mainly where providing data is the most important concern like in WSNs. By dint of all these reasons, we

decided to try to enable CCN in WSNs to take benefit of its features.

To introduce our work, we focus on content-centric networking but we argue that our proposed solutions

can be applied (with some modifications) to any ICN architecture that works as a network of caches in pull

mode. Wireless sensor networks present a lot of challenges when applying this type of architecture. In this

thesis, we try to resolve some problems in WSN by taking benefits from the content-centric networking.

Besides, we consider some limitations of CCN and we try to enhance them by the proposed solutions.

2.6 Conclusion
By bringing information into the network layer, the ICN approach promises to enhance communication
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in WSNs. Sensor networks present limitations in terms of energy, memory and computation capabilities.

Besides, the deployment of WSNs and their management present a challenge in terms of coordination

between sensors and resource management. However, since WSNs are already information-centric, we argue

that enabling the use of ICN in is a good idea. ICN with the features it offers proposes to overcome these

constraints. Indeed, ICN in-network caching and forwarding scheme could bring efficient solutions.

Chapter 2 was dedicated to enlightening the general concepts of this thesis, notably the Internet of things,

the Wireless Sensor Networks and the Information-Centric Networking paradigm. We presented the different

paradigms that exist in ICN and we described their functionalities. In the next chapter, we detail CCN

architecture that we consider suitable for sensor networks and we will present the related research close to

the topics that we are going to handle in this thesis.
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3.1 Introduction
Wireless Sensor Networks are an important technology for large-scale monitoring application that provides

measurements. WSNs can perform in-network processing operations such as aggregation, event detection,

or actuation. In WSNs, usage models are similar to where users are interested in data measured by

sensors rather than in sensor nodes. Sensor networks present too many challenges in terms of caching,

self-adaptation, as well as security and these challenges are far from being solved.

Content-Centric Networking is a promising data-centric protocol (an ICN paradigm) that offers content

caching, self-adaptation, and built-in security at the data level. Approaches like in-network caching and

data aggregation are important in WSNs. Therefore, CCN is sawed as a suitable approach to be applied in

WSNs to overcome some challenges given by this type of environment.

Combining CCN and WSNs is a new emerging trend to implement real data-centric applications.

In CCN, the forwarding of interests and content objects is performed based on a distributed way which

normally meets the requirements of WSNs and IoT. Therefore, CCN in wireless sensor networks presents a

promised technique that may ensure data routing based on content.

In this chapter, we start by defining CCN and its main features. Then, we introduce the related works

of ICN applied in wireless sensor networks. After that, we present CCN architecture applied to WSNs and

we list the motivations behind its integration. We also present an application scenario of the Paul Sabatier

Campus. In the last part of the chapter, we are particularly interested in discussing the existing works

concerning the data freshness, the forwarding strategies and the in-networking caching in CCN.

3.2 Content-centric networking approach
Content-Centric Networking is a new communication architecture with a different model of forwarding that

does not talk directly maps to things since there is no host abstraction [71].

CCN is a shift from a host-centric view of the network to a content-centric one. Hence, the focus is not

anymore on ‘WHO’ to communicate with like in but on ‘WHAT’ to communicate. The architecture of CCN is

detailed in Fig. 3.1.

In CCN, nodes deal with two kinds of packets, an interest packet which contains the name and a few

other fields, and the data packet that contains the content. An interest is asking a question like ‘Does any
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(a) IP (b) CCN

Figure 3.1. IP/CCN stack inspired from [4].

node have any content that matches with this name ?’ The answer to this interest is the data. Besides, since

ICN paradigms secure the data, the content contains the name, the signature, and some other fields. CCN

uses long names derived from human, readable names, and they contain content identifiers at the end of

them [71] as shown in Fig. 3.2. The basic mechanism of CCN is the dissemination, a broadcast model. The

user sends the interest in the network and the node that hears the interest can respond if it has the content.

Otherwise, the interest is deleted.

(a) Interest packet (b) Content Object packet

Figure 3.2. CCN packets inspired from [4].
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3.3 Content-centric networking in wireless sensor networks
The integration of CCN in wireless sensor networks was and still remain the subject of several research

projects. CCN offers features that may help to overcome several challenges in WSNs. Consequently, in this

section, we list some existing works in the literature and we present the structure of a CCN node but this

time in a wireless sensor network environment.

3.3.1 Related work

Recently there has been a new emerging trend in integrating content-centric networking or named data

networking with wireless sensor networks to implement real data-centric Internet of Things. As stated

earlier, Named Data Networking or NDN is another project that has its roots in CCN and shares with it

almost the same characteristics. Research about implementing this is still in its infancy, however too many

works that integrate CCN in WSNs were proposed and validated by simulations.

For instance, in [14], authors proposed to integrate CCN in Wireless Multimedia Sensor Networks

(WMSNs). They consider the problem of flooding in Wireless Sensor Networks which is achieved via costly

broadcasting. To mitigate this problem, they proposed a new protocol named packet diffusion-limited

protocol for CCN based WSNs for smart cities. They showed that the new protocol may suppress data packet

flooding and speed up data packet forwarding: so it is a good candidate to be implemented on the top of

WMSNs.

As for [10], the authors discussed that integrating NDN in WSNs enables the implementation of

flexible forwarding scheme that solves the problem of flooding in WSNs. For this, they proposed DMIF, a

‘Dual Mode Interest Forwarding scheme’ in which energy efficient mechanisms including flexible mode shift,

flooding scope, broadcast storm avoidance, and packet suppression were proposed. Simulation experiments

validate the ability of CCN to enhance energy efficiency and network lifetime in WSNs.

Furthermore, the work of [72] introduced the application field, challenges, and concept of information-

centric networking approach as a fundamental driver for Wireless Sensor and Actor Networks (WSANs).

They showed that exploring ICN in WSANs enables efficient coordination, interoperability, service discovery,

and prioritized routing which improves its performances. They implemented a simple test-bed based on

information naming scheme to demonstrate the feasibility of this approach.
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Yet, in [12], Zhong et al., proposed CCN-WSN ‘a lightweight, flexible Content-Centric Networking

protocol for Wireless Sensor Networks’ in which they integrate concepts of CCNx but multiple aspects are

modified to meet the WSNs constraints. They modified the message format and proposed a flexible naming

strategy to extend the functionality of content names. They showed that the content-centric designed for the

Internet is suited for usage in wireless sensor networks in a lightweight variant due to the stringent usage of

interest, content and implicit routing.

Concerning researchers in [73], they explored NDN potentialities in WSNs. In this work, the authors

showed that NDN features match the use cases and applications developed on top of sensors and well cope

with their potential constraints. They also enhanced NDN with packet overhearing to reduce collisions

and duplicated transmissions. Besides, they extended it by principles inspired by the data-centric directed

diffusion routing technique. They showed that NDN is a promising candidate technology for WSNs.

Last but not least, authors in [74] proposed a two-tier CCN architecture to manage the heterogeneity

of devices in WSNs. They showed that CCN provides a complete communication framework for data retrieval

and dissemination. CCN offers efficient naming schemes, security mechanisms and novel routing strategy

that matches with the requirements of WSNs. They agree that WSNs must be connected to the Internet

through which monitoring entities can reach sensor nodes [74]. They also implemented a CCN standard

devices such as servers and gateways and a lightweight version directly on the top of these constrained

devices.

In Table 3.1, we list different works that enable CCN or NDN in WSNs and we focus on the features

addressed in each research.

3.3.2 Node structure

In each node, as presented in fig. 3.3, some data structures are maintained to properly forward the interest

in the network [79]:

— Interface: An interface is configured to send and receive a broadcast packet. A sensor node only has

one interface.

— Content Store (CS): The Content Store is a buffer memory or cache where data is stored. CS is not a

persistent store, it holds content created locally or content object received from other nodes in the

network. When finding a match in the CS, the processing stops and the interest message is discarded.
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Naming Caching Routing and forwarding Energy efficiency

Chauchan et al., [75] X X

Dinh et al., [72] X

Zhang et al., [12] X

Amadeo et al., [73] X X

Jan et al., [74]

Gao et al., [10] X X

Gayathri et al., [76] X

Aboud et al., [77] X X

Chen et al.,[78] X

Table 3.1. Studied CCN features in several CCN enabled WSNs works.

— Forwarding Information Base (FIB): It is similar to the routing table in IP. If the node does not find a

matching content in the CS it moves to check the FIB. FIB gives the interface on which the interest

should be sent to retrieve a matching data. If finding a match in FIB, an entry is created in the PIT and

the message is transmitted to the destination.

— Pending Interest Table (PIT): PIT stores unsatisfied forwarded interests and contains a list of interfaces

from which these interests have been received.

Figure 3.3. CCN node structure elaborated for a sensor node and inspired from [5].
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3.3.3 CCN entities

In CCN for WSNs, the communication is based on two types of message: interest and content object. Thus,

when a node requests a content since the medium is wireless, it broadcasts an interest and the node having

the corresponding content responds with it as depicted in Fig. 3.4.

Figure 3.4. CCN operations, interest dissemination and content object delivery.

Therefore, the user interested in receiving a content sends an interest. Once the interest is received

by a node in the network, it starts by checking its content store. If a matching happens, it replies with the

content. Otherwise, it checks its PIT. If the interest matches with an entry, the interest is discarded. Or then,

the node looks in its FIB, if it finds an entry (the content exist on the path), it broadcasts the interest on its

interface and the node with the content object replies. In a different way, the interest is discarded (which

means that it does not exist in the neighboring). The intermediate nodes keep a copy of the content in their

CS if the interest goes through them.

3.3.4 CCN stack in WSNs

As already mentioned, CCN replaces the host-based notion in networks with data-based one. CCN is different

from host-centric architectures because it differently names and values information. While IP requires

that each packet has a destination and source label associated with it, CCN binds a name to the data

itself, allowing the packets to be location-independent. An example of its integration in the wireless sensor
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networks stack is described in Fig. 3.5.

Figure 3.5. An example of a CCN stack in WSNs.

The CCN communication layer handles packet transmission and does not rely on other transport

protocols to deliver messages. The communication model is built entirely and uniquely on named data.

3.3.5 Advantages of CCN integration in WSNs

By bringing information into the network layer, the CCN approach promises to provide many benefits for an

efficient communication, which is also desirable in wireless sensor networks [72].

3.3.5.1 Content caching

In WSNs, CCN provides caching to reduce congestion and improve the end-to-end delay. Caching ensures

high content availability, network traffic reduction, and low retrieval latency. Caching data may ensure

store-carry-and-forward communications. CCN may cache both interest and content object. Along the path

from the requester to the sender, any cached copy can be used. A node in the network may keep a copy of

an interest in the PIT, so it will be able to respond rapidly to the requester if it does not have the data. Data

can also be found by local search in the Content Store. In a CCN architecture where location has no value

regarding the content, this kind of content awareness combined with caching could reduce the amount of

traffic significantly [80].
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3.3.5.2 Naming strategy

In CCN, the communication is pull-based, content is sent in response to an interest. WSNs require both

pull-based and push-based communication. Besides, the data transmitted in a WSN could be small since they

are memory-constrained. Then CCN proposes a flexible naming strategy for CCN-WSN to integrate arbitrary

data in the interest message as a name component [12]. Hierarchical naming facilitates content search and

retrieval in large-scale WSNs and could make data aggregation easier [12]. Naming is not treated in this

thesis.

3.3.5.3 Scalability

CCN is particularly indicated to retrieve data from several nodes in a monitored Sensor Networks area.

When the network density increases, CCN may prevent from degradation of the communication quality by

controlling forwarding mechanism [73].

3.3.5.4 Mobility

Applications in WSNs monitor animals, people, and mobile devices. In the IP approach, an address indicates

the location and the identity of an endpoint, causing many of the mobility issues of end-to-end connection

maintenance [72]. Whereas, in Content-Centric Networking, the routing is realized based directly on the

name of the content to find the nearest data instead of looking for it in a specific location that may be far

from the requester. CCN natively provides sufficient ways to handle node mobility in WSNs.

3.3.5.5 Forwarding

In CCN, a content should be forwarded in response to a previous interest and if there is no content for

the interest, it is discarded. The structure of a node in CCN for sensor networks makes easier the interest

forwarding and content object. As stated previously, a node contains three tables that enable it to forward

interests according to a special forwarding strategy. The node starts by checking its CS, if it finds a content

that matches the interest, it responds with the content. When a node finds an entry in its FIB table, interest

is flooded in the network until it is responded with a matching content. Otherwise, if there is an entry in the

PIT table, interest is discarded. This makes the response faster and avoids the end-to-end path to look for a

content that the node may not find at the end [60].
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3.3.5.6 Security

Nowadays, wireless sensor networks are completely separated. CCN security mechanism may protect the

information from this by securing the data and not the link. Security in CCN must be embedded in the

content object [60]. This has been implemented in most of CCN architecture, all the public contents are

authenticated with a digital signature and private contents are encrypted with an encryption key. However,

security still remains an open issue that we do not consider in this thesis.

The advantages cited previously motivated us to enable CCN in WSNs. Besides, CCN may enhance

the forwarding in the content in WSNs by replying faster with the content and avoiding the end-to-end

path. Then, our goal by applying CCN is to reduce the energy consumption of the nodes without affecting

the interest satisfaction rate. This means without reducing the amount of satisfied interest sent by users.

Moreover, the characteristics of CCN, such as query/response communication and in-network caching, may

be exploited in WSNs.

3.3.6 Content-Centric integration in Wireless Sensor network

Connecting IoT and WSNs enable the interconnection and the communication of different heterogeneous

devices [81]. In our case, the devices are equipped with sensors enabling content-centric protocol to

exchange information. Users also use CCN to request contents as shown in Fig. 3.6.

Figure 3.6. CCN enabled WSN communication.
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The sensor networks are composed of different smart devices communicating using CCN paradigm.

While the principle of CCN is a suitable approach for WSNs, some modifications are done in the CCN

protocol to meet the requirements of WSNs. Then, a lightweight and flexible CCN version is implemented

[12] in order to overcome memory and computational constraints. Messages format in CCN for WSN is

different from messages in traditional CCN version. The most essential fields which are the name and the

data are kept in both but some selectors are modified. The node structure is the same, just the concept of

faces became just one interface in WSNs as the medium is naturally broadcasting.

3.4 Cache freshness
The cache consistency is an important issue in CCN, which refers to whether cached contents in routers are

outdated. This issue is still not investigated thoroughly in ICN [59]. Cache freshness maintains the validity

of the shared contents stored in multiple caches. The freshness differs from a data to another, for example, a

temperature is considered valid for one hour. A copy of the data is considered valid if it has the same value

as the source.

Quevedo et al., in [82], analyze the impact of the inherent multi-node caching mechanism of

Information-Centric Networking approaches considering the delay between the information generation and

its consumption from the cache. It also proposes a novel consumer-driven information freshness mechanism

to overcome the negative effect of the information freshness requirements in IoT-enabled ICN scenarios.

Authors in [59] proposed PCC ‘a cost-effective Popularity-based Cache Consistency’ mechanism to

guarantee the freshness of cached contents in ICN routers. This mechanism is able to balance the trade

between the consistency strength and related costs since it only maintains the strong consistency for popular

contents and weak consistency for unpopular ones.

In [58], the authors designed a freshness mechanism called event-based freshness in IoT. The role of

this coherence mechanism is to check the freshness of a requested data found in a cache node before to

send it back to the consumer. It depends on producer behaviors, the time of storing a content in a cache

called cache-time, the period in the case of periodic mode, and past events in the case of On/Off mode.

In wireless sensor networks, continuous monitoring applications require periodic refreshed data at

the sink node. Data reaching the sink node after a certain threshold is not used for processing or analysis
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because it is considered stale. Data freshness along with reliable data delivery is critical in such applications.

Data freshness can also be improved by minimizing the data propagation in sensor networks.

The cache freshness is an important challenge that threatens the routing and in-network caching in

CCN, especially with a high-dynamic environment in term of content updates [58]. Moreover, in wireless

sensor networks, data exchanged between sensors have to be fresh to ensure a minimum level of reliability

then a certain level of QoS. This issue, despite its importance, is still in its infancy. In this thesis, we are

going to treat the problem of cache freshness in the case of CCN enabled WSNs.

The cache freshness may present a condition to realize a cache replacement in CCN for WSN. Once

the cache size is full, some invalid cached contents must be evicted from the CS in order to replace it with

fresh content.

3.5 Routing and Forwarding
Routing schemes in CCN and IP have the same semantic. CCN nodes have FIBs which contain content names

instead of IP addresses. FIBs propose multiple interfaces for a given entry. In WSNs, a unique interface

is assigned for all the entries since we are in a wireless network. Forwarding tables are populated by

disseminating topology information. In CCN, in addition to forwarding requests, the forwarding plane is

responsible for detecting failures and recovering them.

Routing is one of the most important issues to be considered in wireless sensor networks which should

balance the energy in the network, increase the packet delivery ratio and maintains the route reliability by

adding the self-healing features [83]. Therefore, it is a big challenge to provide an efficient and reliable

communication paradigm for WSN data transmission.

A great number of works addressed routing in wireless sensor networks. The authors in [84] proposed

a novel flooding design which solves problems caused by low duty-cycle operations and ACK implosion.

They mathematically proved that the energy consumption of broadcasting can be reduced by allowing

nodes with high correlations to wake up at the same time. Then, they considered a low duty-cycle and they

proposed an adaptive flooding scheme. However, in CCN for WSNs, this cannot be realized. Since in CCN,

nodes have to ensure a minimum activity cycle. So, the nodes have not to turn on mostly-off mode. In [83],

the authors presented a dynamic data forwarding scheme which maximizes the lifetime of a sensor network
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by predicting the mobility of the sensor nodes. The scheme operates in two phases, cluster formation, and

data forwarding.

In [85], the authors design a one-hop forwarding and routing protocol for multisource data retrieval

in NDN based IoT. An interest flooding scheme and a reactive optimistic name-based routing scheme are

proposed in [86]. However, these proposed routing schemes do not take into consideration the controlled

flooding scope and energy awareness, so that they are not suitable for WSNs with severely limited energy

and computation resources.

Regarding routing and forwarding in CCN enabled WSNs, there have been few works in this area.

In the literature, Gao et al., [10] focused on interest forwarding and routing issues for NDN based WSNs.

Hence, they proposed a Dual Mode Interest Forwarding scheme for NDN based WSNs called DMIF. In WSNs,

the request is flooded from a sensor to another until arriving at a node with the corresponding content. The

protocol combines two forwarding protocols in which several energy mechanisms including flexible mode

shift, flooding scope control, broadcast storm avoidance, packet suppression, and energy weight factors are

designed to save and balance the energy consumption. Then, the protocol supports controlled flooding and

reduces the network overhead. Besides, in [77] authors proposed a Geographic Interest Forwarding scheme

called GIF for NDN-based WSNs. In this proposal, they added support for push-based WSN traffic. They also

extend the scheme with efficient forwarding techniques including flooding scope control, broadcast storm

avoidance, packet suppression in order to balance the energy consumption across the network. As shown in

[14], data packet flooding is a hot research topic due to the broadcast nature of the CCN-based wireless

sensor networks. For this reason, to mitigate this problem, the authors proposed a novel protocol PDLP,

named Packet Diffusion-Limited Protocol for CCN-based WSNs for smart cities. The proposed protocol limits

flooding of Data packets in a certain range over the networks, and speeds up content download time using a

shortest path from a provider to a consumer.

To the best of our knowledge, despite the high potential of CCN, only a few papers have recently

addressed the use of this paradigm in wireless multi-hop environments. To this end, in order to support a

new forwarding strategy and reduce the amount of energy consumption, we focus in this thesis on how to

achieve energy efficiency by proposing a new forwarding strategy in CCN enabled WSNs and an efficient

caching strategy. In the next section, we list the existing caching strategy in WSNs.
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3.6 In-network caching
In-network content storage has become an inherent capability of content-centric networking architecture

which raises new challenges in the use and the provision of the caching placement. Therefore, a trade-off

between the network performance and the provisioning cost has to be found [87]. In contrary, this concept

has been already used before in CDNs ‘Content Delivery Networks’ [88] and Web Cache [89] which have

been widely adopted on the Internet in order to improve the content delivery efficiency and the application-

specific overlays solutions. CDNs use local content caching as a key function. However, as an overlay content

caching service, CDN may cause significant conflicts with the network traffic engineering since the objectives

of content caching and traffic engineering can be different [90].

As one of the most promising potential architecture for the future Internet, Content-Centric Networking

has attracted a lot of attention. Comparing to CDNs, CCN integrates the content routing and caching process

in the network layer, and can potentially achieve much better performance in the aspects of resource

utilization and content dissemination efficiency [90]. Hence, it offers transparent and ubiquitous in-network

caches which are the fundamental building block that guarantees efficient content retrieval [11]. Besides,

caching nodes in CCN are application independent. By against, the traditional caching system is application

dependent and caches use proprietary protocols [58]. In addition to that, caching in CCN can deal with

several types of traffic and any node in the network can handle caching. However, old caching technologies

are defined for a specific traffic and usually located in a predetermined location.

Among several existing works in the literature, it was demonstrated in [91] that ICN caching mecha-

nism including CCN outperforms traditional caching technologies in terms of network quality of service

especially delivery latency, network resource consumption, and end-user experience. Nevertheless, in-

network caching poses too many decision challenges related to "content placement" (WHERE to cache the

content), ‘content replacement’ (WHICH content is to evict from the cache), and ‘request routing’ (HOW to

redirect interests to an optimal cache). In our thesis, we address the caching mechanism in CCN for wireless

sensor networks and we propose a novel caching strategy for CCN-WSNs based on a new content placement

and replacement policies. But before, we start by studying the in-network caching in CCN for WSNs.

Wireless sensor networks present some limited capabilities. Since they are too small, memory is

limited. Further constraints like energy efficiency are also present. Furthermore, since sensor networks are
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used to measure real-time data, this data has to be fresh. Then, sensor nodes have to send fresh data and

ensure a certain level of reliability. Content caching is a powerful scheme to improve the content delivery

performance of wireless sensor networks. Several researchers have been devoted to the cache management

problem in the caching nodes of sensor networks. The structure of the CCN mechanism enables the storage

of data in every sensor in wireless sensor networks. However, caching the content on all over the nodes in

the network is not a good strategy in terms of resource utilization.

Several works have been proposed in WSNs by researchers in order to realize the caching of the data

either in some intermediate nodes or at a location nearer to the sink. Indeed providing solutions to optimally

caching the data has been a big area to be focused on. In [75], the authors presented a GCCS scheme

called Global Cluster Cooperation for wireless sensor networks for caching in wireless sensor networks.

GCCS scheme uses a cache discovery algorithm to find the node who has cached the queried data item. It

also employs cache admission control, cache consistency, cache replacement mechanism to improve the

overall performance of the scheme. GCCS scheme exploits cooperation among sensor nodes and the decision

regarding a data item depends upon the value of distance calculated beforehand. They exploited also the

grid approach in order to optimize the utilization of energy.

In order to handle and overcome all the constraints set by wireless sensor networks, some researchers

addressed the in-network caching in wireless sensor networks.

Gayathri et al., [76] proposed an information-centric scheme for wireless sensor networks using

cognitive in-network devices. Then, the routing decisions became dynamic and based on specific Knowledge

and Reasoning-observations in the WSNs. Knowledge representation using the <attribute, value> pair,

and reasoning using AHP an Analytic Hierarchy Process. These techniques are used at the cognitive device

in order to decide on the best data route. AHP can be applied on Quality of Information (QoI) attributes

in next-generation WBANs and can provide reliability, better delay, and network throughput over the

communication paths.

As discussed in [78], more researchers start to exploit information-centric networking in WSNs

since they present the major technique in the sensing layer of the Internet of Things. Authors proposed a

collaborative caching strategy for the information-centric wireless sensor network. The proposed strategy

consists of three parts: the node betweenness based cache size adjustment, the data replacement frequency
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based cache decision, and the content value based cache replacement algorithm. They affirmed that nodes

can find a balance between caching performance and storage consumption.

To summarize, many works investigated the problem of caching in CCN. However, some works treated

this in CCN-WSNs. For this reason, we will focus on treating the problem of caching in WSNs by addressing

CCN features and finding the impact of new parameters.

3.7 Application scenario: traffic on Paul Sabatier University
In this section, we present some of the essential use cases in neOCampus project [20] in which our thesis is

involved. These scenarios raise the need for implementing CCN on sensor nodes and proposing new caching

strategies that handle content dissemination in order to minimize energy consumption. NeOCampus goal is

to make the campus of the university smart by interconnecting all the buildings while saving energy and

respecting the environment.

WSNs have been applied in monitoring systems in various fields such as precise agriculture, remote

health-care, and animal behavior detection. In this thesis, we consider the example of Paul Sabatier

university with many buildings implementing sensor networks to build our use cases. We assume that each

building, restaurant, parking and university library is equipped with sensors that measure different pieces of

information.

As shown in Fig. 3.7, several cases can be gathered in a smart campus. For instance, sensors at

classrooms measure the temperature, the humidity, luminosity, presence, professors availability, energy

equipment consumption and contain information about the schedule. Students and staff use their devices to

ask for contents and they are interested in getting the requested content without having an idea about its

location. Let us consider a sensor network operating in the building U4 of the university, in the restaurant

and in the university parking. Sensor nodes are widespread on the campus to ensure the communication

between different sensors. A User (e.g., student) on the campus is interested in the temperature in classroom

204 in building U4. He broadcasts an interest in the network and the node with the corresponding content

replies with it. Then, whenever and wherever, a student or a personal staff wants to have an information

about classrooms, he can send a query. The sensors network in the restaurant affords information about the

state of the restaurant queue and the one operating in parking gives information about available places. The

traffic is not the same the whole day. In the rush hours, for example, around 11.30 am, a lot of students are
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interested in the state of the restaurant queue. Between 7.30 am and 8 am, students arrive at the campus

and try to find a parking. Other users look to have an idea about the classrooms temperature. Users who

ask for this information later get the response faster since the information was already broadcasted in the

network and is available in intermediate nodes.

The future digital campus will be both accessible, sustainable, and smart. It will be full of sensors,

autonomous but capable of evolving. The challenge will be in the manner the data is managed. For these

reasons, we thought about proposing a new caching strategy to manage efficiently this amount of network

data on the campus.

Figure 3.7. Wireless sensor network deployment and CCN communications in a campus.
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3.8 Conclusion
The data transmission is done from the sensor nodes inside each deployment area with a very big redundancy

level which leads to energy waste. To avoid this, data-centric routing protocols were designed. Naturally,

WSNs are regarded as data-centric networks. Hence, the activation of content-centric networking paradigms

seems to be a good idea. However, enabling CCN in WSNs presents a lot of challenges especially in terms of

memory and energy efficiency. This concept has been the subject of several researchers in the last few years.

Some studies have shown that CCN paradigm could be a good candidate for wireless sensor networks and it

was demonstrated that implementing a lightweight adapted version of CCN in WSNs may resolve a lot of

issues. In our case, this integration will help in managing the data exchange in the campus. In this chapter,

we cited some related work and we motivated our choice of CCN to better highlight the relevance of its

exploitation and its suitability in a sensor network. We listed its advantages and its limitations in WSNs

and we detailed the fields in which we are going to propose some enhancement. Finally, we presented a

potential application scenario for the work carried out in this thesis.
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4.1 Introduction
Sensor networks are used in several applications, including habitat and ecosystem monitoring, seismic

monitoring, rapid emergency response, perimeter security and surveillance, groundwater contamination

monitoring, and etc. Wireless sensor networks are used to achieve either continuous monitoring or event

detection in the area of interest. In continuous monitoring applications, nodes transmit periodically their

measured data to the sink. These applications require fresh data at the sink. Therefore, data freshness is

important in such scenarios.

Moreover, as discussed in the previous chapter, sensor nodes have limited power, storage, and

processing capability, which requires the need for a lightweight protocol such as CCN. However, CCN

default caching approach lacks a data freshness mechanism, while IoT data are transient and frequently

updated by the producer which imposes stringent requirements in terms of information freshness. In this

chapter, we focus on the lifetime of the content exchanged in the network and we explain the idea of its

integration in CCN for WSNs to better highlight the relevance of its exploitation. In order to respond to the

needs of continuous-monitoring applications and improve reliability in CCN enabled WSNs, we implement

DFCCN-WSNs ‘Data Freshness aware Content-Centric Networking in Wireless Sensor Networks’ a protocol

that integrates the content lifetime. We also propose proactive and reactive strategies for content update in

CCN for sensor networks.

4.2 State of the art

4.2.1 Data freshness and reliable data delivery in WSNs

Data freshness concept has a relation with how old is the data? Is it fresh enough with respect to user

expectations? Data freshness guarantees that the old messages cannot be relayed by any node. There are

various definitions of data freshness in the literature, depending on the applications where they are used, as

well as different metrics to measure them. In [92], they proposed some metrics to measure data freshness

such the currency metric, which measures the time elapsed since the source data changed, the obsolescence

metric, which measures the number of updates since the data-extraction time, and the freshness-rate metric,

which measures the percentage of extracted elements that are up to date.

Data freshness has been identified as one of data quality attributes in WSNs. Continuous monitoring
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applications require periodically refreshed data at the sink node. So it is important for the data to reach the

sink node within a certain threshold. WSNs are generally organized in a multihop topology since messages

travel by multiple hops, it is important to have high reliability.

For instance, as presented in the neOCampus application scenarios [20], students on the campus

require fresh data concerning the status of the queue in front of the restaurant or the availability of parking

places. When they send a query asking for this at 11 am, they need a data in measured in at 11 am or a data

considered still fresh, not a data measured at 9 am for example. This depends on the information lifetime.

However, resource constraints present a major challenge in achieving data freshness along with reliable

data delivery of packets.

So far, data freshness was measured only in terms of latency or delay of packets received at the base

station [93]. To improve data freshness, the packets should reach the sink reliably and the latency should

be minimized. Therefore, when a student on the campus asks for the temperature of the classroom if the

content arrives to the student within a specified time interval, it stays fresh in intermediate nodes for a

longer time. Some applications consider data received after a certain threshold as stale and do not use it

for evaluation or analysis. So, the consideration of freshness is also application-dependent. Moreover, in

sensor networks, data lifetime differs from data to another and from application to another. For instance, in

[92], they proposed a taxonomy based on the nature of the data and the type of application to define data

freshness. To ensure data reliability then data freshness, too many mechanisms such as data-aggregation

exists in WSNs [94]. At the same time, data freshness ensures reliability and low latency since users may

recover fresh data from the sink. The position of the sink also has a significant impact on data freshness in

wireless sensor networks [95]. If the sink is in the center the data is yield fresher.

In addition to that, in WSNs, data freshness is involved in the concept of network security. In fact, to

fulfill the security requirements in WSNs, data integrity, source authentication, data confidentiality, and data

freshness are taken into consideration by applying cryptographic algorithms [96]. Data integrity guarantees

that the message has not been altered during the propagation. However, if data aggregation is employed,

alternations could happen since it is not possible to have end-to-end data integrity. Consequently, data

freshness protects data aggregation from reply attacks [96].

Policies for maintaining data freshness are traditionally either push-based or pull-based. Push-based
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policies involve pushing data updates without no request; they may not scale to a large number of users.

Pull-based policies require users to send requests to check for updates; their effectiveness is limited by the

difficulty of predicting when to ask for updates.

Guaranteeing the data freshness avoids also the re-routing of the content in order to update stale

information. Consequently, the sink or the user depending on the architecture type do flood the network

with interests in order to get fresh content which economizes energy and avoid congestion and overhead

[97].

4.2.2 Reactive and proactive routing in Wireless Sensor Networks

Many routing, power management, and data dissemination protocols have been specifically designed for

WSNs where energy awareness is an essential design issue. Routing protocols in WSNs can be also classified

into three categories, proactive, reactive, and hybrid, depending on how the source finds a route to the

destination. In proactive protocols, all routes are computed before they are really needed, while in reactive

protocols, routes are computed on demand [98]. In other words, proactive protocols periodically monitor

peer connectivity to ensure the availability of any path amongst active nodes. On the other hand, reactive

protocols establish paths only in response to a query, or an event; meanwhile, sensors remain in the idle

state in terms of routing behavior. And the hybrid category combines both proactive and reactive. Indeed,

proactive and reactive protocols are associated with different costs, in terms of resource overhead (e.g.

energy or bandwidth) and non-functional guarantees (e.g. end-to-end delay, or time to repair) [99].

When nodes are static, it is preferable to use proactive protocols since in reactive protocols an

important amount of energy is used when establishing route discovery and setup [98]. Reactive protocols

were chosen as the best candidate for mobile ad hoc networks due to node mobility. In contrast, proactive

routing is considered more attractive in sensor systems [100]. In [101], they proposed an Energy-Aware

Routing protocol, a destination-initiated reactive protocol that aims to increase the network lifetime. Direct

Diffusion [47] and TEEN [102] are also proposed as reactive routing protocols, while SPIN [45] is a

proactive routing protocol. Direct diffusion and SPIN are data-centric protocols. For instance, in SPIN,

sensors proactively advertise their measurements, via a 3-stage hand-shake protocol, to disseminate them

across the network [100]. However, Direct Diffusion is a reactive protocol where a data query, or interest,

determines the flow of data from one or more source nodes to a sink [47].
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Proactive routing protocol for large-scale networks has proven a worthy adversary of its reactive

counterparts for wireless sensor networks since proactive protocols disseminate state across the network, in

contrast to reactive protocols who reveal state only upon request [100].

Finally, the designer of the application in function of its requirements has the choice to choose between

the two routing models. In our thesis, we implement both strategies for content update and we study their

impact on the delay and energy.

4.3 Content lifetime in CCN for WSNs
In [103], the concept of data lifetime was introduced for the first time in content-centric networking when

the IETF community was describing the header format for CCN packets. In this draft, they propose to

integrate lifetime for interests and contents. Content lifetime indicates the validity of a content expressed in

seconds. After that time, the data will be considered as not valid and discarded or ignored if stored in the

local cache.

In the RFC 7927 [104], the authors discussed the problem of staleness cached copies in the content

store. They argue that ICN paradigms such as CCN should provide a staleness verification algorithm to

ensure the freshness of cached content. Besides, they agree that a direct and indirect approach should be

considered to ensure this and a timestamp that indicates the data validity should be added to the content. A

direct approach enables to look directly to the timestamp and deduce the data staleness. On the other hand,

for the indirect approach, each cache checks the publisher of the content to decide to cache it or discard it.

In the majority of machine-to-machine, Internet of Things and wireless sensor network scenarios, a fresh

version is asked depending on the application requirements.

Recently, in IETF internet draft [105], they proposed CCNinfo that discovers information about the

network topology and in-network cache in Content-Centric Networks. In addition to that, CCNinfo premises

also new information about the cache such as lifetime and expiration time per cache or chunk.

For content-centric wireless sensor networks, every node in the network has its own content store

in which it caches contents. Initially, nodes create their content measured locally (by adding the content

measured or provided by the node locally). When a user sends an interest it starts by checking its CS and

hereafter it transmits the interest to the other nodes in the network and the node with the corresponding

content responses with the data located in its cache. Absolutely, if the data lifetime is not checked, there
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is a risk that when it reaches the user it may be already expired and does not satisfy the user expectation.

Since we are working with wireless sensor networks and since our applications are neOCampus use cases

oriented, our goal is to provide campus users with fresh data.

In this context, we propose DFCCN-WSNs, a ‘Data Freshness aware Content-Centric Networking for

Wireless Sensor Networks’ in which we integrate the lifetime of the content recommended in the last version

of CCN [103] but this time, it is for the adapted CCN for wireless sensor networks. We study its impact on

the global system in terms of end-to-end delay and energy consumption.

4.3.1 Principle of DFCCN-WSNs

In DFCCN-WSNs [19], a user broadcasts an interest packet in the network. When the request arrives at a

node, it begins by checking if it has the adequate content in its CS, if yes it checks if its lifetime did not

expire yet. If the content is fresh, it responds with the content. Then, in the proposed protocol, the content

freshness is taken into consideration. No obsolete data is routed in the network.

Therefore, taking into consideration data freshness when matching an interest with the corresponding

content is important in order to ensure a certain level of QoS in the network. Certainly, if the node finds

the requested content and if it is still fresh, the intermediate node can send it. Otherwise, the user has to

address his interest in the source to recover the data.

4.3.2 Motivating example

For the sake of illustration, we consider a motivational example in Figure. 4.1, where different nodes and

their range in the network are presented. In this example, U represents the user who broadcasts interests

in the network. Nodes N measure the temperature, the humidity, the luminosity, the presence, the queue

length in front of the restaurant and states of shutters in the classroom. Figure. 4.1 shows how the interest

is broadcasted in the network.

The user in this case wants to have an information about the temperature of the classroom 204 in the

building U4. To request this content, as described in Fig. 4.2, the user sends an interest and waits to recover

the content. Since the nodes N1 is in the range of the user, it checks if it has the information. If it does, it

answers. Otherwise, it broadcasts the interest. In this example, as shown exactly in Fig. 4.2(a), node N2 has

the content corresponding to the temperature in its cache (measured locally). Then, it responds.
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(a) The user sends its inerest in the network. (b) The sensor node receives the interest and broadcasts it

to its neighbor after checking its CS.

Figure 4.1. Interests broadcast in CCN-WSN network.

(a) The user broadcasts an interest for the temperature

and node N2 has the corresponding content.

(b) The user broadcasts an interest for the humidity and

node N10 has the corresponding content.

Figure 4.2. Expressing interests for temperature and humidity.

Once the content takes the path to the user, a copy of each will be cached in the nodes content store.

When the user U asks for the same content, he recovers the contents from an intermediate node, if they are

still available (if they were not deleted because of cache size and content replacement) and the interest is

not broadcasted further. In unmodified CCN [70], it responses with the information directly without any
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verification and the information could be stale.

Figure 4.3. The user recovers the content from intermediate nodes.

In DFCCN-WSNs, the node checks if the content is still fresh (its lifetime did not expire yet), if yes

it responses with the content, if no it checks if the content was created locally this means that the data is

expired (if the node does not update its content once expired which is not the case) and if it was relayed

by a node it broadcasts the interest. For example, the lifetime of the temperature can correspond, for

instance, to 30 minutes. The temperature will not change drastically within 30 minutes. In this example, the

temperature was measured by node N2, so if the data is still fresh, node N2 broadcasts the content in the

network and satisfies the user interest. If the user sends an interest for the humidity which measured by

N10 as depicted in Fig. 4.2(b), the same process is repeated and the content is recovered from node N10.

As illustrated in Fig. 4.3, when the user asks for humidity, he receives the data from node N1. Otherwise,

the node broadcasts the interest in the network and the user gets the data from the source (N10) if the

content was updated. So by introducing the concept of the lifetime, all the data exchanged on the network

remain fresh and a certain level of QoS is achieved.

4.4 Content-update strategies
In DFCCN-WSNs, a user broadcasts an interest packet in the network. When the request arrives at a node, it

begins by checking if it has the adequate content in its CS, if yes, it checks if its lifetime did not expire yet.

So, data freshness has to be taken into account when matching an interest with the corresponding content.

If the node finds the right content and if it is still fresh, the intermediate node can send it. Otherwise, the
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user has to address his interest in the source which creates the content to recover the data. A two-way

ranging technique has gained popularity in WSNs: the first one is doing the update of all contents even in

intermediate nodes (proactive approach) or waits for an interest to update contents (reactive approach).

4.4.1 Proactive approach

In the proactive approach, all contents created by the nodes are updated when they expire regardless of

the traffic (reception of an interest). So, when a popular content expires in the source node, the update

is realized automatically. Intermediate nodes broadcast an interest for updated contents when a popular

content in its CS expires. Therefore, we enhance DFCCN-WSNs by adding this proactive content-update

mechanism. The resulting protocol is called PDFCCN-WSNs ‘Proactive Data Freshness aware Content-Centric

Networking for Wireless Sensor Networks’.

Figure 4.4. When the node N8 realizes that the data lifetime is expired, it broadcasts an interest.

Let consider that node N13 has the content describing the queue length in front of the university

restaurant, as shown in Fig. 4.4. In the proactive strategy, once the node N8 discovers that the corresponding

content lifetime expires, it broadcasts an interest on the network asking for this content. N13 answers with

the corresponding content as depicted in Fig. 4.5 .

The advantage of the proactive approach is that the content will be immediately available so the delay

is optimized when replying with a content. This also helps in optimizing flooding ie. nodes find contents

available when receiving interests from users. For instance, it was demonstrated in [106] that proactive

approaches achieve significant positive trends for the delivery ratio and power consumption when using a



54 CHAPITRE 4 - DATA FRESHNESS IN CONTENT-CENTRIC WIRELESS SENSOR NETWORKS

Figure 4.5. When the node N13 receives an interest for the queue length, it responds with this content.

proactive approach. When the content lifetime is large, the proactive approach may realize energy efficiency.

In other words, the proactive content-update approach may anticipate and adapts for the high traffic just

before it actually occurs, avoiding adaptation in the period in which coordinating a mode change is more

challenging and many packets can be lost.

4.4.2 Reactive approach

For the reactive approach, in contrast, nodes send interests for a fresh content depending on the traffic

(reception of an interest) as shown in Figure. 4.6. Hence, the content update is realized once an interest is

received from a user. So when a node receives an interest, if the data is still fresh it responds the user with

this content. Otherwise, it verifies if the content was created locally or received from another node. If it was

created locally, content is not going to be sent since it is expired (if the node did not refresh its measure

because of a problem in the node). Otherwise, it removes the content from its CS and broadcasts it in the

network to look for it in the nodes in which it was created if it is updated. So we extend DFCCN-WSNs by

RDFCCN-WSNs ‘Reactive Data Freshness aware Content-Centric Networking for Wireless Sensor Networks’.

For instance, once the user wants to have an information about the queue state in front of the

restaurant. It broadcasts an interest in the network. Considering that this information was asked before, it

means that it was cached in intermediate nodes. As shown in Fig. 4.6, the interest is broadcasted and since

intermediate nodes cached a copy before, node N1 checks the content lifetime. If it is still fresh, it responds

with it. Otherwise, the interest is broadcasted in the network and the source node or an intermediate node
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Figure 4.6. The user broadcasts an interest to have an idea about the queue state in front of the restaurant.

detaining a fresh content answers with this latter. All intermediate nodes who cached beforehand the asked

content establish a lifetime check. In the scenario, depicted in Fig. 4.7, the content is recovered from the

source node N13.

Figure 4.7. The content is recovered from the source node N13.

When the traffic is light and when the lifetime of contents is large, it would be intuitive that reactive

approach would be energy efficient and inefficient when the traffic is heavy (which is the case in the

scenario described previously). In addition to that, it was shown in [106] that the reactive approach tries

to compensate for the low delivery ratio by increasing the transmission power, which increases power

consumption.
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Algorithm 1: Requesting a fresh content object
input : I: Interest message

CS: Content Store

PIT : Pending Interest Table

FIB: Forwarding Interest Table

data_lifetime: Content lifetime

output :CO: Content Object

1 : Receive an interest message I;

//If matching content found in CS, checks its lifetime, if it did not expire yet, send

the corresponding content

2 : if (Content ∈ CS) then

3 : if ( data_lifetime did not expire yet ) then

4 : Content Object is transmitted;

5 : else

//Check if it was created locally or received

6 : if (locally) then

7 : Find out that the content is expired;

8 : else

9 : Remove Content Object from CS;

10 : Forward interest;

11 : if (updated) then

12 : Transmit;

13 : else

14 : if (matching Content ∈ PIT ) then

15 : Add the interest to PIT;

16 : else

17 : if (matching Content ∈ FIB) then

18 : Create an entry in PIT ;

19 : I is sent to the destination registered in FIB;

The principle of the two approaches is described in Algorithm 1. The difference is in the manner the

update is done; depending on traffic (reactive) or without traffic (proactive). Indeed, the for the reactive

approach, the user broadcast an interest and the update is done if the content became stale. Otherwise,

when a node realizes that a popular content expired, it looks for it to update it.
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4.5 Performance evaluation
In this section, we examine the performance of RDFCCN-WSNs and PDFCCN-WSNs to see the impact of

the content update on the network performances. The novelty in our scheme is the support of multi-user

scenarios since previous works consider only one user via one sink [70]. For this, we set different point of

entrance in the network and behind this points, a lot of users (students in our use case) broadcast their

interests. Hence, the performance of our solution is evaluated under a different number of users. We set

5 entrance points in the network. Behind entrance point 1, there exist 30 users, behind entrance point 2,

90 users, behind entrance point 3, 30 users, behind entrance point 4, 30 users, and finally behind entrance

point 5, 10 users. Entrance points serve as point receiving the interest and pulling them into the network.

These points realize aggregation of interests when they have similarities.

4.5.1 Simulation set-up

For the implementation of our solution, we chose to start with the code of CCNx_Contiki [70] since it

contains a framework that implements CCN in WSNs and we modify it to follow the requirements of our

approaches. Contiki [107] is an open source operating system for memory-constrained embedded systems

and wireless sensor networks. It is highly portable and ported to more than twelve different microprocessor

and microcontroller architectures. Contiki is designed for microcontrollers with a very limited memory size.

We consider a wireless sensor network deployed on a surface of 300 m× 300 m. The number of nodes

varies from 30 to 120. All the sensor nodes are static and have the same radius detection. In addition, all

communication links are bidirectional. We consider that we have three different types of content generated

by nodes in the network N1, N2, and N3. Contents have a limited lifetime. When the lifetime expires, the

nodes update their content. Lifetimes are 80s, 60s and 30s corresponding to N1, N2, and N3 respectively.

We suppose that the clock nodes are synchronized [108]. Simulation parameters are detailed in Table 4.1.

4.5.2 Evaluation metrics

For the evaluation of the proposed approaches, we chose the following metrics:

— Propagation delay: Time between the broadcast of the interest and the recovery of the corresponding

content object.

— Energy consumption: energy consumed by all nodes in the network.
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Simulation Parameters Value

Number of nodes 30, 60, 80, 120

N1 lifetime 80 s

N2 lifetime 60 s

N3 lifetime 30s

Poll interest point 1 15 s

Poll interest point 2 10 s

Poll interest point 3 20 s

Poll interest point 4 10 s

Poll interest point 5 55 s

Table 4.1. Simulation parameters

4.5.3 Simulation results

We start by exploring the results of when there is only one user in the network and then we present the

results for multi-users.

4.5.3.1 One user

In this scenario, we have one user who broadcasts its interests through one entrance point to the network

and 30 nodes generating (10×N1, 10×N2, and 10×N3).

Delay 1st round 2nd round

N1 165 ms 156 ms

N2 500 ms 447 ms

N3 274 ms 313 ms

Table 4.2. Delay when applying the RDFCCN-WSNs update strategy

An interesting observation comes from Table 4.2 that shows that for the content N2, the delay is equal

to 500 ms and this is due to the network deployment. So, this can be explained by the fact that nodes that

contain the content N2 are not in the range of the user. As for nodes that contain the content N3, they are

in the range and very close to the user.
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Ordinarily, during the 2nd round, contents will be available in the content store of the nodes that are

close to the user so the delay must be minimized compared to the 1st round. Hence, the user may get the

requested content from many nodes (the content’s source or the intermediate nodes). However, by taking

into account the content lifetime, this may be different. It will depend on the approach that we are going to

choose.

The user sends an interest for the content N2 at t=75 s and the lifetime of the content N2 is 60 s.

When RDFCCN-WSNs is used, it is found in the content store of intermediate nodes with expired lifetime so

the interest is relayed to the source nodes which explains the delay for the content N2 during the 2nd round.

For the content N3 also, its lifetime is about 30 s and the interest was broadcasted at t=90 s. For N1, the

delay is reduced because the content is found in intermediate nodes but the reduction is not so important

because the content was already not so far from the user.

Based on the values reported in Table 4.2, we notice that with RDFCCN-WSNs, we lost a little bit in

terms of delay but we are sure that the content sent on the network is still fresh.

Delay 1st round 2nd round

N1 165 ms 156 ms

N2 500 ms 187 ms

N3 274 ms 197 ms

Table 4.3. Delay when applying the PDFCCN-WSNs update strategy

Given the results shown in Table 4.3, we observe that when we adopt PDFCCN-WSNs (realizing the

update without waiting for a user interest), the delay decreases compared to the results presented in Table

4.2. For the content N2, we gain 260 ms in terms of delay. Thus, for the content N3, a gain of 116 ms is

realized.

4.5.3.2 Multiple users

In this part, we investigate the impact of supporting multiple users. Due to simulator constraints, we consider

entrance points through which user interests are injected into the network. To this end, in this scenario, we

have 180 users behind 5 entrance points and 120 nodes that measure 3 contents (N1, N2, and N3) under

the same simulation parameters. Note that the old CCNx_Contiki [70] did not support multiple users.
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Once data collection starts, for every interest sent by a user, only source nodes have a matching

content, may satisfy the user expectation. As long as a content object is sent over the network, it is kept

in the CS of the intermediate nodes. From the second round, the content is available also in intermediate

nodes so the user interest is satisfied under better and bounded delays.
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Figure 4.8. Delay for different users during the 1st round for different types of generated content.

Figure. 4.8 shows different delays for different users in the network. We notice that for users behind

point 2 and 4, the delays are very important since they were the two first users that broadcast their interest

on the network at t = 10 s. At that time, only source nodes had their corresponding content. The user

behind point 2 gets quickly the content N2 because a node that contains this content is in its range. The

same applies to the content N1 for user behind entrance point 4. Once contents are exchanged over the

network, the users who broadcast their interests later can get a response faster. For instance, the user behind

entrance point 1 waited only for 196 ms to get the content N1. So, if we have multiple users in the network,

the delay may decrease since other users broadcast frequently interests.

Usually, during the 2nd round, almost all the nodes have the three different contents in their content

store. As a consequence, the delay is not important. However, as depicted in Fig. 4.9, user behind entrance

point 1 waits for 707 ms to get a response for the content N3. This is because of user 1 (user behind entrance

point 1) broadcast an interest for the content N3 at t =45 s, while content N3 lifetime is about 30 s. Hence,

the nodes that have the content N3 in their CS have outdated content. Since the RDFCCN-WSNs approach

is adopted here, user 1 waits for more time to get a response from source nodes. Consequently, the delay



4.5 - Performance evaluation 61

 0

 100

 200

 300

 400

 500

 600

 700

 800

 0  1  2  3  4  5  6

D
e
la

y
 (

m
s
)

Entrance points

Content N1
Content N2
Content N3

Figure 4.9. Delay for different users during the 2nd round whith the reactive approach RDFCCN-WSNs.

increases.

For the content N1, the delay is smaller than other contents since its lifetime is significant and it was

requested before its expiration.
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Figure 4.10. Delay for different users during the 2nd Round with the proactive approach PDFCCN-WSNs.

When PDFCCN-WSNs is adopted, users may get a response faster. Figure. 4.10 shows the delay for

different users during the second round if content update is realized in intermediate nodes. We notice that

the delay for the content N3 for user 1 became 180 ms. So PDFCCN-WSNs approach realizes a gain of

527 ms. As far as for the content N2 for user 3 (behind entrance point 3), with RDFCCN-WSNs the delay is

about 633 ms and after applying PDFCCN-WSNs it becomes 204 ms.
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Figure 4.11. Energy Consumed by the network for different approaches for 2 rounds.

From the curves shown in Figure. 4.11, we noticed that the average energy consumption for the

three methods increases with the density of the network, which is expected since every node consumes

energy. The RDFCCN-WSNs approach (concerning update when we receive an interest) consumes more

energy because when content expires in an intermediate node, it has to look for content in source node by

broadcasting the interest which consumes energy. However, traditional CCNx_Contiki does not consider

content lifetime so content will be sent by the intermediate node without considering its freshness. So given

the results shown in Fig. 4.11, we observe that we lost a little bit in terms of energy, for instance, 3 mJ for

30 nodes. But, a gain in term of reliability is realized since content freshness may satisfy the user expectation.

Furthermore as mentioned before, in WSNs, continuous monitoring applications require refresh data at

the sink node. So, it is important for the data to reach the sink node within a certain threshold. We may

notice that for the PDFCCNs-WSNs approach (update even in intermediate node) consumes less energy than

RDFCCNs-WSNs. This because when a node receives an interest from a user, if the content object is available

on the node, it will be always fresh since the node updated it when it expires so it does not have obsolete

content in the node. Hence, a gain in terms of end-to-end delay is achieved. PDFCCNs-WSNs achieves a gain

of 20 mJ in terms of energy consumption comparing to RDFCCNs-WSNs. We note also that in the case of

multi-users scenarios, the energy consumption increases with the number of interests, which is reasonable

since every interest consumes energy.
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4.6 Conclusion
Content lifetime is an important content criteria that was not well investigated in the first versions of

information-centric networking paradigms. Since we chose to apply CCN in WSNs and since WSN provide

monitoring applications requiring fresh data, we could not move forward without dealing with data freshness

in CCN for WSNs. Taking into account the data freshness ensures a certain level of network reliability.

Besides, it provides new criteria for content eviction from caches, hence it ensures an important cache

diversity and cache hit. However, we argue that the need of a fresh or obsolete content depends on the

application requirements. Sometimes, some applications aim to retrieve all the contents even the obsolete

ones. In the case of the campus, we suppose that students require fresh data all the time. Therefore, we

propose two approaches to ensure the availability of fresh content. In this chapter, we started by presenting

DFCCN-WSNs which integrated the content lifetime in sensor networks. Besides, we described the two

proposed approaches for the content update: the proactive and the reactive strategies. We also demonstrated

that PDFCCN-WSNs and RDFCCN-WSNs may realize user interest satisfaction by decreasing the response

delay and energy consumption. Finally, we showed that our approaches can support multi-user scenarios,

unlike the old CCNx_Contiki. In the next chapter, we will address the forwarding issue in Content-Centric

for Wireless Sensor Networks.



64 CHAPITRE 4 - DATA FRESHNESS IN CONTENT-CENTRIC WIRELESS SENSOR NETWORKS



CHAPITRE 5

A Duty-cycling Approach for

Content-Centric Wireless Sensor Networks

Contents
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2 Duty-cycling schemes for WSNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.2.1 Definition of the duty-cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.2 Taxonomy of duty-cycling schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.3 Energy models in CCN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.4 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.4.1 Proposed CCN node model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4.2 Proposed energy model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4.3 Numerical analysis of the energy model . . . . . . . . . . . . . . . . . . . . . . . . 77

5.5 Proposed duty-cycle plan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.5.1 Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.6 Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.6.1 Simulation set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.6.2 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.6.3 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

65



66CHAPITRE 5 - A DUTY-CYCLING APPROACH FOR CONTENT-CENTRIC WIRELESS SENSOR NETWORKS

5.1 Introduction
One of the major issues in WSNs is energy consumption because network nodes are usually battery powered.

In ICN, distributed in-network caching can alleviate energy consumptions thanks to a diffused presence of

content copies within the WSN. Consequently, building CCN enabled WSNs may also help in optimizing

energy efficiency [70]. A lot of schemes were applied in WSNs to save energy [27]. In our thesis, we thought

about a duty-cycle scheme by reducing the activity of certain nodes when they are not satisfying a certain

amount of interests.

In this chapter, our objective is to investigate the minimum energy consumption that CCN achieves

while ensuring a high-interest satisfaction rate (a fraction between the satisfied interests and generated

interests in the network). Hence, we come up with ADDC-CCWSN an ‘Adaptive and fully Distributed

Duty-Cycle for Content-Centric Wireless Sensor Network’ mechanism [109]. ADDC-CCWSN aims to reduce

the activity of nodes with a high percentage of unsatisfied interests in their PIT. We argue that the approach

can be applied (with some modifications) to any ICN architecture that works as a network of caches in a

pull mode.

5.2 Duty-cycling schemes for WSNs
Duty-cycling is a mechanism that enables the reduction, the control, and the adaptation of the duty-

cycle taking into consideration a defined instant of awake and neighbor synchronization. It has become a

fundamental mechanism in the design of wireless sensor networks [110]. Due to its importance, too many

approaches have emerged. The objectives behind proposing this type of mechanism in WSNs are to reduce

energy consumption and to extend the network lifetime.

5.2.1 Definition of the duty-cycle

A number of definition for duty-cycle exists. They are all functionality purpose oriented. Generally, duty-

cycle is presented as the proportion of time during which a component, device, or system is operating.

For instance in [111], Vigorito et al., presented the duty-cycle as the percentage of awake time of a node.

Furthermore, in [112], the authors define duty-cycle as the ratio between the active period and the full

active/dormant period. Whereas, in [113], they measured duty-cycle as the ratio of the listening period
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length to the wake-up period length which gives an indicator of how long a node spends in the listening

period. Concerning [114], they consider duty-cycle as the period where the node is active.

Finally, we note that several definitions converge since some of them are just relaxations of others

and the majority consider that the duty-cycle presents the activity period of a node. Likewise, this is the

definition that we consider in our work which we present in Fig. 5.1.

Figure 5.1. An example of a duty-cycle of 20%.

In spite of different existing definitions, a balanced duty-cycle size must be achieved in order to avoid

higher latency and higher transient energy due to start-up costs in all techniques [113].

5.2.2 Taxonomy of duty-cycling schemes

As shown in Fig. 5.2 and as discussed in [115], duty-cycling schemes may be classified into synchronous

semi-synchronous, and asynchronous depending on the mechanism that coordinates the mote schedule.

Figure 5.2. Taxonomy of duty-cycling schemes.

5.2.2.1 Synchronous schemes

In synchronous schemes, nodes have the same clocks. They must exchange synchronization information

to ensure this. In this category, two schemes are found, the rendezvous and the skewed/staggered. In the
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rendezvous, all the nodes turn their radio on and off at the same time. The synchronization is very hard to

ensure even between neighbors. Then, the use of synchronized protocols is essential sometimes. For instance,

RT-Link [116] is a TDMA based link layer protocol designed to run on sensor nodes and incorporates GPS

receiver for clock synchronization. However, this scheme caused data forwarding interruption problem

since sometimes nodes may be sleeping when a data arrive. In order to overcome this problem, staggered

or skewed schemes were proposed. Indeed, these types of schemes are topology dependent and incur in

topology discovery and maintenance [110]. DMAC [117] is one of the first that uses the skewed scheme in

which the number of active slots varies in function of the traffic load.

5.2.2.2 Semi-synchronous schemes

In semi-synchronous schemes, neighbors are grouped into synchronized clusters which interact with each

other asynchronously [110]. Therefore, they mix between synchronous and asynchronous schemes. As an

example, spontaneous clustering is a semi-synchronous scheme where nodes coordinate themselves without

the need of a cluster-head. S-MAC ‘Sensor MAC’ [118] implements spontaneous cluster-forming scheme. In

S-MAC, nodes form loosely synchronized virtual clusters by the exchange of timestamps between neighbors.

Afterward, T-MAC ‘Timeout-MAC’ [119] was proposed as an improvement of S-MAC. It makes nodes switch

off dynamically when the traffic activity in the neighborhood ceases. It does not only realize more energy

gain but also neglects to listen to synchronization between clusters. Another semi-synchronous scheme is

Elected Cluster-heads which includes the mechanisms where one of the nodes in each cluster receives the

special assignment of coordinating cluster activity. For instance, LEACH [38] is a clustering-based protocol

where cluster-heads are randomly rotated to guarantee energy consumption fairness.

5.2.2.3 Asynchronous schemes

In a multi-hop wireless network, since nodes synchronizing is hard and costly, asynchronous schemes

were proposed. Certainly, in asynchronous schemes, nodes do not have to keep the same clock. Too many

techniques incorporated in WSNs exists such as Preamble Sampling used by B-MAC [120] and WiseMAC

[121]. In these types of techniques, nodes go to sleep asynchronously and wake up periodically to check for

channel activity. Indeed, every frame is preceded by a long preamble longer than the duration of activity and

sleep time [110]. Hence, nodes have the time to wake up, detect the transmission and stay awake to receive
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the frame. Another asynchronous method is the receiver-initiated transmission where the sender waits

for a periodic beacon from the receiver and transmit the frame after. RI-MAC [122] is a receiver-initiated

communication protocol. In addition to these techniques, on-demand wakeup and random duty-cycling can

be found. In on-demand wakeup, a node may be removed from the sleep state when necessary and it relies

on a wake-up radio communication interface [110]. The random duty-cycling category is used in a dense

deployment where nodes can go to sleep and wake up randomly. Hence, the duty-cycle is adjusted to the

number of available nodes. RAW [123] draws on this idea.

5.3 Energy models in CCN
One of the most critical issues while enabling CCN in sensor networks is energy consumption since the

medium in WSNs based on broadcast transmissions. Consequently, an important amount of interests is

broadcasted on the network causing energy expiration. In this section, we present some existing energy

model in content-centric networking since we propose to integrate CCN in WSNs.

In [124], the authors examined the energy consumption of content delivery architectures, taking

benefits from content-centric networking. They build energy models and analyze the energy trade-off among

key networking resources. They admit that the relative energy saving from CCN depends on numerous

factors such as content popularity, equipment of energy efficiency, and network topology. They showed that

CCN is energy efficient in popular content delivery.

While authors in [125] investigated the minimum energy consumption that CCN may achieve with

optimal cache locations by considering different caching hardware technologies, a number of downloads per

hour and content popularity. They also proposed a genetic algorithm to find energy-efficient cache locations.

They showed that two aspects of the memory technology, energy-proportional caching and sufficient memory

capacity, are critical to the overall energy efficiency gain of CCN.

Based also on the strategy of content caching, Li et al., [126] studied the issue of energy-efficient

caching for content-centric networking architecture. They built an energy consumption model for content

distribution in an Internet Service Provider and found that the objective of energy optimization can translate

into that of minimizing average response hops. They then developed an aging popularity based in-network

caching where each router implements a caching policy using its local information but relying little on

coordination.
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To summarize, a big picture of work investigated the energy consumption for CCN, most of them

are caching oriented. They showed how enhancing and proposing new content caching strategies may

economize energy. Too many works also studied energy for host-centric wireless sensor networks [127, 128].

However, to the best of our knowledge, no one addressed an energy model detailing content forwarding in

CCN for WSNs.

Indeed, in this chapter, to support a new forwarding strategy and to reduce the amount of energy

consumption, we propose an adaptive and fully-distributed duty-cycle for content-centric wireless sensor

networks. Our objective in this chapter is to address the question of how to achieve energy efficiency by

switching off the radio of nodes that do not satisfy user interests (reduce the duty-cycle) in order to keep a

useful backbone of nodes with a reasonable interest satisfaction rate. But first, we start by proposing a new

energy model for CCN-enabled WSNs.

5.4 System Model
We consider a CCN, network with N randomly deployed nodes. Each node n can cache up to c contents

in its content store (CS). Let CO = {co1, co2, .., coK} denotes the set of generated content objects in the

system and K is the cardinality of the set. The existing study proved that the request popularity distribution

across different geographical locations is close to a Zipfian distribution [129] that is going to be detailed

and studied in the next chapter. The choice of this distribution lay the ground to the study carried in

[130] that showed that the performance of WSN with Zipf distributed nodes is improved compared to a

uniform distributed nodes. Moreover, in the campus scenario, the interest distribution is more realistic

when following the Zipf one. Hence, in this chapter, we assume that content popularity follows the Zipf

distribution and the content objects have the same size.

We start by modeling the interest arrival process on a node and its energy consumption.

5.4.1 Proposed CCN node model

Fig. 5.3 summarizes the system model of a CCN node with the different arrival rates on the tables. The CS is

the first table to be accessed when an interest packet is received. The CS hit probability denoted by phitCS is

the fraction of interest packets satisfied by a content object stored in the CS.
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Symbol Description

λinCS Interests arrival rate in the CS

µCS Interest rate served by CS

phitCS Part of Interests packet satisfied by content object stocked in the CS

λoutCS Interest packets rate forwarded to the PIT

λinPIT Arrival rate of interests in the PIT

µPIT Interests rate served by PIT

phitPIT Part of interests packet satisfied by content object stocked in the CS

λoutPIT Interest packets rate forwarded to the FIB

λinFIB Interest arrival rate in the FIB

µFIB Interests rate served by FIB

E
n
i Energy consumed by a node n for different contents

Encai Energy consumed while caching by a node n

Entxi Energy consumed while Transmission by a node n

Enrxi Energy consumed while Reception by a node n

Enpi Energy consumed while checking the availability of coi by a node n

coi Content object i

λi Interest arrival rate in a node for a content i

λDC Duty-cycle rate

pi Probability to receive an interest for a content i

N Number of nodes in the network

K Number of contents in the network

Scoi Size of content object i

π1i Probability of 1st case: transmission

π2i Probability of 2nd case: reception from other nodes

π3i Probability of 3rd case: content unavailable

Ptx Power density of transmission

Prx Power density of reception

ttxi Duration of transmission

trxi Duration of reception

tcai Duration of caching

Table 5.1. List of mathematical symbols
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Figure 5.3. A CCN node model with three tables CS, FIB, and PIT.

The rate of interest packets that are served by the content store is:

µCS = phitCS λ
in
CS (5.1)

If a corresponding content object is not found in the CS, the node moves to check its PIT. Thus, the rate of

interest packets forwarded to the PIT is:

λinPIT = λoutCS = (1− phitCS) λinCS (5.2)

Once the interest arrives in the PIT, its service rate is:

µPIT = phitPIT λ
in
PIT (5.3)

Where the phitPIT is the fraction of interest packets for which a request has already been issued but not

satisfied. In this case, the interest is not forwarded to the FIB and an entrance is added in the PIT.

Otherwise, if a matching content is not found in the PIT, the interest is routed to the FIB table with the

following rate:

λinFIB = λoutPIT = (1− phitPIT ) λinPIT (5.4)

The FIB is the last table to be reached by an interest. Then, when the interest arrives in the FIB it is served

with a rate of:

µFIB = λinFIB phitFIB (5.5)

In this case, we consider that the phitFIB=1.



5.4 - System Model 73

5.4.2 Proposed energy model

As already stated, broadcast is one of the most fundamental services in wireless sensor networks [112]

that may cause energy wasting. The sensor nodes are tiny and battery powered devices having limited

energy, hence for reliability, the foremost concern is maximizing the network lifetime while designing

energy-efficient protocols and applications [131]. The energy consumption in CCN depends on several

factors such as content popularity, nodes density, network topology, and nodes duty-cycle [10]. We consider

that energy is dissipated while caching, checking, and especially while transmitting and receiving packets.

Figure 5.4. Energy consuming operations.

We have three cases detailed in Fig. 5.4. In the first one, when a node receives an interest for a content

object i (coi), it checks the availability of this content object. If the node finds coi in its CS, it sends the

content back to the requester. In the second case, the node does not have the coi, it receives the content

from other nodes, it caches it in its content store, and it forwards it. In the last case, the content coi is not

available at any node in the network. Note that the proposed energy model does not take into consideration

certain basic energy consumption but focuses on important energy consumption per case.

In our model, the energy spent depends on the node status. Then, on its duty-cycle rate λDC . We will

detail the integration and the dependence on the duty-cycle in the next section. Consequently, the energy

consumed by a node n in a network with C requested contents, given that an interest has been received, is:

E
n
i = λDC

K∑
i=1

(π1i E
n
1i + π2i E

n
2i + π3i E

n
3i) (5.6)
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where En1i, E
n
2i, E

n
3i denote the energy consumption during the first, the second, and the third case

respectively. Let π1i, π2i, π3i denote the probability to be in the first, the second, and the third case

respectively when a request for content i is received. λDC is the duty-cycle rate and K is the number of

contents.

Case 1:

When receiving an interest for a coi, the node starts by checking the availability of this content in its CS. If

coi is available, the node transmits the corresponding content. In this case, the energy used is equal to:

En1i = Entxi + Enpi (5.7)

where Entxi is the energy used by a node for the transmission of a CO and Enpi is the energy used for checking

the availability of the content in the CS.

We start with the energy consumed while transmitting a data packet. The latter is expressed as follows:

Entxi = α ttxi Ptx (5.8)

The equation includes a factor α used to count for redundancy and overhead caused by the transmission

[132], the transmission time ttxi , and the node transmission power Ptx (mW ).

In CCN, the transmission of a content object occurs if the node receives an interest for the content coi giving

that it received an interest and if the content is available in its CS. Thus, the probability of transmission for

content coi is:

π1i = pi p
hit
CSi (5.9)

where pi denotes the probability to receive an interest for the ith type of content and phitCSi is the probability

of success to find it in the CS.

Since the interests follow the Zipf distribution [129], Zipf’s law states that the ith most popular content

requested with a probability pi depends on the request rate of this content λni :

pi = λni /

K∑
j=0

λnj (5.10)
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K is the number of generated contents in the network.

λni represents the request rate for content types coi arriving at a node n from a node l where l ∈ Sn; Sn

denotes the set of neighbors :

λni =
∑
l∈Sn

λli (1− phitCSi(i, l)) (5.11)

We admit that the aggregated requests rates follow also the Zipf distribution [133].

The hit probability of a content i taken from a set of K contents [133] is equal to:

phitCSi = 1 − e− piτi (5.12)

Where τi is the time between two adjacents satisfied interests for content i. τi is a constant for any given coi

[133]. This rate becomes more and more deterministic when the aggregated arrival rate of all other content

interests increases.

Thus the probability related to the 1st case is:

π1i = pi (1 − e− piτi) (5.13)

Finally, we deduce the expression of Eq. (5.7):

En1i = α ttxi Ptx + Enpi (5.14)

Case 2:

Once a node sends the content object, the nodes that solicited the coi before, receives it, caches it in their

CS and forwards it. During these operations, the energy consumption can be written as:

En2i = Enrxi + Encai + Entxi + Enpi (5.15)

Let Enrxi be the energy spent for content receiving and Encai be the energy spent for caching.

The node receives the coi if it requested it earlier and if it does not have the content in its CS. Thus, the
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probability to be in that case is expressed by:

π2i = pi (1− phitCSi) (5.16)

= pi e
− piτi

The energy spent for receiving is:

Enrxi = trxi Prx (5.17)

Where trxi and Prx represent respectively the duration and the power of reception (mW ).

Finally, the node checks its CS, if it does not have the coi, it caches it and forwards it. Assuming that the size

of a content coi energy is Scoi , if a copy of content coi is cached for a duration tcai , the energy consumed by

the node is equal to:

Encai = Scoi tcai Pca (5.18)

Pca denotes the power density of caching in a node.

Hence, the energy dissipated is:

En2i = trxi Prx + Scoi tcai Pca + ttxi Ptx + Enpi (5.19)

Case 3:

The requested content coi can not be proceeded by any node in the network which means that the content

is not available.

The probability depends on the probability of reception of an interest for this content and on the probability

of not having this coi in the CS, Then:

π3i = 1− π1i − π2i (5.20)

= 1− pi

The energy used in this case is only for checking:

En3i = Enpi (5.21)
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By combining Eq.(5.14), Eq.(5.19), and Eq.(5.21), the total energy consumed by each node is written

as:

E
n
i = λDC

K∑
i=1

(
pi (1 − e− piτi) (α ttxi Ptx + Enpi)

+ pi e
− piτi ( trxi Prx + Scoi tcai Pca + ttxi Ptx + Enpi) + (1− pi) Enpi

) (5.22)

5.4.3 Numerical analysis of the energy model

In this part, we study the variation of energy consumption for one node requesting one content by varying

different parameters in order to analyze their impacts. The sensor characteristics given in Table 5.2 are

taken from the specifications for the Tmote-Sky sensors [134].

Parameters Value

Transmit (Ptx) 58.5 mW

Receive (Prx) 65.4 mW

Caching (Pca) 15 mW

Checking (Pp) 15 mW

ttx 4.25 ms

trx 4.25 ms

tca 0.5 ms

τi 100 ms.

α 2

Table 5.2. Analysis parameters

For the implementation, we built our energy model into a custom MATLAB simulator and we try to

explain how energy behaves when varying the duty-cycle, the rate of interests, and τi. Based on the values

given in Table 5.2, we plot the energy consumed by a node for one content object delivery.

Figure. 5.5 plots the energy consumption for different pi and λDC values. For τi = 0.1 s, it is worth

noting that, when the duty-cycle is low, the energy consumption is low compared to a high duty-cycle

(100 %). As expected, when the probability of reception of an interest for a content coi increases, the
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energy consumption also increases since the node dissipates energy while checking coi, transmitting the

corresponding content (if cached in CS), or receiving it from a neighbor.

Figure 5.5. Energy consumption vs. pi, λDC , and τi.

We also evaluate the impact of τi on the energy consumption. The energy cost of a content delivery is

plotted in Fig. 5.5 comparing also two values of τi. An interesting observation comes from Fig. 5.5, when

τi = 100 ms and pi = 1, the energy is less than when τi = 1000 ms. Hence, energy consumption for the first

case is nearly equal to 8 mW × s. Whereas, when the interest inter-arrival time τi = 1000 ms, the energy

is about 3 mW × s. Consequently, when τi increases, the energy consumption decreases. This could be

explained by the fact that since τi denotes the inter-arrival time between two interests without a cache miss.

When it increases, it means that the content is not available. So, the nodes save their energy.

5.5 Proposed duty-cycle plan
In low duty-cycle WSNs, nodes stay in a dormant state most of the time to save energy and wake-up for a

very short period of time, which poses challenges to a reliable forwarding [16]. This is particularly true for

CCN because of the need to properly forward Interest and Content Object messages. To this end, we propose

a mechanism that takes into account the CCN features and achieves energy efficiency at the same time.

5.5.1 Principle

As aforementioned, too many duty-cycle plans were proposed in the literature (discussed in section 5.2).

A duty-cycle plan presents a very effective way to save energy by putting the radio of nodes in standby

mode (low-power) whenever possible [135]. Radio energy consumption contributes to the overall energy
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consumption at each node. As previously mentioned, duty-cycling schemes are usually classified into

synchronous and asynchronous in relation to the mechanism used to coordinate the schedules of the

nodes [110]. The proposed duty-cycling mechanism is asynchronous since when a node realizes that it is

not involved in the interest satisfaction (i.e., their PIT contain too many unsatisfied content requests), it

reduces its duty-cycle by switching off its radio for a defined time interval. According to the CCN standard

implementation, the PIT table contains a list of unsatisfied interests. Therefore, the PIT size increases, when

the node is not involved in satisfying the user interests.

In other words, in order to save energy, we propose to reduce the duty-cycle of the nodes that have a

percentage of entrances in their PIT (respecting to the PIT size and the total number of received interests)

greater than a given threshold. Thereafter, when an entry associated with an interest in the PIT is deleted as

soon as a new content object is sent back to the user, the duty-cycle of the node is increased by a percentage.

In the proposed algorithm, the node measures periodically the percentage of entrances in its PIT (np). When

this percentage exceeds a certain threshold, the node decides to reduce its duty-cycle.

The choice of the threshold and the percentage by which the duty-cycle is increased/decreased can be

tuned based on the scenario. The parameter sensitivity of the algorithm is investigated in the next section

through extensive simulations.

Let denote P , the percentage by which the duty-cycle is increased/decreased. P depends on the

threshold by which the node starts reducing its duty-cycle. Once the size of the PIT increases with a certain

threshold, the node starts reducing its duty-cycle in function of this threshold and the PIT maximum size. If

the threshold is not too high which means that the node does not have a lot of unsatisfied interests, the node

does not decrease a lot its duty-cycle. Otherwise, when the threshold is big, this means that the node has a

lot of unsatisfied interests in its PIT. Then, the node is not participating in replying with requested contents

so in increasing the user satisfaction. Therefore, the node will reduce its activity by a bigger percentage.

Then, the percentage P is a correlation between the threshold and the maximum size of the PIT. The node

must not turn 100% on a sleep mode because the mechanism has to ensure a certain degree of activity

(larger than zero) to ensure a minimum level of Quality of Service (QoS). Since P depends on the threshold

the node will never turn into sleep mode for 100%.

In ADDC-CCWSN, we assume a WSN consisting of a number of sensor nodes which is deployed in a
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Algorithm 2: ADDC-CCWSN
input : np: Percentage of entrance in PIT

output :λDC : Duty-cycle frequency

P : Percentage of activity time reduction

//If the entrances in PIT are bigger than a threshold, the node reduces its activity by

P % since it is not realizing user interest satisfaction.

1 : λDC=1;

2 : while receive Interests do

3 : if (np ≥ threshold) then

4 : Calculate P = Threshold
max_PIT _size ;

5 : Reduce the activity time by P %;

6 : i = 1;

//Decrease λDC

7 : λDC = λDC − P∗i
100

;

8 : i = i+ 1;

9 : Update np;

10 : if (np < threshold) then

11 : i = i− 1;

12 : Increase the activity time by P %;

//Increase λDC

13 : λDC = λDC + P∗i
100

;

given field. Each node is duty-cycled with two possible states, the active state and the doze state switched

according to a working schedule.

5.6 Performance Analysis
In this section, we examine the performance of the proposed duty-cycle mechanism to evaluate its impact

on the energy consumption and the interest satisfaction rate based on the equations derived in section

5.4.1. Hence, the performance of our approach is evaluated under various conditions and compared to an

approach where the network nodes are 100% awake (mostly-on nodes).

5.6.1 Simulation set-up

For the implementation of the proposed scheme, we continue with CCNx_Contiki framework [70] and we

extend it to follow the requirements of our mechanism. The simulation is conducted using Cooja simulator.
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Simulation parameters Value

Number of nodes 80, 160, 240

Number of entrance points 3

Wireless interface IEEE 802.15.4

Radio coverage range 100 m

Initial energy 2 J

Interest size 25 bytes

Content Object size 75 bytes.

Table 5.3. Simulation parameters

The simulations run 10 times using different random seeds and present the mean values as results.

95% confidence intervals (CIs) are calculated and the values are below 8.5× 10−4. Therefore, confidence

intervals are not drawn on the figures since they are very low.

Let consider a wireless sensor network deployed on an area of 500 m×500 m corresponding to a small

part of the campus university described in the application scenario. The number of nodes varies from 80 to

240. All the sensor nodes are static and have the same detection radius. In addition, all the communication

links are bidirectional. Different types of content are generated in the network. These interests are injected

through entrance points. The framework imposes that interests must penetrate in the network through an

entrance point. In other words, entrance points in this thesis represent points on which interests are injected

into the network. Behind these 3 points, we suppose that there is a population of users who broadcast their

interests. For instance, behind entrance point 1, there exist 30 users, behind entrance point 2, 90 users and

behind entrance point 3, 30 users. Entrance points realize aggregation of certain interests asking for the

same contents at the same time. Simulation parameters are detailed in Table 5.3. For the sake of illustration,

we take into account not only the energy consumption modeled in the previous section but also the energy

consumed due to the interests forwarding. To evaluate the energy consumption, we adopt the values cited

in Table 5.2.
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5.6.2 Evaluation metrics

In this chapter, in order to validate our contribution, for the performance evaluation, we introduce certain

metrics.

As a first and important metric, we choose the energy consumption which represents the total energy

consumed by the network presented in the proposed energy model. The energy model does not take into

consideration basic energy consumption in WSNs but it is based on the considered cases in CCN architecture

detailed also in Fig. 5.4.

We also propose to evaluate the interest satisfaction rate presented by the ratio between the number

of satisfied and generated interests.

Interest_satisfaction_rate =

C∑
i=1

Satisfied_interests

N∑
j=1

generated_interests
(5.23)

Satisfied interests are interests replied with C content objects and generated interests are the total of all

generated interests for N contents in the network.

We propose also to evaluate the delay. In other words, the average time between the broadcast of the

interest by the user and the recovery of the corresponding content object.

And finally, we present results for the packet loss ratio known as packet lost due to overmitting or

congestion in the network.

5.6.3 Simulation results

The evaluation results are presented under two different values of thresholds. Indeed, the nodes start

reducing their duty-cycle when the percentage of entrance in their PIT (respecting the PIT size and total the

number of received interests) exceeds a given threshold compared to its capacity. Hereinafter, we study the

impact of this threshold.

5.6.3.1 Study of the threshold impact

The choice of reducing the duty-cycle of the nodes is related to the percentage of unsatisfied interests that

the node has in its PIT. In this section, we try to investigate the best threshold to start reducing the node

duty-cycle. A threshold that reduces energy without impairing the interest satisfaction rate.

Simulation runs for two thresholds, 20 % and 50 % of unsatisfied interests in PIT.
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Simulation 1: In this simulation, the threshold is fixed to 20 % of unsatisfied interests in the PIT. If the

percentage of entrances in thePIT exceeds 20 %, the node starts reducing its duty-cycle.
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Figure 5.6. Energy consumption vs. network size for a threshold 20%.

Fig. 5.6 shows the energy consumption for different network sizes when the PIT contains 20% of

unsatisfied interests. As depicted in Fig. 5.6, as the network density increases from 80 to 240, the energy

consumption increases. Indeed, more nodes receive and forward packets due to the interest flooding in the

wireless network. It is observed that with mostly-on nodes, for 160 nodes, the network consumes about

1000 mJ of energy while with ADDC-CCWSN, the network consumes just 673 mJ . Then, our scheme realizes

a gain of 35 % in terms of energy consumption. Absolutely, in the proposed approach, when nodes realize

that they are not involved in the interest satisfaction, they reduce their duty-cycle and switch to doze

state for a defined time interval. Thus, they economize energy. It is also noticed that when the network

density increases, the energy saved by ADDC-CCWSN increases since there are more nodes that reduce

their duty-cycle. For 240 nodes, a gain of 42 % of energy consumption is realized compared to the mostly-on

scheme.

In this scenario, when the nodes notice that the percentage of entrances in their PIT (respecting

the PIT size and the total number of received interests) exceeds 20%, they reduce their duty-cycle. Fi-

gure. 5.7 illustrates the interest satisfaction rate for different network size under a threshold of 20 %. For

80 nodes, the mostly-on scenario realizes a satisfaction rate of 86 % while ADDC-CCWSN realizes 72 %.
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Figure 5.7. Interest satisfaction rate for different network sizes with a threshold equal to 20%

So, the rate decreases by 14 %. For the mostly-on approach, the rate is not of 100 % since the interest may

be dropped due to congestion. When the duty-cycle is decreased, there is a risk that the node misses in-

terests or contents forwarding. Then, this may impact the interest satisfaction rate which explains the results.

Reducing the activity of a node when it realizes that it has 20 % of unsatisfied interests in its PIT

realizes energy saving while decreasing the interest satisfaction rate under the presented conditions and the

given parameters.

Simulation 2: In this simulation, the threshold is fixed to 50 %. If the percentage of unsatisfied interests

in PIT exceeds 50 %, the node starts reducing its duty-cycle by a step of 10 %. For example, if the percentage

of unsatisfied interests in PIT became 70 %, the node reduces its duty-cycle by 30 %.

Figure 5.8 demonstrates a gap in terms of energy consumption between mostly-on and the pro-

posed adaptive duty-cycle scheme. It is worth noting that for 80 nodes, when the nodes are mostly-on,

they consume 316 mJ while when they reduced their duty-cycle (they applied ADDC-CCWSN), they just

consumed 226 mJ . So they realized a gain of 28 %. Thus, the proposed scheme effectively enables energy

saving. Furthermore, when the network density increases, the energy consumption increases. Indeed, in

content-centric wireless sensor networks, more nodes receive the flooded interests and try to reply with a

corresponding content. For the adaptive duty-cycle mechanism, when the number of nodes increases, the

gain in terms of energy increases. For example for 240 nodes, the proposed ADDC-CCWSN realizes a gain of
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Figure 5.8. Energy consumption for threshold 50% vs. network size.

36 %. Certainly, more nodes reduce their duty-cycle and minimize energy consumption.
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Figure 5.9. Energy consumption for 80 nodes and the threshold 50%.

Let detail the simulation results for 80 nodes. As shown in Fig. 5.9(a), practically 95 % of the nodes

realize a gain. Some nodes consume the same amount of energy for the mostly-on and ADDC-CCWSN, which

means that they did not reduce their duty-cycle. An interesting observation comes from the Figure. 5.9(b),

the nodes 62, 67 and 73 consume more energy in the adaptive scheme than mostly-on because their neigh-

bors were sleeping while they received interests. Consequently, those nodes handle the forwarding of
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interests and contents object and consume more energy as a result.
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Figure 5.10. Interest satisfaction rate for threshold 50% and different network sizes.

While this part has so far explored the energy consumption results for the threshold 50 %, we now

briefly examine the interest satisfaction rate implications for the same threshold.

Figure 5.10 plots the interest satisfaction rate for different network sizes for three entrance points under

mostly-on and ADDC-CCWSN schemes. We note that the proposed scheme slightly impact the interest

satisfaction rate. As illustrated in Fig. 5.10, for 80 nodes, the interests sent by user 1 (behind entrance

point 1) were satisfied with a rate of 86 % for mostly-on approach and 82 % for the proposed approach.

Then, ADDC-CCWSN just realizes a lost of 4 %. Therefore, reducing the duty-cycle of certain nodes in the

network (when exceeding the threshold 50 %) does not have a significant impact on the interest satisfaction

rate.

Fig 5.11 shows the average delay behind different entrance points. The delay trend among ADDC-

CCWSN is similar to the mostly-on scheme. Users wait for 0.3 s to get the content. Thus, without considera-

tion of collisions and a none response with a content, the duty-cycle control does not impact the propagation

delay of data. Certainly, when the nodes reduce their duty-cycle, their neighbors take over.

Finally, we investigate the packet loss ratio in the network for both thresholds 20 % and 50 %.

As depicted in Fig. 5.12, the packet loss ratio is more important for the threshold 20 %. This is due to

the doze state of nodes. As a node notices that the entrances exceed 20 % of unsatisfied interests in PIT, it

reduces its duty-cycle. However, for the second threshold, the node waits till 50 % of unsatisfied interests
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Figure 5.11. Mean delay realized by different schemes for both thresholds.
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Figure 5.12. Packet loss ratio for both thresholds 20 % and 50 %.

in PIT to reduce its duty-cycle. For instance, in case of 80 nodes, when the threshold is equal to 50 %,

the packet loss ratio is equal to 7 % while for 20 % the packet loss ratio is equal to 21 %. This highlights

why threshold 50 % realizes better interest satisfaction rate. It is worth to note that between the 21 % lost

packets, we find duplicated and re-forwarded interests because of flooding and cache misses. Indeed, the

interest satisfaction rate shown in Fig. 5.7 for the threshold 20 % endorses this.

5.6.4 Discussion

The comparative threshold performance analysis has shown that the threshold 20 % realizes more energy

saving than the threshold 50 %. Since the nodes decide to reduce their activity earlier, they realize more
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energy gain. However, there is not a significant difference between the two thresholds. For example, for 80

nodes, the threshold 20 % realizes a gain of 32 % while the threshold 50 % saves 28 %of energy. Otherwise,

even if the threshold 50 % seems late to save more energy, it does not significantly decrease the interest

satisfaction rate. These results lay the groundwork for waiting until having 50 % of unsatisfied interest in

their PIT to start reducing their duty-cycle. The nodes may miss interests or contents forwarding. However,

for the threshold 20%, where the nodes decide earlier, they miss more interests and contents forwarding.

Which explains why the threshold 50 % achieves a better interest satisfaction rate. In addition, a close

look into the interest satisfaction rate reveals that this latter is better for all the users behind the different

entrance points (for both thresholds). This is because nodes connected to point 1 and point 2 have a higher

number of neighbors. This effect is purely dependent on the number of neighbors. Absolutely, the higher the

number of neighbors, the higher the probability that some nodes will be active when necessary (they will

forward the interests and reply with the content when their neighbors are sleeping).

The results have also highlighted that for the delay, reducing the duty-cycle do not impact the delay

since the neighbors of a sleeping node take over and forward the interests or the content object.

Our analysis for the packet loss indicated that the threshold 50 % gives a better ratio than the threshold

20 %. In particular, when the nodes decide to reduce their duty-cycle earlier, they miss more interests and

contents forwarding. However, it is worth to note that the nodes may miss flooded and duplicated interests

(generated due to content miss) which can not impact the result of the interest satisfaction rate. This is the

reason behind having an important packet loss ratio while realizing a reasonable interest satisfaction rate.

The threshold 50 % achieves better results than the threshold 20 % in terms of interest satisfaction

rate and packet loss ratio. Moreover, there was not a huge difference in terms of energy saving compared to

the threshold 20 %.

The results in this section have shown so far that the threshold 50 % is better but we argue that the

choice of the threshold and the duty-cycle reducing differs from a scenario to another and depends on the

scenario parameters. Furthermore, it was shown that it would be better to find a trade-off between energy

consumption and the interest satisfaction rate.

5.7 Conclusion
Duty-cycling schemes are widely used for energy conservation in wireless sensor networks. This type
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of schemes allows sensor nodes to achieve long-run energy neutrality. For this reason, in this chapter,

we investigate the energy consumption that CCN achieves with an optimal forwarding scheme. Thus, a

forwarding mechanism is presented by a duty-cycle plan for energy efficiency in content-centric WSNs

(ADDC-CCWSN). The proposed scheme evokes the activity reducing of the nodes considered as useless

in the network while keeping a stable backbone of nodes (with high-interest satisfaction rate). Therefore,

nodes start reducing their duty-cycle when the percentage of entrances in their Pending Interest Table

(PIT) exceeds a certain threshold. To build the scheme, we derive the CCN node operating and energy

consumption models. Unlike other energy models, our proposed model is a CCN architecture based and takes

into consideration the node duty-cycle and the forwarding scheme in WSN. The purpose was to conduct a

comparative study between the mostly-on approach and the newly proposed scheme ADDC-CCWSN across

two thresholds. Finally, we present simulation results to highlight the impact of ADDC-CCWSN on energy

consumption and interest satisfaction rate. The results have shown so far that a threshold may realize

better results than another. In fact, our goal was not to look for the best threshold, we realized a study

based on two threshold values and we noticed that reducing the duty-cycle earlier saves energy but reduces

significantly the interest satisfaction rate. Therefore, our main goal is to reduce the duty-cycle of nodes that

do not participate in replying by requested contents while keeping a backbone of nodes that ensures this. In

addition to that, we wanted to achieve an enhancement in terms of energy consumption while keeping a

high-interest satisfaction rate.
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6.1 Introduction
Wireless sensor networks are usually deployed to monitor large areas, collecting data with regular frequency.

This large volume of data has to be stored somewhere for answering to external user queries [136]. Generally,

data transmission in WSN consumes more energy than processing, then it is good to use the benefits of

caching so that data access can be done faster [137]. Caching if used efficiently, could reduce overall

network traffic and hence optimize bandwidth utilization. Caching data at locations that minimize packet

transmissions in the network reduces the power consumption in the network, and hence extends its lifetime.

Initially, in WSNs no in-network storage was considered: the request for data was routed from the

sink to every sensor by flooding messages [136]. Data were sent back to the sink by following the same

path but in the reverse direction. Moreover, a lot of constraints exist in WSNs. To overcome such constraints,

cooperative caching techniques are used. If they are efficiently used then the network lifetime can be

enhanced and data loss may also reduce during transmission and reception process.

Caching is the essential benefit of content-centric networking which has been used for enhancements

like fault tolerance, improving communication over wireless sensor network, multi-casting applications, and

improving the network performances [138].

In this chapter, we show the benefit of caching in content-centric wireless sensor networks. Further-

more, we propose a new collaborative caching strategy and we study the existing approaches in order to

compare them with our strategy.

6.2 State of the art

6.2.1 Data caching in WSNs

The proliferation of sensor applications where a huge amount of data is generated at active nodes and sink

depends mainly on the ability of protocols to support a large number of sensors, to save energy and to

provide answers in short delays. Cooperative data caching has been proposed as an effective and efficient

technique to achieve these goals concurrently [139]. It uses a cache discovery process, cache consistency

and cache replacement policies for the enhancement of the network lifetime. In addition to that, in this type

of protocols, the most important thing is the selection of the sensor nodes which will take special roles in

running the caching and requesting forwarding decisions. It was also demonstrated in [140] that caching
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the useful data for each sensor either in its local storage or in the neighborhood nodes can increase the

network lifetime. Moreover, caching if optimally implemented can reduce significantly network traffic and

helps in providing higher data availability to the users (sink) in wireless sensor networks.

Content-Centric Networking affords efficient caching capabilities. As mentioned earlier, CCN caching

ensures high content availability, network traffic reduction, and low retrieval latency which reduces conges-

tion and improve end-to-end delay. To this end, we propose to exploit this characteristic and enable CCN

in WSNs environments. The structure of CCN mechanism enables the storage of data in every sensor in

wireless sensor networks. Too many research works have been devoted to the cache management problem

in the caching nodes of sensor networks. However, caching the content on all the nodes of the networks

is not a good strategy in terms of resource utilization. So where to cache and how to cache in order to

optimize the resources while realizing a high-interest satisfaction rate? This is our purpose. We aim to study

existing caching strategies and propose a strategy that may compete the existing ones.

Several works have been proposed by the authors exploiting caching the data either in some interme-

diate nodes or at a location nearer to the sink in wireless sensor networks [75]. Indeed providing solutions

to optimally caching the data has been a big area to be focused on. For instance, authors [78] proposed a

collaborative caching strategy for information-centric wireless sensor network (ICN-WSN). The proposed

strategy is based on the node betweenness based cache size adjustment, the data replacement frequency

based cache decision, and the content value based cache replacement algorithm.

To summarize, many works investigated content caching in CCN. Several works treated this in CCN-

WSNs. However, to the best of our knowledge, no one proposed a caching strategy that combines at the same

time the node degree and its distance from the source, and aims to reduce energy consumption, traveled

path and increase cache diversity. Motivated by the aforementioned shortcomings, this chapter presents a

study of existing caching strategy applied in WSNs and proposes a design of a caching strategy to decide

where to place content copies depending on the node degree and its distance from the source.

6.2.2 Content caching in CCN

In-network caching in CCN can present some decision challenges: the cache placement (where to cache),

content replacement (which content is to evict from the cache) and request routing (how to redirect requests

to optimal cache). More specifically, optimal cache placement is strictly dependent on content admission
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control, request routing, network topology, content replacement policy, interest arrival rate, and caching

size [51].

6.2.2.1 Interest routing in CCN

Interest routing can be divided into on-path and off-path routing generating an on-path or off-path content

caching.

On-path: With on-path request routing, interests are first routed from the requester to the closest cache.

Then, they are routed over the network of caches towards content origin using shortest path routing and

are served from a cache only if the requested content is available at a node on the request path [141]. This

technique is suitable for edge caching strategies since interests are routed to the closest cache but in case of

a cache miss, they are forwarded directly to source nodes.

Off-path: Off-path routing can be implemented using a centralized (with a global view of cached contents

queried before routing an interest) or distributed content-to-cache resolution process. This approach is

suitable for systems operating under proactive and reactive content placement as long as content location

do not very frequently. For reactive caching systems with a high rate of content replacement, a number of

more scalable off-path interest routing algorithms have been proposed with an objective to enable caching

nodes to exchange state among each other in a lightweight manner and route requests accordingly [141].

Once the interest routing is established and a content is found on the path, the next problem is

how and where to cache this content? The most simple content placement strategy is to leave a copy

of the content in every node gone through, which is known as Leave Copy Everywhere (LCE). However,

this strategy causes a high degree of redundancy as all caches along the delivery path to consume cache

resources to hold identical items. To reduce this redundancy and, therefore, to increase the diversity of

cached contents along a delivery path, various algorithms have been proposed to select nodes on which

caching is done. These algorithms include Leave Copy Down (LCD) [142] , Cache less for more [143] and

ProbCache [144].

6.2.2.2 Cache placement strategies

Caching data at locations that minimize transmissions in the network reduces the power consumption in the

network, and hence extends its lifetime. However, excessive caching can lead to high costs and performance
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degradation. Finding the best locations of the nodes for caching optimizes the communication [145]. The

objective of the chapter is to study existing caching strategies but this time applied in WSNs and propose a

competitive one. The essence of the proposed mechanism is the selection of the sensor nodes which will

take special roles in running the caching and request forwarding decisions.

Leave Copy Everywhere cache management in LCE [142] is defined by its operation of caching data in

every node crossed as shown in Fig. 6.1(a). Part of the practice of the ICN is the ability to make information

readable and easily accessible as described in ICN initial proposal. As a user sends out a request using LCE,

the nature of the network serves the interest using a hierarchical search and ordering of nodes to acquire a

cache-hit. LCE is generally a good choice in case of flash-crowd events or in case of highly skewed content

popularity distributions and it does not require any coordination [141].

Leave Copy Down the Leave Copy Down (LCD) [142] is a cache management strategy that defines the

form and manner of content caching on nodes. As depicted in Fig. 6.1(b), its operation works in a similar

fashion to the popular ‘drop at the first neighbor’ process. This technique requires minimal coordination

among caching nodes as they can signal to other nodes downstream whether to cache the content or not by

simply appending a flag to the delivered content. [141].

Betweenness Centrality centrality is a measure of the importance of a node in the communication model.

In this algorithm [143], the centrality of the node is used as a parameter to select the appropriate node.

The more number of times a node will come on the content delivery path, the more centrality of the node

will be high. BetwCent chooses a node with the highest betweenness centrality along the content delivery

path to store contents which improves the caching and eliminate the uncertainty in the performance of the

simplistic random caching strategy. The mechanism of this policy is presented in Fig. 6.1(c).

Pop-cache, cache less or more based on content popularity the popularity of contents has been taken

as deciding factor in this algorithm [144] because more popular content should be cached on the nodes

at the edge of the network (near to the user). Less popular content must be cached on core nodes of the

network. If more popular content will be cached on the nodes near to the user then the content is delivered

efficiently in less amount of time as detailed in Fig. 6.1(d). In this algorithm, all the nodes are involved in

caching strategy. In other words, some nodes caches popular contents and some nodes cache less popular.

They argue that caching contents on all nodes is not a good strategy because it is a wastage of resources.
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(a) LCE (b) LCD

(c) Betweenness Centrality (d) Popcache

Figure 6.1. Caching placement policies.

6.2.2.3 Cache replacement policies

The design of cache replacement algorithms is realized for content distribution purposes. When the network

becomes stable and the node cache overflows, a replacement policy, such as Least Recently Used Least

Recently Used (LRU), Least Frequently Used (LFU), First In First Out (FIFO), or Random policy is used to

evict one of the cached contents to make room for the newly arrived one.

Least Frequently Used (LFU) when the probability of each data being requested is stationary over time

and independent of previous requests, the optimal replacement policy is the Least Frequently Used (LFU).
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LFU statically places in the cache the C most frequently requested data [141]. LFU implementation requires

content popularity ranking to be known beforehand. However, even without this information, it can still be

implemented by keeping counters for each content requested to learn their request frequency as shown in

Fig. 6.2. Too many variants of the strategy cited above exist such as Perfect-LFU, in-Cache-LFU, etc.

Figure 6.2. Least Frequently Used replacement policy: once the cache is full LFU replaces the least frequently used

(frequencies calculated by bits in the data) by most frequented data.

Least Recently Used (LRU) as depicted in Fig. 6.3 in LRU, the idea is to keep the data recently used and

to replace with the other data. LRU has two advantages that make it very popular, it is very responsive to

non-stationary trends since its replacement decisions are exclusively based on recency and it cannot perform

significantly worse than LFU because the ratio between the optimal cache hit ratio and LRU cache hit ratio

is bounded [141].

Figure 6.3. Least Recently Used replacement policy: once the cache is full LRU replaces the least recently used

(identified by bits in the data) by most used data.
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First In First Out (FIFO) when a new content is inserted, the evicted content is the one which was

inserted first in the cache as detailed in Fig. 6.4. The behavior of this policy differs from LRU only when a

data already present in the cache is requested.

Figure 6.4. FIFO replacement policy: First In First Out replacement policy.

Random policy this policy chooses randomly the content to evict from the node cache.

We assume that the content placement and replacement play a significant role in the resulting traffic

and energy reduction. Furthermore, the selection of an appropriate node to cache content so that it could

be able to serve future requests for a long time is very important. Consequently, addressing the location

problem of caches is an important part of the campaign for in-network caching in CCN. We remind that,

in this thesis, we consider sensor environments. Hence, we propose a CCN-WSNs context-aware caching

strategy and we start by detailing the model and giving the assumptions of our proposal in the next section.

6.3 A collaborative caching strategy for content-centric enabled wireless
sensor networks

6.3.1 Content request process

As already explained in the last chapter, we consider that interests packets follow the Zipf distribution which

presents the frequencies of distribution of user interests in the network. This distribution assigns a rank for

a popular content. Popularity means that out of all available contents how many times a particular content

is accessed. If the content is more popular then its rank is low and if the content is less popular then its
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rank will be high. Let E = N1, N2, N3, ..., N20 denote the content population in the system with a size of 20

contents. Since content popularity follows the Zipf distribution, the ith most popular content is requested

with a probability proportional to:

pi =
β

iα
(6.1)

where β is the normalized constant with β = 1∑20
i=1

1
α

and α is the Zipf exponent.

Figure 6.5. Zipf interest distribution depending on the value of α varied from 0.2 to 1.8 for 20 different generated

contents.

Fig. 6.5 shows the probability distribution pi for each content when α varies from 0.2 to 1.8. As shown,

when the popularity is low (α = 0.2), the probability is nearly the same for all the contents since they have

almost the same popularity. Therefore, they behave like a uniform probability law where the probability

to request a content is similar. In addition to that, in too many studies, they showed that α = 1 refers to

a normal popularity where 90% interests request 60% of content. Once the α increases, the probability

pi increases for the most popular contents. For instance, for α = 1.8, the content N1 is requested with a

probability equal to 0.58.

6.3.2 Cache admission control

In CCN, in caching strategy area, as already stated, researchers basically try to develop algorithms that
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choose appropriate nodes to cache incoming content. CCN supports ubiquitous caching protocol where

every node needs to cache incoming content. But sometimes ubiquitous caching is a wastage of resource

and it is not a smart strategy to cache the same content on each node. Hence, we need to find a caching

strategy to appropriately select node to cache newly arrived content.

When a sensor node receives the requested data or a data goes through it, a cache admission control

is triggered to decide whether it should be stored into the cache of the node or not [140]. Inserting a data

into cache might not always be favorable because the incorrect decision can lower the probability of cache

hit and also makes poor utilization of the limited storage.

We first explored the Steiner Point [146] to find the best location to cache the content. For instance, in

[146], they tried to minimize communication cost by finding the nodes of a weighted Minimum Steiner tree.

In other words, they created a Steiner Data Caching Tree. They showed that the degree of the node where to

cache is 3. Furthermore, they consider that the formation of Steiner data caching tree is done by considering

the refresh rates in each edge of the tree. However, they addressed the scenario where multiple subscribers

were receiving data from one source. Which is not our case, since users may receive data from multiple

nodes. Besides, in the considered scenario, the contents are pushed in the network once they are requested

by users. Thus, we do not consider the concept of refresh rate (in this work, an on-demand scenario are

considered).

As for [147], the authors contend that node degree is not an interesting insight to consider when

caching because in a network of caches the consumer is interested in connecting to the content, not to a

specific node. However, we argue that in a wireless network, a node with a high degree may guarantee

content availability when it detains a high number of neighbors.

6.3.2.1 Proposed cache placement approach

For the reason cited above, we chose to stay more general and to consider the degree of the node. Hence, in

the proposed strategy, the cache admission decision at a node is based on two conditions: (i) the percentage

of the path from the source is it greater than ∆ ? (ii) if yes, the node does it have a number of neighbors

greater than x? The more the node has an important number of neighbors, the more nodes cache the content

and ensure content availability in the network.
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Therefore our strategy is a ‘collaborative Caching Strategy Distance and node Degree aware in content-

centric enabled wireless sensor networks’ called CSDD.

A trade-off exists between query latency and content accessibility. With a small ∆, the number of copies

for each content is high and access delay for this content object is low. On the other hand, with a larger ∆,

each content has a small number of copies in intermediate nodes, and the access delay can be longer [140].

However, this depends on the position of the user.

Figure 6.6. The first condition of our caching scheme: distance from the source node.

Fig. 6.6 explains the first condition of the caching strategy and ∆ variation; from how much ∆ from

the source, our strategy decides to cache? In the next section, we will investigate the impact of this parameter

in the proposed caching strategy.

Once the first condition is fulfilled, our strategy checks the degree of the nodes on the path, if it is

greater than x, the content is cached. Otherwise, the content is forwarded. If the second condition was not

verified all the way, the content is cached in the edge node (near the user). For this, a small field is added to

the content to check if it was cached on the path or not. When the content reaches the edge node, it checks

if it was cached. If yes and if the edge node does not verify the second condition of the strategy, it is just

forwarded. Differently, it is cached on the edge node without taking into consideration the verification of

the second condition.

Fig. 6.7 shows how the strategy works if a user sends an interest for a content and if ∆ is equal to

50% and x >= 3. When the requested content object is found, it is sent back to the user. Meanwhile, it is

cached in nodes that fulfill the two conditions related to the degree x and position from the source ∆. As

already explained, if the second condition was not verified, the content would be cached in the first node

near the user.
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Figure 6.7. An example of function of our strategy when ∆ is equal to 50% and x > 3.

Loop avoidance

When implementing the caching strategy, we noticed that when replying by a content, since we are working

on a wireless communication mode, some contents may be sent two times to a node. In a normal case, when

a node receives a content CO, if it does not have CO in its CS, it caches CO, otherwise, it forwards CO.

Since in our strategy, the content is not cached in all the nodes of the network. If a node does not cache

the received content (because it does not verify the condition of the strategy), it just forwards it. The next

nodes who receive the interest will also forward the interest (whether cached or not). Consequently, the

nodes that already have received the content but did not cache it, when receiving an interest for the same

content, repeat the same process. Which causes a problem of loop hence a waste of energy consumption. To

resolve this problem, we proposed to give an ID to every generated interest and this to avoid treating the

same interest for a defined time.

6.3.3 Cache replacement policy

Our mechanism uses a weak consistency model ages travel by multiple hops, it is important to ensure high

reliability. Once the CS is full, our replacement policy relies on replacing the less popular content in the node

content store with the new content in the content store. It aims to keep popular contents in the CS. Then

our replacement policy is Popularity-based. In addition to that, the interests follow the Zipf distribution.

In our replacement policy, we suppose that popularity denoted by P of content N1 is bigger than the
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Algorithm 3: Proposed caching strategy CSDD
input : ∆: Distance from the node having the content

n: Number of neighbors

x: Threshold set for the number of neighbors

//A user send an interest I for a content coi. Once the interest is received on a node, a

counter is set. When the interest is forwarded from a node to another the counter is

increased by 1.

1 : Receive an Interest I;

2 : Set counter t = 0;

3 : while I is forwarded from a node to another do

//t will help in calculating the distance crossed by the interest to attend the node

having the corresponding content.

4 : t ++;

5 : if the content is found in the CS then

//t corresponds here to 100% of the path.

6 : Assign t to the content;

//d is the required distance (from the node having the content) from where our

strategy decides to start caching.

7 : Calculate d = t∗∆
100

;

8 : while the content is forwarded from a node to another do

9 : t –;

//Check the first condition of our protocol concerning the distance from the

node having the content.

10 : if (t ≤ d) then

//Check the second condition of our protocol concerning the degree of the

node.

11 : if (n ≥ x) then

12 : Cache the content;

13 : Mark the content as already cached;

14 : f = TRUE;

15 : if (t = 1) then

16 : if (f = FALSE) then

17 : Cache the content on edge node;

popularity of N2. Then, P (N1) > P (N2) > P (N3) > ... > P (Nn). Since the cache size is limited, the node

only caches the most popular content and evicts the less popular. If two contents of the same popularity
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exist when applying replacement, our strategy evicts the content having the smallest index for example if

N8 and N7 have the same popularity N7 is evicted.

6.4 Performance evaluation
In this section, we examine the performance of CSDD under different degree values x and distance ∆. We

then compare it to LCE and LCD, under two replacement policies FIFO and Popularity-based. Moreover, we

varied the Zipf exponent α. Other factors are to study such as the network size and the cache size but we

made the choice to start with these based on the results that we published in an internal research report

[148].

6.4.1 Simulation set-up

For the implementation of our the existing strategies and the proposed scheme, we continue on working

with the framework CCNx_Contiki [70] and we modify it to follow the requirements of all the strategies. In

the simulation, too many users poll their interest through 4 points of entrances in the network.

Simulation Parameters Value

Area 500 m× 500 m

Simulation duration 3600 s

Radio coverage range 100 m

Initial energy 2 J

Cache size 6 (30%)

Number of generated types of content 20

Number of entrance points in the network 4

Values of α 0.2, 0.6, 1, 1.4, 1.8

Table 6.1. Simulation parameters

Sensor nodes are static and the communication links are bidirectional. For sake of simplification, we

suppose that the contents have the same size. As already mentioned, the packets follow the Zipf distribution

[129].

Since our strategy is based on the node degree, we study the percentage of nodes that have a certain number
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of neighbors and we plot the results in Fig. 6.8. Therefore, more than 57% of the node network present a

degree higher than 2 and 16% of nodes detains a degree higher than 3.
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Figure 6.8. Percentage of nodes detaining a certain node degree.

6.4.2 Evaluation metrics

We have previously introduced the energy consumption which presents an important metric in our study.

Consequently, in this chapter, in order to evaluate the proposed strategy, we continue on evaluating the

energy consumption under the model proposed in the chapter 5, section 5.4.2. We then consider other new

metrics such as the network lifetime, the stretch, the cache diversity, and the cache replacement rate.

The notion of network lifetime chose in this study presents the duration until the first node exhausts

all its energy [149].

We also present results for the Stretch which defines the percentage of the path that has been crossed

to retrieve the content [150].

Stretch =

I∑
i=1

hops_crossedi

I∑
i=1

total_hopsi

(6.2)

Where I defines the number of the total generated contents.

The next metric is the cache Diversity measures the number of distinct elements stored in the caches.

It expresses the ratio between the cardinality of unique contents stored in all caches and the cardinality
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total number of contents in the caches [150].

Diversity =

Card
N⋃
n=1

COn

N∑
n=1

Card COn

(6.3)

Where N defines the total number of nodes in the network and CO is the content object.

Besides, we measure the cache replacement rate that presents the ratio between the replaced contents

and the cached contents for all the nodes in the network.

Rep_rate =

C∑
c=1

replaced_contentsc

C∑
c=1

cached_contentsc

(6.4)

With C the total number of contents requested.

Finally, we measure the cache hit measured on a path when looking for a content [150]:

Cache hit =

N∑
i=1

hitsi

N∑
i=1

hitsi +
N∑
i=1

missi

(6.5)

With N the total number of nodes in the network.

6.4.3 Simulation results

In this study, we implement two cache replacement policies: the FIFO and the Popularity-based strategies.

Since our interests follow Zipf distribution, we consider that different α describes different scenarios.

α ≤ 0.6 describes the low popularity scenarios when there is no rush like students asking for the temperature

of a classroom or for information about teachers. This can happen all along the day and by a small number

of users at the same time. However, α ≥ 0.6 presents high popularities scenarios describing rush hours such

as 11.30 am when many students start sending interests to have an idea about the menu and the queue in

front of the restaurant.
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Energy consumption

Figure 6.9 plots the results of energy consumption for the different strategies under different variation of α

for two replacement policies: FIFO and Popularity-based.
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(a) Energy consumption when using FIFO.
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(b) Energy consumption when using Popularity-based.

Figure 6.9. Energy consumption for all the strategies when using FIFO and Popularity-based replacement policies for

80 nodes.

For both replacement policies, it is noticed that when α increases the energy consumption decreases

for all the strategies under both replacement policies. Indeed, when α increases, some contents become

more popular than others. Hence, they will be more requested by users and they will be cached more in

intermediate nodes. Consequently, most of the requests cross a shorter path. They are not required to reach

source nodes to get the corresponding contents. Then, energy consumption decreases. In low popularity

scenarios, all the strategies consume more energy. This is due to the fact that the contents are almost

requested with the same rate. Then, the replacement happens frequently increasing energy consumption.

It is also worth to note that under the FIFO replacement policy, all the strategies consume more energy.

This is explained by the fact that since the interests follow Zipf distribution in both cases when using FIFO,

the probability of replacement is the same for all the contents. Nevertheless, when using the Popularity-

based policy, popular contents will be kept in the caches. Therefore, the network consumes less energy

consumption since the requested contents will be in the cache for a longer time. For instance, for α = 0.4,
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under FIFO, LCE consumes about 1230 mJ and CSDD (x > 2 and ∆ = 30%) consumes slightly more than

950 mJ . Yet, under Popularity-based policy, CSDD (x > 2 and ∆ = 30%) dissipates just 890 mJ and LCE

consumes 1050 mJ .

For low popularities, CSDD with a node degree higher than 2 and a caching distance from 30% or 50%

consumes less energy than LCE, LCD, and CSDD with a degree of 3 or 4. Since nodes with a degree higher

than 3 represent only 16% of the network nodes, contents will not be cached on a lot of nodes then, requests

will be forwarded to many nodes to find the content. Then, CSDD with a degree of 3 or 4 consumes more

energy.

For FIFO policy, when the popularity of contents is high, LCE acts better than all the other strategies in terms

of energy consumption since it caches popular contents everywhere. However, when the Popularity-based

policy is used, for high α, CSDD with a x (node degree) higher than 2 and a ∆ equals to 50% outperforms

LCE. Concerning LCD, we observe that it consumes more energy than LCE and CSDD with x > 2 and

∆ = 30% or 50% . Indeed, LCD just caches contents one hop from the source. Then, when an interest arrives

on the network, it has to go to one hop from the source to get the corresponding content.

It is also interesting to mention that in our strategies, only nodes with a degree x >= 2 or x >= 3 caches

contents. Hence, the number of nodes that caches the contents and communication computation decreased.

Then, caching energy is saved. However, sometimes more forwarding energy is dissipated when the subset

size of the nodes having this degree is not significant.

Stretch

Fig 6.10 represents the results for stretch for LCE, LCD, for our strategy under different variation of ∆ and x.

As shown, when FIFO policy is used, in low popularity context, CSDD with x > 2 and a ∆ = 30% or

∆ = 50% outperforms all the other strategies. This is due to the fact, that the content is cached in nodes near

to the user and the number of nodes having a degree larger than 2 represents more than 60% of network

nodes. Then, crossed distance become smaller and probability to cache in nodes with a x > 2 is large.

The results are quite the same for the Popularity-based replacement policy. Yet, CSDD with x > 3 and a

∆ = 50% outperforms all the strategies but there is no a big difference in the values of the stretch.

Findings for LCD shows that it has the biggest stretch for both policies. Indeed, since it caches one hop from

the source node, every time, the interests have to cross almost all the path to recover the content.
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Figure 6.10. Stretch for all the strategies when using LCE and Popularity-based replacement policies.

Furthermore, when the popularity of certain contents increases (α increases), the stretch decreases. Certainly,

this happens because popular contents will be more available in intermediate nodes.

Network lifetime

FIFO replacement policy: We illustrate in Fig. 6.11 the network lifetime for different α under FIFO

replacement policy.

As noticed, LCD presents the worst results since it always caches in a few particular nodes. Therefore,

the node battery expires yet.

In the context of low popularity (α < 0.6), CSDD with x > 2 and a ∆ = 30% or ∆ = 50% and even with

x > 3 outperforms all the other strategies even LCE. This is explained by the fact that in CSDD, fewer nodes

than in LCE caches the content, all contents have almost the same popularity and the cache size is limited

to 6 for all the strategies. Therefore, LCE which caches everywhere realizes replacement frequently and

exhausts quickly node battery. For instance, for LCE, the first node die at t = 1400 s.

In contrast, in the case of high popularity as depicted in Fig. 6.11(e), the performance of LCE becomes

better but it still does not overcome CSDD with x > 2 and a ∆ = 30% or ∆ = 50%. The battery expiration of

the first node happens at t = 1600 s in this case. Then, when the popularity increases, the network lifetime

increase since popular contents will be more available in intermediate nodes when they are requested.
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Figure 6.11. Network lifetime for different α for all the strategies when using a FIFO replacement policy.

Concerning CSDD with x > 3 and x > 4, they have the worst network lifetime, since the number of nodes

having these criteria is not big (it just presents 16% of the node network), then caching will always happen

on these nodes causing their exhaustion early.

Popularity-based replacement policy: Fig. 6.12 details the findings for network lifetime for different α

when using Popularity-based replacement policy.

As depicted in the figures, the network lifetime is enhanced when applying this type of policy.

Comparing to the results shown in the previous Fig. 6.11(a), the proposed policy enhances the results when

the popularity is high.

In the other hand, in the context of low popularity, CSDD with x > 2 and a ∆ = 30% or ∆ = 50% still

overcomes all the other strategies even LCE. But, the results are quite the same, for example for α = 0.2,
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Figure 6.12. Network lifetime for different α for all the strategies when using a Popularity-based replacement policy.

the first node dies in LCE at t = 1450 s. Because with low popularity scenarios, contents almost have the

same popularity and the replacement rate does not impact a lot. However, when the content popularity

increases, LCE starts acting like the proposed strategy (with x > 2 and a ∆ = 30% or ∆ = 50%) and we

do not notice any node exhaustion during the duration of the simulation. This is because interests follow

the Zipf distribution and the applied replacement policy is Popularity-based. Consequently, replacement

happens less frequently and even so interests do not cross the whole path till the source. Then, node energy

is saved since the content is available in intermediate nodes.

It is also worth to note that when nodes start dying, the energy consumption increases, since off nodes will

not be able to ensure their functionalities, then the interests cross longer paths to recover the contents.

The LCD network lifetime is enhanced when using the Popularity-based but it is still not better than LCE
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network lifetime.

Cache hit ratio

We also studied the cache hit ratio for all the strategies under different popularity distribution when using

both FIFO and Popularity-based replacement policies.
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(a) Cache hit when using FIFO.
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Figure 6.13. Cache hit for all the strategies when using FIFO and Popularity-based replacement policies.

The results plotted in Fig 6.13 have shown that when the popularity increases, the cache hit increases

when using FIFO and Popularity-based. Indeed, when the α increases, the popularity of certain contents

increases and they will be more requested hence they will be more available on the network node.

In Fig. 6.14(a), for α = 0.2 when FIFO is used, we observe that LCE outperforms almost all the strategies

(except CSDD with x > 2 and a ∆ = 30% or ∆ = 50% ). This is due to the uniform distribution of interest

and to the maximum caching in nodes. However, in high popularity, CSDD with x > 3 and a ∆ = 30% or

∆ = 50% reports better performance than LCE.

For Popularity-based replacement policy, for low popularity, this time LCE presents the worst result because

it is caching everywhere the same contents. However, in high popularity, it is achieving better results since

during the rush hours, there are a lot of interests sent on the network requesting the most popular contents.

So, it is better to make them available. However, LCE still does not outperform CSDD with a x > 2 or x > 3

in this case. Therefore, we notice that the values of the caching are low since, in a wireless network, the
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interests are widely diffused increasing the number of miss since the requested content is not cached in all

the network node. Then, they will be recording cache miss and decreasing the cache hit ratio.

Replacement rate

In Figure 6.14, findings for the replacement rate ratio are plotted for all the implemented and proposed

strategies when using FIFO and Popularity-based replacement policies.
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(a) Replacement rate when using FIFO.
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Figure 6.14. Replacement rate for all the strategies when using FIFO and Popularity-based replacement policies.

As shown, when the popularity increases, the replacement rate for both policies decreases. In fact,

when α is high, just popular contents are requested. For instance in this simulation, content N1 is requested

with a probability equal to 0.58 for α = 1.8. Then, content N1 is available in intermediate nodes and its

replacement rate is small.

For FIFO policy, when the popularity is low, CSDD with x > 2 and a ∆ = 30% or ∆ = 50% realizes better

results than LCE. However, in case of high popularity, LCE becomes better because popular contents will be

cached everywhere and replacement operation will not be frequent. As depicted in the figure, the values of

the replacement rate are better under the Popularity-based replacement policy because of its capacity to

replace with the less popular content.

It is noted also that LCD, in case of low or high popularity for both FIFO and Popularity-based replacement

policies, outperforms all the implemented strategies even LCE. As mentioned before, LCD caches only in
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one hop from source nodes and then replacement only occurs in these nodes. Then, the overall replacement

rate is low.

Diversity

Finally, we investigate the diversity for different α ∈ {0.2, 0.6, 1, 1.4, 1.8} for all the strategies when using

FIFO and Popularity-based replacement policies. Indeed, strategies that ensure high diversity, may satisfy

interests requesting contents with low popularity.

FIFO replacement policy: Results for FIFO are plotted in Fig 6.15.
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Figure 6.15. Diversity for different α for all the strategies when using a FIFO replacement policy.

It is observed that when α increases, the cache diversity decreases. Indeed, in case of high popularity,

as mentioned earlier, specific content is more requested and cached. Besides, FIFO ejects from cache contents
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with the same probability decreasing also the diversity.

In the case of low popularity, we note that LCD present better results than the other strategies at the

beginning of the simulation since it caches only on particular nodes which are one hop from the user. At t =

1200 ms, CSDD with x > 4 and a ∆ = 30% or ∆ = 50% shows better results until the end of the simulation

with a diversity larger than 0.2. Absolutely, this is because this strategy hides on a set of very limited nodes.

Then, it caches less than the other strategies which increase the diversity. In high popularity, as depicted in

the Fig .6.15, the diversity slightly decreases since interest distribution (asking for popular content) provides

only popular content in caches.

Popularity-based replacement policy: Results for Popularity-based are shown in Fig 6.16.
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Figure 6.16. Diversity for different α for all the strategies when using a Popularity-based replacement policy.

An interesting observation comes from Fig 6.16, the application of the Popularity-based replacement
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policy decreases the cache diversity. Indeed, this replacement policy enables the caching of the same popular

contents. The difference is slightly observed in the case of low popularity but it is obvious in high popularity.

For both content popularity scenarios, LCE shows the worst results in term of cache diversity. The diversity

expresses the ratio between the number of unique contents stored in all caches and the total number of

contents in the caches. Then, when the number of contents in the caches increases, the diversity decreases.

This explains the results achieved by LCE. This also explains why CSDD under different x and ∆ realizes

better results.

For high popularity, LCD outperforms all the strategies and achieves a diversity of 0.5. This is because it

caches just one hop from the source node the content which decreases the total of cached contents. Besides,

since we have different users asking for different contents, diversity is ensured all over the network.

6.4.4 Discussion

The simulation results showcased the results of CSDD under variation of several parameters (replacement

policy and α) and compared to LCE and LCD. The proposed caching strategy is based on two parameters, x

the node degree and ∆ its distance from the source.

For energy consumption, the results highlighted that CSDD with x > 2 and ∆ = 30% or ∆ = 50%

achieves energy saving under the two replacement policies compared to the other strategies. This is due

to the fact that the percentage of nodes having this degree is 60% and minimizing caching saves energy.

However, CSDD with a x > 4 presents the worst results since the percentage of these nodes is just 4% then

the content is not cached a lot on the network which increases the energy used while forwarding the data.

As for the network lifetime, CSDD with x > 2 and ∆ = 30% or ∆ = 50% shows the best results for both

replacement policies and under different values of α. Although LCE shows good results in term of energy, it

realizes bad network lifetime since nodes start dying early. Yet, for a high α, it seems to have better results.

The results have also shown that CSDD can compete LCE in terms of cache hit. In other words, while

using the Popularity-based replacement policy and under low popularities, CSDD with different x and ∆

shows a better cache hit ratio. In high popularities, CSDD with x > 2 and ∆ = 30 or ∆ = 50 outperforms

LCE.

As for the replacement rate, CSDD with x > 2 and ∆ = 30 or ∆ = 50 and LCD outperforms LCE. This

lay the groundwork for caching in all the node in LCE and then realizing replacement in all the nodes path
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if caches are full.

Our analysis for the diversity also showed that by applying CSDD, better diversity is achieved. In high

popularity scenarios, the diversity decreases since just popular contents are requested. When FIFO is used,

results for diversity are better because the Popularity-based evicts the less popular contents.

Finally, we argue that the choice of the degree must be coherent with the percentage of nodes having

this degree. For instance, the results showed that the degree x > 4 realized bad results since it just represents

4% of the network nodes. Then, the number of potential candidates on which caching is realized, is low. We

also contend that our strategy can be enhanced by considering user mobility. In fact, in CSDD, the mobility

will generate a change in the nodes on which to cache which will maximize the network lifetime. The

replacement rate will also decrease and the cache diversity will increase.

6.5 Conclusion
Cooperative caching can play a major role in handling effectively the queries and in overcoming the

situations of none availability of data. Therefore, it reduces the requirement of wireless bandwidth, storage,

and energy. In-network caching is one of the best features offered by the content-centric paradigm and one

of the most characteristics that motivated us to enable CCN in WSNs. CCN was introduced with LCE which

caches contents everywhere realizing a certain degree of redundancy. In this chapter, we proposed a new

caching strategy that aims to find an optimal way to cache the content in order to realize better network

performance. For this, we started by presenting different existing caching strategy in the literature that we

implemented further. After that, we proposed CSDD an on-path caching strategy in content-centric enabled

wireless sensor networks with two parameters to vary (node degree and its distance from the source node).

We also proposed a mechanism to detect and overcome the data loop problem caused by the broadcast.

Finally, we presented the simulation results in order to show the impact of CSDD on energy consumption,

cache hit, replacement rate and diversity. We also realized a comparative study with LCE and LCD. The

results showed that CSDD can outperform LCE and LCD when the degree x detains a subset of nodes with

an important size.
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Conclusions and Perspectives

7.1 Conclusion
ICN paradigm is considered to be the architecture of the future Internet of Things because it gives up on the

notion of content address and adopt the notion of content name. Hence, data becomes independent from

location, application, storage, and means of transportation enabling in-network caching and replication.

ICN offers multi-hop forwarding, caching capabilities and content verification integrity. It can be deployed in

a different environment and supports a wide range of networked applications and dense networks. Thanks

to all these features, the research community found that it could bring a solution for some communication

constraints and hardware limitations raised in wireless sensor networks, the IoT most important backbone.

Wireless sensor networks suffer from the constraints set by sensors and the medium which is based on

the broadcast. Since WSNs already provides information-centric services, ICN paradigms have attracted the

attention of the WSNs community to incite the use of information based concept. Among several proposals,

it was shown that content-centric networking could be a good candidate to be integrated into WSNs. This

thesis demonstrated that the integration has to follow some essential steps to realize successful adaptation

and take benefit of such an approach for these networks. Indeed, CCN offers a structure that could enhance

the communication in this type of network as well as a caching potential that could solve several problems

posed by the memory limitation of sensors.

However, although the advantages that CCN could bring when enabled in WSNs, in some cases,

the growth in the requirements wide variety of applications for wireless sensor networks could impact

negatively the growth and the enhancement of content-centric paradigms. Most of WSN applications are

implemented in the field of critical data monitoring. Consequently, these type of applications needs fresh

data to ensure the reliability of the exchanged contents and to respond to user expectation. Besides, since

in several applications, data is updated frequently, data copies in node cache will be stale. This requires a
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strong and effective approach to realize content update merged with an efficient caching strategy. Besides,

the caching strategy has to ensure content availability whenever requested with a low latency to fit WSNs

requirements. In addition to that, WSNs are based on a wireless communication medium that supports one

interface so it is difficult to reduce the amount of data that needs to be transmitted to the sink. Therefore,

data redundancy and energy waste occur. To overcome this, an adaptive routing and forwarding approach

that fits content-centric architecture and WSNs needs have to be found.

7.2 Contributions summary
During this thesis, our goal was to enable a CCN in WSNs to improve data dissemination and to treat the

constraints posed by these types of networks. This thesis addressed three major problems, the problem of

content freshness in caches, the problem of data forwarding in such networks and how it has to be adopted

to meet the requirement of the paradigm and the network at the same time, and the problem of content

placement that can be solved by the most important feature offered by CCN which is in-network caching.

The first contribution was related to how to ensure the content freshness in the node content store in a

content-centric wireless sensor network. In this context, we proposed DFCCN which integrate the lifetime of

each content in the network. After that, based on DFCCN, we proposed two approaches for content update,

a reactive RDFCCN, and a proactive one PDFCCN. The reactive approach depends on the traffic and the

proactive is traffic independent. Results show that not only our approaches ensures network reliability by

ensuring data availability but also improve the system performance in terms of delay.

The second contribution addressed the energy consumption model and the impact of forwarding

in CCN enabled WSNs. We started by proposing an energy model that fits with the CCN architecture and

content forwarding schemes. We then proposed an adaptive duty-cycling approach called as ADDC-CCWSN.

This latter implements a mechanism that decides to reduce the duty-cycle of nodes that do not satisfy

user interests depending on a certain threshold. Results under different thresholds showcased that even

when the duty-cycle of nodes is received, the network can handle responding to user request and realizes a

good interest satisfaction rate. We also demonstrated that our proposal realizes a gain in terms of energy.

Moreover, even when the approach decides to reduce the node duty-cycle, the delay is not impacted and the

packet loss ratio is not high. The combination of the two contributions enables to evaluate the energy of the

proposed approach and to find a trade-off between the energy consumption and the interest satisfaction
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rate.

The last contribution was focused on studying existing caching strategies and trying to find the impact

of certain parameters on content placement. Then, we proposed a caching strategy that deals with content

placement and replacement in the node caches. Our caching strategy CSDD ’collaborative Caching Strategy

Degree and Distance aware’ choose the node on which to place the content depending on the node degree

and its distance from the source node. Furthermore, a loop avoidance mechanism was implemented to

overcome as possible the problem of interest loop caused by the wireless communication. After that, we

carried out extensive simulation in which we varied the degree and the distance. The different proposals

were compared to existing caching strategy. Findings showed that the proposed strategy overcome LCE in

terms of cache hit, energy consumption and replacement rate.

In summary, this thesis provided a well-rounded set of contributions addressing content availability

and dissemination when enabling content-centric networking in wireless sensor networks.

7.3 Perspectives
Although the several proposed solutions when applying CCN in WSNs, there is still room for enhancement.

Indeed, the contributions of this thesis can be extended in several directions. Now, we present some of them

in the following.

As short-term enhancements, in the context of data freshness and content update approaches, it would

be interesting to evaluate the cost of these updates in terms of network lifetime and to set a new metric that

measures the data availability hence the reliability ensured by the network. In addition to that, we are going

to study the impact of the solution in different scenarios with a high network density, a bigger number of

generated content and a different frequency of interest generation. Concerning the caching strategy, we will

define a new metric to optimize the content placement to bypass LCE in terms of stretch and cache hit.

For the long-term perspectives, to improve our contributions, we are going to be interested in detail

in the interest generation model adapted to our application scenario. We are going to study the behavior

of students during the day at the campus and how interests are generated, to conduct experiments, and

to investigate the real world interest generation models. A real traffic scenario will give more realistic

results. Another network topology will be investigated to find the best one for the whole campus. Moreover,

since the proposed energy model concerns only content forwarding, we will propose an empirical model of
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the interest source. Additionally, another interesting direction for the proposed forwarding scheme is to

extend our approach with a learning algorithm to help the nodes find the best threshold to reduce their

duty-cycle. Due to some limitations, we plan to set some CCN functions on a small number of nodes ’super

nodes’ that can be either gateways or nodes with more capabilities. We will also integrate routing to try

to limit the problem of broadcast in such networks. Besides, the caching strategy could be enhanced by a

mechanism that considers the node and user requirements. A tradeoff could be found between the node on

which to cache and the interest expectation defined by the user. Moreover, we are going to study the user

mobility impact on the network performances. Finally, since we have the neOCampus platform, we will try

to implement all the proposed solution on this platform to test its applicability in real scenarios. The traffic

generated could also give as more idea and new perspective to enhance the proposed solutions.
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