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Abstract
Neural language models are commonly deployed to perform diverse natural lan-
guage processing tasks, as they produce contextual vector representations of words
and sentences which can be used in any supervised learning setting. In recent
years, transformer-based neural architectures have been widely adopted towards
this end. After being pre-trained with a generic language modeling objective, they
achieve spectacular performance on a wide array of downstream tasks, several of
which should in principle require knowledge of sentence structure. As these mod-
els are not explicitly supervised with any grammatical instruction, this suggests
that linguistic knowledge emerges during the pre-training stage. The nature of the
linguistic abilities acquired during training is still scarcely understood, as these
models are generally used as black boxes. Their decisions are hard to interpret, as
they generally possess a great number of parameters (up to 1012 for the most re-
cent architectures) and learn very complex functions. These observations led to the
emergence of a growing body of research aimed at uncovering the linguistic abili-
ties of such models. While this literature is very abundant, the epistemic grounds
of the different methodologies are not translatable into each other, which under-
lines the need to formulate more clearly the questions addressing the capture of
linguistic knowledge. To this end, we identify the different stances on the greater
problem: in addition to downstream performance, evidence for a trained model’s
linguistic abilities can be sought in its components, representations and surface
behavior. Throughout the thesis, we attempt bridging the epistemic gap between
these facets by formulating explicitly the relations which lie between these dif-
ferent subproblems. In particular, we adopt three levels of analysis to understand
neural language models as information processing systems, from the highest to the
deepest: the behavioral level, the algorithmic level, and the implementational level.
In our framework, our departing point to investigate linguistic abilities is surface
linguistic generalization. The empirical portion of this thesis first presents behav-
ioral tests targeting a syntactic ability, to investigate the nature of the information
processed at the algorithmic level - in particular we provide evidence for the entan-
glement between syntactic and semantic processes. We then show that behavioral
tests can be limited to inform us on the nature of the information processed by
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Abstract

the model. In particular, we provide evidence that surface behavior on a structure-
sensitive task can be approximated to a good extent without relying on word order.
Faced with this observation, we make the case for targeted causal interventions,
and investigate a neural language model’s reliance on position information on the
masked language modeling task. In doing so, we show that the model increasingly
relies on word order as the number of masked tokens increases during training. We
also demonstrate the power of causal interventions to assess the usage of targeted
information. We then discuss how causal interventions, coupled with targeted be-
havior tests, can inform us on the model’s linguistic abilities at the three levels
mentioned previously. Indeed, the introduced framework allows us to (i) find the
neural substrate responsible for representing or transferring linguistic information,
(ii) assess the presence of certain representations or operations at the algorithmic
level and (iii) determine the causal influence of these representations and opera-
tions over the model’s behavior. We discuss how this analysis can be performed
and apply the methodology introduced to shed light on the encoding and usage of
grammatical number information on the subject-verb agreement task. In doing so,
we bridge the gap between representation-oriented and behavior-oriented analyses
of linguistic knowledge.

Keywords : Deep Learning, Language Model, Linguistic Knowledge, Natural
Language Processing, Generalization
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Résumé
Les modèles de langage neuronaux basés sur des transformeurs sont couramment
déployés pour effectuer diverses tâches de traitement automatique des langues, car
ils produisent des représentations vectorielles de textes qui peuvent être utilisées
dans le cadre d’un apprentissage supervisé. Après avoir été pré-entraînés comme
modèles de langage génériques, ils atteignent des performances spectaculaires sur
un large éventail de tâches, dont plusieurs nécessitent en principe des connais-
sances sur la structure des phrases. Ces modèles ne sont pas explicitement super-
visés avec la moindre instruction grammaticale, ce qui suggère que ces connais-
sances émergent pendant la phase de pré-entraînement. La nature des capacités
acquises est peu comprise, car ces modèles sont généralement utilisés comme des
boîtes noires. Leurs décisions sont en outre difficiles à interpréter, en raison de
leur grand nombre de paramètres (jusqu’à 1012 pour les architectures les plus ré-
centes) et de la complexité des fonctions apprises. De ce constat a émergé un
nombre important de travaux de recherche visant à mieux comprendre les capac-
ités linguistiques de ces modèles. Bien que cette littérature soit abondante, les
paradigmes épistémologiques sous-tendant les différentes méthodologies ne sont
pas compatibles entre eux, ce qui souligne la nécessité de formuler plus clairement
les questions portant sur l’acquisition des connaissances linguistiques. Tout au
long de la thèse, nous tentons de combler le fossé épistémique entre ces facettes
en formulant explicitement les relations qui lient les approches existantes. En
particulier, nous adoptons trois niveaux d’analyse pour comprendre les modèles
de langage neuronaux en tant que systèmes de traitement de l’information, du
plus haut au plus profond : le niveau comportemental, le niveau algorithmique
et le niveau de l’implémentation. La partie expérimentale de cette thèse introduit
d’abord des tests comportementaux évaluant le niveau d’abstraction syntaxique,
afin d’étudier la nature des informations traitées au niveau algorithmique - en par-
ticulier nous mettons en évidence l’intrication entre les processus syntaxiques et
sémantiques. Nous montrons ensuite que les tests comportementaux sont limités
pour nous renseigner sur la nature de l’information traitée par le modèle. En par-
ticulier, nous montrons que les prédictions sur une tâche dépendant de la structure
des phrases peuvent être approximées sans faire usage d’information sur l’ordre
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des mots. Face à ce problème, nous soulignons la nécessité de réaliser des inter-
ventions causales et nous étudions l’utilisation de l’information positionnelle par
un modèle de langage neuronal. Nous prouvons que le modèle s’appuie graduelle-
ment sur l’ordre des mots à mesure que le nombre de mots masqués au cours de
l’entraînement augmente. Nous démontrons également le pouvoir explicatif des
interventions causales pour évaluer l’utilisation d’information de manière ciblée et
non équivoque. Nous montrons ensuite comment les interventions causales, cou-
plées à des tests de comportement, peuvent nous renseigner sur les représentations
linguistiques du modèle aux trois niveaux mentionnés précédemment. Le cadre
introduit permet (i) de mettre en évidence le substrat neuronal responsable de la
représentation et du transfert d’information linguistique, (ii) d’évaluer la présence
de représentations et d’opérations au niveau algorithmique et (iii) de déterminer
l’influence causale de ces dernières sur le comportement du modèle. Nous ap-
pliquons ensuite la méthodologie introduite pour mettre en lumière l’encodage et
l’utilisation de l’information sur le nombre grammatical dans le cadre d’une tâche
d’accord sujet-verbe. Ainsi, nous comblons le fossé entre les études sur les capac-
ités d’abstraction linguistique focalisées sur les représentations du modèle et celles
axées sur son comportement de surface.

Mots clés : Apprentissage Profond, Modèle de Langage, Connaissance Linguis-
tique, Traitement Automatique des Langues, Généralisation
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Chapter 1
General Introduction

1.1 Motivation

Large pre-trained neural language models have become ubiquitous in recent NLP
pipelines [Devlin, 2019a; Liu, 2019b; Raffel, 2020]. While they require large com-
puting resources to be trained, their weights are often made accessible publicly
[Wolf, 2020], such that their knowledge can be easily transferred to a wide array of
tasks by practitioners. Using pre-trained transformer language models is appealing
as fine-tuned models seem to be robust on a number of dowsnstream NLP appli-
cations, even with relatively small dataset sizes. Pre-trained language models are
becoming increasingly large, as seen in fig. 1.1, as increasing the number of pa-
rameters so far resulted in better perplexity of the trained model. Yet, we still lack
a precise understanding of how such models generalize.

As evaluation of pre-trained language models is traditionally performed by tak-
ing a look at opaque measures for approximating the data’s distribution, such as
perplexity, it is hard to really know what this performance really means.

Facing the inability to directly access the causes underlying a neural model’s
decisions, a lot of ink has been spilled on the alleged capacities of pre-trained
transformer language models. Some authors proposed to benchmark neural lan-
guage models by transferring their knowledge to downstream tasks [Wang, 2018;
Wang, 2019] , but performance on these tasks is also opaque.

Such tasks often involve high-level linguistic abilities that in principle require
mobilizing a large toolbox of lower-level linguistic abstractions to be solved, which
makes it hard to pinpoint exact reasons for failures, or ensuring that success on
these tasks really reflects that models are truly learning the task – i.e. that it
has acquired and combines lower-level linguistic abilities instead of making use
of heuristics [McCoy, 2019].
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Figure 1.1: Evolution of neural language model sizes over the past years

The resulting discussions divide the research community regarding whether
those models abstract away from data by capturing linguistic generalizations, as
pointed out by former research studies. Indeed, more recent work showed them
to make use of shallow heuristics to solve some tasks, underlining limitations of
previous analyses carried to evaluate neural language models. If we understood
better how pre-trained language models generalize, we could potentially diagnose
an architecture’s ability to acquire linguistic knowledge and perform better archi-
tecture search, reducing the computing resources required to train models. Further,
if the purpose of pre-trained language models is to be deployed on downstream
applications, we can hardly be confident in using them if their performance on the
surface does not reflect that the model abstracted away from training examples –
that is if they just approximate the task on the provided data. Still, a deeper un-
derstanding of the inner workings of such models is still largely lacking and they
remain black boxes in most the vast majority of their applications. By their nature,
neural models acquire knowledge that is not easily accessible after they have been
trained with a specific objective, which raised the need to evaluate their robustness
when they seemingly perform well on their training task [Alain, 2016; Adi, 2017;
Elazar, 2021].
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1.1. Motivation

Designing proper analyses to diagnose the decisions of neural networks is chal-
lenging due to the complexity of the neural architectures under investigation, but
also the variety in the data that lies in the task space. As a tentative remedy to this
problem, a plethora of smaller-grained analysis techniques have been proposed—
these techniques are usually referred to as probes. Regardless of this diversity
of methods, there is great room for gaining a better understanding regarding the
nature of the linguistic knowledge transformer-based neural language models ac-
quired after training, as well as where and how these models encode such linguistic
knowledge.

This PhD’s goal is to gain better understanding of the linguistic knowledge
captured by transformer-based neural language models. This is achieved by pro-
viding more systematic formal and methodological tools aimed at characterizing
the capture of linguistic knowledge that Neural Language Models (NLMs) acquire
during their training, with a focus on the BERT architecture [Devlin, 2019a], a
transformer-based model which encountered tremendous success since its release.1

1The model’s release paper reached more than 47K citations when this thesis was written.
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1.2 Research Questions

As seen in the previous section, there is great room in understanding the linguis-
tic abilities captured by neural language models after pre-training, in particular
transformer-based architectures which support state-of-the-art models. We frame
the research question as follows: What aspects of Linguistic Generalization do
Transformer-based Neural Language Models acquire? In the following para-
graphs, we briefly introduce the various concepts mentioned here.

1.2.1 Transformer-based Neural Language Models

Pre-trained language models are neural models trained on a language modeling
task, with the objective of predicting a word w given its context c. The goal of pre-
training language models is to obtain high-quality sets of representations for input
sentences, such that the knowledge acquired in such representations during train-
ing can be transferred to a wide array of downstream tasks. Such tasks are often
higher-level linguistic tasks ranging from language inference to question answer-
ing, requiring the acquisition of deep linguistic knowledge. During pre-training,
language models approximate the true language distribution p by estimating:

∀w ∈ V , q(w | c) ≈ p(w | c)

Transformer language models are built by stacking transformer layers [Vaswani,
2017], the distinctive feature of which is the attention mechanism. While language
models have existed for longer than the transformer itself, first supported by other
architectures such as recurrent neural networks, transformers have become ubiq-
uitous in pre-training based approaches and in other areas of the NLP spectrum
because of their ability to outperform previous models on a wide array of tasks,
hence the choice to analyze this family of models in this thesis. A more detailed
introduction to transformer-based neural language models in chapter 2.

1.2.2 Generalization in Statistical Learning

In order to test whether a neural model generalizes, one typically evaluates the
model based on its performance on an unseen, held-out test set after training. Re-
cently, this widely accepted procedure has been put under question. Good perfor-
mance on a test set which is sampled from the same distribution as the training set
has been shown to not necessarily reflect generalization.
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Memorization [Zhang, 2017; Zhang, 2021] discuss that neural networks with
enough capacity can just memorize labels during training, even when they are as-
signed randomly to each observation. This raises a serious concern regarding the
true abilities of neural language models when their performance on the test set indi-
cates that they generalize. A pure memorizer in principle shouldn’t be able to guess
correct answers on test time as it is in principle exposed to novel, unseen data. Yet
recent studies showed that large pre-trained language models did memorize a sig-
nificant amount of their training data [Carlini, 2020; Anonymous, 2023]. While
this work raised concerns about memorization as an undesired property of neural
language models, other authors instead tried build on memorization, coupled with
interpolation, to enhance pre-trained NLMs [Khandelwal, 2020]. Language mod-
els could partly rely on memorizing lexical patterns without capturing sentence
structure if such associations are repeated in both its train and test sets. A complete
picture on the role of memorization in NLMs is yet to be explored, especially its
relationship to generalization in the context of language modeling.

In-domain vs. out-of-domain generalization Another line of inquiry in the ma-
chine learning literature investigates the robustness of models to data shifts. These
shifts correspond to changes in the distribution of the data seen at test time, when
compared to the training distribution. Shifts can be roughly defined as cases where:

p(Xtrain, Ytrain) ̸= p(Xtest, Ytest) (1.1)

However, this framework assumes that models are trained and evaluated against
a single task. On the other hand, language models are usually pre-trained on
(masked) language modelling and tested, or even fine-tuned on different tasks,
sometimes requiring a change in the architecture, output space, and therefore the
random variables underlying the different tasks. While this evaluation method
can be used to evaluate robustness of a pre-trained model for each task at fine-
tuning time, it remains blind to deep confounds that arise from the pre-train/transfer
paradigm. These will be discussed in the following sections.

Under these circumstances, we should be extremely cautious when claiming
that a model is generalizing given the only observation that it reached good per-
formance on a given downstream task. As such observation seemingly have low
epistemic value regarding whether the model is truly generalizing, we discuss here-
after how linguistic generalization can be otherwise assessed.
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1.2.3 Linguistic Generalization

As previously seen, generalization on a given downstream task, even when it is
designed to target a specific high-level linguistic task (e.g. natural language infer-
ence, or paraphrase) is hard to assess precisely because it is not easy to ascertain
that the model has learned the task instead of just memorizing answers or shal-
low heuristics. While neural models are generally trained to perform a specific
single task, pre-trained language models are trained with the goal of capturing all
sorts of abstractions from language in their representing spaces. It follows that
the evaluation of linguistic generalization in a pre-trained model should thus dif-
fer from traditional evaluation of a neural model’s performance on a learning task,
thus linguistic knowledge should not be sought using traditional assessments of
generalization performance in neural models. In turn, we propose to evaluate the
linguistic capacities of pre-trained models using fine-grained analysis methods, at a
lower level than general-purpose generalization assessment in the machine learning
literature, raising two separate questions, making this thesis two-fold:

1. What aspects of linguistic generalization are captured by a given transformer-
based neural language model? This is a vast question in itself as it requires
targeting specific linguistic phenomena and designing proper analyses to as-
sess their capture by a neural language model.

2. How should we evaluate the linguistic abilities of neural language models?
The literature is overabundant in methodologies, which calls for a better char-
acterization of their epistemic value – that is how precisely they inform us
on our neural language model’s capacities. Designing proper analyses aimed
at understanding how such neural networks work in practice is tedious due
to their complexity. Modern Neural Language models are supported by very
complex functions with huge numbers of parameters, which makes their de-
cisions opaque. One needs targeted analyses to pinpoint granular abilities, in
order to understand what these networks capture.

Note that these two questions are not orthogonal, as we require a better under-
standing of evaluation methods to make claims regarding the emergent linguistic
abilities possessed by neural language models.

This second question in turn can be broken down as follows:

1. Does my pre-trained model’s behavior show evidence supporting aspects of
linguistic generalization on targeted prediction settings (in its training setting
– i.e. language modeling, or token prediction tasks)?
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2. Do my model’s intermediate representations capture abstractions of linguis-
tic properties?

It is worthy to note that while the first question still treats the model as a black
box, it allows for more targeted evaluation than downstream tasks, and avoids con-
founds discussed above. The second question in-turn goes beyond a black-box
usage of neural models, and invites us to take a look inside the neural architec-
ture. We further propose to bring answers to the first question by evaluating the
model’s behavior on tests that are designed to fit bi-directional transformers’ train-
ing regime, masked language modeling. As for the second question, we propose
to examine the extent to which intermediate representations capture linguistic ab-
stractions mobilized by the model to produce a given behavior.

1.3 Structure of this Thesis

In chapter 2, we first equip the reader with the basic concepts needed throughout
this thesis. We first present the objects under investigation, their specificity and
their purpose, and then review the literature that attempted bringing answers to our
research question.

In chapter 3, we build on our synthesis of the previous literature and formulate a
comprehensive analysis of the question under investigation in this thesis. We draw
inspiration from both linguistic theory and principles of neuroscience, and discuss
how our quest and linguistic theories can contribute to each other. We further adopt
a systemic view on the capture of linguistic knowledge, in which we define various
levels of analysis on that question, each with a delimited scope, but all connected
to the NLM’s purpose as an information processing system optimized on a given
objective. This leads us to naturally describe the relationship that these levels share
with each other in that broader view. In doing so, our first main contribution con-
sists in proposing a formulation of our research question which bridges the epis-
temic gaps between the different approaches identified in the previous literature.
We further taxonomize behavioral constraints useful to our future investigations,
as well as linguistic units which can be represented in layers – those are the build-
ing blocks to understand the strategies employed by our NLM to produce certain
behavior.

We then present first results derived from behavioral tests to investigate the na-
ture of a NLM’s acquired linguistic abilities in chapter 4 and chapter 5. Specifically,
we first provide evidence for the entanglement between semantic and syntactic pro-
cesses on a syntactic task, subject-verb agreement. We then show that on other
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tasks requiring sentence structure, the model’s behavior is approximated to a good
extent by a co-occurrence based model deprived from word order information.

This leads us to discuss the limitations of behavioral tests in informing us on the
algorithmic processes supporting a model’s decisions. To circumvent this issue, we
introduce causal tests which allows us to target the usage of specific information
and make more precise algorithmic claims. We illustrate this with a case study on
word-order usage in chapter 6, and show that NLMs do rely on position informa-
tion, but only under a certain amount of masking. This shows them to be equally
capable of robust memorization, and to abstract away from word order information,
a feature necessary to capture structure-sensitive aspects of languages.

In chapter 7, we build on the introduced causal account and couple it with tar-
geted behavioral tests to formulate a functionalist view on a NLM’s components.
In this view, we wish to uncover representations and transforms which play a causal
role on targeted linguistic tasks. The purpose of this formulation is to gain a better
understanding of the algorithmic processes supporting the model’s decisions when
they hint at the capture of linguistic abilities. Specifically, we introduce a method-
ology aimed at assessing the capture of linguistic representations in the model’s
layers, mobilized to support a given decision in the context of a linguistic task. In
chapter 8, we finally apply such methodology on a case study targeting the encod-
ing of grammatical number. The causal relations found between representations in
the model’s layers and its surface behavior constitute novel, strong proof for the
acquisition of linguistic properties during training, rather than reliance on shallow
memorization.
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Figure 1.2: "AI with a maze on its head by Georgia O’Keefe", K.L. x DALL·E 2
[Ramesh, 2022]
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Chapter 2
Background: Language Modeling,
Transformer-based Architectures, and
Probing Methods

The goal of this chapter is to give the reader some background before we
articulate the questions asked in this thesis. We first introduce language
modeling, as it is the task learned by the neural models which we will an-
alyze. In particular, we present neural language models, along with their
usual usage and purpose. We then introduce transformer-based neural
language models, a subtype of neural language models as well as their
distinctive characteristics. Finally, we present a taxonomy of the differ-
ent methodologies used in previous research studies aimed at examining
the linguistic knowledge captured by such architectures.

Goals
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Chapter 2. Background: Language Modeling, Transformer-based Architectures,
and Probing Methods

2.1 An Introduction to Language Modeling

2.1.1 Notations

In natural language processing, modeling a language is equivalent to estimating a
probability distribution over sentences in that language. As probability distribu-
tions are mathematical functions, we first need to formalize natural languages as
mathematical objects. Generally speaking, natural languages can be seen as com-
munication systems which emerged naturally in humans.

We consider the vocabulary W of all words occurring in a given language L.
Denoting W∗ the set of all possible sequences W∗ = ∪n>0{(w1, . . . , wn) ∈ Wn},
it follows that L verifies:

L ⊂ W∗

A language L can be formalized as a set of word sequences. Under this set-
based formal definition, there exists a binary distinction between sentences from
calL and other word sequences. An intuition on what this binary distinction could
be, one could see it as the quality of sentences which could be written by a speaker
of that language, and understood by another in a given context. Another view on
this binary distinction is associated to grammatical well-formedness, a property
of sentences which respect grammatical constraints. Note that this latter view is
slightly different from the former as it does not necessarily imply meaningfulness.1

Under this binary view, it is usual to call the property defining word sequence
in W∗ which belong to L well-formedness. Well-formedness in this case refers to
a property, such that it is true for any sentence belonging to a considered language.

Well-formedness is hence the property T L such that:2∀s ∈ L ⊂ W∗, T L(s) = True and

∀s ∈ W∗ \ L, T L(s) = False

It is widely assumed by linguists who subscribe to such view that well-formedness,
as a property of sequences s ∈ W∗ can be seen as resulting from a set of con-
straints, verified by sentences in L – those can be referred to as linguistic con-

straints. Grammars aim to describe such constraints for a given language, such
that they capture sentences in L. Examples of such constraints will be given in sec-
tion 3.4.3. In practice, grammars do not perfectly capture those as it is very difficult

1While looking like a definition, this is rather a formal view on languages, that there exists a
binary property distinguishing two sets, sentences in L and ill-formed word sequences in W∗\L.
We discuss this in the next chapter.

2There are also continuous views on well-formedness, which attempt accounting for evidence
for gradience in acceptability judgements.
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to enumerate precise, explicit constraints that define L, whether they are syntactic
or semantic constraints. The probability distribution of sentences s ∈ L estimated
over large corpora comes handy, due to its ease to deploy in practice, and as this
suppresses the necessity to feed a model explicit rules about the language that is
modeled, especially knowing that the description of constraints found in grammars
are imperfect models of language.

2.1.2 Language modeling

Language modeling adopted a probabilistic view to determine which sentences are
part of a given language, considering an unknown true probability distribution over
sequences ptrue.

Property 2.1.1. The true probability distribution ptrue over word sequences is such
that:∀s ∈ L ⊂ W∗, ptrue(s) > 0, and

∀s ∈ W∗ \ L, ptrue(s) = 0

As this distribution is unknown, the goal of language modeling is to approx-
imate such unknown probability distribution by learning an estimate over a large
corpus of text. This property has certain limitations however when dealing with
natural language corpora. Ideally, in an arbitrarily large set of sentences assumed to
be well-formed, there should be no ungrammatical sentence. However, ill-formed
word sequences are unlikely to be absent from real large corpora used to model lan-
guages. Additionally, language models often learn from limited, sparse data, and
the resulting probability distribution needs to be smoothed to estimate probabilities
over unseen word sequence. As a consequence to these two facts, language models
typically assign non-zero probabilities to ill-formed sentences. Additionally, it is
not reasonable either to expect that a language model should assign an arbitrarily
low probability to ill-formed sentences by defining a threshold, as this would imply
a finite set of well-formed sentences with a probability higher than this threshold.3

Language modeling consists in approximating ptrue using an estimate pmodel ≈
ptrue, defined over any sequence of W∗. Given a sequence s = (w1, . . . , w|s|), its
probability can be decomposed as follows, using the chain rule of probability:

p(w1, . . . , wn) = p(w1)p(w2|w1)p(w3|w1w2) . . . p(wn|w1w2 . . . wn−1) (2.1)

One could argue that such estimates can theoretically not approximate the un-
derlying distribution of sentences. For instance, the number of sentences in a given

3For more details on this argument, see [Lau, 2016].
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and Probing Methods

language can be infinite even though the lexicon is not. In practice, for probabil-
ities to be estimated one often has no choice but to constrain a model to estimate
the probability of sequences under a certain maximum length. This assumption is
acceptable as sentences above a certain length are almost never used in any context.

Noam Chomsky himself criticized statistical approximations of language. Quot-
ing him, from a conversation with Steven Pinker at the Brains, Minds, and Ma-
chines symposium held during MIT’s 150th birthday party:4

“It’s true there’s been a lot of work on trying to apply statistical models to various

linguistic problems. I think there have been some successes, but a lot of failures.

There is a notion of success ... which I think is novel in the history of science. It

interprets success as approximating unanalyzed data.”

2.1.3 n-gram modeling

In the early era of natural language processing, n-grams have been used as a
Markov model to approximate the true distribution of a given language. Using
an estimate of the probability of n-uplets, one can use the Markov approximation
of the formula in eq. (2.1). The n-gram probability is simply computed as follows:

p(wn|w1, . . . , wn−1) = count(w1, . . . , wn)
countw1, . . . , wn−1

(2.2)

For example, if order to approximate the true probability using 2-grams (usually
referred to as bigrams), eq. (2.1) can be approximated as follows:

p(w1, . . . , wn) = p(w1) p(w2|w1) p(w3|w1w2) . . . p(wn|w1w2 . . . wn−1)

≈ p(w1) p(w2|w1) p(w3|w2) . . . p(wn|wn−1)
(2.3)

As an example, given the sentence s :=“I saw a deer yesterday”, its probability
can be approximated as:

p(s) ≈ p(yesterday|deer)p(deer|a)p(a|saw)p(saw|I)p(I)

This is obtained by approximating probabilities of completions given left-contexts
by the probability of completions given their immediate left neighbor, which is es-
timated in a bigram model. For example, given the left context c :=“I saw a”, the
probability p(deer|I saw a) is approximated as p(deer|a).

4The transcript is available at http://languagelog.ldc.upenn.edu/myl/
PinkerChomskyMIT.html
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2.1. An Introduction to Language Modeling

While this approximation has been widely used for language modeling before
the appearance of neural models, it fails to capture long range dependencies and
leaves no choice but to use heuristics to find a maximum probability sequence,
as the combinations of n-grams grow exponentially with the sequence length. In-
deed, one has no choice but to constrain the search space to output a maximum
probability completion given a context, as it is not possible to hold in memory the
probability of all intermediate sequences.5 This is one of the many difficulties al-
leviated by training neural architectures to learn a language model, in addition to
the flexibility that these models offer by producing vector representations, which
we review next.

2.1.4 Neural language models

Artificial Neural Networks Schematically speaking, an artificial neural network
(ANN) is an interconnected set of neurons, initially inspired by a simplification of
neurotransmission in the brain.6 The simplest neural architecture, the perceptron,
has first been proposed by [Rosenblatt, 1958]. In the general case, connections
between neurons can form cycles7, but in the simplest forms of ANNs, information
moves in only one direction and is passed to each layer only once, as displayed in
fig. 2.1. Here, each circle is a node that represents an artificial neuron and each
arrow represents a connection from the output of one artificial neuron to the input
of another.

Thus, neural networks can be seen as a parametric function gθ∈Θ resulting from
the composition of layers, which themselves are simple functions (fi)1≤i≤nlayers

.
Each of these layers computes a transformation of the previous layer’s output, and
at the last layer, the last representations are converted into the neural network’s
output, the format of which depends on the task under consideration. ANNs are

5The number of combinations using n-grams to construct a completion of length l, given a
vocabulary size m is (mn)l−n = mn(l−n). For example, if m = 10000, n = 3 and l = 5, this
number is about 100003∗(5−3) = 1024 ≈ 280.

6ANNs differ in many aspects from real neural networks, which are far more complex and in-
volve a far greater number of parameters at lower scales. In the most common type of synapses,
chemical synapses, neurotransmission is a complex process involving several ionic concentrations
which affect post-synaptic signal. Most ANNs do not even model pre-synaptic and post-synaptic
signal using a time dimension but simply as a real-valued number for each neuron, which might
have profound implications on the encoding of information. The synaptic strength, also modeled
by one single real-valued number in ANNs, is updated using optimization algorithms while it is
subject to different biological mechanisms involving short-term and long-term changes in real neu-
ral networks. While ANNs are probably not as expressive as real neural networks, they comprise a
variety of architecture and draw inspiration from that a large set of neurons transmitting signal – as
simple as this principle can be – can be optimized with the goal of producing desirable responses to
given stimuli – as complex as these responses can be.

7This is the case for recurrent neural networks
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often trained to learn a task, that is to map certain inputs to outputs. One way to
achieve this is to use a labeled dataset D = (xi, ytrue

i )1≤i≤n where each input is as-
signed a desired output by annotating the data, a setting called supervised learning.
The main optimization procedure, known as Empirical Risk Minimization (ERM),
consists in minimizing a given loss function L across examples in D, generally the
cross-entropy between the model’s outputs and the expected labels:

minθ∈Θ[
∑

(x,y)∈D
L(gθ(x), y)]

Supervised learning tasks can further be distinguished based on whether the out-
puts of the network are discrete or continuous. In the former case, the network
learns a classification task. In the latter case, it learns a regression task. There also
exist other paradigms for an ANN to learn from data. In unsupervised settings,
ANNs learn to extract certain patterns from input data (e.g. clusters, or anomalies),
without any annotations.

Neural Language Models In language modeling, the task learned by a neural
model is the following: given a sentence, the model is asked to predict a word
or a set of words in that sentence, given its context. As manually annotating in-
puts can be a long and costly process yielding limited data, pairs of input contexts
and output predictions can be extracted automatically from large corpora of sen-
tences assumed to be well-formed.8 In such paradigm, sometimes referred to as
self-supervised learning, no human-annotated labels are required. The first lan-
guage models have been trained to estimate the conditional probability in eq. (2.1).
They were usually fed with the left-context, obtained by cutting a given sentence
s = (w1, . . . , wn), and asked to predict sequentially the next words. The Recur-
rent Neural Network (RNN) architecture has been first widely used as a neural
language model trained to iteratively produce the next token given a left-context
[Medsker, 2001; Mikolov, 2010]. The most widely used variant of such architec-
ture is the Long Short-Term Memory (LSTM), due to its ability to avoid vanish-
ing gradients during backpropagation [Hochreiter, 1997; Pascanu, 2012]. Other
variants of the LSTM architecture have been proposed since [Chung, 2014; Dey,
2017]. The interesting properties of LSTMs made them a candidate of choice for
language modeling [Sundermeyer, 2012; Soutner, 2013], and for other linguistic
tasks [Wang, 2016b; Chen, 2017]. While language models traditionally learn to
predict a word from the left context, LSTMs have been further enhanced to operate

8For example, online resources such as Wikipedia have been largely used to train language
models as large corpora of well-formed sentences for a variety languages
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bidirectionally, in order to produce contextual representations of words [Melamud,
2016; Peters, 2018a]. Concurrently, the Convolutional Neural Networks (CNN)
architecture [Lecun, 1995; OShea, 2015] has also been used for language mod-
eling [Dauphin, 2016] and downstream applications [Kalchbrenner, 2014]. As
CNNs were mostly successful in image processing applications [Krizhevsky, 2012;
Dong, 2014; Simonyan, 2015], multimodal applications have also been proposed
to integrate information from both images and text using hybrid models, where
CNNs were used to extract visual semantic features from images [Kiros, 2014;
Lazaridou, 2015]. In more recent years, the Transformer architecture became pop-
ular in NLP due to Vaswani’s famous paper9 [Vaswani, 2017], and gave rise to
transformer-based language models. Bidirectional versions of such architecture
are trained to predict masked tokens given the entire (left and right) context [De-
vlin, 2018; Liu, 2019c], yielding contextual word representations which integrate
information about the full seentence. However, such architectures cannot directly
produce sentence probabilities due to their bidirectional nature.10 Another equally
famous family of transformer neural language models is autoregressive, and learns
the probability of a given word given its left context, as in traditional language
models [Radford, 2018]. Transformer language models have become ubiquitous
in NLP pipelines, due to their robustness and versatility in a wide array of tasks,
which we discuss in the next section.

2.1.5 Wait... Can you remind me why we model languages?

Arguably, language modeling has two main purposes. The first is practical, as such
models can be deployed on a wide range of applications which involve processing
texts. The second is theoretical, as such models are information processing systems
capable of handling aspects of language.

Downstream application Language models are typically deployed in downstream
application, which makes them very practical as they can be used in a wide array of
contexts. Even a simple n-gram language model can be used in applications such
as text categorization [Cavnar, 1994] and machine translation [Doddington, 2002;
Mariño, 2006]. The emergence of pre-trained neural language models broadened
this spectrum of applications. These models learn vector representations for the

9This paper reached more than 51K citations at the time this thesis was written.
10While sentence probabilities cannot be estimated from a bidirectional model, [Lau, 2020] pro-

posed a bidirectional formulation which cannot be directly compared to true sentence probabilities,
but is assumed to reflect the model’s confidence over a given sentence’s likelihood. Such estimate
can be used as an input to prediction tasks or correlation measurements, see [Lappin, 2021] for a
discussion.
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Figure 2.1: Network graph of a (L + 1)-layer perceptron with D input units and C
output units. The lth hidden layer contains m(l) hidden units.

input sentences they process, such that they can be used as general-purpose sen-
tence representations which can be used in any task that involves processing texts:
sentiment analysis, sentence entailment, question answering, paraphrase, named
entity recognition, and machine translation are examples. This has led to the ap-
pearance of several benchmarks aimed at assessing the robustness and versatility
of pre-trained language models on a variety of tasks [Wang, 2018; Wang, 2019;
Rajpurkar, 2016; Conneau, 2018a].

Investigating theoretical questions The second main purpose of language mod-
eling is to help computational linguists understand how language can be processed,
or it can disprove hypotheses about necessary properties of the cognitive structures
supporting linguistic knowledge. Let us assume that an artificial system is capable
of modeling accurately certain aspects of language. As we have perfect knowledge
of the architecture supporting the computations which produce such capacities, we
can investigate questions that are central to the cognitive modeling of language
processing. For example, we can understand better whether certain inductive bi-
ases are necessary to process hierarchical structure [Yao, 2021; McCoy, 2020], or
whether these models are capable to handle unseen combinations after being ex-
posed to their structure and primitives separately [Loula, 2018; Lake, 2018]. We
will discuss this more extensively in the next chapter.
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2.2 Transformer-Based Neural Language Models

2.2.1 Network’s Structure

As previously seen, neural architectures result from stacking layers – each com-
puting a transformation of intermediate representations – on top of each other.
Transformer-based architectures are one subtype of such models, which typically
result from stacking transformer layers, characterized by the self-attention mecha-
nism [Vaswani, 2017]. Contrarily to their predecessors, such architectures do not
contain any recurrent connection – each layer transmits information to the next.
Each transformer block itself can be decomposed into several layers, and is charac-
terized by the presence of an attention layer. In bi-directional transformer models,
a sequence of n tokens (t1, . . . , tn) is transformed into a sequence of intermediate
representations (r(l)

1 , . . . , r(l)
n ) ∈ El = Rd

E(l) at each layer 1 ≤ l ≤ nlayers. This
can be written in matrix form R(l), where R

(l)
i,: = r(l)

i .
At the input level, tokens are transformed into input vector representations us-

ing a token-type embedding matrix (to each token corresponds one unique type
embedding). This results in a sequence of type embeddings (et1 , . . . , etn).

As position information also needs to be injected into the neural network, some
authors [Devlin, 2019a] chose to also use absolute position embeddings (APE) at
the input level (to each absolute position corresponds one unique position embed-
ding), which is summed to each token’s type embedding.11 Given the sequence
of n tokens (t1, . . . , tn), each vector in the sequence of absolute position embed-
dings (p1, ...pn) is just summed to the corresponding word-type embedding in
(et1 , . . . , etn) for architectures using APE.

Input vectors can thus be denoted (r(0)
1 , ..., r(0)

n ), such that:

∀1 ≤ i ≤ n, r(0)
i = eti

+ pi

Denoting transformer blocks (f (1), ..., f (nlayers)), each set of intermediate rep-
resentations (r(l)

1 , . . . , r(l)
n ) ∈ El = Rd

E(l) , noted in matrix form R(l) is such that:

R(l) = f (l) ◦ f (l−1) · · · ◦ f (1)(R(0))

Autoregressive and bidirectional transformer models In the network structure
introduced above, to each token corresponds an intermediate vector. As we have
just seen, intermediate vectors at a given layer result from a transformation of the

11Note that there has been a plethora of methods to inject position information in transformer
neural models [Press, 2021; He, 2020a; Su, 2021; Chang, 2021; Chen, 2021a; Chen, 2021b], which
we will discuss in chapter 6.

19



Chapter 2. Background: Language Modeling, Transformer-based Architectures,
and Probing Methods

previous layer’s vectors, which integrates information about the context. There
exist two families of transformer models which differ in the context which is pro-
cessed to produce an output probability: autoregressive12 and bidirectional mod-
els13.

Simply put, these two types of models differ in the output probability distribu-
tion that they compute. In autoregressive models, the output probability vector at a
given position depends only on its left context, ∀s = (t1, ...t|s|) ∈ W∗, ∀1 ≤ i ≤ |s|
the model estimates p(ti|(tk)k<i. In bidirectional models in turn, the output prob-
ability vector at a given position depends on the whole (left and right) context,
∀s = (t1, ...t|s|) ∈ W∗, ∀1 ≤ i ≤ |s|, the model estimates p(ti|(tk)k ̸=i. This has
certain implications as the chain-rule presented in section 2.1 can be applied to
the output probability of autoregressive models, but in principle cannot be applied
bidirectional models.14

In both model types, there are as many intermediate vectors as there are input
tokens. The difference above however, has implications on the context from which
information is accessible at each position. Autoregressive models process their
input from left to right as they are unidirectional, and as shown in fig. 2.2. r(l)

i ,
the i-th token’s representation at layer l only depends on vector representations at
preceding positions in the previous layer:

r(l)
i = f (l)(r(l−1)

1 , . . . , r(l−1)
i−1 )

In bidirectional models however, as shown in fig. 2.3, r(l)
i depends on vector repre-

sentations at all positions in the previous layer:

r(l)
i = f (l)(r(l−1)

1 , . . . , r(l−1)
n )

A natural question emerges: why is it appealing to train bidirectional models, if
we lose the chain rule, essential to computing sentence probabilities? The answer
simply lies in the purpose that such models have. It matters little whether they
can compute the whole sentence probability as their main usage is to be general-
purpose language models, which are fine-tuned on downstream tasks pre-training
on the masked language modeling objective. Hence, all that matters is capturing as

12These models are also called causal language models. Throughout this thesis, we will refer to
them as autoregressive.

13Bidirectional models in this thesis refer to masked language models. In these models, some
tokens are masked in the sentence, while the rest of tokens is visible in each layer.

14Note however, that [Salazar, 2020] proposed to treat probabilities conditioned on bidirectional
context as if they were conditioned on the left context for bidirectional models, and introduce sen-
tence pseudo-perplexities. However, and to our knowledge, this quantity is not guaranteed to cap-
ture properties of sentence probability estimates.
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Figure 2.2: Network graph of a (L)-layer autoregressive model with n input tokens.
Each nodes represents a the intermediate representation at a given position, which
is a vector instead of a single neuron. Arrows represent non-zero attention weights,
as the self-attention is the only layer where information is passed across tokens.

much information as possible from the input. While they are not suited to compute
sentence probabilities, it is reasonable to think that their predictions still require
capturing a vast amount of linguistic knowledge.

A number of robust bidirectional models have been proposed since the emer-
gence of transformer-based architectures [Devlin, 2019b; Liu, 2019c; He, 2020b],
but there are also certain widely used transformer models which are autoregressive
[Radford, 2018; Yang, 2019; Dai, 2019].

2.2.2 The Transformer Layer and the Attention Mechanism

As mentioned earlier, transformer-based architectures are composed of transformer
layers, which are characterized by an attention mechanism. The latter became
popular after being proposed in encoder-decoder architectures applied to Neural
Machine Translation (NMT) [Bahdanau, 2014; Vaswani, 2017]. The general idea
behind the attention mechanism in transformer is to compute vectors at a given
layer as a weighted sum of previously available latent representations. Attention
weights can thus intuitively be seen as reflecting the relative contribution for each of
the weighted vectors. Originally, in encoder-decoder architectures used for NMT,
a contextual vector was generated for each position of the input sequence by an
encoder, and the attention mechanism was used to weight the relative contributions
for each of these vectors, taken as input to a decoder [Bahdanau, 2014].

[Vaswani, 2017] further proposed the scaled-dot product attention mechanism
which became popular in widely used in subsequent transformer-based models.

21



Chapter 2. Background: Language Modeling, Transformer-based Architectures,
and Probing Methods

t1

t2

...

tn

r(0)
1

r(0)
2

...

r(0)
n

. . .

. . .

. . .

r(L−1)
1

r(L−1)
2

...

r(L−1)
n

r(L)
1

r(L)
2

...

r(L)
n

input sentence input layer layer L − 1 output layer
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For each vector ri representing the i-th position token, three different affine trans-
formation are applied:

q(l)
i = W

(l)
Q ri + b(l)

Q

k(l)
i = W

(l)
K ri + b(l)

K

v(l)
i = W

(l)
V ri + b(l)

V

This can be written in matrix form, r(l)
i , q(l)

i , k(l)
i , v(l)

i respectively being the i-th
rows of matrices Rl, Q(l), K(l), V (l) (omitting biases):

Q(l) = R(l)W
(l)⊤
Q

K(l) = R(l)W
(l)⊤
K

V (l) = R(l)W
(l)⊤
V

An attention-weight matrix is further computed as follows:

A(l) = Q(l)K(l)⊤

Each of A’s rows are normalized using layer normalization [Ba, 2016], which re-
sults in a normalized matrix Ã(l). Values (as rows of V) are weighted using the
previously computed attention weight matrix:

R(l+1) = Ã(l)V (l)
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Attention heads’ outputs are then merged by summing resulting matrices for each
attention head, after applying an affine transform specific to each head’s output. An
affine transform is finally performed and an activation function is applied, typically
Gaussian Activation Linear Unit [Hendrycks, 2016].

The difference between autoregressive and bidirectional models mentioned in
the previous section is also mirrored in the computation of attention, in which at-
tention is directed either to preceding tokens only or to all tokens, as displayed in
section 2.2.2.
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Figure 2.4: Attention matrix examples for an autoregressive model (left) and a
bidirectional model (right)

2.2.3 Previous Architectures

Previously to transformer-based language models, the preferred neural language
models were recurrent. The main difference between transformer-based neural
networks and recurrent neural networks is that in recurrent NNs, the same se-
ries of transformations is applied to hidden states (the output loops back into the
layer’s input), while in transformer architectures, a series of different transformer
blocks which learn different weights are stacked on top of each other and each
applied sequentially to the output of the previous layer [Medsker, 2001; Mikolov,
2010]. Variants of this architecture include the Long Short-Term Memory (LSTM)
[Hochreiter, 1997; Pascanu, 2012], and the Gated Recurrent Unit (GRU) [Chung,
2014; Dey, 2017].

An example of LSTM layer is displayed in fig. 2.5. Since the appearance
of transformers, some authors proposed to make low-level comparisons between
the computational capacities of recurrent and transformer-based neural networks
[Katharopoulos, 2020; Bhattamishra, 2020], a theoretical question that had been
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largely investigated for previous architectures and neural networks [Siegelmann,
1995; Sperduti, 1997; Korsky, 2019]. A number of studies also compared these
architectures’ ability to handle certain tasks [Lakew, 2018; Shim, 2022; Delétang,
2022]. While the cross-architecture comparison is certainly a fruitful and necessary
body of research, we do not focus our efforts on such quest. We still formulate all
our questions in the most general possible form, so that the reasoning and method-
ologies can be applied indifferently to neural language models other than those
under consideration in this thesis.
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Figure 2.5: A Long-Short Term Memory (LSTM) layer.

2.2.4 The Alleged Abilities of Transformer-based NLMs

Various Transformer-based NLMs have been shown to perform well on several
downstream tasks such as a Natural Language Inference (NLI), paraphrase, sen-
tence entailment, or question answering [Wang, 2018; Wang, 2019; Rajpurkar,
2016; Conneau, 2018a]. A wealth of tasks which neural language models can be
finetuned on have been proposed, the variety of which can be seen in table. 2.2.
As discussed previously, one purpose of pre-trained models is to produce general-
purpose quality representations, such that they can be deployed on downstream
applications after being fine-tuned on limited data. As an example of their perfor-
mance we display BERT’s results on the GLUE benchmark in table. 2.1.
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System MNLI-(m/mm) QQP QNLI SST-2 CoLA STS-B MRPC RTE Average
BiLSTM+ELMo+
Attn

76.4/76.1 64.8 79.8 90.4 36.0 73.3 84.9 56.8 71.0

BERTBASE 84.6/83.4 71.2 90.5 93.5 52.1 85.8 88.9 66.4 79.6
BERTLARGE 86.7/85.9 72.1 92.7 94.9 60.5 86.5 89.3 70.1 82.1

Table 2.1: GLUE Test performance for BERT and one of its most robust predeces-
sors. The nature of these tasks is given in table. 2.2. These figures are taken from
the original BERT paper [Devlin, 2019b].

Limitations Considering these abilities, one natural question to ask is whether
the models truly generalize on these tasks, and if so, how they come to achieve such
performance. As these tasks are high-level linguistic tasks, if models generalize
on them, they should capture a vast amount of lower-level linguistic knowledge.
While a number of benchmarks point towards the capture of linguistic knowledge
by modern NLMs, the validity of claims like these can be problematic. Indeed, if a
high-level downstream task is solved, this could be due to the task or dataset being
too easy, which says little about the capacities of the model itself.

A number of factors could explain both successes or failures of a model on a
downstream task. Usually, performance on a benchmark is usually interpreted in
light of the following two factors:

• The difficulty of the task, and the necessity of acquiring lower-level linguistic
abilities to solve it. For instances, tasks such as inferring whether a propo-
sition is entailed by a premise, or summarization are considered to be hard
task requiring deep knowledge of syntactic and semantic structure.

• The quality of the model’s pre-training, which itself integrates many subfac-
tors such as the capacities that are learnable by the model’s architecture, but
also the quality of the pre-training data, or the optimization algorithm, inter

alia.

However, the difficulty of the dataset could play a substantial role as the latter could
fail to represent the difficulty of the task in its more general form. This makes it
possible to learn simple heuristics to perform well on specific dataset. For instance,
[McCoy, 2019] show that correct answers can be largely guessed on the MNLI
dataset [Williams, 2018]using simple heuristics such as lexical overlap between
the premise and the hypothesis. [Lai, 2014] show in turn that a model relying only
on the presence of negation on the SICK dataset [Marelli, 2014] can achieve great
performance when detecting contradictions.

Under these circumstances, it is difficult to disentangle those factors when only
observing the surface performance of a NLM. It is therefore hard to conclude on
the model’s capture of linguistic abilities. For instance, one cannot reasonably
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Task family Task Dataset Paper

Classif.

Acceptability GLUE - CoLa [Wang, 2018]
Sentiment
Analysis

GLUE - SST2 [Wang, 2018]
DecaNLP - SST [McCann, 2018]

Paraphrase
GLUE - MRPC [Wang, 2018]
GLUE - QQP [Wang, 2018]

XTREME - PAWS-X [Hu, 2020]

NLI

GLUE - MNLI [Wang, 2018]
DecaNLP - MNLI [McCann, 2018]
XTREME - XNLI [Hu, 2020]

GLUE - QNLI [Wang, 2018]
GLUE / SuperGLUE - RTE [Wang, 2018; Wang, 2019]

GLUE - WNLI [Wang, 2018]
SuperGLUE - CB [Wang, 2019]
SICK - Entailment [Marelli, 2014]

Question
Answering

SuperGLUE - BoolQ [Wang, 2019]
SuperGLUE - COPA [Wang, 2019]

SuperGLUE - MultiRC [Wang, 2019]
Coreference SuperGLUE - WSC [Wang, 2019]

Goal-Oriented Dialogue DecaNLP - WOZ [McCann, 2018]

Word
Sense
Disambiguation

SuperGLUE - WiC [Wang, 2019]
CoSimLex [Armendariz, 2020]

Usim-2 [Erk, 2013]
DWUG [Schlechtweg, 2021]

NP Enrichment TNE [Elazar, 2022]

Seq2seq
Neural Machine Translation DecaNLP - IWSLT [McCann, 2018]

Summarization DecaNLP - CNN/DM [McCann, 2018]
Semantic Parsing DecaNLP - WikiSQL [McCann, 2018]

Text
Retrieval

Parallel Sentence Extraction XTREME - BUCC [Hu, 2020]
Sentence Alignment XTREME - Tatoeba [Hu, 2020]

Span
Extraction

Coreference SuperGLUE - WSC [Wang, 2018]
Pronoun Resolution DecaNLP - MWSC [McCann, 2018]

Semantic Role Labeling DecaNLP - QA/SRL [McCann, 2018]

Keyphrase
Extraction

KP20K [Meng, 2017]
Inspec [Hulth, 2003]

SemEval 2010 [Kim, 2010]
SemEval 2017 [Augenstein, 2017]

Question
Answering

DecaNLP - SQuAD [McCann, 2018]
XTREME - XQuAD [Hu, 2020]
XTREME - MLQA [Hu, 2020]

XTREME - TyDiQA-GoldP [Hu, 2020]
SuperGLUE - ReCoRD [Wang, 2019]

Text Regression Sentence Similarity GLUE - STS-B [Wang, 2018]
SICK - Relatedness [Marelli, 2014]

Sequence
labelling

Dialogue
Labelling

Switchboard [Godfrey, 1992]
MapTask [Thompson, 1993]

Metaphor Detection VU Amsterdam Dataset [Leong, 2020]
POS-tagging XTREME - POS [Hu, 2020]

Named Entity Recognition XTREME - NER [Hu, 2020]

Table 2.2: A taxonomy of downstream NLP applications that have been used to
benchmark neural language models.

claim that model M has acquired abstractions about the compositional structure of
sentences because it performs well on a dataset D that represents a natural language
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inference task Y , nor can one be reasonably certain about the opposite if the model
performs poorly.

This prompts the need to craft probing methodologies, designed to understand
better the capture of targeted linguistic abilities by such models. If evidence is
found for the absence of lower-level linguistic abilities necessary for higher-level
tasks, then this should hold as additional proof that the model isn’t truly general-
izing on that higher-level task, regardless of its performance after fine-tuning time.
In the next section, we review the literature which attempted gaining understanding
of the model’s capture of finer-grained linguistic knowledge.
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2.3 Revealing the Linguistic Knowledge of Transformer-
Based NLMs: Methodologies

In search for Linguistic Knowledge While there is no consensus in the litera-
ture on how to search for linguistic knowledge in neural language models, broadly
speaking the task consists in determining whether the neural model captures lin-
guistic abilities. Achieving this goal is a challenge, as modern neural language
models are supported by increasing large architectures which consist in hundreds
of millions, if not billions of parameters (as displayed in fig. 1.1). When searching
for linguistic knowledge, one first needs to target a specific linguistic property or
phenomenon of interest before assessing its capture by a neural language model.
This first choice is not easy given the variety of formal descriptions of linguistic
structure found in different grammars, and the plethora of linguistic phenomena
which have been described by linguists – what linguistic knowledge should I look
for in my neural language model? Once a linguistic property is chosen, a second
challenge consists in picking a location in the neural model to seek knowledge –
where should we look for evidence of linguistic knowledge, in the model’s inter-
mediate representations, in the layers’ transformations applied to representations,
or in the model’s output? Finally, linguistic properties are often defined as discrete
functions, while neural language models process representations and output scores
which lie in continuous spaces. This raises a third difficulty in seeking linguistic
knowledge, once one answered the what and where questions – how do I expect
linguistic knowledge to be captured by my model, i.e. what holds for evidence that
the model acquired linguistic knowledge?

The broad spectrum of answers which can be reasonably given to such ques-
tions inspired a variety of methodologies – referred to as probing methods – which
are reviewed in this section. In the following, we taxonomize such methodologies
as they each have their own stance in looking for linguistic knowledge, that is dis-
tinct views on some of the questions listed above.

2.3.1 Linguistic knowledge in intermediate representations

The stance of researchers seeking linguistic knowledge in intermediate represen-
tations can be phrased as follows: A model that captures linguistic knowledge is

able to represent linguistic properties in its layers.
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Structural probes: finding linguistic structure in space geometry

A first category of such methods evaluates whether the geometry of intermedi-
ate vectors mirrors the linguistic structure of their corresponding input sentences.
These methods typically make a hypothesis regarding how syntactic structure can
be mapped into intermediate representations, and approximate vectors of that rep-
resenting space. They are thus aimed at unveiling how syntactic representations are
mirrored in the structure of the probed representing space [Hewitt, 2019b; McCoy,
2018; White, 2021b].

In order to seek linguistic structure in intermediate representations, one needs
to choose a linguistic structure over inputs. Indeed, there are multiple ways to
represent grammatical structure of sentence in a given language. Models of syntax
include Transformational Grammar [Chomsky, 1965a], Dependency Grammar [Ar-
rivé, 1969], Lexical-Functional Grammar [Kaplan, 2004], and Combinatory Cate-
gorial Grammar [Steedman, 2000]. The aforementioned methods typically use the
dependency parse tree of input sentences, and map positions in the parse tree into
the set of vectors at each position in the sentence.

Once a syntactic model is chosen, one needs to choose a representation of po-
sitions for each word in the sentence, in order to map structure into representing
spaces. Given a sentence s = (t1, ..., tn) and its dependency tree T s, [Hewitt,
2019b] tests whether the distance between any word pair (ti, tj) in the dependency
tree, denoted dT s(ti, tj), and the parse tree-depth of any token, denoted ||ti|| are
represented in the intermediate space. They assume that such structural features
are represented linearly in the intermediate space, i.e. they test whether these dis-
tances can be retrieved by transforming representing vectors linearly by minimizing
the reconstruction distance using linear projection matrices B ∈ RdE ,k, defining a
family of squared distances between linear transforms of intermediate representa-
tions:

dB(ri, rj)2 = (B(ri − rj))⊤(B(ri − rj)), B ∈ RdE ,k

Finding the best approximation is equivalent to minimizing the following ob-
jective:

minB

∑
s

1
|s|2

∑
i,j

|dT s(ti, tj) − dB(ri, rj)2|

[White, 2021b] instead test non-linear distance metrics in intermediate repre-
senting vectors to retrieve the same distances between word-pairs and tree-depths.
To do so, they build on positive semi-definite kernels which can be used to define
a non-linear distance, using a few non-linear kernels.

[McCoy, 2018] in turn assumes that intermediate vectors approximate struc-
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ture using tensor products, using filler-role decompositions of syntactic structure
[Smolensky, 1990]. In such, roles are generic representations of position in a struc-
ture, and fillers are the elements placed at such positions.

Limitations These methodologies are not so abundant in the literature and re-
quire strong priors regarding the structure of the input space. Besides, the recon-
struction error metrics are not directly interpretable and only allow for comparison
between different reconstructions, without even knowing whether such approxima-
tions make sense to the model. Additionally, it is not clear whether the obtained
mappings from transformer vectors to dependency trees are unique, or whether
mappings to alternative syntactic structures can be equally learned using a suitably
trained structural probe. This raises the need for extrinsic evaluation, which is diffi-
cult in practice as intermediate representations are embedded using a non-bijective
transformation in the case of [Hewitt, 2019b; White, 2021b].

Diagnostic classifiers - extracting information from intermediate representa-
tions

Principle This approach also seeks linguistic knowledge in intermediate repre-
sentations. It assumes that such knowledge can be retrieved by training supervised
models on top of fixed pre-trained representations [Adi, 2017; Conneau, 2018b;
Hall Maudslay, 2020] – these models are sometimes referred to as diagnostic clas-

sifiers in the literature [Giulianelli, 2018]. This type of study is precisely motivated
by the fact that performance on downstream tasks is hard to interpret as is, as we
cannot know how neural models make correct decisions on such tasks – that is
what information they rely on when correctly guessing the attribute. The general
assumption behind this methodology is that, if a probing classifier trained to pre-
dict a property of interest based on a model’s intermediate representations achieves
high accuracy, then that property is encoded in the representations.
Given our notations introduced in section 3.1, a linguistic property can be denoted:

T : (s, s̄) ∈ W∗ × P(s) → T (s) ∈ VT ∪ {undefined}

Recall that for a sentence s = (t1, . . . , tn), and given our notations in sec-
tion 2.2, intermediate representations at layer l in a transformer-based model form
a sequence of n vectors (r(l)

1 , . . . , r(l)
n ). Thus, to each part of the sentence s̄ ∈ P(s)

corresponds a subset of these intermediate representations (which in the case of
single tokens is simply the representation of that vector). We denote such represen-
tations R(l)

s̄ ⊂ (r(l)
1 , . . . , r(l)

n ).
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Definition 2.3.1. Given a property T and a set of representations R = (r1, . . . , rn),
diagnostic probing is a learning task:
∀s, s̄ such that T (s, s̄) is defined, predict T (s, s̄) based on Rs̄.

In table. 2.3, we display examples of probing tasks along with their scope
among other features. For years, it has been widely accepted that if the probe
reaches good performance in that prediction task, it means that the property repre-
sented by T is encoded the probed intermediate representations.

Scope Type Name # Outputs Description Paper

Sentence Surface SentLen 6 The length of the input sentence, binned. [Conneau,
2018b][Adi, 2017]

WC 1000 Whether the sentence contains a specific word. [Conneau,
2018b][Adi, 2017]

Syntactic
BShift 2 Whether two words have been shifted in the sen-

tence.
[Conneau, 2018b]

TreeDepth 8 The depth of the constituency parse-tree. [Conneau,
2018b][Peters, 2018b]

TopConst 19 The sequence of constituent children immedi-
ately below the root of the constituency tree.

[Conneau, 2018b]

Semantic

Tense 3 The tense of the verb in the main clause. [Conneau, 2018b]
SubjNum 2 Number for the subject of the main clause. [Conneau, 2018b]
ObjNum 2 Number for the direct object of the main clause. [Conneau, 2018b]
SOMO 2 Whether a verb or noun in the sentence has been

replaced with another.
[Conneau, 2018b]

CoordInv 2 Whether two clauses have been inverted in the
sentence.

[Conneau, 2018b]

Semantic Role 2 Whether a predicate contains a given word with
a given role.

[Ettinger, 2016]

Negation Scope 2 Whether a certain scope is negated in the sen-
tence.

[Ettinger, 2016]

Span Syntactic Constit. 30 The constituency label for a given span. [Tenney, 2019b]
Semantic Named Ent. 18 Predict the superset of a span-level, using a

given taxonomy.
[Tenney, 2019b]

Pair Surface Word Order 2 The relative order of two words in the sentence. [Adi, 2017]

Syntactic Depend. 49 The dependency arc label for a given word-pair. [Tenney,
2019b][Blevins, 2018]

Coref 2 Whether two spans corefer. [Tenney, 2019b]

Semantic
SRL 66 The semantic role of a span relative to a predi-

cate
[Tenney, 2019b]

SPR 18 Semantic proto-roles, fine-grained semantic at-
tributes of a span relative to a predicate

[Tenney, 2019b]

Rel. 19 Real-world semantic relation between entities [Tenney, 2019b]

Word Syntactic POS 48 The POS tag of a word.

[Tenney,
2019b]

[Blevins, 2018]
[Belinkov, 2017b]
[Belinkov, 2017a]

[Peters, 2018a]
[Peters, 2018b]

Parent 48 The POS tag of a word’s parent. [Blevins, 2018]

Semantic

Animacy 2 Whether a noun refers to an animate or inani-
mate subject.

[Klafka, 2020]

Dyn-Stat. 2 Whether a verb is dynamic or stative. [Klafka, 2020]
CIA 2 The presence of a causative-inchoative alterna-

tion.
[Klafka, 2020]

SEM - Semantic labels for certain words in the sen-
tence.

[Belinkov, 2017b]

Morpho-
syntactic

Number 2 The number predicted exclusively on nouns, or
verbs.

[Klafka, 2020]

Tense 2 The tense of a verb. [Klafka, 2020]
Gender 2 The gender of a given noun. [Klafka, 2020]

Table 2.3: Examples of diagnostic probing tasks found in the literature.
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How informative is my probing classifier’s performance? [Conneau, 2018b]
have found that downstream task performance often did not correlate, or corre-
lated negatively with probing classifiers’ performance. In their analysis though,
they use a multi-layer perceptron (MLP) with non-linearities to extract informa-
tion. Though earlier probing papers principally made use of linear classifiers [Shi,
2016; Ettinger, 2016; Alain, 2016], this tendency decreased over years [Belinkov,
2017a; Liu, 2019a; Ettinger, 2018]. Some authors however suggested that a less
complex classifier gives us more insight into the model. Others, however, called
this criterion into question [Tenney, 2019b; Tenney, 2019a; Voita, 2020; Papadim-
itriou, 2021; Sinha, 2021c; Pimentel, 2020a; Pimentel, 2021]. Notably, [Hewitt,
2019a] proposed that complex classifiers may learn to extract a property by them-
selves, and may thus not reflect any true pattern in the representations. They show
for instance that a probe can sometimes even learn random labels, prompting the
need for better criteria to design probes, in particular, controlling for their complex-
ity. [Zhang, 2018] also tested the ability of probes to learn random labels, and in
turn show that varying the amount of data used to train a probe is a good approach
to determine the quality of the encoding for a given linguistic property. In doing
so, they share the intuition that the probing classifier should not overfit the probing
task to detect linguistic knowledge readily available in representations.

Diagnostic probing viewed under the information-theoretic lens Further, [Pi-
mentel, 2020b] showed that, under a weak assumption, contextual representations
encode as much information as the original sentences. This shows an obvious
limitation of considering probing only as extracting mutual information. Other re-
searchers in turn take complexity of the probe as an important criterion to take into
account when probing a neural language model. [Voita, 2020] in turn uses min-
imum description length (MDL) as an information-theoretic characterization for
simplicity of a probe.

Limitations The first attempts at uncovering what abstractions are captured in a
model’s representations have been flawed, by their purely correlational nature. For
instance, the fact that a property can be predicted from intermediate representations
depends on the dataset used for the study, in which other properties could just
correlate with the property of interest without the model really capturing it broadly
speaking. Further, when obtaining high performance by extracting information
from intermediate layers, one concludes that the property is encoded without ever
knowing if the model ever makes use of this encoding, that is the encoding which
the probing classifier relies on to extract information.
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More recent work investigated this in causal frameworks [Elazar, 2021; Vig,
2020a; Lakretz, 2019; Tucker, 2021; Ravfogel, 2021] for which targeted interven-
tions on a neural architecture result in predictable outcomes at the decision layer.
For example, [Vig, 2020b] fix a neuron’s value15 while manipulating the model’s
input to evaluate this neuron’s role in mediating gender bias. Relatedly, [Elazar,
2021] propose a method to erase a target property from a model’s intermediate
layers. They then analyze the effect of such interventions on a masked language
model’s outputs. Causal analyses usually provide stronger proofs that a given struc-
ture in the model’s representing space is meaningful to the model and captures the
targeted linguistic property of interest and are a necessity to gain better understand-
ing at what knowledge neural language models possess.

2.3.2 Behavioral tests

The stance of researchers seeking linguistic knowledge by performing behavior
tests can be phrased as follows: A model that captures aspects of linguistic gen-

eralization is able to show preference for linguistically acceptable sentences and

completions.

Another probing paradigm analyzes the behavior of pre-trained models on care-
fully curated datasets. This family of studies only investigates the capture of lin-
guistic knowledge by a model by looking at its predictions using carefully designed
datasets such that certain output is expected for certain stimuli. These methods
comprise cloze tasks that target the acquisition of specific phenomena such as se-
mantic roles [Ettinger, 2020], or syntactic structure [Goldberg, 2019; Newman,
2021a] by only looking at the model’s outputs. By avoiding the use of diagnostic
probes, they do not fall prey to the criticism above—tasks are directly performed
by the model with no further training, and thus must reflect the pre-trained models’
acuity. One notable example is Linzen et al. [Linzen, 2016], who evaluate a lan-
guage model’s syntactic ability via a careful analysis of a number agreement task.
By controlling the evaluation, Linzen et al. could disentangle the model’s syntactic
knowledge from a heuristic based on linear ordering. In a similar vein, a host of
recent work makes use of carefully designed test sets to perform behavioral anal-
ysis [Ribeiro, 2020; Warstadt, 2020c; Warstadt, 2020a; Lovering, 2021; Newman,
2021a].

Limitations This paradigm typically treats the model itself as a blackbox, thus
failing to explain how individual components of the model work, or how the model

15A neuron here is just one dimension of an intermediate representing vector.
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represents its linguistic knowledge. Therefore, one does not know how the model
produces the correct behavior, nor if it produces it for the right reasons. Still,
behavioral probing often yields powerful insights, while also making it possible to
test the capture of fine-grained linguistic knowledge.

2.3.3 Assessing the function of attention heads

The stance of researchers seeking linguistic knowledge by probing attention heads
can be phrased as follows: A model that captures aspects of linguistic generaliza-

tion combines its representations in a way that is linguistically meaningful

As seen in section 2.2, self-attention is a key component of transformer-based
neural architectures. This mechanism outputs intermediate representations for each
position in the sentence, which result from a learned weighted average of vectors
representing each token at the previous layer:

∀s = (t1, . . . , tn) ∈ W∗,

∀1 ≤ i ≤ n, ∀1 ≤ l ≤ nlayers,

rl+1 = Ai,:(WV rl + bV )

Thus, every token grabs information from other parts of the sentence. Atten-
tion heads can be visualized in order to gain understanding about how each token
attends to other parts of the sentence. [Kovaleva, 2019] have proposed a typology
of the patterns that appear in self-attention matrices by segmenting the set of 144
attention heads in BERTbase, and tried to map some of them to specific linguis-
tic functions. They showed that the number of active attention heads in BERT’s
architecture could be greatly reduced while keeping performance unchanged.

A more systematic methodology to prune attention heads was proposed by
[Michel, 2019], in which attention matrices are ranked using an importance metric
capturing whether they have an effect on the model’s decisions on a given task. As
a reminder, given a sequence of n vectors r1, ...rn representing tokens of the sen-
tence, the self-attention mechanism is computed using each query vector q for the
representing vector ei of each token of the sentence, and for each attention head h

using the formula:

AW h
k

,W h
q ,W h

v ,W r,q
o

= Wo

n∑
i=1

αiW
h
v ri

where αi = softmax( qT W T
q Wkri√

d
)
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They proposed the following modified formula for computing self-attention

Ã(x, q) =
Nh∑
k=1

εhAW h
k

,W h
q ,W h

v ,W h
o

where εh are mask variables in {0, 1}. Masking head h is equivalent to setting εh

to 0 [Michel, 2019].
This modified formula, introducing the binary ε variable, makes it possible to com-
pute a head importance score as follows:

Ih = Ex∼X

∣∣∣∣∣Ah(x)T ∂L(x)
∂Ah(x)

∣∣∣∣∣
Heads with the smallest score are iteratively masked and a performance score is
computed at each iteration. When performance decrease reaches a certain thresh-
old, the pruning process is stopped.

Limitations Attention matrices are very hard to interpret in practice, and despite
a number of attempts to finding simple patterns at inference time, they have failed
so far to give easy access to interpretable linguistic features.

2.3.4 Synthesis

This synthesis of the literature resulted in the following diagnosis:

1. The wealth of methodologies in the literature on probing for the capture of
linguistic properties disagree in results, and their epistemic grounds are a

priori not translatable into each other.

2. In the literature, expressions such as linguistic abilities, linguistic knowledge,
or knowledge of linguistic structure refer to a very varied set of measurable
characteristics of NLMs which are different in nature and not explicitly re-
lated to each other.

3. The epistemic value of some of the evaluation methods is highly question-
able. For example, transferring the knowledge of representations learned by
BERT inter alia makes it possible to solve NLI tasks in benchmarks such as
GLUE [Devlin, 2019a; Wang, 2018], but such tasks are too easy as word or-
der does not even matter [Sinha, 2021b]. Accounts for the capture of linguis-
tic information that make use of probing auxiliary classifiers are also largely
questionable as correlation is not causation, and we do not know whether the
model ever uses the information extracted by the probe. Furthermore it is
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possible for an auxiliary classifier to learn random labels [Hewitt, 2019a] as
long as its capacity is sufficient.

4. Behavioral tasks show the model is not even able to capture negation, or
simple semantic roles relations [Ettinger, 2020]. In this sense, they are in-
formative as they permit us to rule out aspects of linguistic generalization.
However, cloze tasks and behavioral probes alone can be limited as they say
little about how the model solves the task, or why it fails, by not remaining
agnostic on the mechanisms which take place inside the black box.

With this series of observations in mind, we will investigate the output behavior
of language models as a direct reflection of its functioning in its training setting.
We will then try to understand whether evidence for linguistic knowledge observed
at the output level translates into the capture of abstract representations of linguistic
properties the model’s layers.

In a first series of experiments, we investigate whether the surface behavior of
transformer NLMs, measured at the output level, demonstrates the capture of lin-
guistic generalizations. This is achieved by evaluating the model’s output behavior
in light of linguistic theories, and by comparing it to human’s behavior.

Further, we develop a methodology grounded in the causal literature to ensure
that the model has captured abstract representations of linguistic properties in its
layers, leading it to producing behavior suggesting the model captures linguistic
generalizations. In doing so, we bridge the gap between representational and be-
havioral evidence for linguistic knowledge.
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Figure 2.6: "A robot reading text carefully", K.L. x DALL·E 2
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Chapter 3
Decomposing Linguistic
Generalization: Linguistic Knowledge
in Neural Language Models

Examining the linguistic abilities of neural language models is an am-
bitious task. This investigation has multiple facets which fail to bene-
fit each other when studied in isolation. The goal of this chapter is to
propose a systemic formalization of the investigations aimed at uncov-
ering NLM’s linguistic abilities, delimiting the scope of each subset of
questions, and formalizing how they relate to each other. As a tenta-
tive epistemological unification of the wealth of stances and methods, we
propose to map the various subproblems aimed at understanding whether
and how neural language models capture linguistic abilities, placing them
into different interdependent levels of analysis of the broader question,
and giving explicit relations. In doing so, we attempt connecting the dif-
ferent paradigms in evaluating a NLM’s linguistic knowledge with each
other, reconciling methodologies which at first glance appear to have dis-
joint epistemic grounds. This formalization is crucial, as it places each
future investigation into a comprehensive understanding of the abilities
possessed by NLMs.

Goals
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3.1 Linguistic Generalization Decomposed

In section 2.1, we have seen that language models are probability distributions
over word sequences. Ideally, the learned function should approximate the "true"
probability distribution of sentences. In practice, this true probability distribution
is not directly accessible but rather a theoretical object. Instead, this theoretical
true probability is approximated using large corpora which are considered to be
representative to some extent of the language one aims to model.

Generally, a number of biases could arise from the choice of the training corpus,
such as domain-specificity or frequency effects. Under the assumption that the
corpus is representative, we can expect a neural language model to capture general
aspects of language.

Definition 3.1.1. In this thesis, linguistic generalization refers to the degree to
which a language model is able to extrapolate certain linguistic constraints to any
sentence in W∗, while only being exposed to a finite, limited training corpus.

We make two remarks on this definition:

• First, it assumes certain desirable linguistic constraints on the model’s output
probability distribution (of sentences or completions), which depends on a
set of hypotheses shaping the output probability.

• Second, this definition is different in nature from that of statistical gener-
alization, as the latter only considers that the model is able to approximate
the distribution from which the training data has been sampled. One way to
see that this is different from the whole set of sentences, is that in practice
the domain from which the training data is sampled does not cover a large
spectrum of sentence structures, and lexical combinations.

The coarsest metric that can be used to assess that my NLM is adequately mod-
eling language is that used to assess statistical generalization, i.e. the model’s
cross-entropy loss on a held out test dataset.1 The latter writes:

LDtest(p) =
∑

(x,y)∈Dtest

−
|W|∑
c=1

log ycp(wc|x)

As the latter aggregates predictions on all sentences, this statistical generaliza-
tion metric is too coarse for us to interpret targeted aspects of the model’s linguistic
abilities. Furthermore, the absolute value obtained on a given set is not directly in-
terpretable as it is lower-bounded by the true probability’s entropy, which cannot

1Or, equivalently, its perplexity.
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be known as we do not have access to the language’s true probability. Therefore,
we cannot know how close we are to that lower bound. This metric can only inform
us on whether a model is relatively robust, i.e. whether it is more performant than
another.

Given our definition above, a natural way to perform targeted evaluation of a
NLM’s linguistic abilities would be in turn to test its capacity to produce adequate

probability estimates on subsets of sentences which address specific linguistic phe-
nomena. In this regard, linguistic generalization is assessing whether the model
captured such during training. In particular, these phenomena are mirrored by
constraints imposed over the probability distribution at the model’s output level.
Carrying such analysis thus requires having an idea on what should be the shape of
the model’s output probability distribution for certain input sentences, which can
be driven by linguistic hypotheses on their grammaticality or well-formedness. In
addition to observing whether the model produces output probabilities respecting
certain constraints, another fundamental question is how it does so. Bringing an-
swers to this questions requires making hypotheses at levels deeper than the surface
behavior level, which we will discuss in section 3.3. Further, there are immediate
considerations to take into account when addressing constraints at the behavioral
level:

• The model outputs probabilities, which are real-valued. Therefore, they can-
not capture well-formedness as a binary property of sentences.

• While grammaticality is often viewed as a binary property of sentences, it
is largely accepted that acceptability judgements in turn are gradient. This
has implications on how to define ground truth or constraints on the model’s
outputs.

There are ways to alleviate these apparent difficulties which we will discuss in
section 3.4.

In the next section, we first take a step back to discuss how linguistic theories
and our investigation of the knowledge captured by NLMs can contribute each
other.

3.2 On the Relationship between Linguistic Theories
and Investigation of Linguistic Abilities in NLMs

In this section, we discuss the relationship that lies between theoretical investiga-
tions in linguistics, and the goal pursued in this thesis, that is understanding the
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linguistic abilities of NLMs. After reviewing some of the goals in linguistic theo-
rizing which are useful to this thesis, we discuss the mutual contributions that both
investigations can bring to each other.

3.2.1 Goals in linguistics

Before understanding how linguitic theories and NLMs can benefit each other, we
review some of the objectives pursued by linguistic theorizing. We do not attempt
to enumerate exhaustively these objectives and only borrow the portion that is use-
ful to the questions addressed in this thesis.

Describing linguistic structure One of the first purpose of linguistic theories
was to describe languages as structured systems, defining categories of linguistic
units and their relations to each other. This descriptive objective dates back to
at least De Saussure’s structuralist approach [Saussure, 1916]. Structuralism pro-
posed two types of relations to describe regularities in languages, paradigmatic and
syntagmatic relations. Paradigmatic relations defined membership to categories
of linguistic units which shared certain properties, while syntagmatic relations are
shared between linguistic units occurring in a syntagm (a meaningful segment, or
span, in a sentence). Paradigmatic relations describe categories at different levels
of complexity (e.g. lexical categories at the word level, constituent categories at
the span level...). In practice, paradigms are usually formed using substitution tests
which grant a set of linguistic units similar roles or properties in given contexts.
For example, nouns can be substituted for one another in a sentence while keep-
ing syntactic well-formedness unaffected, and a noun referring to an edible object
can replace another as the object of the verb "to eat" while keeping semantic well-
formedness unaffected. Syntagmatic relations in turn are shared between different
units in a well-formed syntagm, and define mutual constraints imposed by the posi-
tion of units in sentences. For example, syntagmatic relations between grammatical
constituents in a sentence are the mutual ordering constraint they impose on each
other. While structuralism is considered to be obsolete by certain linguists, these
principles laid foundations for subsequent linguistic theories as most of them in-
herit from these basic concepts in their descriptive goal.

Finding procedures which generate any possible string of a language Later,
Louis Hjelmslev posited that the main requirement for linguistics is that the theoret-
ical apparatus should be able to construct any possible string of a given language
[Hjelmslev, 1957]. He also admits that various procedures could be adequate in
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achieving the descriptive goal, by being both exhaustive and devoid of contradic-
tions. In this case he argues that the simplest theory should be favored.

Chomsky builds on these principles in his first theory of Generative Grammar
[Chomsky, 1957]. One goal sketched since the early stages of this theory is to
propose a finite set of theoretical objects and rules forming a grammar which can
generate exactly the well-formed, or grammatical strings of a given language, and
none of the sentences that are not well-formed.2 In this sense, such theories are
computational, in addition to being formal descriptions: they provide procedures
which construct sentences from a finite set of rules and categories. Chomsky de-
fines two prerequisites for a grammar to be hypothetically valid. The first one is
that sentences generated by the grammar should be acceptable to a native speaker.
The second is that a grammar should be constructed based on a theory that is com-
mon to grammars for all languages. Finally, the decision criterion between gram-
mars respecting such prerequisites is, as for Hjelmslev, the simplicity criterion. As
grammatical strings don’t need to be meaningful, one notable novelty in Chomsky’s
Syntactic Structures [Chomsky, 1957] is the independence of grammaticality from
meaningfulness. Subsequent theories in generative grammar shared this objective,
to account for all possible strings, and proposed updated their hypothesized repre-
sentations of sentence structure to account for additional constraints. We should
note that in this view, as grammatical sentences need not to be meaningful, these
constraints are not derived from sentences found in corpora of natural language but
rather in native speakers’ intuitions about grammaticality.

Formulating assumptions about the computational system supporting linguis-
tic abilities In a review to Skinner’s behaviorist view on language [Chomsky,
1967], Chomsky later proposes that a native speaker’s knowledge of grammars
must originate from an innate faculty, sketching his first version of the Poverty
of Stimulus argument.3 These first hypotheses about the information processing
system supporting language acquisition pave the way towards a computational un-
derstanding of linguistic abilities. Such novelty marks a fundamental distinction
from the structuralist approach, as one goal pursued by the generativist program is
to make predictions about the computational system which support the language
faculty. In this regard, some generative linguistic theories make assumptions about
the computations underlying linguistic competence, that is a speaker’s knowledge
of language. This view on the role of linguistic theories therefore grants them
with a supplementary role, in addition to accounting for grammatical sentences:

2Hence, the binary view on well-formedness in our definition of natural languages dates back to
at least these theories.

3Note that this term will only be used in later work [Chomsky, 1980]
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they state computational principles supporting the proficiency of native speakers.
These principles still guide more recent theorization of language [Chomsky, 1986;
Chomsky, 1995; Adger, 2003; Boeckx, 2006; Berwick, 2015].

We do not attempt reviewing exhaustively all approaches to modeling grammar
in linguistics as there have been a plethora of theories over the past decades. Let
us keep in mind that each has its own procedure for generating and selecting hy-
potheses on how linguistic structure can be described. As such they can serve as
inputs to understanding how the latter is supported. Moreover, some linguistic the-
ories also make (generally implicit) cognitive assumptions about the information
processing systems able to support linguistic knowledge. We nuance the utility of
linguistic theories in providing concrete computational hypotheses regarding how
languages are effectively processed, as (i) theoretical structures generally fail to
achieve broad coverage of real-world data, although some theoretically motivated
parsers based on Combinatory Categorial Grammar [Hockenmaier, 2002; Hocken-
maier, 2003; Clark, 2007], Head-driven Phrase Structure Grammar [Zhou, 2019]
and Lexical-Functional Grammar [Riezler, 2002] are robust to handle large corpora
(ii) many of the computational principles remain implicit as most theories lack a
clear causal description for how knowledge of certain linguistic constraints can be
handled by an information processing system to generate sentences or predictions
in context. However, linguistic theories can serve as a starting point for compu-
tational hypotheses. For instance, they yield constraints over certain categories of
words, which can lead to formulating assumptions about the representations cap-
tured by a neural language model, and about the operations by which it abstract
away from its input sentences. We discuss this in the next paragraph.

3.2.2 Linguistic theories help understand my model’s abilities

With the previous two goals in mind, we underline the duality of the contribution of
linguistic investigations to understanding NLMs. First, linguistic theories provide
descriptions of linguistic knowledge in the form of constraints and rules, which can
be used to assess a model’s linguistic abilities. If one views linguistic competence
as the capture of a set of constraints, then each of these, as described in a given
theory, can be tested independently. A by-product of linguistic descriptions is that
they provide a pool of corpora which distinguish grammatically acceptable and
unacceptable sentences, as pairs are widely used by linguists to illustrate certain
phenomena which grammars need to account for. Isolating specific phenomena
can drive the analysis of a NLM’s knowledge, either using a normative linguistic
reference [Linzen, 2019], or by comparing the model’s probabilities to grammati-
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cality judgements of native speakers. Second, they serve as a pool of hypothetical
principles regarding how languages are processed, that is regarding the computa-
tions supporting linguistic knowledge and the operations by which language can be
interpreted and produced. Therefore they allow us to make assumptions regarding
the nature of the representations and computations which support linguistic abili-
ties in artificial systems.

3.2.3 Understanding the abilities of NLMs reveals how, or how
else languages can be processed

Gaining better understanding of how NLMs process languages in turn can lead us
to challenge hypotheses from linguistic theories. These can concern conditions un-
der which processing systems can handle natural languages. These conditions can
apply to the support itself, that is the architecture – whether it has certain biases,
or the representations and computations that it supports – that is how structure is
represented and by which processes the whole is built from parts. As an exam-
ple, [Warstadt, 2019] argues that if a NLM with no prior knowledge of syntax
reaches human-like performance on a domain-general set of acceptability tasks, it
would put into question the Poverty of the Stimulus argument [Clark, 2011]. How-
ever, while many neural networks language models do not have any structural prior
directly mirroring knowledge of syntax, it is not a generality as some language
models do incorporate structural inductive biases [Shen, 2017; Shen, 2018; Kun-
coro, 2018b], an issue extensively discussed in [Lappin, 2021]. [Linzen, 2021;
Baroni, 2021] make a similar argument on the role of analyzing NLMs’ linguistic
abilities. For these reasons, studying state-of-the-art neural architectures should be
of interest to linguists, in addition to being greatly useful to practitioners.

3.3 Decomposing the Analysis of Linguistic Knowl-
edge in Information-Processing Systems

3.3.1 The hard problem of linguistic knowledge

Our earlier definition of linguistic generalization only encompasses a model’s ca-
pacity to produce correct outputs, or producing probability estimates which respect
given constraints. However, a comprehensive description for the nature of linguis-
tic knowledge captured by NLMs cannot remain agnostic on the way they repre-
sent linguistic concepts and perform computations supporting generalization. It is
equally important to understand what categories they encode and how they repre-
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sents their mutual constraints to produce adequate responses. In this section, we
stress the importance of understanding which mechanisms grant the output proba-
bility distribution desirable properties from the perspective of linguistic generaliza-
tion, in addition to evaluating whether such distribution respects given constraints.
Grasping the complexities of the model’s inner mechanisms is an ambitious goal,
as we have seen in section 2.2 transformer-based NLMs are complex systems. On
the other hand, the problem of surface linguistic generalization is also difficult to
address, as constraints on its surface probability might be hard to define as the
complexity of phenomena addressed increases.

3.3.2 The three-levels of analysis

The multiple facets of our research question make it too arduous to be analyzed
in a single level of description. Facing these complexities, we borrow principles
from computational neuroscience to analyze the acquisition of linguistic abilities
by NLMs. Specifically, we can draw inspiration from David Marr’s three levels of
analysis [Marr, 1982] for information processing systems, presented in table. 3.1.

At the computational level, we depart from the basic function of a NLM’s ar-
chitecture: reducing its loss and approximating ptrue robustly while having access
to limited data. This goal is pursued during training using an optimization scheme.
As the loss is computed at the output level of the NLM, this level of analysis is tied
to the surface behavior of the model: does the model generalize to unseen well-
formed sentences? Do its outputs reflect human-like generalization? These ques-
tions should be asked in relation to the function they could play. The model might
be capturing linguistic abilities precisely to reduce its training objective, as aspects
of linguistic or human-like generalization could just entail statistical generaliza-
tion – they could be strategies by which the model reduces its training objective.
However, other strategies can be sufficient to reach statistical generalization but
not linguistic generalization, which needs to be envisaged whenever formulating
hypotheses or being faced with evidence that the model is able to produce correct
outputs – it might not necessarily reflect the capture of linguistic abilities.

At the algorithmic level, we can formulate hypotheses on how an information
processing system could capture and mobilize linguistic knowledge. This is the
level in which we seek to describe the abstractions and representations captured by
the information-processing system, and the operations which are applied to them.
4 These hypotheses can be borrowed from linguistic theory, or they can be alterna-

4While algorithms are discrete sets of instructions applied to discrete sets of variables, neu-
ral models compute continuous functions over real-valued vector representations. The algorithmic
level is an abstract simplification of the computations and representations. These could for example
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Level Main questions addressed Application to the analy-
sis of linguistic abilities in
NLMs

Computational What is the goal of the com-
putation, why is it appropri-
ate, and what is the logic of
the strategy by which it can
be carried out?

The learning objective
is language modeling or
masked language mod-
eling. The goal of any
computation in the model
is to help approximate ptrue

for sentences or masked
words. Therefore the goal
of any computation taking
place in the network is to
produce certain outputs, or
to produce certain behavior
which approximates ptrue.
This could be achieved
by acquiring linguistic
knowledge similar to that
of humans, or by relying on
strategies that are specific to
certain artificial systems.

Algorithmic How can this computational
theory be implemented? In
particular, what is the rep-
resentation for the input and
output, and what is the al-
gorithm for the transforma-
tion?

Assuming that the model
captures a certain linguis-
tic ability, what would be
possible algorithmic mod-
els? Hypothetical mod-
els from linguistic theories
provide structures and cate-
gories which could be repre-
sented by my model. Other
hypotheses, potentially not
found in linguistic theories,
can and must be envisaged.

Implementational How can the representation
and algorithm be realized
physically?

Given a hypothetical algo-
rithm or strategy, how are its
constituents – i.e. its ele-
mentary representations and
operations – implemented in
the NLM’s layers?

Table 3.1: Marr’s three levels of analysis of information processing systems (from
[Marr, 1982]), their description in the original paper (second column) and how they
can translate into understanding the linguistic abilities of NLMs

be derived from the constraints imposed on the output probability: the outcome of the computa-
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tive hypotheses. Compositionality, systematicity, or memorization for instance are
hypotheses at the algorithmic level.

At the implementational level, the questions asked in turn comprise whether
a given architecture can support computations described at the algorithmic level,
and how this can be implemented in representations and transformations which the
network comprises in its layers. For example, this comprises questions related to
how linguistic properties are encoded in the architecture, or which architectural
biases can support which type of computation.

Uncovering the capture of linguistic knowledge by a NLM therefore implies
understanding what information the model processes, and how that information is
processed, at all these levels. In addition to studying the model’s output behav-
ior, it is necessary to formulate hypotheses regarding the algorithmic nature of the
computations which take place in the model. Finally, it is equally important to
understand which information the model encodes in its representations, and which
operations are applied to these representations.

In cases where the model demonstrates linguistic abilities at the surface behav-
ior level, it might rely on a vast spectrum of possible strategies, at the algorithmic
level. Some of these could be robust and rely on learned rules which are applied
systematically in any context. Others can be supported by the brittle memoriza-
tion of lexical patterns or shallow heuristics which can cover some cases, such as
frequent patterns seen during training, without extrapolating the rule accurately to
its whole domain. [Baroni, 2020] argued that even if they do not seem to possess
compositional skills, LSTMs are very proficient at handling natural language.

Note that at most, linguistic theories provide hypothetical constraints at the al-
gorithmic level, and on the representations of linguistic units and the structure in
which they occur. The implementational level is much more complex to address as
hypotheses made on the neural substrate supporting a given algorithm or encoding
a certain representation are very hard to verify in humans.5 While there is a vast
body of research in neurolinguistics [Zaccarella, 2015; Olstad, 2020], neural con-
nectivity in the human brain is extremely complex. Hence, describing the networks
responsible for high-level computations is a very arduous task, let alone measuring
activity in a targeted area with sufficient temporal and spatial resolution to confirm
hypotheses on the neural code supporting language.

tion. The relation between connectionist models and discretized representations and rules has been
extensively discussed in previous work [Pinker, 1988; McMillan, 1988].

5This is not a generality, as the Poverty of Stimulus does make an assumption at the imple-
mentational level. A body of psycholinguistics also makes measurements of brain activity when
processing language, which gives limited evidence for the neural substrate supporting abilities mo-
bilized on given tasks.
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We can sum up the interconnections between the different levels of analysis as
follows:

• The output behavior, which is constrained to approximate the true probability
of sentences or completions during training, is supported by a toolbox of
algorithms. Behavioral evidence for a given linguistic allows us to formulate
or disprove hypotheses at the algorithmic level.

• Algorithms rely on discrete representations and operations, which are im-
plemented in neural states and layer transformations. We can prove that an
algorithm is implemented in the architecture by decoding the neural substrate
responsible for the hypothesized computations. We can also prove theoreti-
cally that an algorithm is not learnable by a given architecture, or empirically
by using carefully designed datasets, e.g. artificial data.

Given this broad picture, we first see how linguistic abilities can be tested at the
surface behavior level, before going deeper in our levels of analysis.

3.4 Linguistic Constraints over a Neural Language
Models’ Behavior

In this section, we present the different types of constraints which can be used to
test a model’s output probabilities. We first discuss the different sources of such
constraints, which can represent binarily a sentence’s well-formedness and be de-
rived from a normative view on grammaticality, or they can rather take the form of a
degree of adequacy and reflect gradient acceptability judgements. We then present
the different scopes to which the constraint applies, either to a span or sentence-
level probability, or a token-level probability. We further dress a typology of the
constraints which can be tested at the surface behavior-level and finally introduce
some metrics which can be used in the different cases mentioned.

3.4.1 On the nature of linguistic constraints

In section 3.2, we discussed how linguistic theories can contribute to understanding
NLMs. In particular, they provide a vast testbed to examine whether NLMs capture
certain phenomena at the behavioral level, that is whether their output probabilities
respect certain constraints on well-formedness, or conform to human acceptability
judgements. In their simplest form, linguistic descriptions of linguistic phenomena
provide examples of minimally different sentences, or procedures to generate such
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sentences, to pinpoint a specific phenomenon. Examples like these can distinguish
sentences by their grammaticality or degree of acceptability.6 These can be used
to test whether the model’s behavior, or output probability vector, captures the
targeted phenomenon.

Before going further, it is important to note that the empirical validity of con-
straints proposed by linguistic theories has been the subject of debate over the last
decades. The plurality of linguistic theories warns us that the constraints which
they describe should be questioned, in particular if empirical evidence is missing
or incomplete to support them. [Ferreira, 2005] raised several issues regarding
developments in generative grammar. In particular, Ferreira argues that some of
the theoretical apparatus is hard to translate into computationally testable material,
and that the empirical evidence supporting theoretical claims is sometimes weak.
[Phillips, 2009] further wrote a response to allegations like these. While being
sympathetic to some of the criticism, he put into question that widely accepted the-
oretical claims are the fruit of misleading, intuitive judgements supported by poor
evidence. In his paper, he argues that evidence for such cases is in itself missing,
and puts into question that collecting more carefully acceptability judgement could
be a solution to any of the problems raised. In a subsequent paper, [Gibson, 2013]
challenge this statement and respond to several other arguments from the previous
literature, addressing criticism to traditional methods in theoretical linguistics. The
authors give three examples of theoretical claims based on intuitive judgements
which led to erroneous yet influential generalizations in the field, advocating in
favor of more quantitative approaches. [Sprouse, 2013] later responds to Gibson
and Fedorenko that their claims are untrue, on the basis that empirical evidence
predominantly supports the reliability of data provided by traditional methods. By
providing large-scale assessments proving the well-groundedness of the traditional
syntactic literature, they prove that an overwhelming majority of the data present
in syntactic theory is verified empirically. In this thesis, we stand by this position,
however, we also recognize that one should be critical when testing a processing
system against constraints taken from linguistic theory. In this regard, we call for
careful scrutiny regarding the validity of data used to test whether a computational
system captures a given linguistic phenomenon.

Another important divide concerns the views which coexist in how they con-
ceive grammaticality. We already introduced the binary view on well-formedness
in section 2.1. Another main approach is to view grammaticality as a gradient
property of sentences. We display these views in table. 3.2.

While the binary conception of well-formedness has been prominent in linguis-

6These two notions are not interchangeable, see [Lau, 2016].
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View Description
Binary Grammaticality is membership to a set of well-formed sentences.

Well-formedness is a binary property of word sequences.
Gradient Grammaticality is real-valued, and not a binary property.

Table 3.2: Two possible views on grammaticality.

tics, there have also been views that grammaticality is rather gradient [Fanselow,
2006; Ambridge, 2016]. Under any of the two approaches, our first goal is to
understand how it translates into evaluating a NLM’s ability to capture aspects of
grammaticality.

As neural language models are probabilistic models, their capture of well-
formedness as a binary property of sentences cannot be directly assessed. Fur-
thermore, conceiving grammaticality as gradient does not solve this issue as as it
remains a theoretical concept, therefore it is not directly measurable. In principle,
this poses a problem for the empirical evaluation of a model’s grammatical knowl-
edge. [Lau, 2016] propose one way to overcome this issue by considering accept-
ability, which in turn is an empirically grounded property which can be quantified
over certain sentences by asking speakers to produce judgements over sentences.
However, they argue that if we are to predict acceptability based on the magnitude
of a language model’s probabilities, a number of precautions should be taken. For
instance, acceptability is not directly reflected by a model’s probability estimates
for word sequences due to length and frequency effects on sentence probabilities.
They further propose to modulate the log-probability outputs of language models
to neutralise such effects.

Another way to overcome this problem is to use minimal pair testing. Whether
we subscribe to a binary or gradient view on grammaticality, we can make assump-
tions about the ordering of the model’s outputs and compare the probability for two
different completions given a context in sentences forming a minimal pair. Under
the binary view, we can expect that the completion from the well-formed sentence
has a higher probability than of the ill-formed sentence. This however holds only in
the masked setting, in which length does not affect probability. Under the gradient
view in turn, we can also expect that the more grammatical completion would be as-
signed a higher probability at the position in which it differs from the less grammat-
ical sentence.7 In this case, ordering constraints, as opposed to magnitude-based
evaluation, can be envisaged to assess a language model’s capture of grammatical
knowledge.

A working hypothesis that can be adopted consists in seeing well-formedness

7Let us keep in mind that frequency could still play a role, as noted by [Lau, 2016]
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as resulting from a set of constraints, some of which can be isolated. Under the
binary view, well-formed sentences would be exactly the ones respecting all well-
formedness constraints. Under the probabilistic view, each of the well-formedness
constraints would impose degrees of grammaticality over sentences and comple-
tions. This idea has been proposed early in linguistics [Chomsky, 1965b] and
has been developed in later work [Chomsky, 1986; Hayes, 2000]. As noted by
[Lau, 2016], approaches like these remain marginal in and a comprehensive formal
model of gradience is still missing. Well-documented discrete constraints could
still be leveraged to test the capture of targeted knowledge. Considering that these
constraints are disjoint, linguistic generalization can be studied as the extent to
which the model is extrapolating each of these well-formedness constraints from
its training data.

As noted previously, well-formedness constraints are not observable a priori,
and remain hypothetical. Formulations of such constraints, their nature and scope,
can further be tested regarding how well they hold against linguistic data, and
whether they predict acceptability judgements. While the relationship between
grammaticality and acceptability scores is unclear, one could expect that isolated
well-formedness constraints not conflating factors affecting acceptability would
lead to a greater acceptability score for the more grammatical sentence. Given well-
established constraints supported by human judgements, our starting point to seek
aspects of linguistic generalization in a probabilistic model is therefore whether
such constraints translate into the model’s probability distribution over sentences
and completions.

As seen in the previous section, the starting point to investigate a NLM’s lin-
guistic abilities is its surface behavior as the training objective directly impacts the
output probability distribution. When attempting to gain a better understanding
about how the latter is shaped, one can design behavioral tests which define ex-
pected behavior under certain hypotheses, that is constraints over the predictions
of the model. When analyzing its output probabilities, we can ask questions such
as:

• Does the model extrapolate certain well-established linguistic phenomena to
any sentence?

• Does the model make predictions which align well with human judgements?

The two main probability scores that we are interested in are sentence proba-
bilities and token probabilities, as those are the two types of outputs we can collect
from a NLM. Over the past decades, investigations on grammaticality have led to
collecting judgements from native speakers on a wide array of isolated linguistic
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All possible word sequences W∗

Syntactically well-formed sentences

Semantically well-formed sentences

Figure 3.1: Schematic representation of well-formedness constraints as sets of sen-
tences. This set-based representation mirrors the binary view on well-formedness,
for simplification purposes.

phenomena. Behavioral tests have been largely deployed over the past decades in
linguistic investigations, often taking the form of grammaticality or acceptability
judgement tests. Such studies have permitted to compare judgements made by hu-
man native speakers of a given language to linguistic theories. In computational
linguistics, they constitute a rich testbed to investigate the linguistic abilities of a
model’s linguistic knowledge. When treating models as blackboxes, one only has
access to output probability estimates given a certain context to diagnose a lan-
guage model.

Leveraging acceptability tests to diagnose a model’s predictions As seen in
the previous chapter, neural models learn a probability distribution over comple-
tions given a context, either a left context p(ti|t1 . . . ti−1) for autoregressive lan-
guage models, or the whole (left and right) context p(ti|t1 . . . ti−1MASKti+1 . . . tn)
for bidirectional models. By their nature, autoregressive language models are
suited to be tested against constraints over its probabilities which hold at the sentence-
level, and bidirectional language models are best suited to be tested against token-
level constraints. We can note that token-level constraints can also be tested in au-
toregressive language models, either using only the token probabilities given their
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left context, or using the sentence probability even if the test targets a specific to-
ken in that sentence. This has implications regarding the type of phenomena which
models can be tested against. In the following, we attempt taxonomizing the differ-
ent types of linguistic constraints and phenomena which can drive the investigation
of linguistic knowledge in language models.

3.4.2 Scope of linguistic constraints

Constraint over sentence-level probabilities As seen in eq. (2.1), an autore-
gressive language model’s learned probability distribution can be iteratively ap-
plied from left to right to estimate a sentence probability p(s = t1 . . . tn). Naively,
the simplest constraint level that one could think of at the sentence level, would be
the following: if s ∈ L, p(s) > 0

if s /∈ L, p(s) = 0

In practice, it is impossible for a neural model to assign 0 probabilities due
to the strict positivity of the widely used softmax function. A milder desirable
property could be that incorrect word sequences are assigned arbitrarily low prob-
abilities. In practice, it is not possible to define a threshold for grammaticality,
as assuming the existence of such threshold τ would imply that there exist a finite
number of well-formed sentences, at most ⌊ 1

τ
⌋ [Lau, 2016]. Instead, linguistic tests

in neural language models often take the form of preference judgements, where it
is rather the ordering of probabilities that is considered.8 For a pair of word se-
quences (s1, s2) such that s1 ∈ L and s2 /∈ L, a weak expectation is that prob-
abilities assigned by the language model should respect the following constraint:
p(s1) ≥ p(s2).

As neural language models are not perfect approximations of the true distribu-
tion underlying a given language, they are often tested using targeted evaluation
tasks, which evaluate a targeted ability. Some linguistic phenomena naturally de-
fine preference for a sentence over another in a given minimal pair, either because
one is judged acceptable but not the other, or because one is judged more typical
than the other. For such a pair (s1, s2), testing a neural language model equates to
comparing probabilities assigned to s1 and s2. This has led researchers to isolate
linguistic phenomena which can be tested in such straightforward way [Linzen,
2016; Marvin, 2018; Warstadt, 2020b].

8In [Lau, 2016] though, authors propose to adopt functions which take logprobabilities as inputs,
but do not sum to 1, to compute well-formedness scores and avoid the issue mentioned.
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Constraint over token-level probabilities given contexts Bidirectional, or masked
language models differ in nature from autoregressive models in that they do not
model the probability of a word given only a left context. This has profound im-
plications, as contrarily to autoregressive models, their learned probability distri-
bution cannot be used to estimate sentence probabilities using the decomposition
previously seen in eq. (2.1). However, they encountered undeniable success due to
their proven robustness on a wide array of tasks are now extensively used by prac-
titioners and researchers [Devlin, 2019a; Liu, 2019c; He, 2020b]. While the tests
presented in the previous paragraph cannot be applied “as is” to masked language
models, they can be evaluated at the token level, simply by masking one word in
the sentence. This certainly is more limiting compared to autoregressive language
models which are more flexible as the chain-rule can be applied to compute se-
quence probabilities. Nonetheless, many acceptability judgements tests can be per-
formed by bidirectional models, in which minimal pairs only differ in one word,
given that each word from the differing word-pair is part of the model’s vocabulary
as a single token. For any pair of tokens in our model’s vocabulary (t1, t2) ∈ V2,
such that t1 is an acceptable completion given a context c, and t2 is not, we can
evaluate the model in its training setting and expect it to respect p(t1|c) ≥ p(t2|c).
This also holds true if t1 is judged a more typical completion that t2.

3.4.3 Typology of constraints over sentences

A plethora of linguistic phenomena which have been documented in the past decades
can be tested in the form of minimal pairs, as they are generally described using
examples where one sentence is acceptable and the other is not. In this section
we attempt taxonomizing such phenomena in terms of how sentences in a pair
minimally differ from each other, and finally give some implications that such dif-
ferences have on how these corpora can be leveraged to perform behavioral tests in
language models. We present examples of such phenomena in table. 3.3.

Sentences as word sequences

As seen in section 2.1.1, sentences are sequences of words which respect a number
of constraints, some of which are explicit, some of which are hidden. By exam-
ining corpora of utterances from native speakers, grammarians uncover linguistic
phenomena by describing regularities in linguistic data. They might do so by giving
examples of sentence pairs, one of which is acceptable and the other is not. These
sentences often differ minimally to pinpoint how linguistic constraints apply to ut-
terances. To our language models, input sentences are discrete word sequences,
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Type Subtype Name Paper Example
MorphologicalNumber agreement Word content [Linzen, 2016] The man laughs. / *The man laugh

Syntactic

Word order Movement [Baltin, 1982] Would the men not enjoy that? / *Would not
the men enjoy that?

Word order Comparative Clause [Bresnan, 1973] Jack eats caviar more than he sleeps. / *Jack
eats more caviar than he sleeps.

Word content Comparative Clause [Culicover, 1999; Bresnan, 1973] I am more angry than sad. / *I am angrier
than sad.

Word content Modality [Dayal, 1998] You may pick any flower. / *You must pick
any flower.

Word order Coordination [Gazdar, 1981] I wonder who saw Bill and liked Mary / *I
wonder who Bill saw and liked mary.

Word content Coordination [Gazdar, 1981] To which city and which conference did Bill
go? / * Which city and to which conference
did Bill go to?

Word content Negative Polarity [Kadmon, 1993; Marvin, 2018] I don’t have any potatoes. / I have any pota-
toes.

Word order Passive [Collins, 2005] The book was written by John. / *The book
was by John written.

Word order Predication [Williams, 1980] Who do you think of as silly? / *Of whom
do you think as silly?

Word content Gapping [Jackendoff, 1971] Bill ate more peaches than Harry did. / * Bill
ate the peaches and Harry did.

Word content Reflexive Anaphora [Marvin, 2018] The senators embarrassed themselves. /
*The senators embarrassed herself.

Mixed Word content Resultative [Goldberg, 2004] They drank the pub dry / *They drank the
pub

Word content Sluicing [Chung, 1995] She served the soup, but I don’t know to
whom. / *She served the soup, but I don’t
know who.

Semantic

Word order Event knowledge [Chow, 2015; Ettinger, 2020] The restaurant owner forgot which customer
the waitress had served / *The restaurant
owner forgot which waitress the customer
had served

Word content Negation [Fischler, 1983; Ettinger, 2020] A robin is a bird / *A robin is not a bird
Word content Hypernymy [Fischler, 1983; Ettinger, 2020] A robin is a bird / *A robin is a tree
Word content Commonsense [Federmeier, 1999; Ettinger, 2020] He caught the pass and scored another touch-

down. There was nothing he enjoyed more
than a good game of football / *baseball

Table 3.3: Tentative taxonomy of minimal pairs isolating certain linguistic phe-
nomena. Most, but not all of these works were compiled in the Corpus of Linguis-
tic Acceptability [Warstadt, 2019]

which can be seen as a set of word contents and an ordering. The differences in
input between an acceptable and an unacceptable sentence might thus only be dif-
ferences in ordering or in content.

Constraint types

This formulation leads description of linguistic phenomena described in the liter-
ature in the form of acceptability judgements to impose constraints on either (i)
an ordering of words, or (ii) constraints over the form or content of these words.
We also consider a third constraint as a special case of (ii), where one sentence
contains a few more or a few less words than the other, and the rest of the content
and relative ordering is intact. These can be described as (iii) constraints over the
presence or acceptable omission of certain grammatical words.

Note that these constraints are not always exclusive. For instance, comparative
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clause construction can impose constraints on the ordering of words in the follow-
ing example:

(1) a. Jack eats caviar more than he sleeps.

b. *Jack eats more caviar than he sleeps.

But it can also impose constraints on the form of certain words:

(2) a. I am more angry than sad.

b. *I am angrier than sad.

Other phenomena, such as movement, generally impose constraints over the
ordering of words:

(3) a. Would the men not enjoy that?

b. *Would not the men enjoy that?

Types of linguistic phenomena

(i) Syntax Some of the phenomena which are usually tested using minimal pairs
address knowledge about syntax – the constraints which are described are only
dependent on the syntactic structure of sentences, independently on the content of
words.

(ii) Semantics Some linguistic phenomena are clearly semantic in the sense that
they impose constraints which depend on the meaning of words used in the sen-
tence. They result from semantic relations between words, among which we can
cite hypernymy, synonymy, antonymy, encyclopedic and event knowledge, prag-
matics, and reasoning abilities.

(iii) Morphosyntax Finally, some linguistic phenomena impose morphosyntac-
tic constraints, as they impose a certain inflection of certain content words in the
sentence. This is also at the interface between semantics and syntax, as the mor-
phosyntactic constraint builds on the syntactic structure of sentences, while also
bearing semantic information (e.g. number, gender, tense) of inflected words.

3.4.4 Examples of constraints and corresponding metrics

Note that in this section, we focus on evaluation methods which apply to proba-
bilities of completions given contexts p(y|x) as we mostly focus on bidirectional
transformer-based models in this thesis. Many of the following metrics however,
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can be transposed to sentence-level probabilities by substituting p(x) to p(y|x).
Here, p denotes the probability estimate which the model outputs.

(A) Ordering-based evaluation

Some behavioral tests impose an ordering over output probabilities. In this setting,
what is measured is the preference judgements of the model, that is whether it
judges one sentence, or a completion given a context, more plausible than another.
In this regard, the magnitude of probabilities is ignored.

(i) Binary ordering Can be evaluated using accuracy, where success is a binary
measure of whether the model orders probability of two possible completions, or
two sentences, in a given order.

The binary outcome for a single pair which comprises a correct completion yt

and an incorrect completion yf writes:

1[p(yt|x) > p(yf |x)]

which can be summed:

Acc =
∑

x,yt,yf ∈D 1(p(yt|x) > p(yf |x)
|D|

(ii) Ordering of multiple answers Kendall’s Tau correlation coefficient is suited
to compare the ordering of a model’s output probabilities to that of a reference.

τ = nc − nd

n0 − n1
(3.1)

nc is the number of concordant pairs between the two orderings, nd is the num-
ber of discordant pairs, n0 is the total number of pairs and n1 is the number of ties
for our linguistic reference. We do not count ties in nc nor in nd. It follows that
if BERT’s ordering follows our linguistic reference, this coefficient is equal to 1,
as nc = n0 − n1 and nd = 0. In the worst case, this coefficient is equal to -1 as
nd = n0 − n1 and nc = 0.

(iii) Set of correct and incorrect answers We adapt binary probability by com-
paring all pairs, given a set of true answers Yt(x) and a set of false answers Yf (x)
for each context x: ∑

yt,yf ∈Yt(x),Yf (x) 1[p(yt|x) > p(yf |x)]
|Yt(x)|
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Called equally-weighted in [Newman, 2021b].

(B) Magnitude-based evaluation

(i) Binary relative probability In cases where a researcher makes use of minimal
pairs, or any pair of answers one of which is considered to be more acceptable given
the context, the relative probability of such answers can be considered. Given a
correct and an incorrect completion, one can compute their relative probability to
measure how much the model captures the phenomenon under investigation:

ρ = p(yt|x)
p(yf |x)

Also called sensitivity in some papers

(ii) Set relative probability In some cases, output probabilities of the model are
compared to a set of real valued scores. These include data collected from hu-
mans, such as scores of relatedness, or selectional preferences. The latter can be
fitted against model probabilities. A linear model’s slope for instance will scale
probabilities and a good fit for such model indicates that the relative probabilities
of predictions respect that of the reference with which it is compared (e.g. scores
from humans). This is typically evaluated using the R2 coefficient of determina-
tion between predictions and the reference, which is equivalent to Pearson’s linear
correlation coefficient.

(iii) Probability mass In cases where a set of predictions is considered correct
and another set of predictions is not, instead of considering a binary comparison of
each word pair in the correct set and the incorrect set, one can compute metrics over
the probability mass of the two sets. For example, in [Newman, 2021a], authors
use the following metric, which intuitively captures the model’s systematicity in
assigning higher probabilities to correct completions:

∑
yt∈Yt(x) p(yt|x)∑

yt,yf ∈Yt(x),Yf (x) p(yt|x) + p(yf |x)] (3.2)

(C) Which should I use?

Depending on whether the reference’s truth value makes sense as a magnitude or
not, one might be forced to choose orderings instead of probabilities. For example,
in the case where some completions are considered correct and others are not, e.g.
under the binary view on well-formedness, one has to use ordering-based metrics.
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In cases where the model’s predictions or sentence probabilities are compared to
real-valued scores, e.g. human judgements of acceptability, depending on the num-
ber of comparable data points, one can choose one of the magnitude-based metrics.
In the empirical portion of this thesis, we will use both types of metrics.

In this section, we illustrated the diversity of constraints which can be tested
against a NLM’s output probabilities. In doing so, we presented the source of such
constraints, reducing them mainly to normative, discrete, linguistically motivated
constraints, or gradient constraints resulting from human judgements. These only
apply to the model’s surface behavior, the starting point of our analysis, accord-
ing to our three-levels presented in section 3.3. To address questions at the deeper
algorithmic and implementational levels of analysis, we describe in the next sec-
tion a typology of linguistic units which could be represented by the model when
processing sentences to output certain behavior.

3.5 Building blocks for the algorithmic level: A ty-
pology of linguistic units

In order to reach a comprehensive account for how predictions are made at a be-
havioral level, we eventually need to make hypotheses at the algorithmic level.
This requires making hypotheses about the categories and relations represented by
a given system. As seen in section 3.2, linguistic theories formulate hypotheses
regarding how sentence structure is represented. For grammars to describe such
structures, they first need to enumerate inter alia classes of words, their inflections,
their functions and most importantly their relations in sentences. In doing so, gram-
mars typically define categories of linguistic units at various levels of complexity
and scopes, each with their distinctive properties. The motivation for giving broad
formal definitions of such linguistic units is to distinguish building blocks found in
models of syntax, which can further drive detailed accounts for how neural models
process sentence structure. Note that there exist a rich tradition of formal language
theory [Chomsky, 1956a; Chomsky, 1959; Chomsky, 1963], and mathematical lin-
guistics [Bar-Hillel, 1953; Lambek, 1958; Kracht, 2006]. The goal of this section is
not to attempt providing specific formal descriptions of sentence structure, or a de-
tailed mathematical system comprising a large set of intricated definitions. Instead,
we attempt providing a few simple definitions, and are aware that we are not ex-
haustive of objects as complex as natural languages. Our goal however, is to sketch
a coarse-grained typology of linguistic units which lie in linguistic descriptions, to
lay foundations for future computational investigations on how linguistic knowl-
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edge is structured in NLMs. Another reason why we do not explicitly borrow from
previous work in this section, is that our ultimate objective is to understand how
abstractions are implemented in a neural language model, that is to decode them.
As neural models process sentences as word sequences, and sometimes only see
a portion of such sequences, we also desire that our unit evaluation functions are
defined over word sequences and their parts. Additionally, NLMs produce a series
of intermediate representations which lie in spaces that have the same structures,
but encodings for a given linguistic unit might only lie in some of the intermediate
space. For this reason, we also need our evaluation functions to take into account
that the evaluation function can yield an "undefined" value.

In the following, we simply consider that computations supporting linguistic
processing build on knowledge of (i) content categories, which are sets of words or
word sequences, sharing certain properties9 and (ii) relations between categories,
which are sets of relations between content categories, and (iii) mutual constraints
exerted by categories on one another (e.g. an acceptable relative linear ordering
between two or more given categories, or the content which can occur at a cer-
tain position given its ordering relation to other categories). We define linguistic
structure as the set of relations shared between content categories in a sentence.
We further note that there are different various content and relation category sys-
tems. For example, syntactic dependency structure only define relations between
words, while constituent structure, define relations between nested levels content
categories.

Linguistic properties can describe a word in context, but also higher-level scopes,
e.g. a word pair, a subsequence of a sentence, or a full sentence. Note that these
properties are rarely defined over their scope independently of the context where
they occur. For example, in English, the word "hit" has different attributes depend-
ing on the sentence where it occurs (see table. 3.4).

Context Lexical Category Tense Number
"My brother hit the road after lunch." Verb Past Singular
"Our country’s economy was hit by the current crises." Verb Past Participle Undefined
"That song is definitely a hit." Noun Undefined Singular

Table 3.4: Attributes of the word "hit" in different sentences.

Note that the meaning of that word also varies greatly depending on the context
in which it is used. For word sequences, the same holds true (see table. 3.5).

A property of a word (or a word sequence) in a sentence can therefore be de-
fined as a function of that word (or sequence) and the sentence where it occurs.

9Such as contexts in which they occur
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Context Constituent Category
"The girl that I saw was gorgeous" Noun Phrase
"I showed the girl that I saw an impressive footage of the riots" Undefined

Table 3.5: Attributes of a word sequence in different contexts.

Property Examples Value

Lexical
Category

"I love that idea." Noun
"He goes to the beach very sunday." Verb
"Is this the book you told me about?" Determiner

Number

"This fact does not matter." Singular
"I received several letters from him." Plural
"There is a consensus on that in my group." Singular
"Jupyter revolves around the sun." Undefined

Tense
"He left without saying a thing." Past perfect
"We meet around twice a year." Present perfect
"They stopped producing this model a few months ago." Undefined

Table 3.6: Examples of word-level contextual properties

As seen previously, the property can be undefined for certain words or sequences,
e.g. a noun has no tense. Word-level properties are then defined as a mapping be-
tween a word in a given sentence, and a set of values which includes the undefined
value. Sequence-level properties are a mapping between sequences in a given sen-
tence, and a set of values which include the undefined value. Some examples of
word-level properties and sequence-level properties can be seen in table. 3.6 and
table. 3.7.

Other properties for words or sequences in turn can be defined in relation to
other parts of the sentence. For instance, the semantic role property defined in
table. 3.7 can be defined relatively to a predicate, and dependency grammar assume
that certain words share a dependency relation to their head in the sentence.

Definition 3.5.1. Broadly speaking, we can write contextual linguistic properties
as a function defined over a sentence and some part of that sentence (e.g. a word or

Property Examples Value

Constituent

"The colors in his paintings are so vivid." Prepositional Phrase
"Farmers will have a hard time if it doesn’t rain." Noun Phrase
"They really liked the illustrations Mary made." Verb Phrase
"Repeating this would certainly help remember." Undefined

Semantic
Role

"John closed the door when he arrived." Agent
"He ate his pizza in seconds." Patient
"They put at risk the success of this mission." Predicate
"It is not easy to choose between these options." Undefined

Table 3.7: Examples of sequence-level contextual properties
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a span), into the set of values which that property can take V:

T : (s, s̄) ∈ W∗ × P(s) → T (s) ∈ VT ∪ {undefined}

where s̄ is used to denote any subpart of the sentence s and P(s) is used to denotes
parts of s – spans are most often considered in this context.

Definition 3.5.2. In addition, we can define relational linguistic properties as a
functions defined over a sentence and two parts of that sentence:

T : (s, (s̄1, s̄2)) ∈ W∗ × P(s)2 → T (s) ∈ VT ∪ {undefined}

In grammars, properties like these define categories which are the building
blocks of linguistic structures. As seen previously, linguistic theories allow us to
formulate hypotheses regarding how NLMs process linguistic structure. One start-
ing point to examine whether certain types of linguistic structures are represented
by NLMs would be to assess whether their categories are encoded by in the NLMs’
intermediate representations, and what role such encodings play in determining the
NLM’s outputs. We will discuss how to reach this objective in chapter 7
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3.6 Conclusion

In this chapter, we decomposed the hard problem of understanding the linguistic
abilities of NLMs into smaller, more focused subproblems. By breaking down our
investigation along various levels of analysis (behavioral, algorithmic and imple-
mentational), we laid down foundations to answer targeted questions by delimiting
their scope, and their interactions with other levels of analysis. In this framing,
the different aspects of the main question addressed in this thesis, that of linguistic
generalization, are complementary and interdependent. The framework has strong
methodological implications. First, none of the investigations on linguistic knowl-
edge are addressed in total isolation from the model’s initial goal: optimizing its
objective function during training. The logical structure by which the subproblems
are connected to this goal has epistemological implications, as it connects method-
ologies which at first glance were not translatable into each other, by describing
explicitly the relationship that they have with each other. It remains agnostic how-
ever, on the order in which investigations ought to be performed, as these levels
are interdependent. Bottom-up approaches where one targets an understanding of
the implementational level – that of neurons and layer transforms – to reduce the
hypothesis space of algorithms they can implement is as equally legitimate as start-
ing from behaviorally-supported abilities, before trying to uncover the underlying
computations in the network. In this systemic view on analyzing a NLM’s abili-
ties, the different approaches targeting different loci (encoding, output behavior, or
components) can benefit each other as they are causally connected through the role
they play in the model’s systemic function - approximating a probability distribu-
tion. Additionally, we reviewed constraints which can be tested against the model’s
output probabilities for behavioral investigations, and taxonomized linguistic units
and relations which can be represented by the model at an algorithmic level, which
gives a toolbox for future investigations in this levels.

In the next sections, we first carry behavioral analyses and formulate hypothe-
ses on the computations performed by the network at the algorithmic level: that is,
which information it uses to perform certain linguistic tasks. In the last chapters,
we target the implementational level and attempt understanding which representa-
tions and computations support the realization of a hypothesized algorithm.
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Figure 3.2: "A man constructing a bridge between two piles of books floating in
water, digital art", K.L. x DALL·E 2
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Chapter 4
Behavioral Diagnosis of Syntactic
Knowledge using Black Box
Naturalistic Tests: the Number
Agreement Task

The goal of this chapter is to present first results derived from the careful
analysis of a neural language model’s behavior. We examine the capture
of linguistic knowledge on a syntactic task, subject-verb number agree-
ment. In this setting, a model’s behavior is evaluated in its training set-
ting, masked language modelling. We make use of a carefully designed
dataset to observe whether the model captures the number agreement rule
in different settings, to test several hypotheses regarding the nature of
such knowledge. We subsequently compare the model’s behavior to hu-
man judgements, which allows us to observe whether the model’s pre-
dictions and error patterns are concordant with that of humans. Behavior
tests are useful as they are a direct reflection of the model’s predictions
in its normal functioning setting, the one in which it has been trained.
In this regards, results from behavioral analysis are a first step towards
gaining better understanding on the linguistic abilities captured by a neu-
ral language model.

Goals
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4.1 Subject-Verb Number Agreement

As seen in the previous chapter, minimal pairs provide an interesting testbed, suited
to investigate whether the behavior of a trained language model is consistent with
grammaticality judgements that a native speaker could make. Pairs differing in only
one word are particularly handy to diagnose bidirectional models as they allow us
to test the model in its training setting – masked language modelling. The number
agreement (NA) task is an example of such minimal pair tests, which has been
largely studied in the past [Corbett, 2003]. In this section, we present the task and
how it has been employed to test the behavior of neural language models.

4.1.1 Evaluating the capture of syntactic dependencies

Subject-verb number agreement is the rule according to which, in english, third-
person present tense verbs must agree in number with their subject:

(1) a. The day is turning ghost.

b. *The day are turning ghost.

c. *The days is turning ghost.

d. The days are turning ghost.

The NA task consists in assessing whether a model’s predictions show a pref-
erence for sentences that do not violate number agreement between a selected verb
and its subject. The subject is typically called the cue of the agreement and the
verb is called the target. Success on this task is usually taken as evidence that the
model is able to track syntactic dependencies, a feature which is hypothesized to
be key to many higher-level linguistic phenomena.

In (1), the verb immediately follows the subject. In this case, the model could
rely a simple heuristic, that consists favoring a completion which has the same
number as the preceding noun. To circumvent this issue, this test is often designed
to contain sentences with varying linear distances between the subject and target
verb of the agreement relation [Linzen, 2016]:

(2) a. The day when he saw his brothers is turning ghost.

b. *The day when he saw his brothers are turning ghost.

c. *The days when he saw his brothers is turning ghost.

d. The days when he saw his brothers are turning ghost.

In (2), the previous heuristic would fail as the noun preceding the target verb
(which is typically called an attractor) can have a different number than that of
the cue.
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Years ago, a dataset of minimal pairs built from sentences extracted from Wikipedia
has been released [Linzen, 2016], comprising examples with varying linear dis-
tances between the cue and the target. In their experiments, the authors tested the
ability of LSTM models perform the NA task, and showed such models to capture
syntax-sensitive dependencies when given targeted supervision. They show that a
LSTM trained with a generic language modeling objective makes much more errors
on the task and is not capable to perform well overall if its capacity remains un-
changed. Additionally, they test a much larger publicly available language model,
and show it to also perform poorly on the NA task, which leads them to conclude
that explicit supervision is required to learn syntax-sensitive dependencies. Later
work extends these results by testing a variety of supervised models and unsuper-
vised language models on the NA task.

Assessing the capture of the rule on unseen sentences To demonstrate that
the model captures the number agreement rule, we must show that it is able to
generalize beyond its training data. In this thesis, we are interested in examining
whether a model trained with a generic language modeling objective is able to cap-
ture linguistic abilities. In [Linzen, 2016], the authors show that to succeed on the
task, LSTMs need to be explicitly supervised on number agreement, as a generic
language model does not capture the rule. [Bernardy, 2017] strengthen these re-
sults, by showing the ability of various supervised models to learn the task. They
additionally demonstrate that performance increases with the size of the training
dataset, and with the size of the architectures under investigation. Additionally,
they show that models need to be exposed with lexically rich data to learn the rule
during training, demonstrating that they fail to generalize using only syntactic in-
formation in presence of limited vocabulary. More recently, transformer-based lan-
guage models have also been shown to perform strongly on subject-verb number
agreement in a wide array of settings, suggesting that they learned to track syn-
tactic dependencies during their training even without explicit supervision. [Gold-
berg, 2019] in turn shows that BERT, a pre-trained transformer model, is able to
perform very well on stimuli from [Linzen, 2016]. However, this evidence alone
is not sufficient to demonsrate extrapolation of the number ageement rule, as this
data is extracted from Wikipedia, which BERT is trained on. Other experiments in
[Goldberg, 2019] however, show the model to perform well on data generated from
diverse templates [Marvin, 2018], which is very unlikely to be part of the training
data. This evidence suggests that such models are able to learn the rule beyond
their training data, and without explicit supervision on the task, as they are only
trained on a generic masked language modeling objective. This also seems to show
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an advantage of Transformers compared to LSTMs as [Marvin, 2018] had showed
that there was considerable room for improvement for LSTMs on some challenging
syntactic structures.

This first series of experiments asks a simple question about NA: does my
model generalize on this rule?

4.1.2 Colorless green ideas agreement

Another question that is usually asked when testing a model’s behavior against NA
stimuli is whether the processes supporting linguistic generalization on this task
are purely syntactic, or whether semantic features also play a role. By showing
that the amount of vocabulary seen during training affects the capture of the rule,
[Bernardy, 2017] first show an influence of semantics to learn this ability. How-
ever, [Gulordava, 2018] showed that LSTMs trained as language models are able
to succeed on NA even on meaningless sentences. They generate meaningless
sentences by replacing the lexical content in the used stimuli while keeping the
syntactic structure unchanged. These two findings are not contradictory however
as they do not ask the same question. The first study investigates the influence of
semantics during learning, while the second investigates the influence of seman-
tics once the rule is learned. Evidence from [Gulordava, 2018] suggested NLMs
can acquire grammatical competence that goes beyond meaningful lexical patterns
they have seen during training on a language modeling objective. Another method
that has been proposed to investigate a model’s capture of the rule beyond specific
lexical combination has been proposed by [Newman, 2021b], who have recently
tested generalizations beyond [Marvin, 2018]’s data. They do so by extending the
vocabulary at the target verb position in order to measure the degree of systematic-
ity in finding the correct answer, considering the set of plural verbs and the set of
singular verbs, and using metrics such as eq. (3.2). They show that though NLMs’
top predictions are generally correct verbforms, the models still struggle on the NA
task for infrequent verbs.

This second series of experiments asks a question at the algorithmic level: does
my model rely only on syntax to perform well on NA, a syntactic rule?

In the following, we take a closer look at this question.

4.2 Behavioral Evaluation of Syntactic Knowledge

Linguistic theories generally assume that NA obeys two main principles: i.) struc-
ture dependence (SD) - NA is governed by phrasal structure, rather than surface
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Struct. ID Structure description Example
A Simple agreement The boy laughs / laugh*
B In a sentential complement The boy knows the girls play/plays*
C Across a prepositional phrase The plate near the glasses breaks/break*
D Across a subject relative clause The cat that chases the mice runs/run*
E In a short verb phrase coordination The boy smiles and laughs/laugh*
F Across an object relative clause The mouse that the cats chase runs/run*
G Within an object relative clause The mouse that the cats chase/chases* runs
H Across an object RC (no that) The mouse the cats chase runs/run*
I Within an object RC (no that) The mouse the cats chase/chases* runs

Table 4.1: Agreement structures used in this study. These structures are taken from
Marvin et al. [Marvin, 2018]. The cue is in blue and the target is red. For each
target, we display the pair of both the correct and incorrect verb form. In structures
C, D, E and H, the attractor is underlined.

linear order (i.e., the verb agrees with the syntactic subject); ii.) meaning in-
dependence (MI) - SVA is a morphosyntactic constraint that holds for meaning-
less sentences too (e.g., Colorless green ideas sleep furiously) [Chomsky, 1956b;
Chomsky, 1971; Chomsky, 1976].

In a first experiment, we examine the extent to which BERT is able to perform
lexically-independent subject-verb number agreement (NA) on targeted syntactic
templates. To do so, we disrupt the lexical patterns found in naturally occurring
stimuli for each targeted structure in a novel fine-grained analysis of BERT’s be-
havior.

For example, when presenting a masked language model with sentences (3b)
and (3d) (below), we mask the token at the target position, and compare the output
probabilities for sleep and sleeps. The model succeeds when it assigns a higher
prediction probability to the right target form.

(3) a. Colorless green ideas sleep furiously.

b. Colorless green ideas that cook the door sleep furiously.

c. *Colorless green ideas sleeps furiously.

d. *Colorless green ideas that cook the door sleeps furiously.

4.2.1 Does BERT really capture syntactic dependencies on col-
orless green sentences?

In this first series of experiments, we test BERT against Marvin et al. [Marvin,
2018]’s number agreement dataset, which comprises sets of manually crafted sen-
tences for simple retained structures described in 4.1. In addition to testing the
effect of meaningfulness by performing replacements at all positions of the sen-
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tence similarly to Gulordava et al. [Gulordava, 2018], we control for the syntactic
constructions from Marvin et al. [Marvin, 2018]: given a syntactic template, can
BERT generalize to any syntactically well-formed, but meaningless sentence? If
not, when does lexical content matter?

4.2.2 Datasets

We test BERT’s ability to solve the NA task using three different, but comple-
mentary datasets all consisting of sentences controlled by the syntactic templates
described in table. 4.1:
a) M&L. This is the original dataset released by Marvin et al. [Marvin, 2018],
containing the syntactic constructions we use in this study. We use it to replicate
Goldberg’s (2019) results as a comparison point. These sentences were designed
to respect semantic constraints using a limited, but semantically controlled vocab-
ulary.
b) WIKI. For each template in M&L, we collected naturally occurring sentences
from the Wikidumps used to train BERT, to test whether the model performs better
on sequences of words it could have memorized during training. We extracted raw
text from the Wikidumps using WikiExtractor1, and collected sequences of word
that corresponded to the sequence of POS tag for each template in M&L.
c) NONCE. For each template in M&L, we generated “nonce”, meaningless sen-
tences keeping the syntactic structure unaffected2. To do so, we replace each word
in the sentence with a word of the same lexical category (and same number if appli-
cable) using a large set of words for each POS-tag, similarly to Gulordava et al.’s
(2018) stimuli. When a noun intervenes between the cue and the target (e.g., in
condition C from table. 4.1), it is systematically assigned a different number from
the cue, in order to test attraction effects3. These nonce sentences are meaningless,
therefore they violate selectional restrictions contrarily to M&L. They also differ
from [Gulordava, 2018]’s stimuli as we additionally test the effect of the syntactic
construction, having separate conditions for each template. This dataset allows us
to test the extent to which the model’s ability to perform the agreement on nonce
sentences is dependent on their syntactic structure. Each set contains 10000 sen-
tences, with balanced proportions of singulars and plurals, making chance level at
50%.

1https://github.com/attardi/wikiextractor
2We release this data on https://github.com/karimlasri/

does-bert-really-agree
3That is whether the model succeeds despite the presence of a distractor noun between the cue

and target of the agreement.
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4.2.3 Behavioral test on naturally occurring vs. nonce data

In a first experiment, we test whether the model’s success over the NA task on
syntactic templates from [Marvin, 2018] requires satisfying mutual semantic con-
straints. To do so, we compare the NA task accuracy on M&L and NONCE. We
also use WIKI as a comparison point, to observe whether the model succeeds better
on sentences it could have memorized during training than on M&L’s meaningful
but unseen sentences.

The results from fig. 4.1 show that even though BERT is quite robust against all
templates on stimuli from Marvin et al. [Marvin, 2018], it fails on some templates
in NONCE. Little performance reduction occurs when there is no intervening at-
tractor (A, E, G, I), that is when the cue and target are within the same clause. This
shows that the model can solve the NA task in the absence of attractors, even when
there is a violation of semantic selectional restrictions. The only exception is when
the cue occurs in a sentential complement (B). In the absence of the complemen-
tizer that, the model might be perturbed by ambiguity, expecting a direct object
noun (e.g., The boy knows the mathematics lessons). Therefore, we tested two
supplementary conditions: one with the overt complementizer (B-2), and another
where the verb that introduces the complementizer is constrained to be a stative
verb (B-3). The results confirm our hypothesis: BERT carries out the task suc-
cessfully on NONCE when the complementizer makes the sentence syntactically
unambiguous, which also suggests that the model relies on heuristics that are partly
lexicalized.

On the other templates (B, C, D, F and H) which present an attractor (that is a
noun with an opposite number which can distract the model), performance drops
close to chance level on NONCE. This means that BERT is not able to perform
lexically-independent generalizations when the target and the cue are separated by
a hierarchically embedded phrase containing an attractor noun. Interestingly, the
model often performs better on WIKI than on M&L, which suggests that memo-
rized lexical patterns can help solve the task in addition to being meaningful.

4.2.4 Influence of one-word replacements

In a second experiment, we measure how performance is affected when replacing
words at one position at a time in the templates, on WIKI. Our goal is to understand
whether the performance drop observed in EXP. 1 is due to the lexical content
filling specific syntactic positions in our templates. In particular, this setting makes
it posible to understand whether most of the effect is due to replacing the cue, the
target, the attractor (if present) or words in none of those three categories.
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Figure 4.1: Accuracies on the number agreement task for the retained structures
obtained by BERT Base. Templates where an attractor is present are displayed
in bold. Note that conditions B-2 and B-3 were not present in the original M&L
stimuli
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The results in fig. 4.2 show that in sentences with no attractor (A, E, G, I),
one-word replacement results in low performance drops, consistently with obser-
vations from EXP. 1. When the stimuli contain an embedded phrase containing an
attractor, replacing the target itself, but also words close to the target verb (in D,
F and H) can significantly harm performance. The cue is linearly distant from the
target in sentences with attractors, and its replacement has little impact on perfor-
mance. Replacing the attractor also has a limited impact on the task, as templates
D and H show. We note a general tendency that replacing closest words results in
higher performance drop than replacing farther ones, including verbs in embedded
clauses.

This suggests that the model’s ability to deal with attractors is not due solely to
hierarchical, lexically independent generalizations acquired during training. In-
stead, our observations show that the model is also sensitive to the content of
syntactically-independent intervening material linearly close to the target verb.

Figure 4.2: Accuracies on the NA task after one-word replacement. Each column
represents the model’s performance after intervening at the position exemplified by
the word displayed in the x-axis. Attractors are represented in bold. Replacements
are performed over sentences from WIKI. For each syntactic template, the perfor-
mance on WIKI (continuous line) and NONCE (dashed line) is represented as a
comparison point. The cue’s replacement is represented in blue and the target’s in
red.

4.2.5 Discussion

Previous NA studies have led Baroni [Baroni, 2019] to claim that “the linguis-
tic proficiency of neural networks extends beyond shallow pattern recognition”.
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Though it is undeniable that BERT does generalize beyond its input and is able
to carry out the NA task on the simplest templates, our experiments also suggest
that these generalizations can be lexically dependent. When naturally occurring
lexical patterns are replaced with syntactically well-formed, but meaningless com-
binations, the model’s syntactic ability seems to be heavily compromised, contrary
to Goldberg [Goldberg, 2019]’s reported results on the Gulordava et al. [Gulordava,
2018] stimuli.

Moreover, most disruption is caused by replacing the words closest to the tar-
get within the embedded phrase, that in principle should not affect the agreement
relation. These two facts together indicate that some of BERT’s syntactic abilities
are limited to specific word sequences that the model could have memorized during
training, including words that are linearly close but belong to a different embedded
phrase or clause. Furthermore, the fact that the model improves its performance on
data it has been trained on (i.e., the WIKI dataset) over other meaningful, unseen
sentences (i.e., the M&L dataset) is further evidence that at least part of its alleged
generalization abilities might be just the effect of memorization.

We can surmise that the model relies on a variety of heuristics acquired dur-
ing training to approximate syntactic generalizations, in line with Finlayson et al.
[Finlayson, 2021], who found two distinct mechanisms to accomplish agreement
in Transformer-based architectures. We find that those heuristics can therefore tend
to be highly lexicalized, similarly to Newman et al. [Newman, 2021b] who showed
that generalization is not systematic by testing a wide range of verbs. This is con-
firmed by BERT’s sensitivity to the main verb when there is no overt complemen-
tizer4, which prevents it from solving the NA task. This suggests that the model
has acquired semi-lexicalized syntactic information about verb subcategorization
preferences.

Although BERT’s ability to approximate syntactic rules is probably more brittle
than previously argued, this should not lead to rejecting its ability to learn natural
language grammar. For instance, constructionist approaches [Hoffman, 2013] have
argued since long against a purely abstract grammar detached from lexical mean-
ing, despite what the data in (3) have often been claimed to prove. The alternative
view is a grammar consisting of constructions that differ in their level of abstract-
ness and lexicalization. BERT’s lexically-driven behavior could therefore be con-
sistent with this less abstract conceptions of syntax. Finally, given previous experi-
ments [Laurinavichyute, 2022], we can speculate that humans could also similarly
manifest patterns of errors driven by semantic, or lexical interferences from words
linearly close to the target. Though such patterns seem to differ between language

4cf. sentence type B no that
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models and humans [Linzen, 2018], this in turn leads us to questioning our expec-
tations regarding the syntactic abilities of neural language models.
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4.3 Number Agreement Error Patterns: a Compari-
son between BERT’s Behavior and Human Judge-
ments

Previous research has shown that humans are also prone to making number agree-
ment errors with specific constructions [Bock, 1991; Hartsuiker, 2001], for ex-
ample when an attractor is present. See (4) from Bock et al. [Bock, 1991] for an
example where agreement can be disturbed by an attractor, as human subjects often
show preference for a syntactically ill-formed sentence:

(4) [The readiness]subject [of our conventional forcesattractor]PP [are]verb at an all-
time low.

This evidence suggests that the SD principle of number agreement might be weaker
than it is typically assumed and can be disrupted or disturbed under specific con-
ditions even for humans. At the same time, such violation prompts the need to
carefully test whether the MI principle of NA is also compromised in subjects’
grammaticality judgments. With this in mind, we further compare the observed be-
havior of our model, bert-base, to human preference judgements, obtained with
a psycholinguistic online crowd sourcing experiment. To do so, we first collect hu-
man responses on meaningful and meaningless sentence pairs featuring syntactic
structures of varying complexities; then we analyze and compare the error patterns
in humans and in BERT. This allows us to address the following questions: do
human judgments show evidence for structure independence and meaning inde-
pendence when solving the number agreement task? Do humans and NLMs make
similar subject-verb agreement errors in structures with attractors and/or in mean-
ingless sentences? Comparing the error patterns of humans and NLMs on number
agreement is a crucial piece to understand our model’s linguistic knowledge, as
errors made by the model do not mean that the model is missing crucial aspects of
linguistic competence if humans themselves are make similar errors.

4.3.1 Experimental Setup

In this section, we describe the procedure to construct the experimental items used
to collect human judgments with crowd-sourcing and to test NLM behavior on NA.
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Items

In this experiment, we test humans against sentences using the same syntactic struc-
tures as in the previous set of experiments, in Table 4.1, four of which present an
attractor. For each syntactic template, we generate 30 meaningless sentences using
the same procedure. Every minimal pair consists of sentences similar to (5). We
also sample 30 meaningful sentences for each structure from Marvin et al. [Marvin,
2018] to collect human data.5

We use the vocabulary of Lasri et al. [Lasri, 2022] for the generation of our
NONCE items and filtered it. We selected a vocabulary of nouns and verbs that
checked the following criteria:

1. We filter out tokens that are ambiguous, i.e. tokens which can either be a
noun or a verb. We used WordNet [Miller, 1995] implemented in the NLTK
library [Bird, 2009] in python 3 to check whether a word was not classified
as a noun and a verb by checking whether there was no synset in the other
category.

2. We filter out words using their relative frequency measured by using the
python library wordfreq [Speer, 2018].6 We choose to filter too frequent
words because some were ambiguous with another category (e.g. in the noun
vocabulary we can find good, well, one). We decided to remove infrequent
words to prevent that participants would not know their meaning. For exam-
ple, this filtered out polynomial, and consonant from the noun vocabulary.

3. We only keep words with a length ranging from 3 and 8 characters, in order to
prevent big differences in size between the items produced by one template.

4. We make a subdivision between transitive and intransitive verbs in order to
correctly fill the templates.

(5) a. *The admissions sings.
b. The admissions sing.

We thus collect human performance on 30 items for each of our 2 conditions
(Nonce and M&L), and each of our 9 syntactic structures, for a total of 540 items.

5While the number of items is reduced in this experiment, we still call these data sources
NONCE M&L. We filter out sentences where the target verb is ‘be’, as this verb is very frequent
in English which might influence results

6https://pypi.org/project/wordfreq/

79

https://pypi.org/project/wordfreq/


Chapter 4. Behavioral Diagnosis of Syntactic Knowledge using Black Box
Naturalistic Tests: the Number Agreement Task

A B C D E F G H I
Structure

0.0

0.2

0.4

0.6

0.8

1.0
A

cc
ur

ac
y

Chance level
M&L
NONCE

Figure 4.3: Human accuracies on the NA task. Structures where an attractor is
present are displayed in bold.

0.0 0.2 0.4 0.6 0.8 1.0
BERT performance on Nonce

0.0

0.2

0.4

0.6

0.8

1.0

H
um

an
 p

er
fo

rm
an

ce
 o

n 
N

on
ce A

B
C

D

E

F G
H

I

(a) Human nonce performance vs. BERT

0.5 0.6 0.7 0.8 0.9 1.0
BERT performance on M&L

0.5

0.6

0.7

0.8

0.9

1.0

H
um

an
 p

er
fo

rm
an

ce
 o

n 
M

&
L AB

CD

E

FG

H
I

(b) Human M&L performance vs. BERT

Figure 4.4: A comparison of human performance against BERT’s performance on
each of our structures.
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Collection of Human Judgements

We collect our human data using the online click working platform Prolific.7 We
implemented a binary choice experiment in Psychopy [Peirce, 2007] hosted on
Pavlovia8 where participants were presented with a minimal pair, such as in (5),
and asked which sentence was the most correct. In order to prevent habituation to
our stimuli and task, we used 64% of filler items. We recruited 300 participants to
obtain 20 responses per item and kept the responses of 270 participants in our final
data set. Their mean speed to judge one item was 6.9 seconds.

Setup To collect our human judgements, we recruited participants on the working
platform Prolific. Participants were redirected to the Pavlovia page hosting our ex-
periment. First, they had to give their informed consent. Their data was processed
in accordance to the European General Data Protection Regulation [Commission,
2018], and no sensitive data has been collected. After being informed, partici-
pants were shown brief instructions about the forced choice task. For each item,
they were presented with two sentences, and asked to select the one that seemed
more acceptable using the keyboard arrows. Each session started with three train-
ing items followed by feedback. When the training was finished, they were notified
that the experiment started and that they would not receive feedback anymore. Each
participant was presented with 100 items and thereafter received a message that the
experiment was over.

Number of Items and Participants In total, the participants replied to 100 items:
64 fillers, and 36 experimental items. 18 were from the nonsense condition and 18
from the M&L data set. As every condition features 9 different structures, 2 struc-
tures of each category where shown per participant. In order to collect 20 responses
per item, we recruited 300 participants with 15 different versions of the online ex-
periment, which can be found in the supplement material of this article.

Fillers Our filler items where from Ettinger [Ettinger, 2020]. They feature se-
mantically appropriate and inappropriate completions. We also used filler items
with correct and incorrect determiners among ‘a/an’ depending on the following
noun to feature syntax-oriented fillers as well.

Selection of Participants We only accepted participants with the United States
nationality with English as a first language between the age 18 and 60 years old. We

7http://prolific.co
8https://pavlovia.org
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excluded participants that already contributed to another version of the experiment.

Reward Participants got rewarded 2.25£ for a participation that was estimated
to take 15 minutes. This was estimated to be a ‘good’ hourly pay by the Prolific
platform. We rejected participants that performed the experiment in less than 5
minutes.

Filtering and Loss of Participants In our final data set we have the contributions
of 270 participants. Participants that performed at chance level (50 % accuracy)
were filtered out. Furthermore, we lost some data of participants that did not close
the experiment correctly in Pavlovia.

4.3.2 Results

We first analyze our collected human judgements, which we then compare to BERT’s
performance.

Error patterns in humans In this analysis, we compare the human accuracies
on the nonce stimuli and on Marvin et al.’s (2018) sentences. In fig. 4.3, we break
down the results by syntactic structure to observe whether the construction type
affects the human judgments. We notice a performance drop in all structures with
nonce sentences, except for A where the apparent increase is not significant, as
shown by the error bars. Interestingly, the structures for which an attractor is
present (bolded in the x-axis) are those for which the performance drop seems to
be the highest. We also observe high performance drops in sentences where there
is no attractor (B, G and I). Looking at table. 4.1, we can see that these structures
are more complex than the structures where the effect of meaningfulness is low
(A and E). Indeed, they contain either a complement (B), or a relative clause (G,
I). Surprisingly, we observe a similar pattern on meaningless sentences in (F) and
(G): Humans seem to be perturbed as much by the attractor within the object rel-
ative clause (F), as they are by the material in the main clause (G), if sentences
are meaningless. This evidence in comprehension seems opposite to Bock et al.’s
(1992) claim that agreement production is only sensitive to information within the
clause of the target. This evidence hints at the possibility of a difference in the
mechanisms that support NA in production and comprehension.
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Figure 4.5: Performance drops between M&L and nonce stimuli.
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Metric Correlation
M&L Accuracy 0.61
Nonce Accuracy 0.65
Accuracy Drop 0.52

Table 4.2: Coefficient of determination between BERT’s and human performance
on NA, averaged across syntactic structures. The accuracy drop condition repre-
sents the difference between average performance on M&L’s stimuli and our nonce
stimuli, as seen in fig. 4.5

4.3.3 How similar are error patterns in humans and BERT?

In this analysis, we compare the performance achieved by BERT with the human
performance, on each of our stimuli types. fig. 4.4 displays the result obtained by
humans against BERT’s performance for each syntactic template, for both mean-
ingful and meaningless sentences. Interestingly, there seems to be a fairly high
alignment between the results for each syntactic construction, and for each source
of stimuli. We display the R2 correlation measurement of our fit in table. 4.2. The
latter confirms the observed alignment, as we obtain quite high correlations (0.61
for meaningful sentences and 0.65 for nonce sentences). This observation aligns
well with that of [Lau, 2020], that bidirectional transformer models can predict
well acceptability judgements from humans. However, we observe that while the
variation in performance obtained by humans across templates seems quite low,
BERT’s performance does seem to be more affected by the different structures.
This is especially true in the case of nonce sentences, as seen in fig. 4.4a. We also
observe a difference in performance decrease in fig. 4.5, as BERT’s performance
drops are overall higher in presence of an attractor compared to those of humans.
On the other hand, BERT has a higher performance drop on (A) and humans on
(G). This in turn could be explained by the fact that (G) is a hard sentence to pro-
cess for humans, the target of the agreement being within an embedded relative
clause, while BERT could rely on local context in this case as observed by Lasri
et al. [Lasri, 2022].

4.4 Discussion

4.4.1 Lexicalization and syntactic generalization

While subject-verb agreement is sometimes considered as a purely syntactic phe-
nomenon, our results show that actually humans also rely on semantics, which
goes against the meaning independence hypothesis. Our results also show that
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BERT is also highly dependent on semantics, a finding in line with Bernardy et al.
[Bernardy, 2017], who mention that “deep neural networks require large vocabu-

laries to form substantive lexical embeddings in order to learn structural patterns”.
This highlights the strong connection between the ability to process linguistic struc-
ture and the semantic content of sentences.

4.4.2 Structure dependence

Throughout this study, we observed that the performance of both humans and
BERT were sensitive to the syntactic structure used in our items. Humans clearly
obtain lower performance on sentences that are more complex to process when they
are meaningless, including but not limited to sentences presenting an attractor. This
variation in performance seems to reflect variation in structure complexity, which
upholds SD. On the other hand, BERT seems to be mostly sensitive to sentences
with attractors. This evidence rather shows a violation of SD, as attractors are only
related to the target by linear order, in line with evidence found by Lasri et al.
[Lasri, 2022]. While human and BERT’s results seem to correlate to a large extent,
these divergences could reflect a difference in processing. For instance, NA in sen-
tence comprehension for humans could depend on having read the whole sentence,
while BERT could rely more on local context for this task. Indeed, a fine-grained
analysis performed in previous work showed BERT to be mostly sensitive to the
replacement of linearly close tokens [Lasri, 2022].
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4.5 Conclusion

Using a behavioral syntactic task, subject-verb number agreement, we were able
to demonstrate that straightforward hypotheses can be tested regarding the nature
of the knowledge acquired by a NLM on this task. In this series of experiments,
we addressed two independent questions. The first question was addressing the
algorithmic level of a NLM’s linguistic knowledge on the NA task, and dealt with
the nature of the information processed by the model to perform this task. As
its description relies purely on the syntactic structure of input sentences, we in-
vestigated whether the computations supporting successes relied purely on infor-
mation about the input’s syntactic structure, independently of the meaning of its
lexical items. Even though our tested model performs excellently on meaningful
sentences, regardless of their structure, we have shown that the ability to perform
NA is highly dependent on the syntactic construction when meaningfulness is dis-
rupted. This informs us on the processes underlying generalization on the number
agreement task: the model is not extrapolating the agreement rule to sentences
which are deprived from meaning, suggesting that the implementation of this rule
is semantically-dependent.

We then asked a second question, as this evidence contradicts the independence
between syntactic and semantic knowledge hypothesized in some linguistic theo-
ries: does this observation hold for humans too? Our careful comparison with
humans showed similarities between their mistakes and BERT’s errors. In partic-
ular, sentences with attractors tend to compromise meaning independence when
processing the agreement relation. Given this observation, we can rule out that
number agreement, as a syntactic rule, is processed using knowledge of syntax
only. This puts into question the separation between syntactic and semantic pro-
cesses supporting linguistic competence.

Despite these similarities, we further find some differences in failures, as the
performance drop is generally higher in BERT on meaningless sentences, and that
humans are more perturbed by complex constructions without an attractor. This
finding can in turn reflect differences in processing syntactic structure which could
be the source of the partial mismatch in the observed error patterns, such as more
reliance on local context for BERT, suggestive of more fragile heuristics.
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Figure 4.6: "A research scientist examining the linguistic abilities of an artificial
intelligence, digital art", K.L. x DALL·E 2
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Chapter 5
Behavioral Evaluation of Language
Models and Word Order Usage

In the previous chapter, we performed behavioral analyses to investigate
the nature of syntactic abilities captured by a neural language model. In
particular, using controlled datasets, we could test various hypotheses
on the nature of the information processed by the model to demonstrate
abilities on a syntactic task. Such analysis allow us to rule out certain
hypotheses for the nature of the computations underlying the targeted
ability – in particular meaning-independance on a syntactic task – using
the model’s failures. This evidence limits our understanding of the com-
putations supporting successes: when the model is able to respect certain
constraints, we know little about the information it uses. To demonstrate
this, we leverage linguistically motivated behavioral tests in this chapter
to explore the limits of behavioral approximation in expressing the nature
of the computations supporting predictions. When models seem to cap-
ture a given linguistic phenomenon, one does not know how the model
comes to making the correct decision. In turn, we test an alternative hy-
pothesis to contrast the linguistic interpretation of our model’s behavior.
Specifically, we test how the behavior of our NLM compares to scores
assigned by a model deprived of word-order, on two tasks which require
order information. While it is plausible that correct predictions point at
the capture of linguistic knowledge, it is equally possible that the model
relies on statistical co-occurrences alone to mimic such abilities.

Goals
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Chapter 5. Behavioral Evaluation of Language Models and Word Order Usage

5.1 Introduction

As discussed earlier, one of the main limitations of behavioral analyses is that they
only inform us regarding whether the model is capable of giving certain answers
in certain contexts. How the model makes such decisions remains opaque in most
studies examining output behavior. As mentioned earlier in this thesis, one of the
reasons why we probe language models is because their capacity to solve down-
stream tasks is opaque, and they might rely on heuristics to solve such high-level
tasks. Examples of studies showing the model is relying on heuristics without re-
ally learning the task [McCoy, 2019] are a good source of inspiration to know more
about the model’s true abilities. For instance, in our behavioral tests, we can also
design hypotheses for how tasks are solved – which information is used and which
is not. In our previous experiments, we employed a strategy similar to this by
breaking meaningfulness in input sentences, to see if the model performed number
agreement by relying solely on its input’s syntactic structure. While we previously
intervened on the distribution of input sentences, we can also test hypotheses by
comparing the model’s predictions to alternative signals at the output level. In
this chapter, we employ this technique to test whether the output behavior of the
model can be accounted for using a simple co-occurrence based model, deprived
from word-order information. In recent work, authors questioned whether BERT’s
ability in capturing linguistic properties, which should ideally consist of abstract
generalizations, is actually a reflection of shallow properties of the training corpus,
such as the frequency of words or combinations [Yu, 2020a; Newman, 2021b].
These studies investigate the relation between statistics extracted from the training
corpus and the models’ linguistic competence.

In a recent study [Yu, 2020b], authors measured the correlation between the
ability of transformers models to solve a suite of syntactic tasks and the training
corpus frequency of nouns in the input stimuli, but they did not find significant cor-
relation. These findings differ from another study [Wei, 2021a], in which increas-
ing the frequency of a verb in BERT training corpus generally led to improvement
in the ability of BERT to solve the NA task involving that verb. The latter study
builds on a line of research studying the impact of the training corpus (in particu-
lar the training data size and distribution) on a neural language model’s ability to
capture linguistic generalizations [Warstadt, 2020c; Lovering, 2021].
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5.2 Testing concurrent hypotheses over the model’s
behavior

As seen previously, NLMs can be evaluated either against hypotheses derived from
linguistic theory – i.e. rules which constrain the output probabilities, or by com-
parison to a set of completion scores. In the latter case, we have seen previously
that the model’s predictions can be compared to human preferences. In this sec-
tion, we test several hypotheses regarding the way BERT’s predictions are ranked
in its cloze setting. Specifically, we investigate whether its predictions approx-
imate rule-based constraints using a syntactic task, and human judgements on a
selectional preferences task. In addition to comparing the model’s behavior to con-
straints from linguistic theory and human scores, we also test whether predictions
are concordant with purely distributional signal, deprived from word order.

The notion of selectional constraint or restriction is based on the idea that each
predicate comes with a semantically coherent set of typical and plausible argu-
ments [Katz, 1963]. For example, subjects of the verbs smile and love are mostly
animate. In computational linguistics, the capture of this knowledge is called se-
lectional preferences acquisition (SP), and models are evaluated against sets of
predicate-argument-syntactic relation triplets with different degrees of typicality.
[Metheniti, 2020] used the SP10K dataset (see 5.3.1) as a benchmark to test if
BERT has acquired SP. For each head-syntactic relation-dependent triplet in the
dataset, they collected a set of sentences where the head and the dependent occur
in the relation. They masked the dependent in each sentence and computed the
correlation between the SP score and the average of the probabilities assigned by
BERT to the dependents of the collected sentences, claiming that the model cap-
tures selectional preferences.

To contrast our analyses, we examine to which extent BERT’s completions
only mirror order-free co-occurrences seen in its training corpus. Our experiments
show that BERT’s output aligns well with both rule-based syntactic constraints and
human-like judgement of selectional preferences. Additionally, we find that they
are often equally approximated by co-occurrence statistics that do not capture word
order. Finally, we find evidence that the model’s abilities extend beyond order-free
co-occurrence statistics in a subset of conditions analyzed in this study.

5.3 Experimental setting

As mentioned above, we diagnose the behavior of our language model using two
tasks, a syntactic completion task, and a selectional preference task. In each case,
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Chapter 5. Behavioral Evaluation of Language Models and Word Order Usage

we use templates to generate sentences and mask a token at a given position. On
each task, we then test two concurrent hypotheses over the model’s output prob-
abilities. On the one hand, we test whether the model succeeds on the task, that
is whether it captures a normative rule-based constraint on our syntactic task, and
whether it aligns well with empirically grounded human judgements on the second.
On the other hand, we test whether the degree to which it is approximating the ad-
equate behavior can be accounted for by a purely distributional baseline, using a
co-occurrence based model, a priori unable to capture structural properties of input
sentences. This allows us to challenge our observations regarding how the model
behaves in its normal training setting, masked language modeling.

5.3.1 Tasks and Hypotheses

Our two tasks involve different hypotheses that can be evaluated based on the
model’s behavior in its normal training setting - masked language modeling. They
both allow us to test whether the model’s behavior reflects knowledge about con-
straints imposed by the context over the completion, which in principle shouldn’t
be reduced to the memorization of statistical co-occurrences deprived from word
order information. Our chosen experiments are complementary in the sense that
one addresses a syntactic phenomenon and the other a semantic phenomenon, both
requiring information about word-order to be performed.

Syntactic completion For our first experiment, we test a rule-based syntactic pre-
diction hypothesis. To do so, we generate sentences using syntactic templates, as
illustrated in Table 5.1. For each construction, we fill the positions of content words
with randomly chosen words, using a predefined vocabulary. This generation pro-
cedure allows us to build a dataset of syntactically well-formed, nonce sentences,
with the aim of isolating the behavioral syntactic abilities of the model. In par-
ticular, we investigate the model’s ability to recover three parts-of-speech (POS):
nouns, verbs and adjectives.1 In this regard, we test the following hypothesis:

H1-a: Rule-based hypothesis. The model’s behavior reflects the acquisition

of linguistically plausible symbolic rules.

Selectional Preferences In our second experiment, we test a human-like predic-
tion hypothesis on a selectional preferences task, using the SP10K dataset [Zhang,
2019]. This dataset is a collection of pairs of words, where each pair is assigned
a score from 1 to 10, expressing how much annotators perceive the use of the two

1In the case of ambiguous tokens (e.g. "cook" can be a verb and also a noun), we include such
tokens in the set of the expected POS (e.g., verb) but not the others (e.g., noun).
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Struct. ID Structure name Structure description Example
A Simple Det Noun Verb The car cooks
B Simple with Adj. Det Adj Noun Verb The violent car cooks
C Comp. Det Noun Verb Det Noun The car cooks the air
D Adj. and Comp. Det Adj Noun Verb Noun The violent car cooks the air
E Comp. with Adj. Det Noun Verb Adj Noun The car cooks the brown air
F Adj. and Comp. with Adj. Det Adj Noun Verb Det Adj Noun The violent car cooks the brown air

Table 5.1: Syntactic templates used in this study for our syntactic completion task.

words in a given syntactic relation as plausible. As an example, the eat-meal pair
in dobj relation has been assigned a score s=10 by humans. Scores were obtained
by averaging judgments from crowdworkers. 5 relations are considered, and for
each, the dataset contains 2,000 word pairs. We only use the nsubj relation since it
is most suitable for our cloze task design. Given a word pair, we generate sentences
using templates that are described in section 5.4.2. We then investigate the proba-
bilities that the model assigns at to different arguments after masking the sentence.
Using our human judgements of selectional preferences, we test the following hy-
pothesis:

H1-b: Human-like hypothesis. The model’s behavior shows preferences sim-

ilar to those of humans. Note that H1-a and H1-b are not tested concurrently, as
they are tested each on a different experiment.

5.3.2 Co-occurrence extraction from training corpora

In addition to each test presented above, and for each task, we evaluate whether
order-free distributional information extracted from the training corpora can ac-
count for the model’s behavior. To do so, we count co-occurrences in the Wikipedia
dumps2 and the BookCorpus3, used to train the original BERT model. We lever-
age the extracted information to obtain the following measures: i.) Co-occurrence

of word pairs; ii.) Frequency count of single words, using sentences as context
windows. As such measures do not take word order into account, they shouldn’t
in principle capture syntactic structure or argument structure. Though they do not
contain word order information, they contain a vast amount of distributional infor-
mation the model has seen during training, as they are extracted from the training
corpus. It is worth noticing that the BookCorpus has only rarely been taken into
account in studies that investigate BERT’s training corpus, as it was not public un-
til recently [Bandy, 2021]. This collection of co-occurrences allows us to test the
following hypothesis:

2Extracted using https://github.com/attardi/wikiextractor
3https://huggingface.co/datasets/bookcorpus
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Chapter 5. Behavioral Evaluation of Language Models and Word Order Usage

H2: Order-free co-occurrence hypothesis. The model’s behavior is driven by

surface order-free co-occurrence statistics from its training corpora.
The baseline model used for each experiment is described below.

5.3.3 Models

Neural Language Model As in previous experiments, we analyze BERT [De-
vlin, 2018], a bidirectional transformer-based language model with 12 layers. We
use the bert-base-uncased version in our experiments. As our goal is to un-
derstand the model’s behavior, we test it in its normal functioning setting, masked
language modeling. Specifically, to evaluate our different hypotheses, for each
task, we feed it with templatically-constructed templates and extract the probabili-
ties assigned by the model to each word from its vocabulary at the masked position,
and apply our analyses to the output probability vector at this position.

Co-occurrence based model In each experiment, we test (H2) by building a
co-occurrence based model and measuring the extent to which it accounts for our
NLM’s predictions on each task.

Our first experiment consists in measuring whether the model assigns higher
probability scores to tokens with the right lexical category, so we are interested in
the ordering of our NLM’s scores on a large vocabulary selected for this experi-
ment. To build our co-occurrence model, we need to score each token from this
vocabulary when given a context. We rely on the matrix storing co-occurrences for
word pairs in the training corpus, described in section 5.3.2. Each row of this matrix
assigns a co-occurrence vector to each word from the vocabulary. For each masked
sentence, we first compute a co-occurrence vector representing the context by av-
eraging rows corresponding to words appearing in the context. Then, we compute
co-occurrence based prediction scores at the masked position by simply computing
the similarity between the context vector and each token’s co-occurrence vector.
This procedure is detailed in section 5.4.1. Scores assigned by our co-occurrence
model can further be compared to those assigned by BERT using an ordering-based

evaluation method, as imposed by our task.
In our second experiment, for each templatically-constructed sentence, we have

a unique score assigned by humans to a given argument, associated with the verb
present in the context. Our goal in this task is to predict log-probabilities assigned
by BERT to the completion scored by humans, based on their selectional preference
judgements. In this case, we test whether different co-occurrence based models
based on various corpus-based statistics can also predict BERT’s probability. The
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first one is based on the verb-argument pair’s co-occurrence frequency for each
example, as described above. The second one is based on the log frequency of the
argument only in the training corpus, and the third one is based on both variables.
This is detailed in section 5.4.2.

5.4 Experiments

5.4.1 Exp. 1 - Syntactic Completions

We first test BERT against our syntactic completion task using generated sentences.
We first present our cloze task design, and then introduce two complementary mea-
surements to test our different hypotheses.

Cloze task design We generate 1,000 instances for each of the templates in ta-
ble. 5.1 using words randomly sampled using a dictionary extracted from BERT’s
training corpus, where each token is labeled with its part-of-speech.4 We only keep
only words that appear as a single token in BERT’s vocabulary in our dictionary.
We denote our resulting vocabulary Vsynt. We then mask one word at a time in
each sentence to test the model, and extract BERT’s probability distribution over
predictions at the masked position. For example, applying this procedure to struc-
ture A – Det Noun Verb can result in the input sentence “The [MASK] eats .", for
which we collect the logit vector at the masked position.

(a) Examining BERT’s ordering of probabilities In this experiment, we ana-
lyze the ordering of BERT’s predictions. Given a masked sentence, we analyze
the probabilities assigned by BERT at the masked position. We thus get, for each
masked context c:

∀w ∈ Vsynt, pc
w = p(w|c)

Our mapping between each word and its part-of-speech defines a ground truth:

lc
w ∈ {0, 1}

where the binary feature indicates whether w is part of the expected lexical cate-
gory. We further analyze the ranking of output probabilities (pc

w)w∈Vsynt . To test
H1-a, we rank all words in Vsynt such that {w|lc

w = 1} occupy the first positions
and {w|lc

w = 0} occupy the next ones. We then compare this reference to the or-
dering of probabilities generated by BERT using a modified version of Kendall’s

4We filter out ambiguous tokens
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Correlation Ranking:5

τ = nc − nd

n0 − n1
(5.1)

On the one hand, we compute this metric over BERT’s predictions and the
linguistic reference as described above, to test H1-a, and BERT’s ability to sys-
tematically assign a higher rank to all words with the correct part-of-speech.

On the other hand, we compare the ordering of BERT’s predictions with a
corpus-based co-occurrence ordering for each word w ∈ Vsynt to test H2. Given
the context c and the co-occurrence count matrix M , we first compute the context’s
mean co-occurrence vector representation:

vc = 1
|c|

∑
w∈c

Mw,∗

where Mw,∗ is w’s co-occurrence vector. After obtaining vc, we can compute each
completion’s similarity to this vector. We thus get a metric that captures the dis-
tributional similarity of each completion to the context, defining an ordering over
words in Vsynt:

∀w ∈ Vsynt, mc
w = ⟨Mw,∗, vc⟩

This ordering and that of BERT’s are further compared using Kendall’s correlation
coefficient presented above.

(b) Measuring the overlap between syntactic and co-occurrence based com-
pletions As our hypotheses H1-a and H2 are not exclusive, we further test the
extent to which both our reference orderings – defined the syntactic ground truth
and the co-occurrence metric – are favoring the same words in context. To do so,
we simply examine BERT’s top 100 predictions. We compute the proportion of
words with the right part-of-speech in this set. Denoting k the number of such
words, we also compute the coverage of k closest co-occurrences in these top 100
predictions. Finally, we compute the overlap between words covered by the former
portion and the latter, to see if co-occurrences alone seem to account for BERT’s
correct predictions.

5This score takes ties into account, which is convenient in our case as all correct completions
occupy the same position, and all incorrect completions as well. nc is the number of concordant
pairs between the two orderings, nd is the number of discordant pairs, n0 is the total number of
pairs and n1 is the number of ties for our linguistic reference. We do not count ties in nc nor in nd.
It follows that if BERT’s ordering follows our linguistic reference, this coefficient is equal to 1, as
nc = n0 − n1 and nd = 0. In the worst case, this coefficient is equal to -1 as nd = n0 − n1 and
nc = 0.
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(a) Det Noun Verb (b) Det Adj Noun Verb (c) Det Noun Verb Det Noun

(d) Det Adj Noun Verb Noun (e) Det Noun Verb Adj Noun
(f) Det Adj Noun Verb Det
Adj Noun

Figure 5.1: Kendall’s Tau correlation coefficient (y-axis) for the syntactic comple-
tion experiment. The x-axis represents the sequence of part-of-speech for content
words in each template. The green bars represent the expected part-of-speech while
the red bars represent the incorrect part-of-speech (from left to right, red and green
bars represent nouns, adjectives and verbs). The blue bar in turn represents the
correlation coefficient computed with the co-occurrence-based similarity of each
completion to the context.

5.4.2 Exp. 2 - Selectional preference

Cloze task design For each subject-verb combination in the nsubj set of SP10K
we generate a sentence using the template “The subject verb (present perfect) .”
(e.g., The team has lost .) We do not test relations other than nsubj (e.g., dobj,
amod) as they require completing the word-pair with other content words to form
meaningful sentences (e.g., specifying the subject), which could add confounds to
our analysis.

We filter out combinations such that at least one word is not part of BERT’s
vocabulary as a single token, thereby resulting in 1,961 word pairs. We further
mask the subject in the generated sentence (e.g., The team has lost . → The [MASK]

has lost .) and analyze the probability that BERT assigns to the masked token (we
write such probability vector psubj)

Separate hypothesis testing We first measure the extent to which BERT’s be-
havior upholds H1-b and H2.

To test such hypotheses, we built several linear regression models and try to
predict probabilities from psubj using different variables. The models differ with
respect to the predictors used: θH1b

uses the human typicality annotations in SP10K
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(h), θH2 uses the log frequency of the argument (farg) and the log co-occurrence
frequency of the argument-verb combinations (fcomb) in BERT training corpus.6

We quantify the extent to which each hypothesis is supported by the experiment as
a function of the output of a measure of fit of the corresponding model (θH1b

for
H1-b and θH2 for H2). As a measure of model fit, we use multiple R-squared (the
output ranges from 0 - no fit - to 1).

5.5 Results

5.5.1 Syntactic completions

(a) Ordering of probabilities The Kendall’s ranking correlation results for our
first experiment are displayed in fig. 5.1. In this plot, green and red bars represent
the correlation between BERT’s ordering of predictions, and the ordering imposed
by a rule-based predictor which would rank first all words of one part-of-speech
among nouns, adjectives and verbs (represented in this order in the plot). Green is
for the expected POS while red is for incorrect POS. The blue bar in turn represents
the correlation with the ordering derived from our co-occurrence based predictor.

The main observation is that BERT’s predictions produce a higher correlation
with syntactic rule-based ordering (as the green bars show) rather than the order-
ing based on our co-occurrence predictor (blue bars) in almost all cases. While
the opposite seems to occur, this is only the case at adjective positions where the
correlation coefficient is comparable to that of nouns. In that case, the syntactic
completion is ambiguous, which explains the low score using only adjectives. In
structure B as well, the model seems to fill the last position with nouns, which
can be a correct local completion (e.g., The blue car keys). This means that the
model does not systematically expect sentences containing a verb. This explana-
tion seems plausible given that noun phrases are frequent as section titles in the
Wikipedia corpus, and verbless sentences could also be present in the BookCor-
pus. From this perspective, it seems that in most cases, BERT’s behavior hints at
the capture of syntactic knowledge, but in many cases performance is not signifi-
cantly higher than that of a word-order blind co-occurrence predictor. This has two
implications: (i) BERT’s behavior partly obeys rule-based syntactic constraints, (ii)
knowledge of these constraints is imperfect, and sometimes comparable to that of
an order-agnostic predictor. As the two correlation measures are sometimes close,
we want to determine whether the co-occurrence based predictor captures syntac-

6The assumption of linearity between the predictors and psubj is reasonable for all the predictors,
as can be seen from the relations between variables shown in fig. 5.3
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(a) Det Noun Verb (b) Det Adj Noun Verb (c) Det Noun Verb Det Noun

(d) Det Adj Noun Verb Noun (e) Det Noun Verb Adj Noun
(f) Det Adj Noun Verb Det
Adj Noun

Figure 5.2: Proportion of tokens from each set under investigation (syntactically
correct, and closest co-occurrences) in BERT’s top 100 predictions at each position
of our templates. We display the proportion of syntactically correct completions
(green bars), the proportion of k closest co-occurrence completions, given that k is
the total number of correct completions (blue bars), the overlap between these two
portions (orange bars). and a POS-dependent baseline measuring coverage of top
100 predictions when the ordering is random (grey bars).
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tically correct predictions, which brings us to the next experiment.

(b) Overlap in coverage of top 100 predictions We then evaluate the extent to
which similar correlations between orderings previously analyzed reflect an over-
lap in orderings. To do so, we examined the coverage of top 100 predictions of
the model in our cloze setting. fig. 5.2 presents our analysis of the model’s com-
pletions for each of our selected syntactic templates. We see that, accordingly to
the previous results, looking at the top 100 predictions points towards the model’s
capture of aspects of syntactic generalization overall. Indeed, the top predictions
contain mostly plausible syntactic completions, with coverage way beyond a ran-
dom baseline in all cases. At first glance, the model struggles at some positions
(e.g., the verb in structure B – “Det Adj Noun Verb”), but these are characterized
by context ambiguity, as noted previously.

Figure 5.3: Relation between pairs of variables in the SP experiments.

On the other hand, we observe that purely distributional, order-free comple-
tions (as opposed to linguistically expected completions) also cover a great portion
of the top predictions and often overlap significantly with the syntactically correct
predictions of the model. This in turn raises the question of whether the model’s
abilities truly correspond to the capture of syntactic generalizations, or whether
order-free co-occurrences alone suffice to produce the correct output in these con-
texts. However, in some cases, the model’s syntactic ability strongly outperforms
this baseline (e.g., for verbs apart from (B)), suggesting that the model’s abilities
do extend beyond purely corpus-based statistics.

5.5.2 Selectional preferences

Evaluation of human-like vs. co-occurrence based hypothesis Our results on
the SP experiments are shown in Table 5.2, and we plot our variables against each
other in fig. 5.3. According to our interpretation, R-squared scores confirm the
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Metric Model (predictors) Score

R2 θH1 (h) .51
θH2 (farg and fcomb) .58

Deviance
θH2 (farg and fcomb) 4,421
θH2+H1b

(farg, fcomb and
h)

4,126

Table 5.2: Metrics of the models for the SP experiments.

adequacy of both H1-b and H2, as the variation in BERT probabilities can be ex-
plained equally well by crowdsourced data and the training corpus co-occurrence
frequencies. The score for θH2 is slightly higher, but this can be due to the model
being more flexible due to the higher number of parameters and thus prone to over-
fitting. Overall, the main observation that we can make in this experiment is similar
to that made on the syntactic task. While the model’s behavior seems concordant
with the human scores, its behavior can be almost equally well approximated using
our co-occurrence based model, deprived from word order information. This hints
at a potential limitation of behavior tests. In absence of a strong baseline which
questions the true capture of the ability targeted by a given test, one would be
tempted to conclude that the model under investigation might be capturing linguis-
tic knowledge. In this series of experiments, we show that alternative hypotheses
can account for the model’s behavior, but this contradictory evidence is not always
easily accessible as one cannot test all possible ways to approximate certain sur-
face behavior. A similar argument had been made regarding the dangers of making
claims about a model’s ability to capture syntactic dependencies based on its abil-
ity to perform well on the number agreement task without considering alternative
hypotheses [Kuncoro, 2018a].
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5.6 Conclusion

In this chapter, we demonstrated the limitations of exploring a NLM’s linguistic
abilities using behavior tests only. On the surface, our experiments provide behav-
ioral evidence supporting the capture of both syntactic and semantic knowledge.
Indeed, the model’s predictions approximate completions obeying syntactic con-
straints on the one hand, and reflecting human-like judgements of selectional pref-
erences on the other. However, while our tasks are structure sensitive, our com-
parison with a purely distributional, order-free reference surprisingly shows that
the model’s abilities are comparable to that of a co-occurrences based predictor de-
prived from word order. As knowledge of syntactic constraints, and of selectional
preferences cannot be captured without relying on word order, this evidence casts
doubts regarding the extent to which behavioral success alone can be informative
regarding the nature of the information processed by NLMs. In particular, they
do not provide direct evidence for the inference schemes employed by the model
when it succeeds in producing certain behavior. This finding also calls for testing
several baselines when performing behavioral analysis, inviting us to investigate
with more scrutiny which information the model uses to produce surface behavior.
This finding raises the need to employ causal methods aimed at investigating more
precisely what knowledge is used by a NLM on a given task. It also raises im-
portant questions regarding the utility of word order information, a feature that is
key to structure-sensitive linguistic phenomena, for the model to mimick linguistic
abilities. In the next chapter, we test the extent to which MLMs relies on their
position encodings to optimize their training objective.
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Figure 5.4: "A painting of an AI solving a puzzle with text on it", K.L. x DALL·E
2
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Chapter 6
Investigating reliance on Word Order in
Neural Language Models

In the previous experiments, we showed that a NLM’s predictions on
structure-dependent tasks can be partially retrieved by a co-occurrence
based model deprived from word order information. In this chapter, we
go beyond behavioral tests and investigate a NLM’s reliance on word
order. We analyze its performance on the masked language modelling
objective, using a synthetic dataset. Our experimental setting is tightly
controlled as we can compute the true probability of expected predic-
tions given that the model is relying on word order or not. In doing so,
we have two objectives. The first goal is to assess the importance of
word order to the model in its normal functioning setting, following our
previous observations. Word order is a crucial piece of information to
encode sentence structure, and investigating its usage can shed light on
the model’s ability to capture higher-order linguistic abilities. We further
build on our argument that behavioral evidence alone makes it difficult
to pinpoint specific aspects of information processing in the neural net-
work as it requires laser-focused interventions on the stimuli. Hence, our
second objective is to demonstrate how targeted interventions applied to
components of the model’s architecture can lead us to conclude firmly
regarding the information it processes.

Goals
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Chapter 6. Investigating reliance on Word Order in Neural Language Models

6.1 Introduction

As we found that a NLM’s behavior can be comparable to a simple order-free
model based purely on co-occurrence statistics, we need to investigate more deeply
whether the model relies on information about word order. A recent line of re-
search investigated the importance of word order information during pre-training
for models to solve downstream tasks, showing little variations when their input
sentences are shuffled [Pham, 2021; Sinha, 2021a; Hessel, 2021]. In a similar line
of research, [Haviv, 2022] found that even in absence of position encoding, models
were still able to reconstruct the latter when probed for tokens’ absolute position
information in their intermediate layers. This finding in turn questioned the need
for injecting explicitly position information in language models. [Abdou, 2022]
also showed that shuffled models were still able to capture position information
even when information about word order was removed after subword segmenta-
tion, likely because of the dependency between unigram occurrence probability
and sentence length. Given all this work, it is surprising that the importance of
explicit word order information in a neural language model still eludes us. In this
study, we choose to investigate more carefully this phenomenon, and propose a
methodology carefully designed to evaluate the importance of position encoding
for the pre-training objective.

6.2 Encoding Position Information in Transformer-
based NLMs

As seen previously, sentences seen at the input level of any neural language model
can be seen as bearing information on the token content, and the token relative
order. While tokens are always converted in vector form using token embeddings,
processing information about their relative positions in the input sentence led to
various proposals to encode word order information.

6.2.1 Different needs for autoregressive and bidirectional mod-
els

Word-order processing in autoregressive language models In autoregressive
transformer language models, tokens are processed sequentially. When process-
ing the i-th token, the model has access to the output of processing the previous
sequence of token (t1, . . . , ti−1, ti) (including itself), and their sequence of input
token representations (r(0)

1 , . . . , r(0)
i ) at each layer l. Denoting f1:i the subsequence
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of i first output elements of f :

rl
i = f

(l)
i (r(l−1)

1 , . . . , r(l−1)
i )

= f
(l)
i ◦ f

(l−1)
1:i ◦ · · · ◦ f

(1)
1:i (r(0)

1 , . . . , r(0)
i )

(6.1)

In such models, information about position is essentially accessible as it could
be inferred from the number of tokens that have been processed processed at each
position. [Haviv, 2022] show that in such models, the absolute position information
at each iteration can be reconstructed from its corresponding latent vector, which
hints at the possibility that it could emerge from this implicit access to positional
information.

Position encoding in bi-directional transformer models In bi-directional mod-
els in turn, each token is processed as a function of all tokens’ intermediate rep-
resentations, at any layer l, given a sequence of input tokens (t1, . . . , tn) and their
input token embeddings (r(0)

1 , . . . , r(0)
n ):

rl
i = f

(l)
i (r(l−1)

1 , . . . , r(l−1)
i . . . r(l−1)

n )

= f
(l)
i ◦ f (l−1) ◦ · · · ◦ f (1)(r(0)

1 , . . . , r(0)
n )

(6.2)

By the nature of transformations applied in each transformer block, the permu-
tation of indices would lead to exactly the same result at any position. This arises
from the fact that each transformation of a transformer block is applied at each
position independently, apart from the self-attention layer, where a commutative
operation is applied over previous representations:

∀1 ≤ i ≤ n, h(l)
i =

n∑
j=1

Al
i,j(W l

V rj) (6.3)

where
Ai,j = exp ei,j∑n

k=1 exp ei,k

(6.4)

and
ei,j = Si,j√

dz

where Si,j is an attention score from position i to position j.
This invariance to permutation raises the need to encode position information

in neural language models.
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6.2.2 Contrastive Properties of Position Encodings

While a variety of distinct position encoding schemes are in use, they tend to differ
from each other in a small number of properties [Dufter, 2021]. We review below
several encoding schemes which, when paired, allow us to directly analyze binary
decisions in the design of an encoding scheme.

Relative vs. absolute encoding In some models, it is the absolute position of
tokens that is explicitly injected in the model while in others, it is the relative
position of all token pairs that is injected. Both are perfectly equivalent in term of
information they carry, as each can be reconstructed from the other.

Learned encodings vs. fixed position information injection Some models have
learned encodings, either a set of learned position embeddings or a set of learned
bias terms, while other models make use of a predefined function of position –
relative or absolute – to inject that information in models.

Locus: adding embeddings vs. modifying self-attention Finally, models differ
in the locus where position information is taken into account. A variety of models
take position information into account by having position embeddings added, ei-
ther at the input level or in intermediate layers. For a second category of models,
position information is taken into account directly at the attention-level, and can
take the form of biases which depend on position, added to the attention scores.

6.2.3 Position Encoding Schemes

In the following we review some position encoding schemes to give the reader
examples of how position has been injected in some famous transformer-based
architectures.

Position embeddings

Sinusoidal In the vanilla transformer from the first work which introduced trans-
formers to NLP research [Vaswani, 2017], fixed position embeddings are added
at the input level. The input of such model is thus the elementwise sum of token
embeddings and absolute position embeddings. The latter are fixed during training
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and generated using the sinusoïdal function:

∀1 ≤ i ≤ n


∀t, 1 ≤ t ≤
if t is even, t = 2k, pi,t = sin( i

100002k/dE
)

if t is odd, t = 2k + 1, pi,t = cos( i
100002k/dE

)
(6.5)

These position encoding vectors are injected once and are only present in sub-
sequent layers as a transformation of the injected input position embeddings, en-
tangled with the content embeddings in the intermediate contextual representation.

Learned absolute position embeddings In BERT [Devlin, 2019b] and some
subsequent models [Liu, 2019d], absolute position embeddings are also added at
the input level, but are learned instead of fixed. Learning embeddings instead of
using a fixed embedding function could add more flexibility to the processing of
position information, in comparison to the previous solution.

Injected relative position embeddings In the previous proposals, it is the ab-
solute position of each token that was injected in the models. The set of absolute
token positions is equivalent to the set of relative positions as both can be recon-
structed one from another. Following that observation, [Shaw, 2018] proposed to
inject information about the relative positions of tokens instead of their absolute
positions. In their implementation, no position embeddings are added at the input
level of the network architecture, but two sets of 2k+1 relative position embeddings
(pK

−k, ..., pK
k ) and (pV

−k, ..., pV
k ) are learned (distances greater than k are clipped)

and added at the attention level:

αK
i,j = pK

clip(j−i,k)

αV
i,j = pV

clip(j−i,k)

And the self-attention operation becomes, at each layer l ≥ 1:

∀i, r(l)
i =

n∑
j=1

Ai, jW
(l)
V (r(l−1)

j + αV
i,j)

More recently, [Huang, 2020] proposed to build on this strategy and propose a
variation of this encoding scheme to encourage more interactions between query,
key and relative position embeddings.
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Position-aware self-attention

Other work takes position information into account when processing intermediate
representations, without injecting this information in intermediate representations
[Dai, 2019; Raffel, 2020; He, 2020b]. In these alternative proposals, position in-
formation is only taken in weights, rather than intermediate representations.

Position encoding as an attention bias [Raffel, 2020] proposed to add a learned
bias term directly in the computation of attention scores.

A
(l)
i,j = (WQ(l)r(l−1)

i )(W (l)
K r(l−1]

j )⊺ + b
(l)
i,j (6.6)

where b
(l)
i,j is a trainable bias weight.

More recently, [Press, 2021] proposed to add a fixed bias term at each position
of the attention matrix instead of learning that term. This bias term at the attended
position is simply its relative distance to the attending token, multiplied by a slope
weight that decreases geometrically, given s < 1:

bi,j = (i − j) ∗ s|j−i|

Disentangling content and position at the attention level In [He, 2020b], the
authors represent each token at position i using two vectors hi and pi,j which re-
spectively represent its content, and relative position to the token at position j.
Thus:

A
(l)
i,j = (ri + pi,j) × (rj + pj,i)⊺ (6.7)

= rir⊺j + rip⊺
j,i + pi,jr⊺j + pi,jp⊺

j,i (6.8)

Actually, the position-to-position term pi,jp⊺
j,i is removed as it brings no additional

information, the embeddings already encoding relative position. Thus:

Âi,j = (riWQ)(rjWK)⊺

+ (riWQ)(pclip(j−i,k)ŴK)⊺

+ (pclip(j−i,k)ŴQ)(rjWK)⊺ (6.9)

and

Ai,j = Âi,j√
3dE

Now that we discussed why and how position is injected in transformer-based
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neural language models, we study its importance for the masked language model-
ing objective in the next section.

6.3 Does my model even use position information?

As neural language models need to process information about the position of their
input tokens to capture structural generalizations, we have seen in the previous
section that a plethora of proposals to encode such information in transformer
models have been made [Press, 2021; He, 2020a; Su, 2021; Chang, 2021; Chen,
2021a; Chen, 2021b]. Recent work, however, questioned whether word order in-
formation is really useful for pre-trained models to solve downstream tasks [Sinha,
2021a], showing that models could perform well when using only higher-order
co-occurrence statistics. Other authors [Haviv, 2022] have shown that some trans-
formers could reconstruct partly position information without it being explicitly
injected. Examining performance on downstream tasks can show that the task sim-
ply does not require order information, or that the dataset used to test the model
is too easy [Abdou, 2022], leading to indirect observations regarding a model’s
ability to reconstruct position information.

In turn, we choose to test the importance of position encodings for the pre-
training task itself, masked language modeling, to get more direct evidence about
whether and when position matters to language models. We do so under different
amounts of masking, as intuitively, position information should be increasingly
important when more tokens are missing from the context. Our experiments show
that when masking only one token, the absence of position encoding has little effect
on the model’s performance. However, its importance increases with the number
of masked tokens, forcing the model to leverage position information to perform
better on its training objective. This finding should draw our attention towards
choosing more carefully the amount of masking to train masked language models
– a choice as important as the position encoding scheme itself.

6.3.1 Experimental Setup

Methodology

In our experiments, the goal is to investigate the extent to which a transformer
neural model requires explicit position encoding to perform well on the masked
language modeling objective. We do so under different amounts of masking to
examine how this parameter affects the need for explicit position encoding. We
make use of two variants for each trained model, one in which we inject position
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information, and one deprived from explicit access to that information. To evaluate
whether the trained model reconstructs its input sentences using position informa-
tion, we compare its probability estimates q to two versions of the language’s true
probabilities p on the validation set. The first version, po, represents the probability
of completions given the original, ordered input context. The second version, pu,
is the probability given unordered contexts. In the following sections, we explain
how we perform this comparison to evaluate the extent to which explicit position
encoding is required for the masked language modeling task.

Data

When using natural languages, it is hard to assess whether the model indeed relies
on order information because it is not easy to design a dataset controlled to target
specifically the usage of position information. In particular, as one does not have
access to the true probability distribution of natural languages, it is hard to make
clear predictions regarding how a model not using position information should be-
have. On the other hand, artificial languages obtained from a generative procedure
that is known a priori make it possible to get tight estimates of their true probability
distribution, both with, and without access to position information. The use of arti-
ficial languages has sparked interest over the past years, as a proxy to test targeted
properties of neural models in controlled settings [White, 2021a; Wang, 2016a]. In
our experiments, we make use of data released by White et al. [White, 2021a]. The
dataset consists of sentences generated from an artificial grammar, using a PCFG
such that all production rules have fixed probabilities.1 This design makes it pos-
sible to evaluate the true probability of completions given masked input sentences,
as a comparison point to the model’s observed behavior.

The grammar comprises 1254 unique terminals, where 120 of the words are
ambiguous. It is designed to implement morphological agreement, as its start sym-
bol S appears in the rules S → NP _Subj_S, : V P _S and S → NP _Subj_P, :
V P _P . Derivations of noun phrases and verb phrases lead to non-terminals which
keep track of number, leading to sets of terminal which carry this information.
Additionally, different types of verbs exist in verb phrases: transitive verbs, in-
transitive verbs, and verbs which expects a sentential complement (comprising a
complementizer). Nouns in turn can be either subjects or objects, which is indi-
cated by a particle, and they can be modified by an adjective. Nouns can also be
modified by prepositional phrases and relative clauses which respectively contain a
preposition and a relativizer. Additionally, the grammar comprises conjunctions of

1The artificial language features certain constraints present in natural languages such as mor-
phological agreement relations.
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ROOT
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Figure 6.1: Examples of sentences found in the artificial language used for our
analysis.

noun phrases, and conjunctions of verbs which bear the same number. We display
examples of generated trees in fig. 6.1.2

Train size 100000
Test & Validation Size 10000
Vocabulary Size 1261
Mean Sentence Length 12.51

Table 6.1: Statistics of the dataset used to train our models.

Estimating the true probability distribution of the task

We exploit our direct access to the generative procedure which produces our in-
put sentences to estimate the true probability distribution of the masked language
modeling task. We do so by assuming that the context is either ordered or not.
Specifically, we generate sequences recursively using the artificial language’s pro-
duction rules, until the probability sum of fully expanded sentences3 reaches a
certain coverage.4 We then iterate over these sentences to mask words at each
position and aggregate completions for sequences that share the same unmasked
context in the Masked Language Modelling setting. We thus obtain a probability
distribution of completions Y given (ordered) masked contexts Xo, which we write
{po(y|x) | x, y ∈ Xo × Yo}.5

2In our experiments, we used the unaffected artificial language (Grammar 000000) released
by [White, 2021a]. For more details, the grammar and original code can be found at https:
//github.com/rycolab/artificial-languages

3i.e. sequences that have no non-terminal label.
4We generate sentences along with their true sentence probability in our artificial language until

we reach a probability sum superior to 0.75
5Note that when using natural languages, automatic collection of sentences in real corpora does

not allow access to all possible completions in context, in addition to only providing sparse, and
often biased, samples of sentences. Thus the true probability remains unknown, as noted in sec-
tion 6.3.1.

113

https://github.com/rycolab/artificial-languages
https://github.com/rycolab/artificial-languages


Chapter 6. Investigating reliance on Word Order in Neural Language Models

We also compute a second version of the probability distribution that assumes
no ordering of the context, aggregating completions for unmasked sequences whose
unordered masked context is the same in Xu, obtaining {pu(y|x) | x, y ∈ Xu×Yu}.
To get the probability for unordered contexts, we simply group input sequences by
sorting their elements alphabetically to remove order information and sum their
probabilities for each unordered context. As we only use this procedure to remove
information when estimating the task’s true probability, the inputs which are seen
by our models remain unchanged. As this removes all word order information when
estimating the MLM task’s probability distribution, our estimate is only dependent
on information about each token’s number of appearances in each input.

Is position information necessary for the task?

Given the true probabilities po and pu for our task, we want to measure how differ-
ent these are. We compute the KL-divergence:

DKL(po, pu) =
∑

x,y∈Xo×Yo

po(y|x) log po(y|x)
pu(y|x) (6.10)

This statistical distance allows us to estimate how different are the two distribu-
tions. We predict that by masking more tokens, the task would increasingly require
position information and the divergence would also increase.6

Is position encoding useful to the model?

We test two variants of the BERT architecture [Devlin, 2019b], using Hugging-
face’s Transformer library [Wolf, 2020]. In the first model, position information
is encoded using learned absolute position embeddings,7 while such explicit en-
coding is removed from the second. We call such models BERT and NP. Their
hyperparameters are described in section 6.3.1.

For each model, we compare its probability estimates q in context to the task’s
true distribution assuming both that position information is present in contexts po,
and absent pu. We do so by computing the KL-divergence between q and p ∈
(po, pu) as follows:

DKL(p, q) = H(p, q) − H(p)

We estimate the true entropy H(p) for the masked language modeling (MLM)

6Note that while the KL-divergence is asymmetric, in this order the quantity represents the
information gain achieved by having access to position information.

7This encoding scheme is widespread in transformer-based models, see Dufter et al. [Dufter,
2021] for an overview
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Layers 3
Attention Heads 4
Hidden Size 256
Intermediate Size 1024
Training steps 300000
Weight Decay 0.01
Learning Rate 5e-5
Batch Size 8
Optimizer Adam

Table 6.2: Hyperparameters for training and architecture of our models.

task using either po or pu on our set of generated sentences:

H(Y |X) = −
∑

x,y∈X×Y

p(x, y) log p(x, y)
p(x)

= −
∑

x,y∈X×Y

p(y|x)p(x) log p(y|x)
(6.11)

For each context, we compute the true entropy of its completions:

∀x ∈ X , hY (x) = −
∑
y∈Y

p(y|x) log p(y|x)

And we finally compute the task entropy by averaging these context entropies over
our kept masked contexts Xo or Xu:

H(Y |X) =
∑
x∈X

p(x)hY (x)

We obtain two true task entropy estimates, H(po) for ordered contexts, and H(pu)
for unordered ones. For each model, we then estimate the cross entropy to each true
distribution. Denoting the model’s output probability q, the cross-entropy writes as
follows

H(p, q) = −
∑

x,y∈X×Y

p(y|x) log q(y|x)

We then use the task’s true entropy and the model’s cross-entropy to compute the
KL-divergence. For each model, by comparing DKL(po, q) to DKL(pu, q), we can
assess whether the model’s estimates fit better the task’s probability for ordered
contexts, or unordered contexts. If explicit position encoding is necessary, we pre-
dict that DKL(pu, q) should be greater than DKL(po, q) for BERT, and lower for
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Figure 6.2: KL-Divergence between the ordered and unordered true task probabil-
ities.

NP. Otherwise, both models should have similar behavior.

Testing the effect of masking

In this study, we compare BERT and NP under different amounts of masking.
We surmise that increasing that parameter should increase the necessity of using
position information, as measured by eq. (6.10). If this is the case, varying this
parameter will allow us to investigate whether position encoding is necessary as
the task increasingly requires using that information.

6.3.2 Results

We first display the KL-divergence between true probability distributions assuming
ordered and unordered contexts in fig. 6.2. In accordance with our expectations,8

when increasing the amount of masking, the true distribution of completions given
ordered contexts diverges from that of unordered contexts. Interestingly though,
when only one token is masked, the divergence is low. This suggests that in this
setting, models should have little difference regardless of whether they have access
to explicit position information. By increasing the amount of masked tokens, we
can further observe that the two considered true probabilities po and pu diverge.
We thus expect that models should increasingly rely on position information to
approximate the true ordered distribution.

We further display how well each model approximates each probability esti-
mate in fig. 6.3 to verify whether the presence of position encoding is useful to
the masked language modeling task under different amounts of masking. Expect-
edly, the model with no position encoding scheme performs similarly to the BERT

8see section 6.3.1
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Figure 6.3: KL-Divergence between the true task probabilities and our models’
probability estimates (BERT-top and NP-bottom), assuming contexts are ordered
(orange bars) and unordered (green bars).

model when only one token is masked. In this setting, the context contains enough
information for the model regardless of whether it sees its input tokens as ordered
or as a bag of words. When masking more tokens however, this difference be-
comes increasingly marked. We display the perplexities reached by our models on
our validation sets in table. 6.3. Note that these perplexities are obtained in the
traditional masked language modelling setting, where only one word is considered
to be the ground truth. This explains the discrepancy when compared to model
cross-entropies in fig. 6.4. Contrarily to the rest of our analysis, these perplexity
scores do not take the true probability distribution of the task into account, as only
one label gets all the probability mass.

Model # Masked Words
1 2 3 4 5 6

BERT 15.12 17.06 17.6 19.02 20.24 20.37
NP 20.14 41.93 55.45 70.64 93.58 107.46

Table 6.3: Perplexities reached by our tested models for varying numbers of
masked words.

Further, we observe that the BERT model has a low divergence to the true
probability assuming ordered contexts regardless of the amount of masking, while
it diverges increasingly from the distribution that assumes no ordering of the con-
text. The opposite pattern holds for the NP model. Taken together, these results
show that position encoding is necessary to approximate the true distribution of
the task when it requires position information, that is when the number of masked
tokens is increased.

In fig. 6.4, we compare our models’ cross-entropies to the task’s true entropies.
The figure aggregates the two main observations made in this article, that when the
number of masked tokens increases: (i) the true entropy of the data with and with-
out position diverge from each other, and (ii) that position encoding is required to
approximate the task’s true probability distribution assuming ordered contexts. Ac-
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cordingly to our previous observations, the NP model, which does not have access
to the ordering of tokens, has a cross-entropy that fits the true probability distribu-
tion’s entropy assuming no ordering of the context (red lines). Looking at BERT’s
cross-entropy, we see that this model, which has access to position information,
rather fits the true probability distribution assuming the context is ordered.

Figure 6.4: A comparison between entropies of true probabilities for the MLM task
(assuming ordered and unordered contexts), and our models’ cross-entropies

6.3.3 Discussion

Position encoding and language modeling

Previous work claimed that transformer autoregressive language models without
position encodings could reconstruct position information by inferring the num-
ber of preceding tokens, but not bidirectional transformer models [Haviv, 2022].
Testing a RoBERTa model [Liu, 2019c] led to great difference in perplexity when
removing position information at the input level. However, we show this difference
to strongly depend on the amount of masking: as autoregressive language models
predict only one token at a time, the task could be equally easy for models deprived
from position information. Our results call for increased scrutiny when comparing
autoregressive and masked language models, making sure that they are asked to
predict comparable numbers of tokens.

Mask more !

In our study, we have shown that the utility of explicit position encoding increases
with the number of masked tokens. This finding echoes Wettig et al. [Wettig,
2022]’s study, showing that masking 40% of tokens rather than 15% during pre-
training leads to better performance on downstream tasks. This evidence could
draw more attention towards understanding how different amounts of masking can
lead models to rely on position information, and capture more structural knowledge
about the languages they model.
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Limitations

The results we have presented in this paper were obtained over artificial languages.
Adapting the method to natural languages may be difficult.

The true probability distribution is not accessible for natural languages. In
this study, we investigate how the amount of masking impacts the usage of position
encoding by a neural language model. We chose to carry out this experiment on
an artificial language, because of the ease to access the true probability distribu-
tions in each setting. While this result informs us that the amount of masking could
be key for masked language models to use and abstract away from position infor-
mation extracted from their input, this methodology is not easy to adapt to natural
languages, because the true probability distribution is not accessible for natural lan-
guages. In future work, one could try to find proxies to estimate reference points
for natural languages, with potentially looser estimates than the one used in this
study.

Training several masked language models on natural languages is computa-
tionally expensive. In order to investigate how the amount of masking impacts
the degree to which a NLM makes use of its position encodings, or higher-order
structural properties of natural languages, one would need to train a large neu-
ral model for each condition under investigation, and for each retained amount of
masking. This, added to the potential hyperparameter space search would require
substantial computing resources as training a model on natural languages requires
large amounts of data during training.

Natural languages are more flexible regarding word order. In our experi-
ments, we investigate the impact of masking on using position information using
artificial languages where word order is fixed. We conclude that neural language
models make use of position information on the masked language modeling ob-
jective when the number of masked tokens increases. However, while this should
hold true for data similar to ours, where the word order is fixed and hence position
information greatly affects which token needs to be predicted at a certain position,
we cannot make claims regarding the impact of masking on languages where word
order is more variable, which is the case of any natural language. Further analyses
are needed to evaluate whether position encoding impacts language modeling in
different ways when word order is rather fixed (like English), compared to when it
is more variable (like in Latin or Finnish).
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6.4 Conclusion

In this chapter, we evaluated the importance of position encoding for a masked
language model. We showed that without explicit access to position information,
a model can obtain performance similar to a model that learns position embed-
dings, when only one token is masked. We find that when increasing the number
of masked tokens, the output probability distribution assuming unordered inputs
diverges from that which assumes ordered sentences, reflecting that the task in-
creasingly requires making use of position information. We further show that under
this condition, models with explicit position encoding outperform their counterpart
deprived from position information. This in turn should raise awareness that the
amount of masked tokens might be a crucial parameter for models to abstract away
from their input sentences’ position information, in addition to the chosen position
encoding scheme. With this evidence, we can rule out that pre-trained language
models rely exclusively on statistical co-occurrences. We also show them to be
perfectly able to memorize mappings between inputs and outputs when only one
token is masked, as they do not seem to rely on word order in this case. By inves-
tigating whether the presence of position encoding matters to the model, we start
opening the blackbox and understanding what function its different components
play in supporting the observed linguistic abilities. While we ensured that position
information and encodings are indeed useful above a certain amount of masking,
we do not know how position information is used by the model, as it is a low level-
feature that is not easy to map to interpretable linguistic knowledge. In the next
chapters, we go further and propose a framework to find linguistic representations
in intermediate layers, which are used by a NLM in the context of a linguistic task.
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Figure 6.5: "A drawing of a man examining a network", K.L. x DALL·E 2
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Chapter 7
Beyond Behavior - Inner Mechanisms
Supporting Linguistic Knowledge

In this chapter, we complement behavioral analysis by taking a look in-
side the black box neural model. While behavioral adequacy under cer-
tain constraints is a good starting point, we have seen that in the gen-
eral case, it provides limited information on the nature of the algorithm
supporting such behavior. For instance, when relying purely on the ob-
servation of behavioral outcomes in controlled settings, the set of pos-
sible algorithms yielding certain surface behavior remains large. In this
chapter, we discuss the importance of understanding how a model’s be-
havior is produced by taking a look at its internal representations and
computations. In doing so, we go beyond behavioral evaluation and ex-
plore the algorithmic level of analysis of NLMs. Specifically, we show
how this can be done by intervening at the implementational level. We
focus specifically on linguistic representations. Under this lens, learn-
ing a linguistic concept equates to representing and using that concept.
We further attempt defining criteria over the representations of linguis-
tic properties to assess that a model captures abstract representations of
linguistic concepts in its intermediate layers, which it uses to produce
output behavior.

Goals
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Knowledge

7.1 Motivation: is my Model Right for the Right Rea-
sons?

As pointed out in section 2.2.4, one of the main reasons why tremendous efforts are
invested by NLP researchers in probing neural language models is to ascertain that
they truly capture linguistic knowledge when they seem to succeed in downstream
usage. The overarching goal of probing would be to provide a clear picture of
the knowledge possessed by NLMs and the way they mobilize such knowledge on
high-level tasks – if they do.

In previous chapters, we have shown that careful analysis of a neural language
model’s behavior informs us on whether the latter is able to demonstrate linguistic
abilities. In the worst case, the model is only able to mimic and approximate such
behavior without having acquired any linguistic knowledge, and in the best case
behavioral success reflects its acquisition of adequate knowledge which it is able
to mobilize at inference time. Distinguishing those two extreme cases is important,
so as to not mistake a stochastic parrot with a system capturing subtle abstractions
due to limited data. Using carefully designed datasets, behavioral tests allow us to
rule out aspects of systematic linguistic generalization, by pinpointing contexts of
failure for the model, which partly sheds light on the processes underlying behav-
ioral success. Behavioral tests can thus be tailored to target knowledge that is more
fine-grained than higher order linguistic abilities such as language inference. Such
tests also possess an advantage on downstream evaluation by usually observing the
model in its normal training setting, with no further fine-tuning. Another advantage
of testing the model against tasks targeting more fine-grained linguistic knowledge
is that they allow for more control, as they are simpler tasks: in principle, less
parameters should influence success on a task which requires less knowledge.

However, behavioral tasks do not completely circumvent the issues of down-
stream evaluation as the model is still treated as a blackbox, therefore their epis-
temic validity is also questionable in the general case. In this section, we explore
potential causes for incorrect generalization schemes.

7.1.1 Heuristics can fail to capture linguistic rules

As seen in section 2.2.4, models which seem to produce correct answers on a high-
level downstream task such as NLI [McCoy, 2019] might be relying on shallow
heuristics, or be right for the wrong reasons. The same is true for the apparent cap-
ture of finer-grain linguistic abilities. Shallow heuristics can be one reason why the
model could succeed on behavioral tasks without having appropriate knowledge.
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Adequate linguistic knowledge is adequate knowledge of categories and their rela-
tions, that is the mutual constraints they impose on each other. The model could
represent adequately linguistic categories on which a given constraint is imposed,
but not their correct mutual constraints. For instance, it could know what a singu-
lar noun and verb are, but rely on shallow word-order based heuristics to guess the
correct number instead of learning to track the dependency relation between the
cue and the target of the agreement relation.

As a synthetic example, if my test set is the following :

√
25 =?

√
36 =?

The model can guess the correct answers by applying the rule "return the unit

number of the argument". Another heuristic in the context of number agreement
would be to return the number of the preceding noun, which works when applied
to "The key is on the table" but not "The boy that painted the walls is leaving".

The ability to make firmer conclusions in turn comes from the ability to craft
controlled settings, that is conditions controlled to test precise hypotheses, as done
on downstream usage to test reliance on certain heuristics [McCoy, 2019].

However, relying on carefully designed settings to test specific heuristics is
limiting, as the evidence for generalization is based on negative examples: when
ruling out a given heuristic, it is only more likely that the model possesses linguistic
knowledge. But how likely is it? If one can rule out certain heuristics using behav-
ior tests, one cannot rule out all of them. So unless the controlled conditions cover
the whole space of possibles (as we did when investigating word order: either that
information is present or it isn’t), it is in practice hard to ensure representativity of
the data for each chosen condition, and the cause underlying success or failures of
the models in given conditions might only be concomitant to the control parame-
ters. A causal account of how the model came to produce an output prediction in
turn can give more direct evidence for sources of successes and failures.

7.1.2 Memorization of lexical patterns does not require repre-
senting linguistic categories

Another reason why the model might be generalizing without having appropriate
knowledge could be due to memorizing patterns without having any representation
of linguistic categories. This of course, is an extreme case and the extent to which
the model captures knowledge of categories or is a pure memorizer of input/output
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mappings is not measured on a binary scale. For example, instead of representing
verbs as a set of tokens which play a common syntactic role and occur in similar
contexts, it could be just memorizing specific word combinations and sequences,
as pointed out in our experiments on number agreement. If equipped with enough
capacity, a NLM can memorize a wide array of sentences without deriving the
general rule underlying the acquisition of a given concept. Using artificial data in
chapter 6, we demonstrated that a model deprived from word order information is
able to be as good as its counterpart armed with position encodings, in reducing
its loss on the MLM objective when only one token is masked. The MLM task
however (guessing which tokens fit in a masked position, for sentences which are
generated from a CFG grammar) seems to require knowledge of position informa-
tion. It is likely that in this case, the model is only learning to memorize a mapping
between sets of lexical categories present in the input context to the masked output
category, instead of learning to rely on representations of local and global struc-
tures. Its exposure to large pre-training data can make it very robust on linguistic
tests, while it could have just memorized patterns. This has two disadvantages:

The model has access to limited data As the model cannot memorize any pos-
sible word combination, it falls prey to severe limitations by memorizing lexical
patterns without deriving knowledge of structure and categories. Generalization
should in turn be the derivation of a general rule, or general categories. While we
tested this in the last section for syntactic generalization, we can push further this
by searching for generalized representations of linguistic properties, as well as how
they are mobilized at inference time.

Memorizing patterns is less memory-efficient Learning to predict specific words
in specific contexts is more memory-expensive than memorizing rules applied to
categories. Given that there are n verbs in the model’s vocabulary, and given c =
"The boy [MASK]", memorizing that each singular verb should be predicted with
a higher probability than each plural requires memorizing n × n independent or-
derings of probabilities if the model memorizes each ordering for each pair (e.g.
p("goes") > p("eat")). While this looks suboptimal at first glance, the model’s large
number of parameters could support sufficient capacity to memorize a large num-
ber of combination without deriving general structural patterns, that is general reg-
ularities, or rules, which apply to linguistic categories instead of individual word
combinations.

Learning general representations in turn should be more memory-efficient: if
the model encodes singularity and plurality in its last layer’s representations (two
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sets of n elements), it is in turn sufficient to memorize that the probability of all
singulars needs to be lifted against that of plurals, so it only needs to memorize a
single ordering, in addition to the two sets of n tokens for each category in (singular,
plural). Lifting each probabilities individually probably requires more complex
computations but should in principle be possible, as we have shown in the previous
chapter that under certain conditions, neural models have the capacity to be perfect
memorizers.

For these reasons, understanding which computations take place inside the neu-
ral architectures is a crucial area of exploration to know more exactly how the
model is making decisions, and in particular how it produces correct predictions on
behavioral tasks.

7.1.3 The need for causal methodologies

As seen previously, one cannot know how the model produces output decisions,
which limits the scope which can be explored using behavior tests, and the extent
of the model’s linguistic knowledge which can be uncovered using uniquely such
methods. Causal methods in turn make it possible to formulate more precise hy-
potheses, and allow for more direct evidence that certain linguistic information is
used by the model, or that a certain components plays a given role in producing the
correct decision. As causal methods are tailored to intervene precisely and measure
the effect of granular bits of information or components of the model, they in prin-
ciple do not fall prey to taking spurious parameters as explanatory for the model’s
successes or failures. Common examples include generating counterfactual inputs,
ablation experiments, or setting the value of intermediate states to nonzero values1.
Last chapter’s experiment was one such example as the position encoding scheme
has been disabled in the original transformer architecture, resulting in inability
for the model to recover position information. This was made possible because
we could on the other hand intervene precisely on the true probability distribution
p(y|X) in addition to the position encoding, and translate our hypothesis into clear
expected observations. In most cases, it is not possible to intervene precisely on
the probability distribution which should be estimated at the output level p(y|X),
but it is possible to perform causal intervention on input sentences, by generating
counterfactuals which differ minimally from their original counterparts. The model
itself in turn bears a lot of information on how it processes linguistic information,
which can be uncovered by performing causal experiments to evaluate the function
of its different components in transforming input information and transmitting it

1Ablation experiments generally can be seen as setting some values i the model’s weights or
intermediate representations to zero
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to the decision layer. In this chapter, we will see how to open the blackbox and
intervene causally on the model’s components.

7.2 Inside the Blackbox: the Functions of a NLM’s
Components

For any component of a NLM, acquiring a function during training is equivalent to
specializing into accomplishing a specific role. In the MLM setting, the component
should play a role in reading the information in the input, and transforming that
information into a decision at the output layer. In this section, we present the
different types of functions we can look for in different components of a NLM.

7.2.1 Different functions for representations and transforma-
tions

As we have seen in section 2.2, Transformer-based NLMs are the composition of
transformer blocks:

R(l) = f (l) ◦ f (l−1) · · · ◦ f (1)(R(0))

Which themselves result from the composition of parametric functions. Each layer,
or function, transforms its input representations, a sequence of vectors, into another
set of vector representations.

Representations and layer transforms naturally acquire different functions as
representations typically bear information about the input context, while layers
and transforms read and pass information to the subsequent layers. While input
embeddings bear information about a single position or a single token type, higher-
layer representations start gathering information about the context and can bear
information about a span or sequence of tokens, or about a token-pair, and more
generally speaking a subpart of the context greater than the token. Transforms
and layers in turn can be responsible for transforming the format of information,
carrying information from one position to another, or merging information from
different positions. As the self-attention mechanism is the only place where in-
formation is passed across positions, it is by default the mechanism responsible
for merging information from different positions and copying information in other
positions, while the other layers should in principle only modify the format of the
information present after the self-attention mechanism is applied.
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Evidence for specialization in attention heads Not long after transformer-based
NLMs mushroomed in NLP pipelines, researchers turned to the attention mecha-
nism as the distinctive feature of transformers, looking for interpretable patterns.
Quickly, some authors found patterns supporting specialization in attention heads
[Clark, 2019; Kovaleva, 2019]. Some of these studies find salient patterns which
seem to play a function at a very low-level, and are thus not directly interpretable
[Kovaleva, 2019]. In other studies, authors have tried to find attention maps in
which attention weights reflected that two words share a specific dependency rela-
tion [Clark, 2019]. More recent work showed feed-forward layers stacked on top
of the self-attention mechanism to be memorizers [Geva, 2021]. Still, there seems
to be an interpretation gap between these observations, and how we could imagine
linguistic phenomena to be handled. While first studies looked at attention because
it is the distinctive feature of transformers, and because attention maps are easy to
visualize as a 2D matrix, other components of the network’s layers could equally
specialize into capturing certain functions. One could argue that it is more diffi-
cult to understand how layers transform information (e.g. by grouping, merging,
or transforming information from various positions), so an easier quest for starters
could be to seek knowledge encoded in intermediate representations.

Understanding the model’s representations - causal evidence for encodings of
linguistic representations Previous research also shows evidence for specializa-
tion of neurons into capturing specific linguistic properties. For instance, [Lakretz,
2019] find two "number units", or neurons responsible for encoding number in
LSTM language models. [Vig, 2020b] in turn are able to find neurons and attention
heads responsible for mediating gender bias in a NLM. Contrarily to experiments
cited in section 2.3.1, these experiments are causal in nature, thus they are able to
provide evidence for representations which play a role in determining the model’s
output.

Desired functions On the other hand, when seeking linguistic functions inside
the neural architecture, one would seek representations of a given linguistic prop-
erty or unit (see section 3.1), or a linguistic constraint (such as "transfer number
information from the cue to the target of an agreement relation"). It is desired that
the way information is passed by layers, and the nature of information which is
encoded in layers, is interpretable from a linguistic point of view and constitutes
adequate knowledge of categories, and of the mutual constraints they share. Such
investigation is guided by the assumption that some linguistic knowledge can be
represented by means of categories, and rules systematically operating over cate-
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gories using algebraic operations. We can keep in mind that it is not reasonable
to assume that all of linguistic knowledge and linguistic processing can be easily
translated into precise categories or functions which would have a precise loca-
tion in the network. For instance, some authors found syntactic processes to be
distributed across the whole language system in the human brain [Blank, 2015].

7.2.2 The challenge: decode me if you can

Due to the complexity of their inner structure and the large number of parame-
ters they bear in their layers, Transformer-based neural architectures are difficult
to apprehend. As discussed in the previous section, gaining better understanding
of these architectures requires getting to know better what information their repre-
sentations encode, and understanding the computations which take place inside the
network to transform the format of that information. To achieve this goal, we need
to get a clearer picture of the causal relations which connect these encodings to the
model’s outputs, and eventually the function which the architecture’s components
play in formatting the information encoded in intermediate layers, so it can be read
to make a correct decision at inference time. Achieving this requires being able
to decode intermediate representations by mapping them into interpretable, poten-
tially discrete, states2 which represent meaningful information about the presented
context.This also requires understanding how layers combine and read information
about the input context. At the lowest level, the only readable information present
is the set of token contents and their position. We can imagine that pieces of local
context information are merged to form pieces of information relative to a greater
scope, until the model is able to confidently make a prediction given the whole
context. This interpretability entreprise is certainly not easy. First, functions are
emergent – the mechanisms which gives rise to specialization in the network remain
unknown and no component of the network is forced to learn any of the functions
that should be necessary to produce correct outcomes, so one cannot know where
to look beforehand. Furthermore, one needs to have an idea a priori on a function
or an inference scheme before looking for it in the network, whether it is a de-
fective heuristic or a general algorithm which always works. These difficulties are
almost the same as the ones encountered when trying to assess the function of brain
areas, with at least three advantages though: (i) simpler mechanisms and simpler
state spaces (ii) perfect access to intermediate representations without any ethical
consideration (iii) only language.

2While a major part of linguistic knowledge, such as knowledge of lexical categories and syn-
tactic relations, is discrete, that is not necessarily true of all linguistic knowledge. The evidence for
gradience in human judgements is one argument against discreteness.
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7.3 What does it mean to represent a linguistic prop-
erty?

In this section, we take a closer look at the function of representations, and in
particular define desiderata to assess that a representation truly captures a given
linguistic property of interest.

A layer represents a linguistic property iff it encodes information about that
property such that this information is decoded by subsequent layers, that is iff it
encodes information in a format that is read by the model itself. Under these con-
ditions, the function of the encoding is to represent that property. Spurious encod-
ings in turn have no function in the architecture. Without evidence that an encoding
plays a function in the network, it might just be a spurious encoding which does
not represent the linguistic property.

7.3.1 What is an encoding?

As seen previously section 3.1, (contextual) linguistic properties are defined over
parts of a sentence, and consist in mapping such into a set of values. An encoding
of such property is a mapping from a representation space, into that same set of
values.

In a canonical intermediate representation space, the source property should
in principle be encoded in only a subspace that specialized into its representation
for subsequent layers. A candidate encoding of a property (identified to its set of
values Ls) in a subspace Ui of an intermediate space Ri (at position i) is a mapping
from a partition of Ui, E = (P Ui

1 , ..., P U
|Ls|) ∈ P(Ui) into the set of values Ls that

the property can take. The candidate encoding thus defines a function fE from Ui

to Ls (from elements, or parts, in the partition E to the property’s values in Ls).
The function f defines a mapping from a partition of U , {f−1(v)|v ∈ Ls} ∈

P(U) into Ls, we write f : P(U) 7→ Ls.
For each element of our dataset (x, πs, ℓs, πt, ℓt) ∈ D, we denote the interme-

diate representation in the considered space rx,i ∈ Ri. The considered subspace is
U and we write Ri = Ui ⊕ U⊥

i . We thus denote rx,i = ux,i + u⊥
x,i.

Functional encoding An encoding is functional if this mapping is readable by
the next layer, that is, the bottom architecture encoded the information about that
property using this partitioning of space, to pass it to the upper architecture, which
needs that information to produce a correct decision.
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Format of the information The format of the encodings that one can search for
is defined by the family of boundaries used to partition the representation space.
Linear classifiers partition the space linearly3, but more complex boundaries can
separate the space. In addition to being the simplest boundary one can think of,
another potential motivation for linearity is that at the decision layer, each ordering
of any two tokens is defined by a linear constraint over the output representation, so
readable information should in principle be encoded linearly. This logic however
doesn’t apply to lower layers, as successive non-linearities allow more complex
encodings to be perfectly readable by subsequent layers, which can transform it
into information that is encoded linearly at the decision layer.

7.3.2 Extractability of information

As seen in section 2.3.1, researchers widely accepted for several years that being
able to extract information about a given property from representations meant that
the property was encoded in representations. We have seen however that this com-
mon wisdom raised serious questions and rapidly led to absurd conclusions, such
as that representations encode random labels. This condition is necessary but not
sufficient, as the extractability condition could be verified for a spurious encoding
which is not read by the next layers.

Consider the following two statements:

My NLM encodes information about property P in layer l. (P1)

Information about property P is extractible from layer l. (P2)

It follows that (P1) =⇒ (P2), but the opposite is not true, as the encoding
might just be spurious.

7.3.3 How is the information encoded ? the format

An encoding, that is a partition of a representing space, can be sought in a family of
mappings (e.g. linear mappings, but also Kernelized classifiers...). The simpler the
transform, the easier it will be to perform causal interventions on representations.

In short, the encoding will (either implicitly or explicitly) partition the space
Rt into |P| parts, one for each value the property p can take. In its turn, this
partitioning can be easily represented as a function mapprt

: Rt → P , which

3To be more precise, the space is rather split by affine hyperplanes
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predicts the value an analysed property should take given a sub-representation.
Formally, we can write:

prt = mapprt
(rt) (7.1)

The format of an encoding can be seen in this case as equivalent to the "shape"
of the boundaries delimiting the different partitions.

7.3.4 Where to look?

Candidate encodings can be sought in a subspace chosen in any slice of the causal
graph representing the neural network. Often, it is more convenient to choose a
vector space at a specific token’s position if the property is a token-level property.
The candidate representing spaces can depend on the architecture however, in any
case in transformers representing spaces correspond to token positions. This im-
plies that by choosing such spaces, we can see where information is passed from
specific positions to other positions, but it makes it harder to look for properties
defined over a scope that is above the token position. This difficulty can be cir-
cumvented by simply concatenating spaces over all positions which compose the
span or combination under consideration, or by considering a combination of rep-
resenting vectors for each tokens such as a weighted sum. In the general case, a
property p can be encoded in a subspace Rt of the representations space R, we
write Rt ⊆ R. The motivation behind identifying these subspaces is that parts of
this representation space may contain information that is unrelated to our analysed
property—identifying Rt may thus improve our model’s interpretability and allow
us to make target interventions on them.

Looking for representations equates to finding a subspace encoding properties
in intermediate representing spaces. The subspace which supports the encoding is
therefore found by partitioning intermediate representation spaces using comple-
mentary functions ft and f ̸=t, as in:

rt = ft(r), r̸=t = f ̸=t(r) (7.2)

In this equation, rt ∈ Rt, and r ̸=t ∈ R̸=t represent subsets of the representation
which, respectively, encode or not the probed property. Notably, this function ft(·)
is usually defined such that rt encodes the target property p. In turn, the function
f ̸=t(·) is typically defined as:

f ̸=t(r) ≡ id(r) − ft(r) (7.3)

This ensures that the original representation can be additively reconstructed from
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its subparts, i.e.:
r ≡ rt + r̸=t (7.4)

Further, we have that R = Rt ∪ R̸=t. In this sense, the method to find a sub-
space encoding a property split the representations into two separate subspaces—
represented by rt and r̸=t—which, when put back together, reconstruct the original
representations entirely.

Note that, given equation eq. (7.3), the method to isolate the subspace can be
uniquely identified by its choice of ft(·). Several recent papers perform subspace
probing, either identifying individual relevant neurons which encode some prop-
erty [Torroba Hennigen, 2020; Vig, 2020b] or identifying entire high-dimensional
subsets of the R space [Ravfogel, 2020; Elazar, 2021].

7.3.5 Measuring causal effect over behavior

As soon as the subspace encoding a given property communicates that information
to the next layers, we can safely say that this information was encoded to be de-
coded by the network itself. As discussed in table. 3.1, the ultimate function of
any component in the network is to reduce the training objective, that is to pro-
duce correct completions in context. Determining that an encoding is meaningful
to the model thus requires providing evidence that the information encoded in that
subspace plays a causal role over the model’s predictions.
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7.4 Wrapping up: from Encoding to Usage

While the questions addressed in this chapter apply equally to all components of
a given NLM, including representations but also transforms, we accepted that lin-
guistic representations are easier to seek for starters. As we focused on such objects
in the last section, we finally give a concrete procedure to find encodings which
are useful to the model. In our framework, an account for a property’s encoding
amounts to a description of its format – or geometric structure – in an intermediate
representing space such that this format is used (or decoded) by the model itself in
its normal functioning setting – e.g. predicting the content of a masked word for
masked language models (MLMs).

Prerequisites Two sanity checks can be performed to find linguistic representa-
tions that are actually meaningful to the model under investigation.

• Extractability: Information first needs to be extractible from layers. Ex-
tractible information in turn can be estimated using various measurements.
The most widespread measurement to quantify extractability is simply accu-
racy on the probing task, but other measurements have been proposed, such
as selectivity [Hewitt, 2019a], MDL [Voita, 2020], or V-information [Xu,
2020b]. As seen in the previous section, this is only a necessary condition.
It can be tested as a preliminary, otherwise looking for a functional encoding
is vain. This makes it possible to know in which format one can hope to find
a functional encoding, representing the linguistic property.

• Behavioral success: A task requiring knowledge about the linguistic prop-
erty for which we seek representations is needed beforehand, and we require
that the model succeeds on instances of that task. Without this condition re-
spected, it is not possible to find a linguistic representation that is mobilized
and useful to the model.

Those two conditions are necessary, but not sufficient. The extractability con-
dition defines a candidate encoding (clf(-1)). We found an encoding of the property
if modifying the state in that candidate encoding modifies the output accordingly.
A weaker condition consists in simply erasing the state. If task performance drops
to chance level, it is very likely that the encoding was actually bearing that infor-
mation for the model to produce the correct behavior.

On the one hand, we need a behavioral task defined as correct outcomes given
a set of carefully chosen contexts. As MLMs produce output probabilities for a
discrete set of words (the model’s vocabulary), success on the behavior task is
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equivalent to favoring a subset of the vocabulary V in a given context. Producing
the correct response in principle requires the usage of our encoded property in the
model’s layers. Each of such subsets forms an expected response at the behavioral
level, and can be written (R1, ..., Rn), where ∀i, Ri ⊂ V .

Just describe here the methodology :

(I) Selecting a behavioral task We choose a behavior task on which the model
performs well, reflecting the capture of a linguistic ability that we wish to under-
stand.

(II) Choosing a piece of linguistic information We then choose a linguistic
property. As discussed before, representations for token-level properties are easier
to look for in transformer-based architectures as each token has an intermediate
representation at each layer.

(III) Picking a format and location, and making sure information is extractible
After choosing a location (a representation space) and a format for the encoding
(a family of boundaries to partition that space), we make sure information is ex-
tractible, i.e. we can reach good accuracy using a classifier which splits the space
using these boundaries.

(IV) Causal intervention These boundaries can then be used to perform a causal
intervention. Either we can remove information and see how it impacts perfor-
mance on the behavior task, or set the value to another state, for which we expect
another behavioral response.

If one wishes to apply this generic procedure to find transformations which play
a causal role over the model’s predictions, this only needs to be slightly modified.
(II) and (III) can be replaced by a step in which one formulates an algorithmic
hypothesis. In addition to representing properties, we would make an assumption
for how information about that property is passed or transformed in the network.
Picking a component of the network responsible for that operation, (IV) would
be applied equally, by disabling that component. Note that choosing a location
for an encoding when only looking for representations is already an algorithmic
assumption, that information is copied (or transferred) in that location, even if it
does not seek the transformation by which this is made possible.
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7.5 Conclusion

In this chapter, we discussed the importance of understanding what information
NLMs encode in their intermediate layers, and which computations allow this in-
formation to be transferred, that is which transformations make it readable by sub-
sequent layers. To do so, we adopt a functionalist approach to probing represen-
tations and layers, in which the properties encoded in layers and the role of inner
operations should be examined on the basis of their causal role in producing certain
surface behavior. We defined criteria to assess that an encoding is meaningful to
the model and used to make predictions. These criteria naturally define a method-
ology to find linguistic representations in the model’s inner structure, which are the
building blocks necessary to providing a mechanistic account for the abilities of
NLMs. This framework provides a practical procedure to connect the implemen-
tational and the algorithmic levels of understanding of a given NLM’s abilities.
Equipped with this background, we next present a case study on grammatical num-
ber, in which we seek representations of a property which are used by a NLM on
the number agreement task.
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Figure 7.1: "An artistic painting of a neural network with a silhouette looking up
in front, drawn using charcoal", K.L. x DALL·E 2
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Chapter 8
From Representations to Behavior:
Probing for the Usage of Linguistic
Knowledge

Equipped with the framework presented in the previous chapter, we now
investigate how a given model represents its linguistic knowledge, by
looking for encodings which play a causal role on the model’s outputs,
i.e. functional encodings. Specifically, we open the black box model
and seek representations used to produce behavior reflecting the capture
of linguistic abilities. We will apply empirically our functionalist view,
in which we defined desiderata to ascertain that an encoding of a given
linguistic property is meaningful to the model and not spurious. To do
so, we formulate simple algorithmic assumptions, regarding the location
where functional encodings of a given property lie in the network, and
attempt to remove that property from the model’s representations. We
contend that, if an encoding is used by the model, its removal should
harm the model’s performance on a behavioral task which requires it.
As a case study, we take a look at whether and how BERT encodes an
abstract representation of grammatical number in its layers, and how it
mobilizes such encoding on the number agreement task. We show that
BERT relies on a linear encoding of grammatical number to produce the
correct behavioral output, ruling out that it relies on shallow memoriza-
tion processes on the number agreement task. We also find that BERT
uses a separate encoding of grammatical number for nouns and verbs.
Finally, we identify in which layers information about grammatical num-
ber is transferred from a noun to its head verb.

Goals
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8.1 Introduction

Under our usage-based perspective, our goal is to find a functional encoding—i.e.,
an encoding that the model actually uses when making predictions. We achieve
this by relying on a combination of the paradigms discussed in section 2.3. To
this end, we first need a behavioral task that requires the model to use information
about the target property. We then perform a causal intervention to try to remove
this property’s encoding. We explain both these components in more detail now.

Behavioral Task. We first require a behavioral task which can only be solved
with information about the target property. The choice of task and target property
are thus co-dependent. Further, we require our model to perform well on this task.
On one hand, if the model cannot achieve high performance on the behavioral task,
we cannot be sure the model encodes the target property, e.g., grammatical number,
at all. On the other hand, if the model can perform the task, it must make use of
the property.

Causal Intervention. Our goal in this work is to answer a causal question: Can
we identify a property’s functional encoding? We thus require a way to intervene in
the model’s representations. If a model relies on an encoding to make predictions,
removing it should harm the model’s performance on the behavioral task. If fol-
lows that, by measuring the impact of our interventions on the model’s behavioral
output, we can assess whether our model was indeed decoding information from
our targeted encoding.

Case study: Probing for the Usage of Grammatical Number As a first case
study of this methodology, we focused on how BERT encodes grammatical num-
ber, and on how it uses this encoding to solve the number agreement task. Experi-
mentally, We found that BERT relies on a linear encoding of grammatical number
to produce the correct behavioral output. We also find that BERT uses a sepa-
rate encoding of grammatical number for nouns and verbs. Finally, we identify in
which layers information about grammatical number is transferred from a noun to
its head verb. Our analysis of grammatical number allows us to track how a simple
morpho-syntactic property, grammatical number, is encoded across BERT’s lay-
ers and where it is transferred between them before being used on the model’s
predictions. Using carefully chosen causal interventions, we demonstrate that for-
getting number information impacts both: (i) BERT’s behavior and (ii) how much
information is extractable from BERT’s inner layers. Further, the effects of our
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interventions on these two, i.e., behavior and information extractability, line up
satisfyingly, and reveal the encoding of number to be orthogonal for nouns and
verbs. This finding is surprising given that number is a linguistic property common
to both part-of-speech.

This first case study is encouraging as we succeeded in making a causal con-
nection between the model’s representations of a linguistic property and its output
behavior. This holds as strong evidence for the acquisition of linguistic abstrac-
tions.
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8.2 Grammatical Number and its Usage

The empirical portion of this paper focuses on a study of how BERT encodes gram-
matical number in English. We choose number as our object of study because it is
a well understood morpho-syntactic property in English. Thus, we are able to for-
mulate a simple algorithmic hypothesis about how BERT passes information about
number when performing number agreement: we look for encodings of grammat-
ical number assuming that information about that property is simply read from
intermediate representations at the cue’s position and transferred to the target’s in-
termediate representations. If this algorithmic hypothesis is true, we can simply try
to perform causal interventions at these positions to track information transfer.

We use the same stimuli as in chapter 4 [Linzen, 2016] for number agreement,
as our behavioral task.

8.2.1 Related Work on Grammatical Number

A number of studies have investigated how grammatical number is encoded in neu-
ral language models.1 Most of this work, however, focuses on diagnostic probes
[Klafka, 2020; Torroba Hennigen, 2020]. These studies are thus agnostic about
whether the probed models actually use the encodings of number they discover.
Some authors, however, do consider the relationship between how the model en-
codes grammatical number and its predictions. Notedly, Giulianelli et al. [Giu-
lianelli, 2018] use a diagnostic probe to investigate how an LSTM encodes number
in a subject–verb number agreement setting. Other approaches [Lakretz, 2019;
Finlayson, 2021] have been proposed to apply interventions at the neuron level and
track their effect on number agreement. In this work, we look for functional en-
codings of grammatical number—encodings which are in fact used by our probed
model when solving the task.

8.3 From Encoding to Usage

We discuss how to identify and remove an encoding from a set of contextual repre-
sentations using diagnostic probing. Our use of diagnostic probing is thus twofold.
For a model to rely on an encoding of our property when making predictions, the
property must be encoded in its representations. We thus first use diagnostic prob-
ing to measure the amount of information a representation contains about the tar-

1We focus on grammatical number here. There is, however, also a vast literature investigat-
ing how BERT encodes number from a numeracy point of view [Wallace, 2019; Geva, 2020; Sp-
ithourakis, 2018].
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get linguistic property. In this sense, diagnostic probing serves to sanity-check our
experiments—if we cannot extract information from the representations, there is
no point in going forward with our analysis. Second, we make use of diagnostic
probing in the context of amnesic probing [Elazar, 2021], which allows us to de-
termine whether this probe finds a functional or a spurious encoding of the target
property.

8.3.1 Estimating Extractable Information

In this section, we discuss how to estimate the amount of information about gram-
matical number that is extractable from our probed model’s representations. The
crux of our analysis relies on the fact that the encoding extracted by diagnostic
probes is not necessarily the functional encoding used by our probed model. Nev-
ertheless, for a model to use a property in its predictions, this property should at
least be extractable, which is true due to the data processing inequality. In other
words, extractability is a necessary, but not sufficient, condition for a property to be
used by the model. While a probing classifier’s performance – taken as an estimate
of the information present in a probed architecture – is often measured with accu-
racy metrics, information-theoretic views on probing have been proposed, e.g. as
extracting mutual information Pimentel et al. [Pimentel, 2020b], computing mini-
mum description length [Voita, 2020], or usable information Hewitt et al. [Hewitt,
2021].

Given a labeled sentence (typically one which would be used in our NA task),
a specific number label is associated with a given the cue-target pair. Given that we
wish to extract information about number from a set of intermediate representations
(e.g. at a given layer, and at either the cue’s position or at the target’s), let us denote
R the representation-valued random variable and N the number-valued random
variable. Those simply map each randomly sampled label sentence into the targeted
representation and number.

Formally, the mutual information between R and N is defined as:

I(R; N) = H(N) − H(N | R) (8.1)

Theoretically, this value represents the amount of information about obtained
about number (that is, the label associated with an input sentence’s cue-target pair)
by observing the model’s representations. However, if we see probing as estimating
mutual information Pimentel et al. [Pimentel, 2020b], any injective function has
the same mutual information as the input. It follows that, theoretically, under the
mild assumption that any two representations for any two sentences are different,
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number can be perfectly retrieved from representations. This isn’t useful in our
case, as any injective model (even a randomly initialized one) theoretically leads to
perfect extractability of number.

Let us get back to our probing classifiers. The family of functions used to pre-
dict number given representations imposes certain constraints on how number is
extracted from layers. For instance, if one uses a linear classifier, its accuracy is
indicative of how well it is possible predict number linearly from representations,
i.e. how well a linear hyperplane can separate representations of singular instances
and plural ones. This constraint over the way information is structured in the rep-
resentation space can be naturally integrated into mutual information by using a
modified version, V-information [Xu, 2020b]. In our case, the V-information be-
tween R and N is the amount of information about number that can be extracted
from representations using a certain family of functions V .

Broadly speaking, [Xu, 2020a] defines V-information as:

IV(R → N) = HV(N) − HV(N | R) (8.2)

where V is a variational family determined by our diagnostic probe, and the V-
entropies are defined as:

HV(N) = inf
q∈V

En∼N log 1
q(n) (8.3)

HV(N | R) = inf
q∈V

En,r∼N,R log 1
q(n | r) (8.4)

To compute this, we must first define a variational family V of interest; which
we define as the set of linear transformations. In these conditions, we are estimating
linearly extractible information using the classifier’s V-information.

In eq. (8.3), the first term HV(N) represents the minimal log-likelihood in pre-
dicting number which can be achieved by a model q in V . In our case, linear models
span the whole range of possible probabilities over N , so this V-entropy is simply
equal to the entropy of N , a quantity determined by the proportion of singulars
and plurals in the dataset. The second term HV(N | R) represents the minimal ex-
pected log-likelihood of a model in V predicting number from representations. The
minimum value this term can take is 0, if the predictor always assigns a probability
q(n) = 1 to the correct number. The maximum value it can take is HV(N) itself, if
R adds no information, that is if the classifier guesses number randomly.

According to eq. (8.2), V-information can therefore vary in the range [0; HV(N)].
As this higher bound depends on the distribution of N , we can define a more inter-
pretable value (which we call the V-uncertainty) by normalizing V-information,
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as:
UV(R → N) = IV(R → N)

HV(N) (8.5)

This quantity in turn varies in [0; 1].
Note that a perfect classifier reaching 100% accuracy will not necessarily assign

1 probabilities to the correct outcomes and 0 probabilities to the wrong ones (in the
latter case, HV(N | R) would be equal to zero), so this measurement is more
informative on the probability distribution learned by a probing classifier.

We also note that the V-information lower-bounds the mutual information:
IV(R → N) ≤ I(R; N). It follows that, if we can extract some V-information
from a set of representations, they contain at least the same amount of information
in Shannon’s (1948) more classic sense.

Further, if we denote our analyzed model’s (i.e., BERT’s) hidden representa-
tions as:

rt,l = BERT(sentence)t,l (8.6)

we define a linear diagnostic probe as:

pθ(nt = SING | sentence) = σ(θ⊺ rt,l + b) (8.7)

where rt,l ∈ R768, t is a sentence position and l is a layer, nt is the binary number
label associated with the word at position t, σ is the sigmoid function, θ is a real-
valued column parameter vector and b is a bias term. In this case, we can define
our variational family as V = {pθ | θ ∈ R768}.

8.3.2 Intervening on the Representations

We now discuss how we perform a causal intervention to prevent the analyzed
model from using a given encoding. The goal is to damage the model and make it
“forget” a property’s information. This allows us to analyze whether that encoding
actually influences the probed model’s predictions—i.e., whether this encoding is
indeed functional. To this end, we employ amnesic probing [Elazar, 2021].2 In
short, we first learn a linear diagnostic classifier, following eq. (8.7). If this linear
classifier is able to extract information about number from representations, it means
that it is possible for a linear hyperplane to separate intermediate representation in
space to some degree (with singulars on the one side and plurals on the other). To

2In particular, this intervention consists in applying iterative null-space projection to the repre-
sentations, originally proposed by Ravfogel et al. [Ravfogel, 2020]. We note that Ravfogel et al.
[Ravfogel, 2022a; Ravfogel, 2022b] recently proposed two new methods to remove information
from a set of representations.
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damage representations, we wish to erase the information they bear about number.
To do so, we compute the projector onto the kernel (or null) space of this linear
transform θ, shown below:

Wnull = I − θθ⊺

||θ||22
(8.8)

When applied to representations, this projector will map each vector onto the
closest point, on the plane which separates singulars from plurals. This process
therefore removes the information that our classifier was relying on. Applying this
procedure once might not be sufficient, as the obtained damaged vectors could still
bear some information about number encoded in another direction not captured by
our first hyperplane. Indeed, the projection above only removes the information
that was encoded in one direction of the intermediate space. As a comparison
point, intermediate representations for the model under investigation in this study
have 768 dimensions. It is therefore reasonable to expect that number information
is present in several directions.

Hence, we iterate this process, and we store a set of parameter vectors θ(k) and
their associated projectors W(k)

null until we are unable to extract the property. The
composition of these projectors makes it possible to remove all linearly extractable
number information from the analyzed representations. We can then apply the
resulting composition to the said representations to get a new set of vectors:

r(k)
t,l = W(k)

null · · · W(2)
null W(1)

null rt,l (8.9)

After learning the projectors, we can measure how erasing a layer’s encoding
impacts: (i) the subsequent layers, and (ii) our model’s performance on the number
agreement task. Removing a functional encoding of grammatical number should
cause a performance drop on the number agreement task. Further, looking at both
(i) and (ii) allows us to make a connection between the amount of information we
can extract from our probed model’s layers and its behavior. We are thus able to
determine whether the encodings revealed by our diagnostic probes are valid from
a usage-based perspective—are they actually used by the probed model on a task
that requires them?3

3Our method differs from amnesic probing mostly in that all our analyses are based on a behav-
ioral task which we know a priori to require the property we investigate.
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8.4 Experimental Setup

Data. We perform our analysis on Linzen et al.’s (2016) number agreement dataset,
which consists in sentences extracted from Wikipedia. In this dataset, each sen-
tence has been labeled with the position of the cue and target, along with their
grammatical number. We assume here that this dataset is representative of the
number agreement task; this may not be true in general, however.

Model. In our experiments, we probe BERT [Devlin, 2019a].4 Specifically, BERT
is a bidirectional transformer model with 12 layers, trained using a masked lan-
guage modeling objective. As BERT has been shown to perform well on this
dataset [Goldberg, 2019], we already know that our probed model passes our first
requirement; BERT does use number information in its predictions.

Distinguishing Nouns and Verbs. While number is a morpho-syntactic property
common to nouns and verbs, we do not know a priori if BERT relies on a single
subspace to encode number in their representations. Though it is possible for BERT
to use the same encoding, it is equally plausible that each part of speech would get
its own number encoding. This leads us to perform our analyses using independent
sets of representations for nouns and verbs; as well as a mixed set which merges
both of them. Further, verbs are masked when performing the number agreement
task, so their representations differ from those of unmasked verbs. Ergo, we an-
alyze both unmasked, and masked tokens at the target verb’s position—which for
simplicity we call verbs and masked verbs, respectively. This leaves us with four
probed categories: nouns, verbs, masked verbs, and mixed.

4We focus on bert-base-uncased, as implemented in the transformers library [Wolf,
2020].
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Figure 8.1: The amount of V-information BERT representations hold about
grammatical number, as estimated with linear diagnostic probes.

Figure 8.2: Cosine similarities between the learned parameter vectors of our di-
agnostic probes. The matrices display similarities between different layers, and
across categories.

8.5 Experiments and Results

In our experiments, we focus on answering two questions: (i) How is number in-
formation encoded in BERT’s representations? and (ii) How is number information
transferred from a noun to its head verb for the model to use it on the behavioral
task? We answer question (i) under both extractability and usage-based perspec-
tives. In section 8.5.1, we present our sanity-check experiments that demonstrate
that grammatical number is indeed linearly extractable from BERT’s representa-
tions. In section 8.5.2 and section 8.5.3, we use our causal interventions: we iden-
tify BERT’s functional encodings of number; and analyze whether these functional
encodings are shared across parts of speech. Finally, in section 8.5.5 and sec-
tion 8.5.6 we investigate question (ii), taking a closer look at the layers in which
information is passed.
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8.5.1 What do diagnostic probes say about number?

fig. 8.1 presents diagnostic probing results in all four of our analyzed settings.5 A

priori, we expect that verbs’ and nouns’ representations should already contain a
large amount of V-information about their grammatical number at the type-level.
As expected, we see that the V-information is near its maximum for both verbs and
nouns in all layers; this means that nearly 100% of the uncertainty about gram-
matical number is eliminated given BERT’s representations. Further, the mixed
category results also reach a maximal V-information, which indicates that it is pos-
sible to extract information linearly about both categories at the same time. On the
other hand, the V-information of masked verbs is 0 at the non-contextual layer and
it progressively grows as we get to the upper layers.6 As we go to BERT’s deeper
layers, the V-information steadily rises, with nearly all of the original uncertainty
eliminated in the mid layers. This suggests that masked verbs’ representations ac-
quire number information in the first 7 layers.

However, from these results alone we cannot confirm whether the encoding
that nouns and verbs use for number is shared or disjoint. We thus inspect the
encoding found by our diagnostic probes, evaluating the cosine similarity between
their learned parameters θ (ignoring the probes’ bias terms b here). If there is a
single shared encoding across categories, these cosine similarities should be high.
If not, they should be roughly zero. fig. 8.2 (left) shows that nouns and verbs might
encode number along different directions. Specifically, noun representations on the
first 6 layers seem to have a rather opposite encoding from verbs, while the later
layers are mostly orthogonal. Further, while masked verbs and verbs do not seem
to share an encoding in the first few layers, they are strongly aligned from layer 6
on (fig. 8.2; center).

We now know that there are encodings from which we can extract number from
nouns and verbs, and that these encodings are disjoint. However, we still do not
know whether the encoding is spurious or functional.

Diagnostic Probing Cross-Evaluation In addition to comparing the angles of
our diagnostic probes trained on different categories, we performed cross-evaluation
of our trained diagnostic probes. In this setting, we trained probes on one category
and tested them on the others. fig. 8.4 presents our cross-evaluation results. The
performance of probes evaluated in one category, but trained on another, again

5We further present accuracy results in section 8.5.1.
6We note that, in fig. 8.1, layer 0 corresponds to the non-contextual representations (i.e. the

word embeddings before being summed to BERT’s position embeddings). Non-contextual layers
thus contain no information about the number of a masked verb, as the mask token contains no
information about its replaced verb’s number.
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(a) Information loss
(measured at the target)
after erasing nouns’
number information at
the cue position.

(b) NA
performance
drop after
erasing num-
ber at the cue
position.

(c) Information loss
(measured at the target)
after erasing masked
verbs’ number at the
target position.

(d) NA
performance
drop af-
ter erasing
number at
the target
position.

Figure 8.3: Effect of our causal interventions on information recovery in subse-
quent layers (triangular matrices) and on the number agreement task (bar charts).
Information loss is measured at the target position by a diagnostic probe; we dis-
play the probing accuracy drop compared to when no intervention was performed.
The legend in the bar charts indicates what category the amnesic projectors have
been trained on. Majority represents the difference in performance between BERT
and a trivial baseline which always guesses the majority label.

suggests that BERT encodes number differently across lexical categories. Interest-
ingly, in the lower layer, the probe tested on nouns (top-left) guesses the wrong
number systematically when trained on verbs, and vice-versa (top-right). This can
be due to token ambiguity, as some singular nouns (e.g. “hit") are also plural verbs.
This is further evidence that the encoding might be different for nouns and verbs,
though this analysis still cannot tell us whether this is true from our usage-based
perspective. Additionally, the mixed results (fig. 8.4; bottom-right), show it is pos-
sible to linearly separate both nouns and verbs with a single linear classifier trained
on both categories, reaching perfect performance on all other categories, including
masked-verbs (bottom-left).

8.5.2 Does the model use these encodings?

The patterns previously observed suggest there is a linear encoding, from which
grammatical number can be extracted from BERT’s representations. We, however,
cannot determine whether these encodings are actually those used by the model
to make predictions. We now answer this question taking our proposed usage-
based perspective, studying the impact of linearly removing number information at
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Figure 8.4: Probes cross-evaluation. Each plot corresponds to a test category,
and colors correspond to the category used for training. Solid lines represent the
percentage of majority-class (plural vs singular) tokens; dashed lines represent the
percentage of majority-class tokens per lemma, averaged across lemmas.

both the cue and target positions.7 We evaluate the model’s change in behavior, as
evaluated by its performance on the number agreement (NA) task.

fig. 8.3a and fig. 8.3c show the decrease in how much information is extractable
at the target position after the interventions are applied. fig. 8.3b and fig. 8.3d
show BERT’s accuracy drops on the NA task (as measured at the output level). By
comparing these results, we find a strong alignment between the information lost
across layers and the damage caused to the performance on the task—irreversible
information losses resulting from our intervention are mirrored by a performance
decrease on the NA task. This alignment confirms that the model indeed uses the
linear information erased by our probes. In other words, we have found the probed
property’s functional encoding.

8.5.3 Does BERT use the same encoding for verbs and nouns?

We now return to the question of whether nouns and verbs share a functional encod-
ing of number, or whether BERT encodes number differently for them. To answer
this question, we investigate the impact of removing a category’s encoding from

7The number of dimensions removed by our amnesic projectors in each layer and category is
presented in table. 8.1.
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another category, e.g. applying an amnesic projector learned on verbs to a noun. In
particular, we measure how these interventions decrease BERT’s performance in
our behavioral task. figs. 8.3b and 8.3d presents these results.

We observe that each category’s projector has a different impact on perfor-
mance depending on whether it is applied to the cue or the target. fig. 8.3b, for
instance, shows that using the verb’s, or masked verb’s, projector to erase informa-
tion at the cue’s (i.e., the noun’s) position does not hurt the model. It is similarly
unimpactful (as shown in fig. 8.3d) to use the noun’s projectors to erase a target’s
(i.e., the masked verb’s) number information. Further, the projector learned on the
mixed set of representations does affect the cue, but has little effect on the target.
Together, these results confirm that BERT relies on rather distinct encodings of
number information for nouns and verbs.8

These experiments allow us to make stronger claims about BERT’s encoding
of number information. First, the fact that our interventions have a direct impact
on BERT’s behavioral output confirms that the encoding we erase actually bears
number information as used by the model when making predictions. Second, the
observation from fig. 8.2—that number information could be encoded orthogonally
for nouns and verbs—is confirmed from a usage-based perspective. Indeed, using
amnesic probes trained on nouns has no impact when applied to masked verbs,
and amnesic probes trained on verbs have no impact when applied to nouns. These
fine-grained differences in encoding may affect larger-scale probing studies if one’s
goal is to understand the inner functioning of a model. Together, these results invite
us to employ diagnostic probes more carefully, as the encoding found may not be
actually used by the model.

8.5.4 Removing random directions from representations

Removing directions from intermediate spaces could harm the model’s normal
functioning independently from removing our targeted property. We thus run a
control experiment proposed by Elazar et al. [Elazar, 2021], removing random di-
rections at each layer (as opposed to the specific directions found by our amnesic
probes). This experiment allows us to verify that the observed information loss and
decrease in performance do not only result from removing too many directions. To
do so, we remove an equal number of random directions at each layer. The results

8A potential criticism of amnesic probing is that it may remove more information than neces-
sary. Cross-testing our amnesic probes, however, results in little effect on BERT’s behavior. It is
thus likely that they are not overly harming our model. Further, we also run a control experiment
proposed by Elazar et al., removing random directions at each layer (instead of the ones found by
our amnesic probes). These results are displayed in the appendix in table. 8.1.
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are displayed in table. 8.1 and show that removing randomly chosen directions has
little to no effect compared to our targeted causal interventions.

Layer 0 1 2 3 4 5 6 7 8 9 10 11 12

Masked Verbs

Number of Directions 1 13 15 26 30 17 21 44 24 22 22 26 33
Loss in Layers 0.0 0.33 0.3 0.34 0.34 0.34 0.37 0.38 0.42 0.39 0.41 0.41 0.41
Loss in Layers (Random) 0.08 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
NA Performance Drop 0.04 0.01 0.01 0.01 0.01 0.0 0.01 0.0 0.0 0.09 0.29 0.33 0.23
NA Performance Drop (Random) 0.03 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.01 0.01

Nouns

Number of Directions 17 51 33 70 22 37 48 52 64 39 22 39 26
Loss in Layers 0.49 0.37 0.39 0.38 0.37 0.38 0.43 0.4 0.43 0.4 0.37 0.41 0.4
Loss in Layers (Random) 0.0 0.0 0.0 0.02 0.01 0.0 0.0 0.0 0.0 0.0 0.0 0.01 0.0
NA Performance Drop 0.32 0.32 0.27 0.29 0.28 0.29 0.22 0.09 0.04 0.0 0.0 0.0 0.0
NA Performance Drop (Random) 0.06 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Table 8.1: Causal intervention results using both the default or random directions.
For each category, we display the number of directions removed in each layer, the
information loss resulting from amnesic interventions in each layer and the effect
on the NA task. We also display the loss in layers and performance decrease on
NA resulting from the removal of random directions as a control experiment.

8.5.5 Where does number erasure affect the model?

Once we have found which encoding the model uses, we can pinpoint at which
layers the information is passed from the cue to the target. To that end, we observe
how interventions applied in each layer affect performance. We know number in-
formation must be passed from the cue to the target’s representations—otherwise
the model cannot solve the task. Therefore, applying causal interventions to re-
move number information should harm the model’s behavioral performance when
applied to: (i) the cue’s representations before the transfer occurs; (ii) the target’s
representations after the transfer occurred.

Interestingly, we observe that target interventions are only harmful after the
9th layer; while noun interventions only hurt up to the 8th layer (again, shown
in fig. 8.3). This suggests that the cue passes its number information in the first
8 layers, and that the target stops acquiring number information in the last three
layers. While we see a clear stop in the transfer of information after layer 8, fig. 8.3a
shows that the previous layers’ contribution decreases slowly up to that layer. We
thus conclude that information is passed in the layers before layer 8; however, we
concede that our analysis alone makes it difficult to pinpoint exactly which layers.

155



Chapter 8. From Representations to Behavior: Probing for the Usage of
Linguistic Knowledge

8.5.6 Where does attention pruning affect number transfer?

Finally, in our last experiments, we complement our analysis by performing atten-
tion removal to investigate how and where information is transmitted from the cue
to the target position. This causal intervention first serves the purpose of identi-
fying the layers where information is transmitted. Further, we wish to understand
whether information is passed directly, or through intermediary tokens. To this end,
we look at the effect on NA performance after: (i) cutting direct attention from the
target to the cue at specific layers, (ii) cutting attention from all tokens to the cue
(as information could be first passed to intermediate tokens, which the target could
attend to in subsequent layers).9 Specifically, we perform these interventions in
ranges of layers (from layer i up to j).

Formally, let Al,h ∈ RT ×T be a model’s attention weights for a given layer
1 ≤ l ≤ 12, a head 1 ≤ h ≤ 12, and a sentence with length T .10 Further, we define
a binary mask matrix Ml ∈ {0, 1}T ×T . We can now perform an intervention by
masking the attention weights of all heads in a layer. Given a layer l:

Âl,h = Al,h ◦ Ml, 1 ≤ h ≤ 12 (8.10)

where ◦ represents an elementwise product between two matrices. Now assume a
given sentence with cue position pc, and with target position pt. In our intervention
(i), matrix Ml is set to all 1’s except for Ml

pt,pc
= 0; the target’s attention to the

cue is thus set to zero. In intervention (ii), we set Ml
:,pc

= 0 and other positions to
1, which removes all attention to the cue.

We report number agreement accuracy drops in fig. 8.5.
The diagonals from this figure show that removing attention from a single layer

has basically no effect. Further, cutting attention from layers 6 to 10 suffices to
observe near-maximal effect for direct attention. Interestingly, it is at those layers
where we see a transition from it being more harmful to apply amnesic projectors
to the cue or to the target (in section 8.5.5). However, while those layers play a role
in carrying number information to the target position, the drop is relatively modest
when cutting only direct attention (≈ 10%). Cutting attention from all tokens to the
cue, in turn, has a significant effect on performance (up to ≈ 40%), and is maximal
for layers 2 to 8. This first suggests that, while other clues in the sentence could
indicate the target verb’s number (such as a noun’s determiner), the noun itself is
the core source of number information. Further, this shows the target can get in-

9Klafka et al. [Klafka, 2020], for instance, showed that number information of a given token
was distributed to neighboring tokens in the upper layers

10Our analyzed model, BERT base, has 12 layers, and 12 attention heads in each layer.
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(a) Removing attention from the target to
the cue only

(b) Removing attention from all tokens to
the cue

Figure 8.5: Number agreement task performance drops after performing attention
removal. The attention cut is performed on a range of layers. Rows and columns,
respectively, represent the first and last intervened layer.

formation from intermediate tokens, instead of number being passed exclusively
through direct attention.11

8.5.7 The effect of linear distance

We complement the previous analysis by testing whether the linear distance be-
tween the cue and the target influences the effect of attention removal. fig. 8.6a
shows that cutting attention from one layer has negligible effect over performance
regardless of distance, which is in line with results from the diagonals of fig. 8.5.
When cutting attention from several subsequent layers (fig. 8.6b), we observe that
performance drop depends on the linear position, and decreases when the model
is not faced with short-range agreement. This is not surprising as many of the at-
tention maps attend to surrounding tokens [Kovaleva, 2019]. Extensive analysis
targeting individual attention heads (instead of cutting all attention from a given
layer) is necessary to examine both their contribution to the model’s successes, and
their dependence on linear distance.

8.5.8 Wrapping up

Throughout this series of analyses, we shed light on the flow of number information
in BERT when successfully processing number agreement. As the task involves
guessing the correct number for the target at the decision layer, based on the cue’s

11See section 8.5.7 for further experiments.
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(a) Cutting attention from the target to the cue only

space

(b) Cutting attention from all tokens to the cue

Figure 8.6: Agreement task performance drops resulting from attention interven-
tions, as a function of linear distance between the cue and the target. The rows
represent distances (from 1 to 15) and columns represent the intervened layers.
Three conditions are tested: cutting attention only at current layer (left), cutting
attention starting from current layer up to the last one (middle) and from the first
layer to current layer (right). The color map on the far right represent agreement
scores without intervention for each linear distance.

158



8.6. Discussion

number, given at the input layer, we hypothesized that this property was encoded in
both positions across layers of the architecture. We additionally assumed that this
encoding was linear, and perhaps different for both part-of-speech – i.e. encoded
in different linear subspaces. By systematically testing the effect of eliminating
this information from intermediate representations at these positions, we were able
to find functional encodings of grammatical number, and to prove that they were
indeed different across lexical categories, as information loss in layers mirror per-
formance loss on the agreement task. By observing where number erasure applied
at the source of information (the cue’s representations) and the receiver (the tar-
get’s), we concluded that this transfer occurred before layer 9. By further applying
attention interventions, we were able to show that this transfer is distributed across
layers and takes place from layers 2 to 8. We additionally showed that information
is passed through intermediate tokens, and not through direct attention. While this
mechanistic analysis allows us to pinpoint where number information is encoded
and flows in the network, we are yet to understand the role of intermediate tokens
in passing information about number from the cue to the target, and the location or
nature of such tokens. Additionally, complementary analyses are needed to inves-
tigate how BERT abstracts away from attractors when applying this mechanism.

8.6 Discussion

Information Extractability and Usage Following the maxim that correlation
is not causation, we carefully designed our analyses to give strong evidence for
a property being encoded in a model’s representations. We have shown that di-
agnostic probes uncover encodings that might not necessarily be useful to the
model’s predictions, as such methods are only correlational. Indeed, we show
that BERT decodes grammatical number from orthogonal subspaces for nouns and
verbs—even though simple linear classifiers can separate a population of mixed
vectors. This in turn raises the question of whether complexity alone, a feature
much discussed in the literature [Pimentel, 2020a; Voita, 2020], is enough to eval-
uate probes, as finding a simple encoding is not enough evidence that the encoding
is actually useful to the model.

From Linguistic Properties to Encoding Using a pipeline similar to ours, [Rav-
fogel, 2021] recently investigated whether a model was solving the number agree-
ment task in a manner that is linguistically plausible. In this paper, we have shown
that even a relatively simple property’s encoding (i.e., grammatical number’s) can
hide subtleties which only surface after carrying out a fine-grained analysis. In-
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deed, despite the fact that number is a single morpho-syntactic property common
to nouns and verbs, we show that BERT uses separate representations for each cat-
egory. This fine-grained difference in representation informs us that one should be
cautious when choosing a property to probe a given model. Indeed the model could
be representing the latter in a subtler way than what a researcher would initially ex-
pect.

Understanding BERT’s Inner Workings Throughout this work, our results al-
low us to identify how number is encoded by our model, and where it is transferred
across token positions—as confirmed by behavioral observations. Our results point
towards number information being transmitted from cue to target up to the 9th layer.
Our results also reveal that information transfer does not result from direct attention
only, which confirms previous observations that information is distributed across
neighboring tokens in the sentence [Klafka, 2020].

It is not easy to dissect the inner mechanisms which support large pre-trained
models’ impressive abilities. However, identifying how information is encoded and
where it is transferred across layers reduces the scope of where to look for answers,
as it sheds light on the algorithmic processes which produce their decisions. Fur-
ther, with more reliable accounts of the encoding structures used by a model when
decoding a property, we might be able to operationalize a larger set of probing
questions. Given a better understanding of how BERT structures number informa-
tion, for instance, we can now try to ask how it identifies the subject a verb should
get it from, and get a more complete picture of the algorithmic level of information
processing in such NLMs.12

12Wei et al.’s (2021) causal interventions on the training data, for instance, could be interesting
for such an analysis.
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8.7 Conclusion

In this chapter, we investigated whether grammatical number was encoded in BERT’s
layer and found an encoding of such property, which the model uses to perform
number agreement. Using targeted causal interventions, we are able to track how
number information is passed across layers, and transmitted from the cue to the
target of the agreement relation.

By finding a functional encoding of grammatical number, we bridge the gap be-
tween the implementational level and the algorithmic level of the model’s linguis-
tic abilities. We hypothesized that on the algorithmic level, the model abstracted
away from individual examples by encoding a linear representation of grammatical
number. By finding the neural substrate of such representation, we validate that the
model has knowledge of such property, and that it uses it at the algorithmic level
to solve the number agreement task. This evidence shows the model to generalize
beyond the memorization of lexical combinations. This finding illustrates perfectly
the interactions between our levels of analysis as causal interventions applied at the
implementational level can bring key pieces of information at the algorithmic level.

Additionally, we surprisingly find that the encoding of number is different for
nouns and verbs, showing the model to hide subtleties which only surface when
performing fine-grained analysis.

This work is encouraging as it represents a first step towards mapping the causal
chain of information transfer inside the architecture. Despite the complexity of the
network, our targeted analysis uncovered interpretable representations, and showed
the model to truly generalize beyond individual examples. Future work could ex-
plore more complex properties in layers, and extend the scope of properties beyond
the token-level.

While we find the neural substrate of representations plausibly used to carry
information in an inference scheme, we do not uncover the entirety of the com-
putations at the algorithmic level. Indeed, being able to assess that grammatical
number information flows from the cue to the target in a linear encoding does not
answer questions such as: how does my NLM represent the dependency relation, or
how does it parse its input sentence to know where to read number information. It is
puzzling to see that the model is able to transfer information in sentences sampled
randomly, with varying linear distances and number of attractors. Investigating
more carefully how attractors influence this causal mechanism is an important step
towards getting a comprehensive understanding of how agreement is processed.
This leaves space for future work to understand how the model is able to read the
right bit of information and transfer it to the target.
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Figure 8.7: "A scientist seeking representations of linguistic abilities in an artificial
neural network, digital art", K.L. x DALL·E 2
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9.1 Conclusions and contributions

In this thesis, we addressed various aspects of linguistic generalization in trans-
former neural language models. In doing so, we made two main types of contribu-
tions: methodological/epistemological contributions guiding future investigations
of the questions addressed in this thesis, and empirical contributions shedding light
on the linguistic abilities possessed by the models we examined.

On the methodological side, we noted an epistemic gap between different method-
ological paradigms reviewed in chapter 2, all aimed at assessing the capture of
linguistic abilities in transformer-based NLMs. We further formulated a systemic
view on the examination of a NLM’s linguistic abilities, which can be applied inter

alia to transformer-based models in chapter 3. In this view, there are three levels
of analysis: the surface/behavioral level, the algorithmic level and the implemen-
tational level. This articulation reunites different stances on linguistic knowledge
which appeared to have separate epistemic grounds. We also describe the relation-
ship which lie between those different levels of analysis. In our behavioral exper-
iments on number agreement, we show that our behavioral evaluation can lead us
to formulate hypotheses on the algorithmic level – that processes underlying lin-
guistic generalization on this task could be either semi-lexicalized, or relying on
the shallow memorization of lexical patterns. These possibilities remained hypo-
thetical at this stage however, as behavioral evidence alone cannot bear out algo-
rithmic processes with certainty. In a subsequent series of experiments presented
in chapter 4 and chapter 5, we built on previously observed limitation of behav-
ioral tests to provide algorithmic accounts of linguistic abilities. Specifically, we
showed a model could approximate expected responses on tests requiring sentence
structure even without position information. This evidence led us to argue once
more that behavioral evidence supporting hypotheses at the algorithmic level could
lure us on the computational strategies supporting the surface ability. We chose
to address algorithmic questions regarding the usage of information by deploying
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causal methods in chapter 6, with a case study targeting the reliance on position
information during the model’s training. After demonstrating the capacity of such
methods to yield solid conclusions, we further built on the power of causal method-
ologies, and proposed to couple them with targeted behavioral tests to gain better
understanding on the strategies supporting linguistic abilities in. In chapter 7 We
provided a framework to uncover components of the causal chain leading a model
to produce certain behavior. In this framework, we connect the levels of analysis
sketched in our systemic view on understanding NLMs as information processing
systems, with the goal of understanding a targeted linguistic ability. Equipped with
this framework, we proposed to look for the function of different components of
the NLM in transmitting information to the decision layer on a linguistic task, and
performed a case study experiment aimed at finding functional encodings of gram-
matical number in chapter 8. We were able to find such encodings, and to track the
flow of information in the model. This stresses the importance of behavioral tests
targeting fine-grained linguistic abilities, as they pave the way towards gaining un-
derstanding on isolated components of the model supporting linguistic knowledge,
and how such play a role at the algorithmic level. Finally, the evidence from that ex-
periment allowed us to conclude that the model is not a shallow memorizer on this
task, which shows that intervening at the implementational level can yield strong
algorithmic evidence, as it is the implementation which supports the algorithms and
representations. Such evidence is necessary if we wish to gain a comprehensive un-
derstanding of the nature of NLMs’ linguistic abilities. Another main contribution
from this experiment is that we show the limitations of traditional diagnostic prob-
ing techniques in uncovering encodings representing linguistic knowledge that is
truly meaningful to the model. Indeed, we find spurious encodings of grammatical
number, common to both nouns and verbs, which the model doesn’t seem to use
on the number agreement task.

We also discussed how linguistic theories and our investigation can contribute
to each other in chapter 3, which we demonstrate throughout the thesis. On the one
hand, we borrow from phenomena observed by linguists to investigate the abilities
of NLMs. On the other hand, our experiment on number agreement in chapter 4
demonstrates clearly the contribution that the investigation of NLMs can bring to
linguists. We showed that the NLM under investigation showed error patterns sim-
ilar to those of humans, questioning the disentanglement between syntactic and
semantic processes hypothesized on this syntactic task. This illustrates how our
findings can drive new investigations regarding how certain phenomena are pro-
cessed by humans when a borderline case is identified. Further, our findings in
chapter 8 can shed light on the way linguistic abilities can be supported at both the
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implementational and algorithmic level, as we showed in our experiments.
Finally, the empirical portion of this thesis informs us on the abilities of the

NLMs under investigation. We depart from the surface level of analysis and adopt
a top-down approach to delve into the nature of the linguistic abilities possessed by
a transformer-based NLM architecture. In the context of a syntactic task, number
agreement, we were able to rule out hypotheses from linguistic theory regarding
the separation of syntactic and semantic processes in our NLM in chapter 4. We
showed that these were not disjoint on this task but intricated, contrarily to evidence
from previous work. We hypothesized that the model could have acquired semi-
lexicalized abilities on this task, or that it could be a good memorizer of meaningful
lexical combinations. The next experiment in chapter 5 questioned our naive view
on the model’s processing of structure: it is not trivial that expected responses can
be approximated using purely distributional information on these tasks, as it seems
to be the case in this setting. We chose to investigate more carefully this ques-
tion by targeting the causal importance of position information during the model’s
training, showing that transformer models do rely on word order, and foremost po-
sition encodings, for their training objective in chapter 6. This evidence is firm,
as the experimental design shows a causal effect. Finally, our last series of ex-
periments in chapter 8 allow us to find emergent linear encodings of grammatical
number in the model. Those provide evidence that the model does abstract away
from semantically-driven lexical combinations, which rules out that it is relying on
memorization for the number agreement task.

Throughout this thesis, we bridged the gap which that we identified in the liter-
ature, between methodologies which produced accounts for linguistic knowledge
that did not translate into each other. In doing so, we draw inspiration from the neu-
roscientific litterature and cognitive science to advance our understanding of neural
language models. The systemic view that we provide on examining a NLM’s lin-
guistic knowledge might help each of these approaches benefit to the others, as our
functionalist view on a NLM’s components leads to connecting any investigation
at the neuron or layer level to the higher algorithmic function it plays in capturing
linguistic abilities. We contend that the quest will not be easy as understanding the
deeper implementational level supporting linguistic knowledge and uncovering the
entirety of the causal chain supporting the decisions of NLMs requires careful anal-
ysis of the architecture’s components. The operations underlying the processing of
linguistic structure are yet to discover, which might require making alternative hy-
potheses to models of sentence structure found in grammars as NLMs don’t have
any hierarchical bias. Equipped with the formalizations provided in this thesis,
these goals can be pursued on solid grounds: with our functionalist approach, rep-
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resentations and operations found in layers should play a role in making predictions
and should be sought using causal methods.

While the empirical portion of this thesis addresses transformer-based neural
langugae models, many of the contributions made in this thesis are beyond this
specific type of architecture. In particular, the formalization of the core-questions
is made as general as possible and to be applied to future state-of-the-art models.
We were also cautious in making these formulations apply to both autoregressive
and bidirectional (or masked) language models.

9.2 Perspectives and future work

In this thesis, we laid foundations for the investigation of linguistic knowledge in
NLMs in which we connect the various levels of analysis of such question. We
have been able to find a neural substrate at the implementational level, encoding
an abstract representation of grammatical number at an algorithmic level, which
is itself used to produce adequate predictions at the surface behavior level. In
doing so however, we only uncovered a portion of the model’s capacity to capture
linguistic abstractions. We are still a long way from understanding how the model
processes sentence structure, as we do not know how the model determines where it
should read that bit of information. In this thesis, we sketched ways to address such
questions. To understand how the model represents sentence structure, we could
first understand which categories it represents in its layers, and how it integrates
constraints that such categories exert on each other.

Uncovering the mechanisms by which a NLM applies the simplest of its heuris-
tics in their entirety could be a starting point before addressing hard phenomena.
To do so, we need to formulate mechanistic hypotheses on how information is pro-
cessed in the network, not only what information is functionally encoded. The
task might be tedious due to the variety of components which need to be analyzed.
Another main problems with current NLMs is their strong reliance on non-linear
functions, which make the functions they learn, and the processes through which
they achieve generalisation, largely opaque. As a result, intermediate layers and
transforms that most NLMs are built from are intrinsically hard to interpret. This
causes much of their processing to be inaccessible to direct observation. Another
fruitful area to explore in future work is searching for proficient NLMs which are
additionally more easy to interpret.13 One might argue that there is no point in over-

13Recently, [Lappin, 2022] recently proposed Unitary Recurrent Networks, as an architecture
which relies only on orthogonal matrices for word embedding, and linear algebraic functions as
intermediate transforms.
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analyzing a specific architecture as deep knowledge of how it functions will not
necessarily be applicable to the next state-of-the-art system. It is certainly a strong
argument to keep in mind. On the other hand, if we are able to set up analysis
methods that prove to grasp the complexities for a given architecture, we get closer
to having a procedure to diagnose any architecture. In practice, many choices are
obviously architecture-specific and not universally transferable. However, in this
thesis, we tried to state the different problems by referring as little as possible to a
specific neural model. We can surmise that causal analyses like ours are very hard
to produce in the general case if we wish to target more complex properties, mak-
ing it harder to find its encoding, especially if its scope is beyond the word-level.
The problems raised in this thesis leave several areas open for exploration, such
as comprehensive accounts for how NLMs could implement memorization, or a
comprehensive understanding of the mechanisms which support the combination
of information from tokens into an encoding of properties for greater parts, such as
those presented in our typology of linguistic units, in the model’s layers.
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jeev Khudanpur. “Recurrent neural network based language model.” Interspeech. Vol. 2.

3. Makuhari. 2010, pp. 1045–1048 (cit. on pp. 16, 23).

[Miller, 1995] George A Miller. “WordNet: a lexical database for English”. Communica-

tions of the ACM 38.11 (1995), pp. 39–41 (cit. on p. 79).

[Newman, 2021a] Benjamin Newman, Kai-Siang Ang, Julia Gong, and John Hewitt.

“Refining Targeted Syntactic Evaluation of Language Models”. Proceedings of the 2021

Conference of the North American Chapter of the Association for Computational Lin-

guistics: Human Language Technologies. Virtual: Association for Computational Lin-

guistics, 2021 (cit. on pp. 33, 59).

[Newman, 2021b] Benjamin Newman, Kai-Siang Ang, Julia Gong, and John Hewitt.

“Refining Targeted Syntactic Evaluation of Language Models”. Proceedings of the 2021

Conference of the North American Chapter of the Association for Computational Lin-

guistics: Human Language Technologies. Online: Association for Computational Lin-

guistics, 2021, pp. 3710–3723. DOI: 10.18653/v1/2021.naacl-main.290

(cit. on pp. 59, 70, 76, 90).

[OShea, 2015] Keiron O’Shea and Ryan Nash. “An Introduction to Convolutional Neural

Networks”. ArXiv e-prints (2015) (cit. on p. 17).

185

https://doi.org/10.18653/v1/K16-1006
https://doi.org/10.18653/v1/K16-1006
https://doi.org/10.18653/v1/P17-1054
https://doi.org/10.18653/v1/P17-1054
https://doi.org/10.18653/v1/2021.naacl-main.290


Bibliography

[Olstad, 2020] Anne Marte Haug Olstad, Isabella Fritz, and Giosuè Baggio. “Composi-

tion decomposed: Distinct neural mechanisms support processing of nouns in modifica-

tion and predication contexts.” Journal of experimental psychology. Learning, memory,

and cognition (2020) (cit. on p. 48).

[Papadimitriou, 2021] Isabel Papadimitriou, Ethan A. Chi, Richard Futrell, and Kyle

Mahowald. “Deep Subjecthood: Higher-Order Grammatical Features in Multilingual

BERT”. Proceedings of the 16th Conference of the European Chapter of the Association

for Computational Linguistics: Main Volume. Online: Association for Computational

Linguistics, 2021, pp. 2522–2532. DOI: 10.18653/v1/2021.eacl-main.215

(cit. on p. 32).

[Pascanu, 2012] Razvan Pascanu, Tomas Mikolov, and Yoshua Bengio. “Understanding

the exploding gradient problem”. ArXiv abs/1211.5063 (2012) (cit. on pp. 16, 23).

[Peirce, 2007] Jonathan W Peirce. “PsychoPy—psychophysics software in Python”. Jour-

nal of neuroscience methods 162.1-2 (2007), pp. 8–13 (cit. on p. 81).

[Peters, 2018a] Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Christo-

pher Clark, Kenton Lee, et al. “Deep Contextualized Word Representations”. Proceed-

ings of the 2018 Conference of the North American Chapter of the Association for Com-

putational Linguistics: Human Language Technologies, Volume 1 (Long Papers). New

Orleans, Louisiana: Association for Computational Linguistics, 2018, pp. 2227–2237.

DOI: 10.18653/v1/N18-1202 (cit. on pp. 17, 31).

[Peters, 2018b] Matthew E. Peters, Mark Neumann, Luke Zettlemoyer, and Wen-tau Yih.

“Dissecting Contextual Word Embeddings: Architecture and Representation”. Proceed-

ings of the 2018 Conference on Empirical Methods in Natural Language Processing.

Brussels, Belgium: Association for Computational Linguistics, 2018, pp. 1499–1509.

DOI: 10.18653/v1/D18-1179 (cit. on p. 31).

[Pham, 2021] Thang Pham, Trung Bui, Long Mai, and Anh Nguyen. “Out of Order: How

important is the sequential order of words in a sentence in Natural Language Understand-

ing tasks?” Findings of the Association for Computational Linguistics: ACL-IJCNLP

2021. Online: Association for Computational Linguistics, 2021, pp. 1145–1160. DOI:

10.18653/v1/2021.findings-acl.98 (cit. on p. 106).

[Phillips, 2009] Colin Phillips. “Should we impeach armchair linguists?” Japanese-Korean

Linguistics 17 (2009) (cit. on p. 50).

[Pimentel, 2021] Tiago Pimentel and Ryan Cotterell. “A Bayesian Framework for Information-

Theoretic Probing”. Proceedings of the 2021 Conference on Empirical Methods in Nat-

ural Language Processing. Online and Punta Cana, Dominican Republic: Association

for Computational Linguistics, 2021, pp. 2869–2887. DOI: 10.18653/v1/2021.

emnlp-main.229 (cit. on p. 32).

186

https://doi.org/10.18653/v1/2021.eacl-main.215
https://doi.org/10.18653/v1/N18-1202
https://doi.org/10.18653/v1/D18-1179
https://doi.org/10.18653/v1/2021.findings-acl.98
https://doi.org/10.18653/v1/2021.emnlp-main.229
https://doi.org/10.18653/v1/2021.emnlp-main.229


[Pimentel, 2020a] Tiago Pimentel, Naomi Saphra, Adina Williams, and Ryan Cotterell.

“Pareto Probing: Trading Off Accuracy for Complexity”. Proceedings of the 2020 Con-

ference on Empirical Methods in Natural Language Processing (EMNLP). Online: As-

sociation for Computational Linguistics, 2020, pp. 3138–3153. DOI: 10.18653/v1/

2020.emnlp-main.254 (cit. on pp. 32, 159).

[Pimentel, 2020b] Tiago Pimentel, Josef Valvoda, Rowan Hall Maudslay, Ran Zmigrod,

Adina Williams, and Ryan Cotterell. “Information-Theoretic Probing for Linguistic Struc-

ture”. Proceedings of the 58th Annual Meeting of the Association for Computational

Linguistics. Online: Association for Computational Linguistics, 2020, pp. 4609–4622.

DOI: 10.18653/v1/2020.acl-main.420 (cit. on pp. 32, 145).

[Pinker, 1988] Steven Pinker and Jacques Mehler, eds. Connections and Symbols. Cam-

bridge, MA, USA: MIT Press, 1988 (cit. on p. 48).

[Press, 2021] Ofir Press, Noah A. Smith, and Mike Lewis. “Train Short, Test Long: At-

tention with Linear Biases Enables Input Length Extrapolation”. CoRR abs/2108.12409

(2021). arXiv: 2108.12409 (cit. on pp. 19, 110, 111).

[Radford, 2018] Alec Radford, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei,

and Ilya Sutskever. “Language Models are Unsupervised Multitask Learners” (2018)

(cit. on pp. 17, 21).

[Raffel, 2020] Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang,

Michael Matena, et al. “Exploring the Limits of Transfer Learning with a Unified Text-

to-Text Transformer”. Journal of Machine Learning Research 21.140 (2020), pp. 1–67

(cit. on pp. 1, 110).

[Rajpurkar, 2016] Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and Percy Liang.

“SQuAD: 100,000+ Questions for Machine Comprehension of Text”. Proceedings of the

2016 Conference on Empirical Methods in Natural Language Processing. Austin, Texas:

Association for Computational Linguistics, 2016, pp. 2383–2392. DOI: 10.18653/

v1/D16-1264 (cit. on pp. 18, 24).

[Ramesh, 2022] Aditya Ramesh, Prafulla Dhariwal, Alex Nichol, Casey Chu, and Mark

Chen. Hierarchical Text-Conditional Image Generation with CLIP Latents. 2022 (cit. on

p. 9).

[Ravfogel, 2020] Shauli Ravfogel, Yanai Elazar, Hila Gonen, Michael Twiton, and Yoav

Goldberg. “Null It Out: Guarding Protected Attributes by Iterative Nullspace Projec-

tion”. Proceedings of the 58th Annual Meeting of the Association for Computational

Linguistics. Online: Association for Computational Linguistics, 2020, pp. 7237–7256.

DOI: 10.18653/v1/2020.acl-main.647 (cit. on pp. 134, 147).

187

https://doi.org/10.18653/v1/2020.emnlp-main.254
https://doi.org/10.18653/v1/2020.emnlp-main.254
https://doi.org/10.18653/v1/2020.acl-main.420
https://arxiv.org/abs/2108.12409
https://doi.org/10.18653/v1/D16-1264
https://doi.org/10.18653/v1/D16-1264
https://doi.org/10.18653/v1/2020.acl-main.647


Bibliography

[Ravfogel, 2021] Shauli Ravfogel, Grusha Prasad, Tal Linzen, and Yoav Goldberg. “Coun-

terfactual Interventions Reveal the Causal Effect of Relative Clause Representations on

Agreement Prediction”. Proceedings of the 25th Conference on Computational Natural

Language Learning. Online: Association for Computational Linguistics, 2021, pp. 194–

209. DOI: 10.18653/v1/2021.conll-1.15 (cit. on pp. 33, 159).

[Ravfogel, 2022a] Shauli Ravfogel, Michael Twiton, Yoav Goldberg, and Ryan Cotterell.

“Linear Adversarial Concept Erasure”. arXiv preprint arXiv:2201.12091 (2022) (cit. on

p. 147).

[Ravfogel, 2022b] Shauli Ravfogel, Francisco Vargas, Yoav Goldberg, and Ryan Cot-

terell. “Adversarial Concept Erasure in Kernel Space”. arXiv preprint arXiv:2201.12191

(2022) (cit. on p. 147).

[Ribeiro, 2020] Marco Tulio Ribeiro, Tongshuang Wu, Carlos Guestrin, and Sameer Singh.

“Beyond Accuracy: Behavioral Testing of NLP Models with CheckList”. Proceedings

of the 58th Annual Meeting of the Association for Computational Linguistics. Online:

Association for Computational Linguistics, 2020, pp. 4902–4912. DOI: 10.18653/

v1/2020.acl-main.442 (cit. on p. 33).

[Riezler, 2002] Stefan Riezler, Tracy H. King, Ronald M. Kaplan, Richard Crouch, John

T. Maxwell III, and Mark Johnson. “Parsing the Wall Street Journal using a Lexical-

Functional Grammar and Discriminative Estimation Techniques”. Proceedings of the

40th Annual Meeting of the Association for Computational Linguistics. Philadelphia,

Pennsylvania, USA: Association for Computational Linguistics, 2002, pp. 271–278.

DOI: 10.3115/1073083.1073129 (cit. on p. 44).

[Rosenblatt, 1958] Frank Rosenblatt. “The perceptron: a probabilistic model for informa-

tion storage and organization in the brain.” Psychological review 65 6 (1958), pp. 386–

408 (cit. on p. 15).

[Salazar, 2020] Julian Salazar, Davis Liang, Toan Q. Nguyen, and Katrin Kirchhoff.

“Masked Language Model Scoring”. Proceedings of the 58th Annual Meeting of the

Association for Computational Linguistics. Online: Association for Computational Lin-

guistics, 2020, pp. 2699–2712. DOI: 10.18653/v1/2020.acl-main.240 (cit. on

p. 20).

[Saussure, 1916] Ferdinand de Saussure. Cours de linguistique générale. Paris: Payot,

1916 (cit. on p. 42).

[Schlechtweg, 2021] Dominik Schlechtweg, Nina Tahmasebi, Simon Hengchen, Haim

Dubossarsky, and Barbara McGillivray. “DWUG: A large Resource of Diachronic Word

Usage Graphs in Four Languages”. Proceedings of the 2021 Conference on Empirical

Methods in Natural Language Processing. Online and Punta Cana, Dominican Republic:

Association for Computational Linguistics, 2021, pp. 7079–7091. DOI: 10.18653/

v1/2021.emnlp-main.567 (cit. on p. 26).

188

https://doi.org/10.18653/v1/2021.conll-1.15
https://doi.org/10.18653/v1/2020.acl-main.442
https://doi.org/10.18653/v1/2020.acl-main.442
https://doi.org/10.3115/1073083.1073129
https://doi.org/10.18653/v1/2020.acl-main.240
https://doi.org/10.18653/v1/2021.emnlp-main.567
https://doi.org/10.18653/v1/2021.emnlp-main.567


[Shannon, 1948] Claude E. Shannon. “A mathematical theory of communication”. The

Bell system technical journal 27.3 (1948), pp. 379–423 (cit. on p. 147).

[Shaw, 2018] Peter Shaw, Jakob Uszkoreit, and Ashish Vaswani. “Self-Attention with

Relative Position Representations”. Proceedings of the 2018 Conference of the North

American Chapter of the Association for Computational Linguistics: Human Language

Technologies, Volume 2 (Short Papers). New Orleans, Louisiana: Association for Com-

putational Linguistics, 2018, pp. 464–468. DOI: 10.18653/v1/N18-2074 (cit. on

p. 109).

[Shen, 2017] Yikang Shen, Zhouhan Lin, Chin-Wei Huang, and Aaron Courville. “Neu-

ral Language Modeling by Jointly Learning Syntax and Lexicon” (2017) (cit. on p. 45).

[Shen, 2018] Yikang Shen, Shawn Tan, Alessandro Sordoni, and Aaron Courville. Or-

dered Neurons: Integrating Tree Structures into Recurrent Neural Networks. 2018 (cit.

on p. 45).

[Shi, 2016] Xing Shi, Inkit Padhi, and Kevin Knight. “Does String-Based Neural MT

Learn Source Syntax?” Proceedings of the 2016 Conference on Empirical Methods in

Natural Language Processing. Austin, Texas: Association for Computational Linguis-

tics, 2016, pp. 1526–1534. DOI: 10.18653/v1/D16-1159 (cit. on p. 32).

[Shim, 2022] Kyuhong Shim and Wonyong Sung. A Comparison of Transformer, Convo-

lutional, and Recurrent Neural Networks on Phoneme Recognition. 2022 (cit. on p. 24).

[Siegelmann, 1995] H.T. Siegelmann and E.D. Sontag. “On the Computational Power of

Neural Nets”. Journal of Computer and System Sciences 50.1 (1995), pp. 132–150. DOI:

https://doi.org/10.1006/jcss.1995.1013 (cit. on p. 24).

[Simonyan, 2015] K Simonyan and A Zisserman. “Very deep convolutional networks for

large-scale image recognition”. Computational and Biological Learning Society, 2015,

pp. 1–14 (cit. on p. 17).

[Sinha, 2021a] Koustuv Sinha, Robin Jia, Dieuwke Hupkes, Joelle Pineau, Adina Williams,

and Douwe Kiela. “Masked Language Modeling and the Distributional Hypothesis:

Order Word Matters Pre-training for Little”. Proceedings of the 2021 Conference on

Empirical Methods in Natural Language Processing. Online and Punta Cana, Domini-

can Republic: Association for Computational Linguistics, 2021, pp. 2888–2913. DOI:

10.18653/v1/2021.emnlp-main.230 (cit. on pp. 106, 111).

[Sinha, 2021b] Koustuv Sinha, Robin Jia, Dieuwke Hupkes, Joelle Pineau, Adina Williams,

and Douwe Kiela. “Masked Language Modeling and the Distributional Hypothesis: Or-

der Word Matters Pre-training for Little”. CoRR abs/2104.06644 (2021). arXiv: 2104.

06644 (cit. on p. 35).

189

https://doi.org/10.18653/v1/N18-2074
https://doi.org/10.18653/v1/D16-1159
https://doi.org/https://doi.org/10.1006/jcss.1995.1013
https://doi.org/10.18653/v1/2021.emnlp-main.230
https://arxiv.org/abs/2104.06644
https://arxiv.org/abs/2104.06644


Bibliography

[Sinha, 2021c] Koustuv Sinha, Robin Jia, Dieuwke Hupkes, Joelle Pineau, Adina Williams,

and Douwe Kiela. “Masked language modeling and the distributional hypothesis: Order

word matters pre-training for little”. arXiv preprint arXiv:2104.06644 (2021) (cit. on

p. 32).

[Smolensky, 1990] Paul Smolensky. “Tensor product variable binding and the representa-

tion of symbolic structures in connectionist systems”. Artificial Intelligence 46.1 (1990),

pp. 159–216. DOI: https://doi.org/10.1016/0004-3702(90)90007-M

(cit. on p. 30).
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MOTS CLÉS

Apprentissage Profond, Modèle de Langage, Connaissance Linguistique, Traitement Automatique des Langues, Généralisation

RÉSUMÉ

Les modèles de langage neuronaux basés sur des transformeurs sont couramment déployés pour effectuer diverses tâches de traite-
ment automatique des langues, car ils produisent des représentations vectorielles de textes qui peuvent être utilisées dans le cadre d’un
apprentissage supervisé. Après avoir été pré-entraînés comme modèles de langage génériques, ils atteignent des performances spec-
taculaires sur un large éventail de tâches, dont plusieurs nécessitent en principe des connaissances sur la structure des phrases. Ces
modèles ne sont pas explicitement supervisés avec la moindre instruction grammaticale, ce qui suggère que ces connaissances émer-
gent pendant la phase de pré-entraînement. La nature des capacités acquises est peu comprise, car ces modèles sont généralement
utilisés comme des boîtes noires. Leurs décisions sont en outre difficiles à interpréter, en raison de leur grand nombre de paramètres
(jusqu’à 1012 pour les architectures les plus récentes) et de la complexité des fonctions apprises. De ce constat a émergé un nombre
important de travaux de recherche visant à mieux comprendre les capacités linguistiques de ces modèles. Bien que cette littérature
soit abondante, les paradigmes épistémologiques sous-tendant les différentes méthodologies ne sont pas compatibles entre eux, ce
qui souligne la nécessité de formuler plus clairement les questions portant sur l’acquisition des connaissances linguistiques. Tout au
long de la thèse, nous tentons de combler le fossé épistémique entre ces facettes en formulant explicitement les relations qui lient les
approches existantes. En particulier, nous adoptons trois niveaux d’analyse pour comprendre les modèles de langage neuronaux en
tant que systèmes de traitement de l’information, du plus haut au plus profond : le niveau comportemental, le niveau algorithmique et
le niveau de l’implémentation. La partie expérimentale de cette thèse introduit d’abord des tests comportementaux évaluant le niveau
d’abstraction syntaxique, afin d’étudier la nature des informations traitées au niveau algorithmique - en particulier nous mettons en évi-
dence l’intrication entre les processus syntaxiques et sémantiques. Nous montrons ensuite que les tests comportementaux sont limités
pour nous renseigner sur la nature de l’information traitée par le modèle. En particulier, nous montrons que les prédictions sur une
tâche dépendant de la structure des phrases peuvent être approximées sans faire usage d’information sur l’ordre des mots. Face à ce
problème, nous soulignons la nécessité de réaliser des interventions causales et nous étudions l’utilisation de l’information positionnelle
par un modèle de langage neuronal. Nous prouvons que le modèle s’appuie graduellement sur l’ordre des mots à mesure que le nombre
de mots masqués au cours de l’entraînement augmente. Nous démontrons également le pouvoir explicatif des interventions causales
pour évaluer l’utilisation d’information de manière ciblée et non équivoque. Nous montrons ensuite comment les interventions causales,
couplées à des tests de comportement, peuvent nous renseigner sur les représentations linguistiques du modèle aux trois niveaux
mentionnés précédemment. Le cadre introduit permet (i) de mettre en évidence le substrat neuronal responsable de la représentation
et du transfert d’information linguistique, (ii) d’évaluer la présence de représentations et d’opérations au niveau algorithmique et (iii) de
déterminer l’influence causale de ces dernières sur le comportement du modèle. Nous appliquons ensuite la méthodologie introduite
pour mettre en lumière l’encodage et l’utilisation de l’information sur le nombre grammatical dans le cadre d’une tâche d’accord sujet-
verbe. Ainsi, nous comblons le fossé entre les études sur les capacités d’abstraction linguistique focalisées sur les représentations du
modèle et celles axées sur son comportement de surface.

ABSTRACT

Neural language models are commonly deployed to perform diverse natural language processing tasks, as they produce contextual
vector representations of words and sentences which can be used in any supervised learning setting. In recent years, transformer-
based neural architectures have been widely adopted towards this end. After being pre-trained with a generic language modeling
objective, they achieve spectacular performance on a wide array of downstream tasks, several of which should in principle require
knowledge of sentence structure. As these models are not explicitly supervised with any grammatical instruction, this suggests that
linguistic knowledge emerges during the pre-training stage. The nature of the linguistic abilities acquired during training is still scarcely
understood, as these models are generally used as black boxes. Their decisions are hard to interpret, as they generally possess a
great number of parameters (up to 1012 for the most recent architectures) and learn very complex functions. These observations led
to the emergence of a growing body of research aimed at uncovering the linguistic abilities of such models. While this literature is
very abundant, the epistemic grounds of the different methodologies are not translatable into each other, which underlines the need
to formulate more clearly the questions addressing the capture of linguistic knowledge. To this end, we identify the different stances
on the greater problem: in addition to downstream performance, evidence for a trained model’s linguistic abilities can be sought in its
components, representations and surface behavior. Throughout the thesis, we attempt bridging the epistemic gap between these facets
by formulating explicitly the relations which lie between these different subproblems. In particular, we adopt three levels of analysis
to understand neural language models as information processing systems, from the highest to the deepest: the behavioral level, the
algorithmic level, and the implementational level. In our framework, our departing point to investigate linguistic abilities is surface
linguistic generalization. The empirical portion of this thesis first presents behavioral tests targeting a syntactic ability, to investigate the
nature of the information processed at the algorithmic level - in particular we provide evidence for the entanglement between syntactic
and semantic processes. We then show that behavioral tests can be limited to inform us on the nature of the information processed
by the model. In particular, we provide evidence that surface behavior on a structure-sensitive task can be approximated to a good
extent without relying on word order. Faced with this observation, we make the case for targeted causal interventions, and investigate a
neural language model’s reliance on position information on the masked language modeling task. In doing so, we show that the model
increasingly relies on word order as the number of masked tokens increases during training. We also demonstrate the power of causal
interventions to assess the usage of targeted information. We then discuss how causal interventions, coupled with targeted behavior
tests, can inform us on the model’s linguistic abilities at the three levels mentioned previously. Indeed, the introduced framework allows
us to (i) find the neural substrate responsible for representing or transferring linguistic information, (ii) assess the presence of certain
representations or operations at the algorithmic level and (iii) determine the causal influence of these representations and operations
over the model’s behavior. We discuss how this analysis can be performed and apply the methodology introduced to shed light on the
encoding and usage of grammatical number information on the subject-verb agreement task. In doing so, we bridge the gap between
representation-oriented and behavior-oriented analyses of linguistic knowledge.

KEYWORDS

Deep Learning, Language Model, Linguistic Knowledge, Natural Language Processing, Generalization
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