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#### Abstract

Optical levitation of nanoparticles in vacuum emerged over the last decade as an attractive platform to study various phenomena, such as fundamental interactions, quantum physics at the mesoscale, as well as out-of-equilibrium nanothermodynamics. A critical advantage of this approach over competing systems is the unprecedented control that can be enforced on the levitated particle and its environment. In this context, finely tuning the trapping potential in time and space represents a welcomed addition to the existing toolbox, allowing for example, the generation of non-Gaussian statistics.

One goal of this thesis is to study out-ofequilibrium dynamics in the underdamped regime, which is of fundamental and practical interest since most nano-mechanical systems are operated in this regime. The stochastic nature of the thermodynamic processes at play was first probed by studying the relaxation of a levitating particle between two thermal equilibria. This highlighted the existence of a characteristic relaxation timescale, corresponding to the time necessary for the particle to dissipate its excess energy to the surrounding bath. Subsequently, shortcuts to equilibrium pro-


tocols were implemented and tested for the first time in the underdamped regime, enabling an acceleration of the relaxation time of the particle by more than one order of magnitude. Further, these protocols proved to be robust to variations of the system parameters for modest accelerations.

Next, the generation and characterization of arbitrarily shaped potentials was explored, at first, to extend the study of thermodynamic processes to the case of non-harmonic potentials, where nonlinearities come into play. The superposition of multiple beams diffracted by an acousto-optic modulator was used to generate various potentials, from harmonic through flat to double-well geometries, thus allowing to tune their nonlinearities. To reconstruct unambiguously the real potential shape from the particle dynamics, the range of detection was extended five-fold by an original use of the Unscented Kalman filter, thus covering the full extent of the potential.

This work paves the way for the study of general state-to-state transformations between tailored potentials and opens a new playground to study thermodynamics at the nanoscale.

Titre: Maîtrise de la dynamique d'une nanoparticule en lévitation dans un potentiel optique contrôlé Mots clés: Pinces optiques, nanoparticule, thermodynamique hors d'équilibre, non-linéarités

Résumé : Au cours de la dernière décennie, la lévitation de nanoparticules dans le vide s'est illustrée comme une plateforme de choix pour l'étude de nombreux phénomènes, parmi lesquels les interactions élémentaires, la physique quantique à l'échelle mésoscopique, ainsi que la nanothermodynamique hors d'équilibre. Comparée à d'autres systèmes, un atout majeur de cette approche réside dans le contrôle remarquable qu'il est possible d'exercer sur la nanoparticule et son environnement. Dans ce contexte, la maîtrise complète de l'évolution spatio-temporelle du potentiel de piégeage constitue un ajout significatif aux techniques existantes, en permettant par exemple la génération de statistiques non Gaussiennes.

L'un des objectifs de cette thèse est l'étude et le contrôle de la dynamique hors équilibre d'une nanoparticule dans le régime sous-amorti, dont l'importance est à la fois fondamentale et pratique, étant donné qu'une grande partie des systèmes nano-mécaniques opère dans ce régime. La nature stochastique des processus thermodynamiques à I'œuvre a d'abord été étudiée à travers la relaxation d'une particule en lévitation entre deux équilibres thermiques. A ainsi été mis en lumière un temps de relaxation caractéristique, correspondant au temps nécessaire à la dissipation de l'énergie de la particule dans son environnement. Par la suite, des
protocoles de raccourcis vers l'équilibre ont pour la première fois été implémentés et testés dans le régime sous-amorti, permettant d'accélérer le retour à l'équilibre de la particule d'un ordre de grandeur. Pour de modestes accélérations, ces protocoles se sont de plus avérés robustes à un changement dans les paramètres du problème.

La génération et la caractérisation de potentiels de formes arbitraires ont ensuite été explorées, avec comme objectif initial d'étendre l'étude de processus thermodynamiques au cas de potentiels non harmoniques, pour lesquels les non-linéarités entrent en jeu. À l'aide d'un modulateur acoustooptique permettant de générer une superposition de faisceaux diffractés, différents potentiels ont ainsi été générés : harmoniques, plat, double puits... permettant un ajustement des nonlinéarités. Pour reconstituer de façon non ambiguë la forme réelle du potentiel à partir de la dynamique de la particule, une utilisation originale du filtre de Kalman sans parfum (Unscented Kalman Filter) a permis d'étendre la plage de linéarité de la détection d'un facteur cinq, couvrant ainsi toute l'étendue du potentiel.

Ce travail ouvre la voie à l'étude de transformations générales d'état à état entre potentiels arbitraires, et offre de nouvelles perspectives à l'étude de la thermodynamique à l'échelle nanométrique.
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## 1 - Introduction

Le rassurant de l'équilibre, c'est que rien ne bouge. Le vrai de l'équilibre, c'est qu'il suffit d'un souffle pour faire tout bouger.

- Julien Gracq, Le Rivage des Syrtes (1951)


### 1.1. Non-equilibrium physics

From its inception in the $19^{\text {th }}$ century, classical thermodynamics was mostly concerned with average properties of macroscopic systems in equilibrium, i.e. in which these properties do not change over time. The emergence of statistical physics at the end of this century, through the works of Maxwell, Boltzmann and Gibbs, offered another description of equilibrium, which extended beyond classical systems: a system is in equilibrium when all configurations of a given energy are visited with equal probability. The introduction of probabilistic tools in physics opened a whole new window through which to peer at reality.

While classical thermodynamics is efficient to describe macroscopic systems, in which fluctuations around equilibrium are negligible, this is not the case for microscopic systems. Among different mysteries surviving at the dawn of the $20^{\text {th }}$ century, the observation of the erratic motion of pollen particles in a liquid, described by Brown in 1827, was first solved by Einstein during its annus mirrabilis [1], in 1905, and separately by Smoluchowski [2]. By giving solid ground to atomistic theory, Einstein's explanation of Brownian motion uncovered the important link between the stochastic nature of collisions between a particle and surrounding water molecules on one side, and their averaged viscous effect on the other side. A few years later, in 1909, Perrin experimentally confirmed the pertinence of this interpretation [3], in the results presented in figure 1.1.

The balance between chaotic, fluctuating collisions and viscous, dissipative damping, is called a fluctuation-dissipation relation, and is observed in many areas of physics, such as Johnson-Nyquist noise in electronics [7], or laser threshold [8]. These phenomena are part of a broader class of fluctuation-dissipation theorems, uncovered by Onsager [9], Callen [10] and Kubo [11]. Crucially, while the initial relation dealt with a particle at equilibrium with its environment, the subsequent developments allowed to describe systems near equilibrium. As noted by Kubo [12], these theorems have indeed two complementary aspects:

- Knowing the characteristics from a system at equilibrium, it is possible to predict its intrinsic noise or fluctuations (a topical example being JohnsonNyquist noise in electronics).


Figure 1.1: Drawings by Perrin [3] of the Brownian motion of $1 \mu \mathrm{~m}$ diameter putty particles, measured every 30 s , the mesh being $3 \mu \mathrm{~m}$. After corroborating almost perfectly Einstein's predictions, Perrin adds: "These drawings only give a faint idea of the prodigious entanglement of the real trajectory. If, indeed, we sampled every second, each of these segments would be replaced by a 30-sided polygonal contour relatively as complex as the one produced here, and so forth.". This observation hints at the fractal nature of Brownian motion, which would be developed 60 years later by Mandelbrot [4].
a.



Figure 1.2: Non-equilibrium toy models. a. Feynman's ratchet, adapted from [5]. A mass $m$ is suspended to a rod, whose right side is fixed on a ratchet mechanism, allowing it to rotate only in one direction. This motion is powered by the collisions of molecules with the paddle on the left. A naive analysis would conclude that this machine allows to extract mechanical work from thermal energy, even when $T_{1}=T_{2}$, which is normally forbidden by the second law of thermodynamics. Feynman proved that this is not the case, because on average, the ratchet will move as much forward as backward.
b. Landauer's bound, adapted from [6]. Here, the bit state is represented by the position of a particle in one side of a double-well potential. The erasure protocol consists in an irreversible destruction of the initial information, putting the bit in the final state "1". Landauer and Bennett proved that due to the second law, erasure is a dissipative process, with at least $k_{B} T \ln (2)$ joules lost to the environment.

- Reversely, the statistical or spectral properties of the fluctuations can be used to determine the characteristics of the system (an example of which would be Onsager's derivation of kinetic coefficients).

Using the linear response theory developed by Kubo, an experimentalist can then perform two types of measurements to probe a physical quantity [13] :

- Susceptibility measurements, in which a system is driven by a harmonic force. An example can be found in the study of magnetic materials (spinglasses, superconductors), through AC magnetic measurements, in which an AC field is applied to a sample to measure its magnetization properties.
- Relaxation measurements, where a force applied for a long time is suddenly changed, and the return to equilibrium of a system is observed. This is the case of nuclear magnetic resonance, in which the decay of an induced spin polarization is measured. Similarly, in optomechanics, the ring-down technique is used to determine the properties of a resonator [14, 15].

As satisfying as linear response theory is, it fails to properly describe systems far from equilibrium. In the last decade of the $20^{\text {th }}$ century, a renewal of interest in out-of-equilibrium physics lead to the formulation of fundamental results by Evans [16], Jarzinsky [17, 18] and Crooks [19]. These efforts culminated in the formulation of stochastic energetics. This framework, developed initially by Sekimoto [20] and Seifert [21], is primarily concerned with extending the second law of thermodynamics to the microscopic world, and finding answers to the following questions :

- What is the correct definition of work, heat and entropy for stochastic processes, which are ubiquitous at small scales ? Sekimoto answered these questions by using mostly Stratonovich's definition of stochastic integrals (while noting that in certain situations, especially in chemistry, Itô's definition may be more convenient).
- Can we convert thermal energy into work ? Related to the concept of Feynman's ratchet (shown in figure 1.2 a.), in which a system apparently violates the second law of thermodynamics by extracting mechanical work from random fluctuations, this provocative question has important consequences for microscopic heat engines and molecular motors, such as those found in cells.
- What is the minimal energy necessary to perform one irreversible logical operation ? First explored through the thought experiment of Maxwell's demon, the physical nature of information was comforted by Landauer's principle (shown in figure 1.2 b .), which states that the minimal cost to erase one bit of information is $k_{B} T \ln (2)$ (today's computers operate about a thousand times above this limit, which leaves room for improvements).


Figure 1.3: Two different observable effects of the forces exerted by light on particles a. Hale-Bopp comet (1997, from [29]), with two visible tails: the gas tail, produced by the interactions of ionised gases with the solar wind, and the dust tail, which is a macroscopic manifestation of the forces exerted by sunlight on microscopic particles. b. Silica nanoparticle ( 75 nm in radius, pictured in inset adapted from [30]) trapped by a strongly focused laser beam.

As noted in [22], bit erasure is only one of many operations that can be performed on a computer, and stochastic energetics is needed to go beyond this simple case.

To this day, non-equilibrium physics remains a very active field, due to the drive to engineer and control efficient artificial systems at the nanoscale, as well as the need to gain a better understanding of life's fundamental mechanisms.

Of the many experimental approaches to test and refine theoretical models, one particularly stands out: optical tweezers. We thus take a small detour to present the many important developments of this technique.

### 1.2. Optical tweezers

The observation that light exerts forces on objects is ancient, dating back at least to Kepler's observation of the great comet of 1618 in De Cometis, in which he stated that the tails of a comet were "formed by matter that the Sun's rays chase through their impulses outside the comet's body" [23, 24]. A mathematical description of these physical processes was made possible only with the advance of modern electromagnetism and the introduction of Maxwell's stress tensor in 1873 [25]. The next milestone in the domain would come shortly after the invention of the laser in 1960 [26]. Scientists noticed that dust particles were sometimes trapped in amplification cavities. This raised the interest of Arthur Ashkin, who demonstrated that by using strongly focused light, it was possible to efficiently trap micron-sized particles, in single or multiple beams [27, 28].
a.

b.

C.


Figure 1.4: Different uses of optical tweezers : a. In biology, adapted from [37]. The two ends of a titin protein are attached to latex beads, one of them on top a micropipette, and the second in an optical tweezer. By moving the micropipette, the protein is stretched in cycles, which generates a fluctuating force measured through the displacements of the second bead.
b. In colloidal weak forces detection, adapted from [38]. Similar in idea, a trapped silica microsphere (on the left) is brought in close range of a bigger static one, allowing to probe the elusive Casimir interaction.
c. In cold atoms, adapted from [39]. An array of 300 Rubidium atoms is generated by as many trapping potentials separated by $5 \mu \mathrm{~m}$, with applications to quantum simulations.

More than a single experiment, optical tweezers became a set of techniques that encompasses diverse setups and scales, ranging from atoms and molecules to cells.

In atomic physics, Ashkin's collaborator Chu used this technique to trap neutral atoms in a single beam [31]. Many further inventions, such as magneto-optical traps [32], lead to exquisite control of assembly of atoms and the realization of Bose-Einstein condensates [33]. As a complementary approach, the interest for trapping arrays of individual atoms [34,35] or molecules [36] as taken off in the last decade, with the possibility to use them as quantum simulators.

In out-of-equilibrium physics, while Perrin's original experiment relied on the observation of freely diffusing Brownian particles, the opportunity to trap, manipulate and, above all, perform repeated measurements of the dynamics of a single particle, allows to precisely compute statistical quantities, and thus perform extensive studies of subtle phenomena.

A first class of paradigmatic experiments were conducted with trapped microparticles suspended in fluids (a.k.a. colloids) [40]. To give a rapid account of their versatility, the use of colloids allowed to study :

- Validations of concepts such as fluctuation theorems and the Jarzinsky equality [41].
- Implementations of Feynman's ratchet [42].
- Demonstrations of the paradoxical conversion of information to energy through

Maxwell Demon's [43], and analogously of Landauer's principle [44, 45].

- In biology, work exerted on vesicles by kinesin proteins [46], or the foldingunfolding transitions of muscle proteins [37], pictured in figure 1.4 a .
- Realization of heat engine [47].
- Anomalous relaxation such as the Mpemba effect [48].
- Anomalous diffusion [49, 50] and stochastic resetting [51].
- Weak forces such as the Casimir interaction [38], pictured in figure 1.4 b .

Closer to the subject of this thesis, trapping of particles in vacuum took off in 2008, with the impressive first demonstration that it was not only possible to directly measure the position but also the velocity of a trapped Brownian particle [52], a feat that was supposed to be technically too challenging in Einstein's seminal paper in $1905^{1}$. Ensued successful demonstrations of generalized fluctuation theorems [54, 55], a generalisation of Landauer's bound [56], or direct measurement of Kramers turnover [57].

Compared with colloidal experiments, the dynamic regime of levitated particles is fundamentally different : in a rarefied gas, the equations describing the motion of a particle contain inertia, a quantity usually neglected in fluids due to the prevalence of viscous damping. As noted by Gieseler \& Millen [58], this regime is thus more fundamental, bridging the gap with the quantum regime.

Indeed, building on this, the whole field of "levitodynamics" matured in the 2010's, borrowing techniques pioneered in cold atoms and optomechanics, such as sideband [59, 60] and feedback [61, 62, 63] cooling. This lead to remarkable advances toward cooling a particle into its quantum ground state, performed by teams in Zurich [64] and Vienna [30, 65]. The perspective of reaching the ground state with a solid object of a mass comparable to that of a Bose-Einstein condensate ( $\approx 10^{8}$ atoms) is particularly exciting, with proposals to test quantum entanglement at the mesoscale $[66,67]$ as well as collapse models [68].

### 1.3. Outline of the thesis

In this thesis, I propose to master the dynamics of a levitated nanoparticle toward the study and control of nano-systems out-of-equilibrium thermodynamics. I more specifically focus on controlling the particle trapping potential in time and space.

I will introduce in chapter 2 the fundamentals of optical levitation, and the characteristics of our experimental setup. I will then present the principle behind the

[^0]characterisation of levitated particle dynamics and the advantages and limitations of our measurement scheme.

In chapter 3, I will show how we use this setup to study a particle's transition between two thermal equilibria. By carefully engineering the trapping potential, I will demonstrate that the natural relaxation of the systems can be shortened, allowing us to reach equilibrium 15 times faster than the natural thermalisation time of the system.

A natural extension of this work is the study of transformations involving nonGaussian distributions. Toward this goal, I demonstrate in chapter 4 an approach to generate arbitrarily shaped 1D optical potential for levitated particles. I then discuss the challenges raised by the measure of the particle dynamics in such potential, and I demonstrate that the use of advanced analysis methods based on Kalman filtering can overcome this limitation.

Finally, I offer a summary and some perspectives on my work in chapter 5 .

## 2 - Trapping of a levitated particle in vacuum



- Yellow Magic Orchestra, Castalia (1979)

Optical tweezers, presented in the previous chapter as a potent tool to explore out-of-equilibrium physics, rest on the control of optical forces. After introducing the theory, I present our experimental setup and its crucial features:

- The ability to finely tune the coupling of our system to the environment.
- The capacity to control in time and space the trapping potential, by using an acousto-optic-modulator.

Finally, I discuss the measurement scheme we use to track the particle dynamics, first in the commonly used linear range, then beyond it.

### 2.1. Optical forces

In its simplest form, Lorentz's force describes the effect of an electromagnetic field $(\mathbf{E}, \mathbf{B})$ on a charge $q$ moving at velocity $\mathbf{v}$ as :

$$
\begin{align*}
\mathbf{F}(\mathbf{r}, t) & =q[\mathbf{E}(\mathbf{r}, t)+\mathbf{v}(\mathbf{r}, t) \times \mathbf{B}(\mathbf{r}, t)] \\
& =\int_{V}[\rho(\mathbf{r}, t) \mathbf{E}(\mathbf{r}, t)+\mathbf{j}(\mathbf{r}, t) \times \mathbf{B}(\mathbf{r}, t)] d V \tag{2.1}
\end{align*}
$$

where the second line generalizes the first one by considering a distribution of charges $\rho$ and of currents $\mathbf{j}$. This equation is at the core of many instrumental developments in particle or charged plasma physics, and explains for example the curved trajectories of charged particles in bubble chambers.

In our case, we will be looking at bigger objects, namely a bulk dielectric (silica) particle. A characteristic of dielectric materials is that an external electric field will move all electrical charges out of their equilibrium position, so that the material exhibits a polarization density $\mathbf{P}$ of induced dipole moments, as pictured in figure 2.1. $\mathbf{P}$ is linked to currents density $\mathbf{j}$ as $\partial \mathbf{P} / \partial t=\mathbf{j}$, and by a conservation law to charges density $\rho$ as $-\nabla \cdot \mathbf{P}=\rho$.

From this, we can rewrite the Lorentz equation as:

$$
\begin{equation*}
\mathbf{F}(\mathbf{r}, t)=\int_{V}\left[-\mathbf{E} \nabla \cdot \mathbf{P}+\frac{\partial \mathbf{P}}{\partial t} \times \mathbf{B}\right] d V \tag{2.2}
\end{equation*}
$$

a.

b.


Figure 2.1: Dielectric sphere. a. In the absence of an electric field, negative and positive charges occupy the same position. b. The presence of an electric field $\mathbf{E}$ creates a separation of charges, which reduces the electric field inside the dielectric and induces a polarization density $\mathbf{P}$.

Carrying the integration, we obtain for $i \in\{x, y, z\}$

$$
\begin{equation*}
\mathbf{F}(\mathbf{r}, t)=\int_{V}\left[\mathbf{P} \cdot \nabla \mathbf{E}+\frac{\partial \mathbf{P}}{\partial t} \times \mathbf{B}\right] d V-\int_{d V}\left(\mathbf{P} E_{i}\right) \cdot \mathbf{n} d a \tag{2.3}
\end{equation*}
$$

By considering a volume bigger than the particle, we make sure that there are no charges on the surface involved in the second integral, which is thus zero. We then make the hypothesis that the particle is much smaller than the wavelength of the electromagnetic field (which is justified in our case, with $r_{\text {part }}=75 \mathrm{~nm} \ll$ $\lambda=1064 \mathrm{~nm}$ ). It is then legitimate to use the dipole approximation: since the field does not vary significantly over the dimensions of the particle, and is assumed homogeneous in its volume, the polarization density can be replaced by a punctual dipole located at the position of the centre of the particle $\mathbf{r}_{\mathbf{0}}$, so that $\mathbf{P}=\mathbf{p} \delta\left(\mathbf{r}-\mathbf{r}_{\mathbf{0}}\right)$.

The forces acting on the particle are then:

$$
\begin{align*}
\mathbf{F} & =(\mathbf{p} \cdot \nabla) \mathbf{E}+\dot{\mathbf{p}} \times \mathbf{B} \\
& =(\mathbf{p} \cdot \nabla) \mathbf{E}+\mathbf{p} \times(\nabla \times \mathbf{E})+\frac{d}{d t}(\mathbf{p} \times \mathbf{B})  \tag{2.4}\\
& =\sum_{i} p_{i} \nabla E_{i}+\frac{d}{d t}(\mathbf{p} \times \mathbf{B})
\end{align*}
$$

The last term of this equation vanishes if we average over time, so that :

$$
\begin{align*}
\langle\mathbf{F}\rangle & =\sum_{i}\left\langle p_{i}(t) \nabla E_{i}(t)\right\rangle \\
& =\sum_{i} \frac{1}{2} \operatorname{Re}\left\{\underline{p}_{i}^{*}(t) \nabla \underline{E}_{i}(t)\right\} \tag{2.5}
\end{align*}
$$

where we introduced the complex expressions for $p_{i}$ and $E_{i}$.
We now make the assumption that dipole and field are linked through the
polarizability of the material $\alpha(\omega)$ by the linear relation ${ }^{1}$ :

$$
\begin{equation*}
\underline{\mathbf{p}}=\alpha(\omega) \underline{\mathbf{E}} \tag{2.6}
\end{equation*}
$$

Assuming the particle to be spherical, $\alpha=\alpha^{\prime}+i \alpha^{\prime \prime}$ is a complex scalar. The optical forces acting on the particle are then :

$$
\begin{equation*}
\langle\mathbf{F}\rangle=\sum_{i} \frac{\alpha^{\prime}}{2} \operatorname{Re}\left\{\underline{E}_{i}^{*} \nabla \underline{E}_{i}\right\}+\sum_{i} \frac{\alpha^{\prime \prime}}{2} \operatorname{lm}\left\{\underline{E}_{i}^{*} \nabla \underline{E}_{i}\right\} \tag{2.7}
\end{equation*}
$$

After some vectorial calculus, we finally obtain :

$$
\begin{align*}
\langle\mathbf{F}\rangle & =\frac{\alpha^{\prime}}{4} \nabla|\mathbf{E}|^{2}+\frac{k \alpha^{\prime \prime}}{\epsilon_{0} c}\langle\mathbf{S}\rangle+\frac{c k \alpha^{\prime \prime}}{2 \epsilon_{0}} \nabla \times\langle\mathbf{L}\rangle  \tag{2.8}\\
& =\mathbf{F}_{\text {grad }}+\mathbf{F}_{\text {scat }}+\mathbf{F}_{\text {curl }}
\end{align*}
$$

where we have introduced the time-averaged Poynting vector (akin to the energy flux density of the field) $\langle\mathbf{S}\rangle=\frac{1}{2 \mu_{0}} \operatorname{Re}\left\{\underline{\mathbf{E}} \times \underline{\mathbf{B}}^{*}\right\}$ and the time-averaged curl of the spin density of the field $\langle\mathbf{L}\rangle=\frac{\epsilon_{0}}{4 \omega} \operatorname{lm}\left\{\underline{\mathbf{E}} \times \underline{\mathbf{E}}^{*}\right\}$, with $c$ the speed of light in vacuum, $k=\frac{2 \pi}{\lambda}$ the wavevector, $\epsilon_{0}$ the vacuum permittivity, and $\mu_{0}$ the vacuum magnetic permeability.

Optical forces can then be factored into three components:

- First, the gradient force $\mathbf{F}_{\text {grad }}$ allows the simplest realization of single-beam optical traps for scales ranging from atoms to $\mu \mathrm{m}$ particles [27]. Indeed, this force derives from a potential $U_{\text {opt }}$ such that $\mathbf{F}_{\text {grad }}=-\nabla U_{\text {opt }} \propto-\nabla|\mathbf{E}|^{2}$, hence its name. Its magnitude depends then essentially on $\alpha^{\prime}$ and of the gradient of the intensity of the field $I \propto|\mathbf{E}|^{2}$. This offers a rich playground for generating complex optical potential through an engineering of $I$, which will be the matter of chapter 4.
- Second, the scattering force $\mathbf{F}_{\text {scat }}$ is directly proportional to the time-averaged Poynting vector of the laser field and can thus be naively seen as a momentum exchange between incident photons and the particle. It is therefore non-conservative and is also known as the radiation pressure force. While useful for cooling, Askhin derived what he called an "optical Earnshaw theorem" [70], showing that a particle cannot be trapped using only $\mathbf{F}_{\text {scat }}$.
- Finally, $\mathbf{F}_{\text {curl }}$ is the curl force, and derives from the time-averaged curl of the spin density of the field $\langle\mathbf{L}\rangle$. It is also non-conservative. While orders of magnitude smaller than the other components and thus usually neglected, it is important to take it into account when dealing with anisotropic particles such as dimers and trimers [71, 72].

[^1]To realize an optical tweezer, it is thus crucial that the gradient force is the dominant force. Therefore, we propose to characterize the relative importance of each of the three force components in our experiment. The first step is then to describe the polarizability $\alpha$ and the optical field distribution that controls the optical trap properties.

### 2.1.1 . Polarizability

For a particle of volume $V$ and complex relative permittivity $\underline{\epsilon}(\omega)$ in a medium of relative permittivity $\underline{\epsilon}_{m}(\omega)$, electrostatic polarizability is given by the ClausiusMossotti relation :

$$
\begin{equation*}
\alpha_{\text {static }}(\omega)=3 \epsilon_{0} V \frac{\underline{\epsilon}(\omega)-\underline{\epsilon}_{m}(\omega)}{\underline{\epsilon}(\omega)+2 \underline{\epsilon}_{m}(\omega)} \tag{2.9}
\end{equation*}
$$

This formula needs a correction in the case of an oscillating field. The polarizability depends then both on the incoming field and the particle's scattered field. Its full derivation is obtained by evaluating the scattered field at the centre of a dielectric sphere and linking it to the polarization density $\mathbf{P}$ [73]. The end result gives

$$
\begin{equation*}
\alpha(\omega) \approx \alpha_{\text {static }}(\omega)\left[1-i \frac{k^{3}}{6 \pi \epsilon_{0}} \alpha_{\text {static }}\right]^{-1} \tag{2.10}
\end{equation*}
$$

For a transparent particle, such as silica, the static polarizability is at first order real, such that the polarizability can be written:

$$
\begin{equation*}
\alpha(\omega) \approx \alpha_{\text {static }}(\omega)+i \frac{k^{3}}{6 \pi \epsilon_{0}} \alpha_{\text {static }}^{2}(\omega) \tag{2.11}
\end{equation*}
$$

The imaginary part of this expression is called the radiative correction.
We note that this last expression allows drawing a few important conclusions. With $\alpha_{\text {static }} \propto V$, we infer that through $\alpha^{\prime \prime}, \mathbf{F}_{\text {scat }}$ and $\mathbf{F}_{\text {curl }}$ scale quadratically with $V$, while $\mathbf{F}_{\text {grad }}$ scales linearly. This means that for big ( $\mu \mathrm{m}$ ) particles, $\mathbf{F}_{\text {scat }}$ becomes important and must be counterbalanced by other forces (such as a counterpropagating beam), while for nanoscale objects $\mathbf{F}_{\text {grad }}$ dominates.

To increase the value of $\mathbf{F}_{\text {grad }}$, we must thus optimize $\alpha^{\prime}$ and $\nabla I$. While $\alpha^{\prime}$ is defined by the size of the nanoparticle, the choice of material [74] and wavelength of the trapping laser (through $\epsilon(\omega)$ ), $\nabla I$ is often a more amenable parameter.

### 2.1.2 . Strongly focused beam

To maximize $\nabla I$, a strongly focused optical field is desirable. This is generally done using high numerical aperture (N.A.) objectives.

A description of how strong focusing affects light necessitates to take into account its vectorial nature (i.e. polarization). This is done through RichardsWolf theory [75]. We will just give a flavour of it, and refer the interested reader to the very clear introduction provided for example in [76]. Richards-Wolf theory rests on a few assumptions :


Figure 2.2: Focusing of a Gaussian beam linearly of initial waist $w_{0}^{\text {inc }}$ polarized along $x$. After the focusing element, the field is constrained to the angular sector defined by the divergence angle $\theta_{\max }$, by a new waist $w_{0}$ and by the Rayleigh range $w_{0 z}$.

- The refraction of optical rays by an aplanatic optical element of focal length $f$ follows Abbe's sine condition, which tells that the distance $h$ between the incident ray and the optical axis is $h=f \sin (\theta)$, where $\theta$ is the divergence of the refracted ray.
- The energy flux along each ray is constant, which constitutes the intensity law.
- The refracted far-field $\mathbf{E}_{\infty}$ should be expressed from the incident field $\mathbf{E}_{\text {inc }}$ by taking into account how refraction differently affects the perpendicular and parallel components of its polarization.
- Finally and most importantly, the focal field can be linked to the far-field through the angular spectrum representation :

$$
\begin{equation*}
\mathbf{E}(\rho, \phi, z)=-\frac{i k f e^{-i k f}}{2 \pi} \int_{0}^{\theta_{\max }} \int_{0}^{2 \pi} \mathbf{E}_{\infty}(\theta, \phi) e^{i k z \cos \theta} e^{i k \rho \sin \theta \cos (\phi-\varphi)} \sin \theta d \phi d \theta \tag{2.12}
\end{equation*}
$$

This expression is called the Debye-Wolf integral. It can be understood as an expression of the field resulting from the interference of all plane waves $\mathbf{E}_{\infty}$ incoming from a sphere of radius $f$ restricted to the angular sector defined by the numerical aperture (through the divergence angle $\left.\theta_{\max } \approx \sin \left(\theta_{\max }\right)=\mathrm{N} . \mathrm{A} / n\right)$.

Until now, all expressions used for the optical forces or for the Debye integral do not make any assumptions over the shape of the incident field $\mathbf{E}_{\text {inc. }}$. By finding separable solutions of the Helmholtz equation :

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \mathbf{E}(r)=0 \tag{2.13}
\end{equation*}
$$

it is possible to define different classes of beam geometries [77], such as (nondiffracting) Bessel beams, Airy beams, Laguerre-Gaussian beams... The choice of geometry depends on the intended use of optical trapping (for example, the structure of Bessel beams can be used to sort $\mu \mathrm{m}$ particles [78]).

In this thesis, we will only consider the simplest form, a Gaussian beam, which is the most frequently used approximation of a beam produced by laser sources ${ }^{2}$.

[^2]For a linearly polarized Gaussian beam, the expression of the incoming field at the waist $z \equiv 0$ is:

$$
\begin{equation*}
\mathbf{E}_{\text {inc, Gauss }}(x, y, 0)=\mathbf{E}_{0} e^{-\frac{x^{2}+y^{2}}{w_{0, \text { inc }}^{2}}} \tag{2.14}
\end{equation*}
$$

with $\mathbf{E}_{\mathbf{0}}$ a constant vector, and $w_{0, \text { inc }}$ the beam waist. The general expression of this field for any $z$ can be computed using the angular representation :

$$
\begin{equation*}
\mathbf{E}_{\text {inc, } \operatorname{Gauss}}(x, y, 0)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \hat{\mathbf{E}}_{\text {inc, } \operatorname{Gauss}}\left(k_{x}, k_{y}, 0\right) e^{i\left[k_{x} x+k_{y} y+k_{z} z\right]} d k_{x} d k_{y} \tag{2.15}
\end{equation*}
$$

with $\hat{\mathbf{E}}_{\text {inc, } \operatorname{Gauss}}\left(k_{x}, k_{y}, 0\right)$ the Fourier transform of $\mathbf{E}_{\text {inc, }}$ Gauss in the plane $z=0$. For a field propagating along the $z$-axis, the paraxial approximation means that the transverse wavenumbers $k_{x}$ and $k_{y}$ are small compared to $k_{z}$, and thus:

$$
\begin{equation*}
k_{z}=k \sqrt{1-\left(k_{x}^{2}+k_{y}^{2}\right) / k^{2}} \approx k-\frac{k_{x}^{2}+k_{y}^{2}}{2 k} \tag{2.16}
\end{equation*}
$$

From this comes the textbook equation of a paraxial Gaussian beam (with $\rho=$ $\sqrt{x^{2}+y^{2}}$ ):

$$
\begin{equation*}
\mathbf{E}_{\text {Gauss, parax }}(\rho, z)=\mathbf{E}_{\mathbf{0}} \frac{w_{0}}{w(z)} e^{-\frac{\rho^{2}}{w^{2}(z)}} e^{i\left[k z-\eta(z)+k \rho^{2} / 2 R(z)\right]} \tag{2.17}
\end{equation*}
$$

with

$$
\begin{aligned}
w(z) & =w_{0}\left(1+z^{2} / w_{0 z}^{2}\right)^{1 / 2} \quad \text { the beam radius } \\
R(z) & =z\left(1+w_{0 z}^{2} / z^{2}\right) \quad \text { the wavefront radius } \\
\eta(z) & =\arctan \left(z / w_{0 z}\right) \quad \text { the phase correction }
\end{aligned}
$$

where $w_{0 z}=\frac{k w_{0}^{2}}{2}$ is the so-called Rayleigh range or diffraction length of the Gaussian beam. These notations are summarized in figure 2.2.

Assuming that the waist of the incident Gaussian beam defined by equation (2.14) coincides with the center of the optical element of focal length $f$, it can be expressed in spherical coordinates as:

$$
\begin{equation*}
\mathbf{E}_{\text {inc, Gauss }}(\theta, \phi)=\mathbf{E}_{\mathbf{0}} e^{-\frac{f^{2} \sin ^{2} \theta}{w_{0, \text { inc }}^{2}}} \tag{2.18}
\end{equation*}
$$

From this simple expression, the far field $\mathbf{E}_{\infty}$ in equation (2.12) can then be deduced, as detailed in [76]. By computing the Debye integral corresponding to realistic experimental parameters, we thus obtain the focal fields, derive $\mathbf{F}_{\text {grad }}$, $\mathbf{F}_{\text {scat }}$ and $\mathbf{F}_{\text {curl }}$, and plot their vector flows respectively along the $x=0, y=0$ and $z=0$ planes, as presented in figure 2.3

A detailed look at the variations of the intensity along each of the axes is presented in figure 2.4 (blue line). It can be observed that the width of these


Figure 2.3: Force fields derived from the exact computation of focal fields, performed by taking parameters close to our experimental setup: the field is polarized along $x$, $\lambda=1064 \mathrm{~nm}$, the incident beam waist $w_{0}=2 \mathrm{~mm}, P_{\text {las }}=100 \mathrm{~mW}, f=1.8 \mathrm{~mm}$, N.A. $=0.85$. Top: $\mathbf{F}_{\text {grad }}$, the blue contours representing intensity isosurfaces, whose deformations far from focus is a noticeable effect of strong focusing. The field is elongated in the direction of polarisation $x$. Middle : $\mathbf{F}_{\text {scat }}$. Bottom : $\mathbf{F}_{\text {curl }}$.


Figure 2.4: Simulation of the field intensity (top), its derivation leading to the force $F_{\text {grad }}$ (bottom), represented along $x, y$ and $z$ axes, for the exact computation of the field from equation 2.12. A fit of these curves with the Gaussian approximation of equation 2.19 gives the following parameters : $w_{0 x}=690 \mathrm{~nm}, w_{0 y}=560 \mathrm{~nm}, w_{0 z}=$ 1170 nm (and thus $w_{0}=630 \mathrm{~nm}$ ).
intensity distributions is different. In particular, the distribution along the axis of polarization, $x$, is broader than along $y$.

This complete computation provides a good representation of strongly focused fields. However, the complete determination is computationally heavy and does not provide easy access to the values of the optical forces. An alternative is to model these fields by a Gaussian approximation with adapted parameters [80, 81], notably the effective waists $w_{0 x}$ and $w_{0 y}$ :

$$
\begin{equation*}
\mathbf{E}_{\text {focus, approx }}(x, y, z)=\mathbf{E}_{\mathbf{0}} \frac{w_{0}}{w(z)} e^{-\left(\frac{x^{2}}{w_{0 x}^{2}}+\frac{y^{2}}{w_{0 y}^{2}}\right) \frac{w_{0}^{2}}{w(z)^{2}}+i \phi(x, y, z)} \tag{2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(x, y, z)=k z-\eta(z)+\frac{k\left(x^{2}+y^{2}\right)}{2 z\left(1+\frac{w_{0 z}^{2}}{z^{2}}\right)} \tag{2.20}
\end{equation*}
$$

A fit of the intensities obtained from the previous computation in figure 2.4 with this model provides the values $w_{0 x}=690 \mathrm{~nm}, w_{0 y}=560 \mathrm{~nm}, w_{0 z}=1170 \mathrm{~nm}$. This will be used in the modelling of the trapping beam in the following of the thesis.

From a Taylor expansion up to order 4, we can then express the trapping
potential in powers of $w_{0 i}$ :

$$
\begin{align*}
U_{\mathrm{opt}}(x, y, z) & =-\frac{\alpha^{\prime}}{4}\left|\mathbf{E}_{\text {focus, approx }}{ }^{2}(x, y, z)\right|=-\frac{\alpha^{\prime}}{2 c \epsilon_{0}} I_{0} \frac{w_{0}^{2}}{w(z)^{2}} e^{-\left(\frac{2 x^{2}}{w_{0 x}^{2}}+\frac{2 y^{2}}{w_{0 y}^{2}}\right) \frac{w_{0}^{2}}{w(z)^{2}}} \\
& \approx-U_{0}\left(1-\left(2 \frac{x^{2}}{w_{0 x}^{2}}+2 \frac{y^{2}}{w_{0 y}^{2}}+\frac{z^{2}}{w_{0 z}^{2}}\right)\right. \\
& +\left(2 \frac{x^{4}}{w_{0 x}^{4}}+2 \frac{y^{4}}{w_{0 y}^{4}}+\frac{z^{4}}{w_{0 z}^{4}}\right) \\
& \left.+\left(4 \frac{x^{2} y^{2}}{w_{0 x}^{2} w_{0 y}^{2}}+4 \frac{x^{2} z^{2}}{w_{0 x}^{2} w_{0 z}^{2}}+4 \frac{y^{2} z^{2}}{w_{0 y}^{2} w_{0 z}^{2}}\right)\right)+\mathcal{O}\left(x^{4}+y^{4}+z^{4}\right) \tag{2.21}
\end{align*}
$$

with $I_{0}=\frac{c \epsilon_{0}}{2}\left|E_{0}\right|^{2}$ and $U_{0}=\frac{\alpha^{\prime}}{2 c \epsilon_{0}} I_{0}$.
The expression of $\mathbf{F}_{\text {grad }}$ in the case of a Gaussian beam is thus:

$$
\begin{align*}
\mathbf{F}_{\mathrm{grad}}(x, y, z) & =-\nabla U_{\text {opt }}(x, y, z) \\
& =-\left(\begin{array}{c}
k_{x} x\left(1+\xi_{x} x^{2}+\xi_{y} y^{2}+\xi_{z} z^{2}\right) \\
k_{y} y\left(1+\xi_{x} x^{2}+\xi_{y} y^{2}+\xi_{z} z^{2}\right) \\
k_{z} z\left(1+2 \xi_{x} x^{2}+2 \xi_{y} y^{2}+\xi_{z} z^{2}\right)
\end{array}\right) \tag{2.22}
\end{align*}
$$

with $k_{i}=I_{0} \frac{2 \alpha^{\prime}}{c \epsilon_{0} w_{i i}^{2}}$ for $i \in\{x, y\}$ and $k_{z}=I_{0} \frac{\alpha^{\prime}}{\epsilon_{0} w_{0 z}^{2}}$, and $\xi_{i}=-\frac{2}{w_{0 i}^{2}}$.
Hence, to first order, $\mathbf{F}_{\text {grad }}$ acts as a restoring force, following in first approximation Hooke's law for a spring of stiffness $k_{i}$ along each axes. These stiffnesses depends on :

- The real part of the polarizability $\alpha^{\prime}$.
- The laser power through $I_{0}$.
- The focusing through $w_{0 i}$.

The $\xi_{i}$ are called Duffing terms, and are responsible for the nonlinear dynamics of the particle. Their effect becomes preponderant when the oscillations of the particle are of the order of $w_{0 i}$. Duffing terms are frequently encountered in nanomechanical systems [82], and levitated nanoparticles are an excellent testbed to explore and characterize the underlying dynamics [83].

While we will be interested in nonlinearities in chapter 4, they will stem from shaping the potential, and we will not explicitly consider Duffing terms in the following.

Likewise, the expression of $\mathbf{F}_{\text {scat }}$ for a Gaussian beam is [84, 85] :

$$
\mathbf{F}_{\text {scat }}(x, y, z)=\frac{\alpha^{\prime \prime}}{\alpha^{\prime}} k_{z}\left(\begin{array}{c}
k x z  \tag{2.23}\\
k y z \\
\zeta_{0}+\zeta_{x} x^{2}+\zeta_{y} y^{2}+\zeta_{z} z^{2}
\end{array}\right)
$$

where $\zeta_{0}=w_{0 z}\left(w_{0 z} k-1\right), \zeta_{i}=\left(k / 2-2\left(w_{0 z}-k w_{0 z}^{2}\right) / w_{0 i}\right)$ for $i \in\{x, y\}$ and $\zeta_{z}=\left(2-k w_{0 z}\right) / w_{0 z}$.

Figure 2.4 shows that $\mathbf{F}_{\text {scat }}$ mostly affects the trapping by pushing the particle along the $z$ axis, counteracting $\mathbf{F}_{\text {grad }}$. One can thus define a new equilibrium position $z_{\text {eq }}$ for which $\mathbf{F}_{\text {grad }}\left(0,0, z_{\text {eq }}\right)+\mathbf{F}_{\text {scat }}\left(0,0, z_{\mathrm{eq}}\right)=\mathbf{0}$. This leads to first order to :

$$
\begin{equation*}
z_{\mathrm{eq}} \approx \frac{\alpha^{\prime \prime}}{\alpha^{\prime}} w_{0 z}\left(w_{0 z} k-1\right) \approx 108 \mathrm{~nm} \tag{2.24}
\end{equation*}
$$

where we used the previously obtained value of $w_{0 z}$. Importantly, the position of the trapping potential along $z$ does not depend on the intensity of the trapping laser, but on the volume of the particle (through $\alpha^{\prime \prime} / \alpha^{\prime}$ ) and the focusing (through $w_{0 z}$ ).

So, in the following we will account only the gradient force, and will generally use the harmonic approximation described by the first order of equation 2.21.

### 2.2. Dynamics of a trapped particle

### 2.2.1. Langevin equation

The dynamics of a particle trapped in a harmonic potential generated by the previously introduced Gaussian beam can be described by the Langevin equation :

$$
\begin{equation*}
\ddot{\mathbf{r}}+\Gamma \dot{\mathbf{r}}+\frac{\mathbf{F}_{\mathrm{opt}}(r)}{m}=\frac{1}{m}\left[\mathbf{F}_{\text {fluct }}(t)+\sum_{i} \mathbf{F}_{\mathbf{i}}\right] \tag{2.25}
\end{equation*}
$$

Projected along $x$, and assuming the harmonic approximation as mentionned before, this equation becomes:

$$
\begin{equation*}
\ddot{x}+\Gamma \dot{x}+\Omega_{0 x}^{2} x=\frac{1}{m}\left[F_{\text {fluct }}^{x}(t)+\sum_{i} F_{i}^{x}\right] \tag{2.26}
\end{equation*}
$$

where $\Gamma=2 \pi \times \gamma$ is a damping coefficient, $\Omega_{0 x}=\sqrt{\frac{k_{x}}{m}}=2 \pi f_{0 x}$ is the oscillation frequency of the particle along the $x$-axis, and $\mathbf{F}_{\text {fluct }}$ is a random force accounting for the stochastic nature of this Brownian harmonic oscillator, an example of which can be seen on figure $2.5 \mathrm{~b} . \sum_{i} F_{i}^{x}$ represents the sum of other forces projected along $x$, such as gravity, Coulomb forces... While in the present work these forces will be neglected, one attractive point about levitated systems is that they can be designed to detect very weak forces [86, 87].

An important relation, mentionned in chapter 1 , links $\mathbf{F}_{\text {fluct }}$ to $\Gamma$ : the fluctuationdissipation theorem, which states that for a system at thermal equilibrium, it is a delta-correlated function :

$$
\begin{equation*}
\left\langle\mathbf{F}_{\text {fluct }}(t) \mathbf{F}_{\text {fluct }}(t+\tau)\right\rangle=2 m \Gamma k_{B} T \delta(\tau) \tag{2.27}
\end{equation*}
$$

the physical meaning of which is that the system does not exhibit memory, i.e. the value of $\mathbf{F}_{\text {fluct }}$ at an instant is not determined by its past.
a.


c.


Figure 2.5: Dynamics of a particle trapped in a harmonic potential, at $p_{\text {gas }}=5 \mathrm{mbar}$. a. 3D Brownian dynamics of a particle exploring a 3D harmonic potential. The ellipsoidal volume (orange) can be seen as an equiprobability surface, and is defined by the standard deviations $\sigma_{x}, \sigma_{y}, \sigma_{z}$, which values are 24,20 and 72 nm , showing an anisotropy that originates directly from the different stiffness along each axis.
b. The same dynamics, projected along the 3 axes. The harmonic and stochastic nature of the dynamics is evident, with markedly different amplitudes and frequencies of oscillations for the 3 axes.
c. Power density spectra of the 3 axes, showing the profile described by equation 2.33, peaked at the resonant frequencies $f_{0 x}, f_{0 y}$ and $f_{0 z}$. From a fit, the full width at half maximum directly gives access to the damping $\Gamma / 2 \pi \approx 4.4 \mathrm{kHz}$, which is far smaller than $f_{0 x}=259 \mathrm{kHz}, f_{0 y}=215 \mathrm{kHz}$ and $f_{0 z}=78.5 \mathrm{kHz}$, thus confirming that we are well in the underdamped regime.

In all generality, the damping term $\Gamma$ is related to various physical processes. While levitated experiments are immune to most damping phenomena encountered in clamped systems such as cantilevers or membranes [82], they are affected as well by photon recoil at high vacuum [88]. Here, we consider only the damping induced by gas collisions, which is the dominant process for our experiments. The damping can in this case be derived from classical theory. It depends on the particle shape [89, 90], and for a sphere it writes [91] :

$$
\begin{equation*}
\Gamma_{\text {gas }} \approx \frac{6 \pi \eta r_{\text {part }}}{m} \frac{0.619}{0.619+\mathrm{Kn}}\left(1+c_{k}\right) \stackrel{\mathrm{Kn} \gg 1}{\approx} \frac{6 \pi \eta r_{\text {part }}}{m} \frac{0.619}{\mathrm{Kn}} \tag{2.28}
\end{equation*}
$$

where $\eta=18.27 \times 10^{-6} \mathrm{~Pa} \cdot \mathrm{~s}$ is the viscosity of air and $\mathrm{Kn}=l / r_{\text {part }}$ with $l$ being the mean free path of a gas molecule is the Knudsen number, and $c_{k}=$ $0.31 \mathrm{Kn} /\left(0.785+1.152 \mathrm{Kn}+\mathrm{Kn}^{2}\right)$. This expression indicates that the radius of the particle $r_{\text {part }}$ can be obtained by simply measuring $\Gamma$, a property that will come in handy for the calibration procedure presented further in this chapter.

Typical time traces of the particle dynamics in a simple optical trap recorded at a pressure of $p_{\text {gas }}=5 \mathrm{mbar}$ are shown in figure $2.5 \mathrm{~b}^{3}$. These dynamics are completely related to the Langevin equation 2.26. We see the oscillating motion,

[^3]with the characteristic frequency $f_{0 i}=\Omega_{0 i} / 2 \pi$, along the three axes $i \in\{x, y, z\}$, corresponding to an underdamped harmonic oscillator. The Brownian nature of the motion and the role played by the damping $\Gamma$ is highlighted by the evolution of the oscillation amplitude on a typical timescale $t_{v}=1 / \gamma \approx 46 \mu \mathrm{~s}$. Note that the natural frequencies of these oscillators also change on a similar timescale, even if it is hardly noticeable here. The direct recording of time traces provides interesting insights into the particle dynamics, but it is hardly directly usable for extracting qualitative information. To go further, it is thus critical to use data analysis tools. In the following, we will focus on two approaches : the spectral distribution and the equilibrium probability distribution.

### 2.2.2 . Response function and Power spectral distribution

When looking at a dynamical system, it is often a good idea to study its response function $\chi$ or its power spectral density (PSD) $S(\Omega)$, which are in our experiments less sensitive to low frequency noise such as thermal drifts.

By taking its Fourier transform, the Langevin equation 2.26 can be rewritten in the spectral domain as:

$$
\begin{align*}
\tilde{x}(\Omega) m\left[-\Omega^{2}-i \Gamma \Omega+\Omega_{0}^{2}\right] & =\tilde{F}_{\text {fluct }}(\Omega)  \tag{2.29}\\
\tilde{x}(\Omega) \chi(\Omega)^{-1} & =\tilde{F}_{\text {fluct }}(\Omega)
\end{align*}
$$

where $\hat{x}(\Omega)$ is the Fourier transform of $x$ and $\chi(\Omega)=\chi^{\prime}(\Omega)+i \chi^{\prime \prime}(\Omega)$ is the response function of the system. This last function can be defined by its reactive part :

$$
\begin{equation*}
\chi^{\prime}(\Omega)=\frac{1}{m} \frac{\Omega_{0}^{2}-\Omega^{2}}{\left(\Omega_{0}^{2}-\Omega^{2}\right)^{2}+\Gamma^{2} \Omega^{2}} \tag{2.30}
\end{equation*}
$$

and its dissipative part :

$$
\begin{equation*}
\chi^{\prime \prime}(\Omega)=\frac{1}{m} \frac{\Gamma \Omega}{\left(\Omega_{0}^{2}-\Omega^{2}\right)^{2}+\Gamma^{2} \Omega^{2}}=m \Gamma \Omega|\chi(\Omega)|^{2} \tag{2.31}
\end{equation*}
$$

The poles of $\chi(\Omega)$ are $\Omega^{ \pm}=-i \Gamma / 2 \pm \sqrt{\Omega_{0}^{2}-\Gamma^{2} / 4}$. They define two regimes:

- For $\Omega_{0}>\Gamma / 2$, the poles have real and imaginary parts : this is the underdamped regime
- For $\Omega_{0}<\Gamma / 2$, the poles have only an imaginary part : this is the overdamped regime

We will come back to the differences between these two regimes in chapter 3 .
The PSD :

$$
\begin{align*}
\operatorname{PSD}_{x x}(\Omega) & \left.=\left.\langle | \hat{x}(\Omega)\right|^{2}\right\rangle \\
& \left.=\left.\langle | \tilde{F}_{\text {fluct }}(\Omega)\right|^{2}\right\rangle|\chi(\Omega)|^{2} \tag{2.32}
\end{align*}
$$

is then directly obtained by using the fluctuation-dissipation theorem as :

$$
\begin{align*}
\operatorname{PSD}_{x x}(\Omega) & =\frac{2 m \Gamma k_{B} T}{2 \pi} \frac{\chi^{\prime \prime}(\Omega)}{m \Gamma \Omega} \\
& =\frac{A}{\pi} \frac{\Gamma \Omega_{0}^{2}}{\left(\Omega_{0}^{2}-\Omega^{2}\right)^{2}+\Gamma^{2} \Omega^{2}} \tag{2.33}
\end{align*}
$$

where $A=\frac{k_{B} T}{m \Omega_{0}^{2}}=\left\langle x^{2}(t)\right\rangle$ is the area under the PSD.
In the rest of this thesis, we use this expression to fit experimental PSD computed from acquired signals time traces ${ }^{4}$, and extract the parameters $\Omega_{0}, A$ and $\Gamma$. An example of the procedure is shown in figure 2.5 c .

### 2.2.3 . Equilibrium probability distribution and Fokker-Planck equation

While the Langevin equation describes the dynamics of a trapped Brownian particle, it is often of interest to use the instruments of probability theory.

At thermal equilibrium, the equilibrium probability density of a trapped Brownian particle is given by the Maxwell-Boltzmann distribution

$$
\begin{equation*}
\rho(\mathbf{q}, \mathbf{p})=\rho_{0} e^{-\frac{U(\mathbf{q})+\frac{1}{2} m \mathbf{p}^{2}}{k_{B} T}} \tag{2.34}
\end{equation*}
$$

where $\mathbf{q}=(x, y, z)$ and $\mathbf{p}=(\dot{x}, \dot{y}, \dot{z})$ are respectively the position and momentum vectors.

At equilibrium, $\mathbf{q}$ and $\mathbf{p}$ are uncorrelated. This property is directly observable on figure 2.6 , where $\rho\left(x, v_{x}\right)$ is represented. The contours representing isosurfaces of $\rho\left(x, v_{x}\right)$ are ellipses whose principal axes are oriented along the figure axes, which means that there is no cross-terms $x v_{x}$ in its definition. Hence, the density of probabilities $\rho(\mathbf{q})$ and $\rho(\mathbf{p})$ are separable and in particular

$$
\begin{equation*}
\rho(\mathbf{q})=\rho_{q, 0} e^{-\frac{U(\mathbf{q})}{k_{B} T}} \tag{2.35}
\end{equation*}
$$

Under the assumption that $x, y$ and $z$ are also uncorrelated, we can further separate their respective distributions to obtain :

$$
\begin{equation*}
\rho(x)=\rho_{x, 0} e^{-\frac{U(x)}{k_{B} T}} \tag{2.36}
\end{equation*}
$$

By taking the logarithm of this expression, we can thus obtain the shape of the potential along $x$ in units of $k_{B} T$.

Experimentally, we obtain an approximation of $\rho$ by computing histograms from time traces. For a precise description of $\rho$, its moments can be computed as:

$$
\begin{equation*}
\mu_{i}=\int_{-\infty}^{\infty} x^{i} \rho(x) d x \tag{2.37}
\end{equation*}
$$

[^4]

Figure 2.6: Probability density function $\rho\left(x, v_{x}\right)$, computed from the experimental time traces presented in figure 2.5. $x$ and $v_{x}$ being uncorrelated, $\rho\left(x, v_{x}\right)$ is separable into the marginal distributions $\rho_{x}$ and $\rho_{v_{x}}$. Both have a Gaussian profile, the area under $\sqrt{2} \sigma_{x}$ (resp. $\sqrt{2} \sigma_{v_{x}}$ ) representing $68 \%$ of the total as expected. By taking the logarithm of $\rho_{x}(x)$, we obtain $U(x)$ in units of $k_{B} T$. A fit of this harmonic potential gives a very good approximation of $k_{\text {trap }}$ compared to the value obtained from the expression $m \Omega_{0 x}^{2}$ ( 16.9 vs $17.0 \times 10^{-3} \mathrm{pN} / \mathrm{nm}$ ).

A Gaussian distribution is entirely determined by its two first moments ${ }^{5}$. To study a distribution, one usually look at the following four quantities which can be derived from the moments :

- The mean $\langle X\rangle=\mu_{1}$.
- The variance $\sigma_{x x}=\left\langle(X-\langle X\rangle)^{2}\right\rangle=\left\langle X^{2}\right\rangle-\langle X\rangle^{2}=\mu_{2}-\mu_{1}^{2}$, or alternatively the standard deviation $\sigma_{x}=\sqrt{\sigma_{x x}}$, which characterizes the width of the distribution. For a Brownian harmonic oscillator, the equipartition theorem leads to $\sigma_{x}=\sqrt{\frac{k_{B} T}{k_{x}}}$ (the same being true for $\sigma_{y}$ and $\sigma_{z}$ ). The different stiffnesses explain the elongated shape of the volume explored by the particle visible in figure 2.5 a . .
- The skewness $\gamma_{1}=\left\langle\left(\frac{X-\langle X\rangle}{\sigma_{x}}\right)^{3}\right\rangle=\frac{\mu_{3}-3 \mu_{1} \mu_{2}+2 \mu_{1}^{3}}{\left(\mu_{2}-\mu_{1}^{2}\right)^{3 / 2}}$, which relates to the asymmetry of a distribution ${ }^{6}$.
- The kurtosis $\kappa=\left\langle\left(\frac{X-\langle X\rangle}{\sigma_{x}}\right)^{4}\right\rangle=\frac{\mu_{4}-3 \mu_{2}^{2}+12 \mu_{2} \mu_{1}^{2}-4 \mu_{1} \mu_{3}-6 \mu_{1}^{4}}{\left(\mu_{2}-\mu_{1}^{2}\right)^{2}}$. A large class of processes, especially in biology or financial-market modeling, follow non-

[^5]Gaussian diffusions and have "fat-tailed" distributions. They can be efficiently characterized by computing their kurtosis [94].

While most of current work in stochastic thermodynamics is done by considering the mean and variance of distributions, recent propositions regarding first passage times emphasize the importance of looking at skewness and kurtosis [95], in particular with respect to statistical kinetics.

As noted in [96], moments can be used to derive a Taylor expansion of the transformation of a random variable $X$ by a nonlinear function $h$ (in chapter 4, we will consider for $h$ the nonlinear measurement function of our system). In turn, the mean and (co)variance of $h(X)$ can thus be expressed by functions of the moments of $X$ multiplied by derivatives of $h$ computed at $\langle X\rangle$. This highlights the pertinence of considering moments, and is the basis of the Unscented Kalman Filter presented in the chapter 4.

For distributions which can be fully described by their first two moments, such as a Gaussian distribution, their time evolution is described by the Fokker-Planck equation. In the case of a freely diffusing Brownian particle, its expression is :

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=\Gamma \frac{\partial[v \rho]}{\partial v}+\Gamma \frac{k_{B} T}{m} \frac{\partial^{2} \rho}{\partial v^{2}} \tag{2.38}
\end{equation*}
$$

the first term corresponding to a drift and the second to a diffusion of the probability distribution.

For a particle trapped in a 1D-potential $U(x)$, the Fokker-Planck equation can be modified to take into account the effect of the gradient force $F_{\text {grad }}(x)=$ $-\frac{\partial U_{\text {opt }}(x)}{\partial x}=-m \Omega_{0 x}^{2} x^{2}$. From [97], we obtain the Kramers-Klein equation :

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+v \frac{\partial \rho}{\partial x}-\frac{1}{m} \frac{\partial U_{\mathrm{opt}}(x)}{\partial x} \frac{\partial \rho}{\partial v}=\Gamma \frac{\partial[v \rho]}{\partial v}+\Gamma \frac{k_{B} T}{m} \frac{\partial^{2} \rho}{\partial v^{2}} \tag{2.39}
\end{equation*}
$$

of which a solution at equilibrium is the Maxwell-Boltzmann distribution.
This expression is mainly used in chapter 3 for the derivation of thermodynamics protocols.

## 2.3 . Experimental setup

From the simulation of the optical forces presented in section 2.1, we concluded that we needed to use a strongly focused and powerful laser beam. Moreover, to study non-equilibrium physics as introduced in chapter 1 , we need to be able to finely control the coupling of a levitated particle to its environment. The linear response introduced in subsection 2.2.2 allows characterizing two regimes of coupling, namely the overdamped and underdamped regimes, which depends on the relative values of $\Gamma$ and $\Omega_{0}$, the latter being directly related to the stiffness of the trapping potential $k_{\text {trap }}$.

Of these two knobs, we use $\Gamma$ to control the coupling, and keep $k_{\text {trap }}$ as our parameter to define a thermal state. Indeed, we introduced in subsection 2.2.3 the tools of statistical physics, and saw that an equilibrium state is linked through the Maxwell-Boltzmann distribution to the trapping potential. If we want to study state-to-state transformations, we thus need to be able to control the shape of the potential.

We first show how we control the trapping laser position and power through an acousto-optic modulator, before presenting our experimental setup in more details.

### 2.3.1 . Control of the trapping potential

In our experiments, we control the trapping beam with an acousto-optic modulator (AOM). As described in figure 2.7, we first generate a sinusoidal RF signal (around 110 MHz ) from an arbitrary waveform generator (AWG). This signal is then amplified through a high RF power amplifier.

This drives a piezoelectric transducer which in turn generates an acoustic wave in a $\mathrm{TeO}_{2}$ crystalline lattice. The interaction between this acoustic wave and a laser beam can be described as a photon-phonon scattering process. Through the conservation of energy and momentum, the scattered photon frequency and wave vector is given by:

$$
\begin{align*}
\omega_{s} & =\omega_{i}+\Omega_{a}  \tag{2.40}\\
k_{s} & =k_{i}+K_{a}
\end{align*}
$$

where $\Omega_{a}$ and $K_{a}$ are the frequency and wave vector of the acoustic wave, $\omega_{i}$ and $k_{i}$ those of the incident beam, and $\omega_{s}$ and $k_{s}$ those of the scattered beam. The Bragg's condition then gives:

$$
\begin{equation*}
\theta_{\mathrm{Bragg}} \approx \sin \left(\theta_{\mathrm{Bragg}}\right)=l \frac{K_{a}}{2 k_{i}}=l \frac{\lambda}{2 n \Lambda_{a}} \tag{2.41}
\end{equation*}
$$

where $\lambda$ is the wavelength of the laser beam, $n$ the refractive index of the crystal, $\Lambda_{a}=v / f_{\text {AWG }}$ is the acoustic wave wavelength, $v$ is the velocity of sound in the crystal (for $\mathrm{TeO}_{2}, v=4200 \mathrm{~m} . \mathrm{s}^{-1}$ ), and $l$ is the diffraction order. In our experiment, we use the +1 order.

An acousto-optic modulator enables to control the intensity of the diffracted beam as well, by tuning the power of the driving acoustic wave, which is done by changing the amplitude $V_{\text {AWG }}$ of the RF signal. The diffraction efficiency relates the power diffracted in the first order to the power of the incident beam, and is given by [98] :

$$
\begin{equation*}
\frac{P_{\mathrm{las}, 1}}{P_{\mathrm{las}}}=\sin ^{2}\left(\sqrt{\eta\left(V_{\mathrm{AWG}}\right)}\right) \tag{2.42}
\end{equation*}
$$

where $\eta$ is a function of the acoustic power in the AOM and thus depends quadratically on $V_{\mathrm{AWG}}$, and on the piezoelectric transducer and crystal geometries.

For a given orientation, by slightly changing $f_{\text {AWG }}$, it is possible to control the angle of deflection of the beam. From the supplier data, a variation $\delta f_{\text {AWG }}=$


Figure 2.7: a. Bragg diffraction of an incident laser beam of wavelength $\lambda$ and frequency $\omega$ by an AOM. The AOM is driven by a sinusoidal waveform of amplitude $V_{\text {AWG }}$ and frequency $f_{\text {AWG }}$ using an arbitrary waveform generator (AWG). The incident beam is diffracted, the $1^{\text {st }}$ order ( +1 ) being frequency (blue) shifted by $\Omega_{a}=2 \pi \times f_{\text {AWG }}$, and deflected by an angle $2 \theta_{\text {Bragg }}$ from the non-diffracted zero order.
b. The deflection angle can be steered by slightly varying the driving frequency $f_{\text {AWG }}$. This is observed by beam sampling a fraction of the diffracted beam and imaging its motion on a camera (b.). On these frames, one can remark the presence of a bright spot corresponding to the first order, and another corresponding to the second order. On each frame, we fit the brightest spot by a 2D Gaussian to extract the position and intensity of the beam.
c. From its position on the camera, we deduce the deviation angle $\theta$ of the beam. As expected from Bragg's law $2.41, \theta$ depends linearly on the driving frequency $f_{\text {AWG, }}$ with $\delta \theta \approx 200 \mu \mathrm{rad}$ for 1 MHz .
d. The heat map resulting from the fitting procedure, showing the variations of the diffraction efficiency with $f_{\mathrm{AWG}}$ and $V_{\mathrm{AWG}}$, with a maximum located around 117 MHz . e. A cut of the heat map for $f_{\text {AWG }}=115 \mathrm{MHz}$, showing the typical $\sin ^{2}\left(\frac{V_{\text {AWG }}}{\sqrt{\eta_{0}}}+\phi_{0}\right)$ dependency to the driving amplitude $V_{\text {AWG }}$, where $\eta_{0}$ accounts for the other parameters in the definition of $\eta\left(V_{\mathrm{AWG}}\right)$ used in equation 2.42 . While we can remark that we could in theory have driven at higher amplitudes to reach the plateau in efficiency at 400 mV , the limits on driving power settled by the supplier of the AOM did not recommend it.

1 MHz corresponds to a change $\delta \theta \approx 200 \mu \mathrm{rad}$. We use this to control the position of a beam along $x$, which can be directly monitored with a camera, as presented in figure 2.7 b . In turn, it also modifies the diffraction efficiency described by equation 2.42 , as can be observed on figure 2.7 d . The modified expression can be found in [98].

From this first characterization, we decided to align our setup to work by default with the first order beam diffracted for $f_{\mathrm{AWG}}=115 \mathrm{MHz}$.

### 2.3.2 . General description

The AOM is thus integrated in the complete setup we use to perform optical trapping, and that is presented in figure 2.8.

With it, we can :

- Control the damping $\Gamma$ of the levitated particle, by controlling the pressure in the vacuum chamber containing the trapping apparatus, $\Gamma$ being linearly dependant of $p_{\text {gas }}$, as shown in figure 2.9 a. and supported by equation (2.28). We conducted experiments from atmospheric pressure (1 bar, where $\Gamma \gg \Omega_{0}$ ) to moderate vacuum (a few millibars, where $\Gamma \ll \Omega_{0}$ ), thus exploring both the overdamped and underdamped regimes.
- Control the trap stiffness $k_{\text {trap }}$ of the trapping potential, by controlling the power of the trapping beam through the (AOM), as explained in the previous subsection. Once a particle is trapped, we can performed a more thorough characterization of the dependency of $k_{\text {trap }}$ with $P_{\text {las }}$. In figure 2.9 b., we verify its linear dependency, as expected from the derivations obtained in section 2.1.
- Control the trap position, as explained in the previous subsection, and eventually generate combinations of trapping beams, by changing the waveform driving the AOM (see chapter 4).

Throughout our experiments, in particular for the realisation of arbitrarily shaped potentials detailed in chapter 4, we need to be able to move a trap over the focus of the microscope objective. Two conditions should be ensured :

- The displacement of the trap in the focal plane of the objective should be controlled only by a variation of the angle of incidence of the beam on its back aperture.
- The back aperture of the objective should always be equally overfilled, so as not to generate unwanted variations of intensity (typically created by lateral displacements of the beam).

These conditions are satisfied by using a 4f-telecentric telescope made of two lenses L1 and L2, as detailed in figure 2.10.


Figure 2.8: Nanoparticle levitation setup.
Trapping: A strong IR laser (Coherent Mephisto MOPA 8W in chapter 3, Azurlight 10 W in chapter 4) is first collimated, then directed to an acousto-optic modulator (AOM, AAOpto MT110-A1.5-IR). The AOM is driven by sine-waves at frequencies $f_{\text {AWg }}$ (centered around 115 MHz , which is the frequency of maximal diffraction efficiency of the
 trary waveform generator (AWG, Spectrum M4i.6621-x8) and amplified (not pictured, Mini-Circuits ZHL-03-5WF+). The first order diffracted beam then passes through a double-telecentric system, used to magnify the beam by a factor 3.75 and most importantly to conjugate the diffraction plane of the AOM to the back focal plane of the microscrope objective (OBJ, plan achromat Olympus LCPLN100XIR, NA=0.85). The objective and the particle are placed in a vacuum chamber, which allows to control the surrounding gas pressure.
Measurement : A weak visible laser (Novanta Photonics gem $\lambda_{\text {meas }}=532 \mathrm{~nm}$ for chapter 3, Toptica iBeam Smart $\lambda_{\text {meas }}=785 \mathrm{~nm}$ for chapter 4) is used to measure the dynamics of the particle. The superposition of the field scattered by the particle and the unaffected part of the beam are then collimated by an aspheric collection lens (CL, Thorlabs AL1210, NA=0.55) and directed towards a quadrant photodiode (QPD, Hamamatsu S4349), whose signal is then sent to a digital oscilloscope (not pictured, Picoscope 4824A).


Figure 2.9: Calibrations of our system for $\gamma=\Gamma / 2 \pi$ (a.) and $k_{\text {trap }}=m \Omega_{0}^{2}$ (b.), obtained by acquiring time traces and fitting their PSD with the formula 2.33. In our case, $\Gamma$ depends linearly on $p_{\text {gas }}$, which is valid as long as we are over the mbar. For high vacuum, nonlinearities and photon recoil must be taken into account as explained in [80, 88], and a better way to measure $\gamma$ is to perform relaxation experiments [99, 87], as we will show in chapter 3.

The system is first aligned along the $1^{\text {st }}$ order beam diffracted by the AOM driven at $f_{\text {AWG }, 0}=115 \mathrm{MHz}$. From this reference, the angle of deflection $\theta_{1}$ is generated by driving the AOM at different frequencies, mostly within a $\pm 5 \mathrm{MHz}$ range from the reference. From Bragg's law (2.41), we obtained the following relation between the driving frequency $f_{\text {AWG }}$ and the deflection angle $\theta_{1}$ :

$$
\begin{equation*}
\theta_{1}=\frac{\left(f_{\mathrm{AWG}}-f_{\mathrm{AWG}, 0}\right) \lambda}{2 n v} \tag{2.43}
\end{equation*}
$$

where $v$ is the acoustic velocity in the AOM crystal ( $4200 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ for $\mathrm{TeO}_{2}$ ), and $n(\lambda)$ is the refractive index of $\mathrm{TeO}_{2}$ ). After passing through the telescope, the beam diameter is magnified by a factor $f_{L 2} / f_{L 1}$, while its angle to the optical axis is given by :

$$
\begin{equation*}
\theta_{1}^{\prime}=\theta_{1} \frac{f_{L_{1}}}{f_{L_{2}}} \tag{2.44}
\end{equation*}
$$

Finally, the displacement in the microscope objective focal plane is given by the sine law :

$$
\begin{equation*}
x_{1}=\theta_{1}^{\prime} f_{\text {obj }}=\theta_{1} \frac{f_{L_{1}}}{f_{L_{2}}} f_{\text {obj }} \tag{2.45}
\end{equation*}
$$

with $f_{L_{1}}$ and $f_{L_{2}}$ the focal lengths of the double telecentric system used to conjugate the diffracting plane of the AOM to the pupil of the objective.

From the experimental parameters given in figure 2.10, we expect a steering of the trap displacement by

$$
\begin{equation*}
\frac{\Delta x_{\mathrm{trap}}}{\Delta f_{\mathrm{AWG}}} \approx 96 \mathrm{~nm} \cdot \mathrm{MHz}^{-1} . \tag{2.46}
\end{equation*}
$$

Thus, the range of motion of the trap over the whole frequency range of the AOM is around $5 \mu \mathrm{~m}$. In practice, we mostly limit our experiment to $\pm 0.5 \mu \mathrm{~m}$ on each


Figure 2.10: Beam steering through a telecentric $4 f$ telescope. The diffracting plane of the AOM is placed at the focus of the first lens L1, which is separated from L2 by $f_{L 1}+f_{L 2}$, and the objective back aperture is then placed at the focus of the second lens L2. The beam impinging on the AOM being only 0.9 mm in diameter, it needs to be expanded to overfill the microscope objective aperture (insufficient overfilling leading to bad trapping). The pupil diameter of the objective being 2 N.A. $f_{\text {obj }}$, with $f_{\text {obj }}=1.8 \mathrm{~mm}$, we obtain a diameter of 3 mm , which means that we must at least expand the beam by a factor 3 . This is done by a 4 f -telescope, with $f_{L 1}=200 \mathrm{~mm}$ and $f_{L 2}=750 \mathrm{~mm}$. The telecentricity of this setup is needed to assure that by changing the driving frequency of the AOM and thus its deflecting angle by $\theta_{1}$, we linearly displace the trapping beam by $x_{1}$ in the focal plane of the objective, without impacting the trapping power. Moreover, whatever its position along the $x$ axis, the trapping beam should always fall perpendicularly to the objective focal plane, so as not to develop asymmetries in the trapping potential.
side of the central position corresponding to $f_{\text {AWG }}=115 \pm 5 \mathrm{MHz}$, since we cannot detect the particle beyond this with the static measurement beam.

Beyond the calibration of the AOM presented in figure 2.7, what we are interested in is the exact laser power at the focus, and its position. We thus compute the calibration map presented in figure 2.11.a. It represents the evolution of the frequency of oscillation along $x$ of a particle trapped in a potential generated by ( $f_{\mathrm{AWG}}, V_{\mathrm{AWG}}$ ), which is far more accurate than the camera measurement. As in this previous calibration, a maximum efficiency of diffraction by the AOM is observed at 115 MHz , and decreases while moving to the edges. The calibration is performed in a range $V_{\mathrm{AWG}} \in[80,210] \mathrm{mV}$, the lower limit being set by the frequent lost of particles below this, and the upper limit by the maximum admissible power of the AOM.

With it, we can estimate the real displacement of the trap. For each trace acquired for a given driving $f_{\mathrm{AWG}}$, we compute the calibration factor $c_{x x}=\frac{\partial S_{x}}{\partial x}$


Figure 2.11: Calibration procedure. a. We record the dynamics of the trapped particle while moving the trap position through changing $f_{\text {AWG }}$, as well as its stiffness through $V_{\text {AWG }}$. From the PSD obtained from each measurement, we obtain $f_{0 x}$, as well as $c_{x x}$. b. We use $c_{x x}$ to estimate the displacement of the trap for a given $f_{\text {AWG }}$. A linear fit gives a mean displacement of 98 nm for an increase of $f_{\text {AWG }}$ by 1 MHz , which is close to the 100 nm computed from the system parameters $\delta \theta, f_{L 1}, f_{L 2}$ and $f_{\text {obj }}$.
that links the measured signal $S_{x}$ to the actual particle displacement $x^{7}$, as well as the mean value of the signal $\left\langle S_{x}\right\rangle$.

Thus, for a small change in the driving frequency $d f_{\text {AWG }}$, the change in the particle position can then be deduced as:

$$
\begin{equation*}
d x=\frac{1}{c_{x x}\left(f_{\mathrm{AWG}}\right)} \frac{\partial\left\langle S_{x}\right\rangle\left(f_{\mathrm{AWG}}\right)}{\partial f_{\mathrm{AWG}}} d f_{\mathrm{AWG}} \tag{2.47}
\end{equation*}
$$

All values from the right member are computable from the calibration. By taking the cumulative sum of these values, we can then plot the position $x$ as a function of $f_{\text {AWG }}$, as presented in figure 2.11.b. We finally found that experimentally

$$
\begin{equation*}
\left(\frac{\Delta x_{\mathrm{trap}}}{\Delta f_{\mathrm{AWG}}}\right)_{\mathrm{exp}} \approx 98 \mathrm{~nm} \cdot \mathrm{MHz}^{-1} \tag{2.48}
\end{equation*}
$$

in excellent agreement with the expectation from equation (2.46).

A last remark on the use of AOM concerns the experimental issues encountered when changing quickly the driving amplitude $V_{\text {AWG }}$. Under such a sudden change we may observe a time dependent variation in the trapping beam divergence, that lead to a change on the trap position mostly along the $z$ optical axis. This effect is underlined in figure 2.12, where we performed measurements of the beam divergence and steady state particle displacement along the $z$ axis for different RF powers. We ascribe this effect to thermal lensing, induced in the $\mathrm{TeO}_{2}$ crystal of
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Figure 2.12: Left : Variations of the divergence $\theta$ of a laser beam diffracted by an AOM for different RF powers. Right : the corresponding effect on the position along the $z$ axis of a levitated particle. The behaviour is broadly the same, the variation of the divergence translating in a displacement of the waist after the microscope objective.
the $A O M$ by a variation of the gradient of temperature generated by the ramping of RF power ${ }^{8}$.

This effect especially impacted the first experiments done in the context of the study of the particle relaxation to equilibrium after a change in the trapping stiffness (see. chapter 3). Indeed, our measurements being done with an auxiliary beam, which is not affected by this motion, the measured distributions were biased, making the interpretation of data complex.

Note that similar effects have been observed in other systems [101, 102], and solved by thermal control [103] or by performing a double-pass in the AOM [104]. While being very attractive, this last solution appeared to be not reasonably practicable with many diffracted beams.

Fortunately, we manage to solve this issue by a careful alignment of the trapping and measuring beams, limiting the impact on our measurements by one order of magnitude, which was sufficient to not bias the measured distributions.

### 2.4. Measurements and (linear) calibration

To detect the position of the particle, we use an interferometric measurement. The particle is illuminated by a fixed measuring laser, producing a scattered field $E_{s}$ that interferes with the incident field $E_{i}$. Here, we only consider the field scattered in the forward direction due to the simplicity of a common path interferometer, when a more efficient detection procedure (especially along the $z$ axis) would use the backward scattered field [105]. Figure 2.13 illustrates our experimental configuration. The intensity of the interference pattern created on a detector

[^7]

Figure 2.13: Position detection of a scattering dipole in a focused beam. Placed in the incident field $E_{i}$, polarized along $y$, the particle acquire a dipole moment $p=\alpha E_{i}$ and radiates the field $E_{s}$, whose far field component $\mathbf{G}(R) \mathbf{p}$ has a spherical geometry. These two field are then recollimated by the collection lens $L_{\text {col }}$. Crucially, a transverse displacement of the particle induces a tilt of $E_{s}$ after the collection lens. The resulting phase difference between the two fields is then measured by the QPD, by combining the signal on its four quadrants : $A+C-(B+D)$ for $S_{x}, A+B-(C+D)$ for $S_{y}$, and all quadrants for $S_{z}$ (minus a reference taken before the microscope objective).
placed at $r^{\prime}$ by a particle located in $q$ is given by :

$$
\begin{align*}
I\left(r^{\prime}, q\right) & =\frac{c \epsilon_{0}}{2}\left|E_{i}\left(r^{\prime}\right)+E_{s}\left(r^{\prime}, q\right)\right|^{2}  \tag{2.49}\\
& =\frac{c \epsilon_{0}}{2}\left|E_{i}\left(r^{\prime}\right)\right|^{2}+2 \operatorname{Re}\left(E_{i}\left(r^{\prime}\right) E_{s}^{*}\left(r^{\prime}, q\right)\right)+\left|E_{s}\left(r^{\prime}, q\right)\right|^{2}
\end{align*}
$$

The first term of this expression is independent of the particle's position, while the last is much weaker than the others. The second term is then the principal contribution to the position dependence of the signal.

Based on similar interferometric principles, with the help of a Fabry-Perot cavity, accuracies beyond the attometer ( $10^{-18} \mathrm{~m}$ ) have been demonstrated [106, 107], a technique now routinely used in gravity interferometers [108]. Figure 2.14 shows how the phase change related to the displacement of a mirror is transduced into a variation of the output intensity, which is (up to a cavity) the principle of our measurement.

Thus, by measuring $I\left(r^{\prime}, q\right)$ on a quadrant photodiode, we can (in theory) measure the 3D position of the particle, with a spatial precision of the order of 0.1 nm along $x$ and $y$, ultimately limited by instrumental noise and the analog-to-digital conversion operated by the acquisition oscilloscope (PicoScope 4824A) and a temporal resolution down to $0.05 \mu \mathrm{~s}$, related to the bandwidth of the QPD (Hamamatsu S4349).

We first present the derivation of the signal in the paraxial approximation. We then present how the detection is calibrated in the linear range, so that we can associate a signal $\left(S_{x}, S_{y}, S_{z}\right)$ to a position $(x, y, z)$. We finally use the correction proposed in [109] to go beyond, since we will need it for characterizing large nonlinear potentials in chapter 4.

### 2.4.1 . Detection in the paraxial approximation



Figure 2.14: Principle of interferometric displacement sensing. In a Michelson interferometer configuration, the wave reflected by the moving mirror interferes with the one reflected by the fixed reference mirror to create an interference pattern on the photodiode. By varying the path difference, any displacement $\delta x_{s}$ is then transduced into a measurable variation of intensity. The amplitude of the intensity signal is ultimately defined by the slope of the interference fringe. A great achievement of the optomechanics community was to take advantage of a high-finesse Fabry-Perot cavity to increase this slope and improve the sensitivity of such measurement up to the fundamental quantum limit. Reproduced from PF Cohadon lectures at The New Mechanics Les Houches Summer School 2022.

To measure the position of a particle, we look back at it as a radiating dipole. This time though, we are not interested in the force resulting from the interaction between this dipole and the field, but by the field scattered from the dipole to the detection.

The field scattered by a dipole to a position $\mathbf{r}$, with $\mathbf{q}$ the position of the particle and $\mathbf{R}=\mathbf{r}-\mathbf{q}$ (with $R=|\mathbf{R}|$ and $\mathbf{n}_{R}=\mathbf{R} / R$ ), is given by :

$$
\begin{align*}
\mathbf{E}_{s}(\mathbf{r}) & =\omega_{i}^{2} \mu_{0} \mathbf{G}(R) \mathbf{p} \\
& =\omega_{i}^{2} \mu_{0} \quad\left[\quad \mathbf{G}_{N F}(R)+\quad \mathbf{G}_{I F}(R)+\quad \mathbf{G}_{F F}(R)\right] \mathbf{p} \\
& =\omega_{i}^{2} \mu_{0} \frac{e^{i k R}}{4 \pi R}\left[\frac{1}{k^{2} R^{2}}\left[-\mathbf{I}+3 \mathbf{R R}^{T} / R^{2}\right]+\frac{i}{k R}\left[\mathbf{I}-3 \mathbf{R R}^{T} / R^{2}\right]+\left[\mathbf{I}-\mathbf{R R}^{T} / R^{2}\right]\right] \mathbf{p} \tag{2.50}
\end{align*}
$$

with $\omega_{i}$ the optical frequency of the measuring laser beam, $\mu_{0}$ the vacuum magnetic permeability, $\mathbf{p}$ the dipole moment of the particle, $\mathbf{I}$ the identity matrix and $\mathbf{G}$ the Green function. Following [76], its expression can be decomposed into a near-field term $\mathbf{G}_{N F}$ for $R \ll \lambda$, an intermediate-field term $\mathbf{G}_{I F}$ for $R \approx \lambda$ and a far-field term $\mathbf{G}_{F F}$ for $R \gg \lambda$. The two first components are relevant when computing optical binding forces between close particles [110, 111]. In the following, we only consider the last component, which is the most significant for our observations.

To compute the field diffracted by the dipole, we now need to specify the value of $\mathbf{p}$. As in the first section of this chapter, $\mathbf{p}=\alpha\left(\omega_{i}\right) \mathbf{E}_{i}(q)$ (note that here the
dipole is oscillating at the optical frequency of the measuring laser field, contrarily to the first section where it was to the frequency of the trapping laser).

For this subsection, we use the Gaussian approximation to describes the measuring laser field. We assume the laser to be linearly polarized along $\mathbf{n}_{y}$ :

$$
\begin{equation*}
\mathbf{E}_{i}(\mathbf{q})=E_{i, 0} \frac{w_{0 z}}{w\left(q_{z}\right)} e^{-\left(\frac{q_{x}^{2}}{w_{0 x}^{2}}+\frac{q_{y}^{2}}{w_{0 y}^{2}}\right) \frac{w_{0 z}^{2}}{w\left(q_{z}\right)^{2}}+i \phi\left(q_{x}, q_{y}, q_{z}\right)} \mathbf{n}_{y} \tag{2.51}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi\left(q_{x}, q_{y}, q_{z}\right)=k q_{z}-\arctan \left(q_{z} / w_{0 z}\right)+\frac{k\left(q_{x}^{2}+q_{y}^{2}\right)}{2 q_{z}\left(1+\frac{w_{0}^{2}}{q_{z}^{2}}\right)} \tag{2.52}
\end{equation*}
$$

We can now compute the field scattered on the detector, starting with the expression of $\mathbf{G}_{F F}(R)=\frac{e^{i k R}}{4 \pi R}\left[\mathbf{I}-\mathbf{R R} / R^{2}\right] \mathbf{p}$ and making the following assumptions:

- For small observation angles, i.e. in the paraxial approximation for the collection lens, $\mathbf{n}_{R} \cdot \mathbf{n}_{y} \ll 1$, and thus $\mathbf{R R} \mathbf{n}_{y} / R^{2}=\left(\mathbf{n}_{R} \cdot \mathbf{n}_{y}\right) \mathbf{n}_{R} / R$ can be neglected.
- For small displacements around the focus, the Fraunhofer approximation implies to consider that for the amplitude of the scattered field, $R \approx r$, and for the phase, $R=\sqrt{r^{2}+q^{2}-2 \mathbf{r} \cdot \mathbf{q}} \approx r-(\mathbf{r} \cdot \mathbf{q}) / r$.

We then obtain :

$$
\begin{align*}
\mathbf{E}_{s}(\mathbf{r}) & =\frac{\omega_{i}^{2} \mu_{0}}{4 \pi r} e^{i k(r-\mathbf{r} \cdot \mathbf{q} / r)} \alpha\left(\omega_{i}\right) \mathbf{E}_{i}(\mathbf{q}) \\
& =\frac{\omega_{i}^{2} \mu_{0}}{4 \pi r} e^{i k(r-\mathbf{r} \cdot \mathbf{q} / r)} \alpha\left(\omega_{i}\right) E_{i, 0} \frac{w_{0 z}}{w\left(q_{z}\right)} e^{-\left(\frac{q_{x}^{2}}{w_{0 x}^{2}}+\frac{q_{y}^{2}}{w_{0 y}^{2}}\right) \frac{w_{0 z}^{2}}{w(q z)^{2}}+i \phi(\mathbf{q})} \mathbf{n}_{y}  \tag{2.53}\\
& \approx \frac{\omega_{i}^{2} \mu_{0}}{4 \pi r} e^{i k(r-\mathbf{r} \cdot \mathbf{q} / r)} \alpha\left(\omega_{i}\right) E_{i, 0} e^{i\left(k q_{z}-q_{z} / w_{0 z}\right)} \mathbf{n}_{y}
\end{align*}
$$

where we consider in the last line that the variations in amplitude of the measuring beam are negligible.

Finally, the scattered field is collimated by the collection lens located at $z=$ $f_{\text {col }}$, meaning that the scattered spherical wavefronts on a reference sphere $\mathbf{r}_{\circ}=$ $\left(x, y, z_{\circ}\right)^{T}$ with $r_{\circ}=f_{\text {col }}$ are transformed into plane waves by an ideal lens of transfer function $e^{-i k f_{\text {col }}} e^{i k z^{\prime}}$. At $\mathbf{r}^{\prime}=\left(x, y, z^{\prime}\right)^{T}$ after the lens, the scattered field is thus:

$$
\begin{align*}
\mathbf{E}_{s}\left(\mathbf{r}^{\prime}\right) & =\frac{\omega_{i}^{2} \mu_{0} \alpha\left(\omega_{i}\right) E_{i, 0}}{4 \pi r_{\circ}} e^{i k\left(f_{\mathrm{col}}-\mathbf{r}_{\circ} \cdot \mathbf{q} / f_{\mathrm{col}}\right)} e^{-i k f_{\mathrm{col}}} e^{i k z^{\prime}} e^{i\left(k q_{z}-q_{z} / w_{0 z}\right)} \mathbf{n}_{y} \\
& =\frac{\omega_{i}^{2} \mu_{0} \alpha\left(\omega_{i}\right) E_{i, 0}}{4 \pi f_{\mathrm{col}}} e^{i k / \cdot \mathbf{r}^{\prime}-i k q_{z}\left(1-\frac{x^{2}+y^{2}}{2 f_{\mathrm{col}}^{2}}\right)} e^{i\left(k q_{z}-q_{z} / w_{0 z}\right)} \mathbf{n}_{y}  \tag{2.54}\\
& =\frac{\omega_{i}^{2} \mu_{0} \alpha\left(\omega_{i}\right) E_{i, 0}}{4 \pi f_{\mathrm{col}}} e^{i\left(k / \cdot \mathbf{r}^{\prime}+q_{z}\left(k \frac{x^{2}+y^{2}}{2 f_{\mathrm{col}}^{2}}-1 / w_{0 z}\right)\right)} \mathbf{n}_{y}
\end{align*}
$$

where $\mathbf{k} /=\left(-k q_{x} / f_{\text {col }},-k q_{y} / f_{\text {col }}, k\right)^{T}$ is the wave vector of a tilted plane wave, and where we used $z_{\circ}=\sqrt{f_{\text {col }}^{2}-\left(x^{2}+y^{2}\right)} \approx f_{\text {col }}-\frac{x^{2}+y^{2}}{2 f_{\text {col }}}$.

With respect to the forward propagated field, neglecting again the amplitude spatial dependence, we obtain :

$$
\begin{align*}
\mathbf{E}_{i}\left(\mathbf{r}^{\prime}\right) & =\frac{E_{i, 0}}{f_{\mathrm{col}} / w_{0 z}} e^{i\left(k\left(f_{\text {col }}-\frac{x^{2}+y^{2}}{2 f_{\text {col }}}\right)+k \frac{x^{2}+y^{2}}{2 f_{\text {col }}}+\phi_{\text {Gouy }}\right)} e^{-i k f_{\text {col }}} e^{i k z^{\prime}} \mathbf{n}_{y}  \tag{2.55}\\
& =\frac{E_{i, 0}}{f_{\text {col }} / w_{0 z}} e^{i\left(k z^{\prime}+\phi \text { Gouy }\right)} \mathbf{n}_{y}
\end{align*}
$$

with $\phi_{\text {Gouy }}=-\frac{\pi}{2}$ the Gouy phase acquired by the plane wave as it crosses the focus [112].

We can now compute the interference term $2 \operatorname{Re}\left(E_{i}\left(r^{\prime}\right) E_{s}^{*}\left(r^{\prime}, q\right)\right)$ of $I\left(r^{\prime}, q\right)$ :

$$
\begin{align*}
I\left(r^{\prime}, q\right) & =\frac{c \epsilon_{0}}{2} 2 \operatorname{Re}\left(\frac{E_{i, 0}}{f_{\text {col }} / w_{0 z}} e^{i\left(k z^{\prime}+\phi \text { Gouy }\right)} \frac{\omega_{i}^{2} \mu_{0} \alpha^{*}\left(\omega_{i}\right) E_{i, 0}^{*}}{4 \pi f_{\text {col }}} e^{-i\left(k / \mathbf{r}^{\prime}+q_{z}\left(k \frac{x^{2}+y^{2}}{2 f_{\text {col }}^{2}}-1 / w_{0 z}\right)\right)}\right) \\
& =\frac{\omega_{i}^{2} \alpha^{\prime}\left(\omega_{i}\right) w_{0 z}\left|E_{i, 0}\right|^{2}}{4 \pi c f_{\text {col }}^{2}} \cos \left(\frac{k q_{x} x}{f_{\text {col }}}+\frac{k q_{y} y}{f_{\text {col }}}-q_{z}\left(\frac{k\left(x^{2}+y^{2}\right)}{2 f_{\text {col }}^{2}}-\frac{1}{w_{0 z}}\right)+\phi_{\text {Gouy }}\right) \tag{2.56}
\end{align*}
$$

From this expression, we can deduce that to have a sensitive position detection, we should try do minimize $f_{\text {col }}$ or $w_{0 z}$. In our setup, we use a Thorlabs AL1210 aspheric lens, with $f_{\text {col }}=10 \mathrm{~mm}$.

The signals measured by the QPD along the 3 axes, noted $S_{x}, S_{y}$ and $S_{z}$, can then be computed by integrating $I\left(r^{\prime}, q\right)$ over their respective domains in cylindrical coordinates :

$$
\begin{gather*}
S_{x}(\mathbf{q})=\int_{0}^{\rho_{\max }} \int_{-\pi / 2}^{\pi / 2} I(\rho, \phi, \mathbf{q}) d \rho d \phi-\int_{0}^{\rho_{\max }} \int_{\pi / 2}^{3 \pi / 2} I(\rho, \phi, \mathbf{q}) d \rho d \phi  \tag{2.57}\\
S_{y}(\mathbf{q})=\int_{0}^{\rho_{\max }} \int_{0}^{\pi} I(\rho, \phi, \mathbf{q}) d \rho d \phi-\int_{0}^{\rho_{\max }} \int_{\pi}^{2 \pi} I(\rho, \phi, \mathbf{q}) d \rho d \phi  \tag{2.58}\\
S_{z}(\mathbf{q})=\int_{0}^{\rho_{\max }} \int_{0}^{2 \pi} I(\rho, \phi, \mathbf{q}) d \rho d \phi \tag{2.59}
\end{gather*}
$$

with $\rho_{\max }=$ N.A. $f_{\text {col }}$ the maximal integration radius given by the collection lens numerical aperture and focal length. The angular domains defined for the respective axes are simply related to the 4 angular domains of the QPD, noted $A, B, C$ and D in figure 2.8.

We can now use these expressions to simulate $S_{x}, S_{y}$ and $S_{z}$, and gain some insights of their expected behaviour. Figure 2.15 presents iso-contours of $S_{x}$ and $S_{z}$ in the $y=0$ plane. Clearly, one given signal $S_{x}$ can correspond to many positions, and even a pair $\left(S_{x}, S_{z}\right)$ is not sufficient to deal with ambiguous measurements. We shall come back to this question in chapter 4.


Figure 2.15: Simulated signals $S_{x}$ and $S_{z}$ in the plane $y=0$. A vertical contour in $S_{x}$ (resp. horizontal contour in $S_{z}$ ) indicates that the measurement does not depend on $z$ (resp. of $x$ ). Conversely, a curved contour indicates cross-coupling between the two measurements, a feature we will try to take advantage of in chapter 4.


Figure 2.16: Experimental average values of $S_{x}, S_{y}$ and $S_{z}$ while moving a particle over $1 \mu \mathrm{~m}$ range along the $x$ axis. While $S_{x}$ corresponds broadly to what is expected, $S_{y}$ (which should be zero) and $S_{z}$ differ markedly, which indicates that the approximations used in computing it are not valid when the displacement is beyond the paraxial range.

Figure 2.16 presents the mean values of $S_{x}, S_{y}$ and $S_{z}$ obtained while moving a trap along the $x$ axis. While $S_{x}$ look similar to what was presented in the simulation, $S_{z}$ differs significantly. Also, the width of the linear range of $S_{x}$ is significantly smaller than the one expected from the model. This is not entirely surprising, since we made a lot of assumptions. The paraxial approximation is difficult to meet with the high N.A. of the collection lens used. Also, our model accounts mostly for phase change, and not intensity change, when the particle moves through the focus. This does not hold when the particle moves at distances comparable to the wavelength of the measuring beam ( $\lambda_{\text {meas }}=785 \mathrm{~nm}$ ). Moreover, the measured $S_{z}$ present some asymmetry, while $S_{y}$ is not constant as would be expected for a perfect displacement along the $x$ axis. Corrections are thus in order to account for the experimental reality of our measurements.

Before moving to this subject, we present here how we can calibrate the motion of the particle that stays close to the center of the measuring beam (i.e. in the measurement linear range). This is the case while trapping a particle with a single trapping beam centered on the measurement beam.

### 2.4.2. Calibration in the linear range

All our experiments rely on the acquisition of a time trace of signals ( $S_{x}, S_{y}, S_{z}$ ) from which we infer the real position of the particle $(x, y, z)$. In the linear range described in the previous subsection, we can thus make the assumption that $S_{x}=$ $c_{x x} x$ (resp $S_{y}=c_{y y} y, S_{z}=c_{z z} z$ ), with $c_{i i}$ the sensitivity of our measurement of $i$ along the $i$-axis (the necessity of precising both variable and axis of measurement will become clearer in the next subsection). We now clarify how we derive these sensitivities.

The calibration procedure is inspired by E. Heberstreit thesis [81], where more details can be found. As mentioned in section 2.2.2, an efficient way to process the raw signals is to study their PSD.

The equation (2.33), which defines the PSD of a variable $x$, can readily be applied to a linear transformation of it, such as $S_{x}$. The PSD of $S_{x}$ is thus:

$$
\begin{equation*}
\operatorname{PSD}_{S_{x} S_{x}}(\Omega)=\frac{A^{\prime}}{\pi} \frac{\Gamma \Omega_{0}^{2}}{\left(\Omega_{0}^{2}-\Omega^{2}\right)^{2}+\Gamma^{2} \Omega^{2}} \tag{2.60}
\end{equation*}
$$

where $A^{\prime}=\left\langle S_{x}^{2}(t)\right\rangle=\left\langle\left(c_{x x} x\right)^{2}(t)\right\rangle=c_{x x}^{2} A$
The calibration factor is then simply :

$$
\begin{equation*}
c_{x x}=\sqrt{\frac{A^{\prime}}{A}}=\sqrt{\frac{A^{\prime} m \Omega_{0 x}^{2}}{k_{B} T}} \tag{2.61}
\end{equation*}
$$

where we used the expression of $A$ derived in section 2.2.2. In this last equation, all parameters can be computed from a PSD of a time trace of $S_{x}$, except $m$.

This last unknown can be determined by studying more precisely the link between damping and mass. From equation 2.28 in the limit $\mathrm{Kn} \gg 1$, we obtained a


Figure 2.17: Procedure to correct the PSD of signals affected by cross-talk between axes. The initial PSD of $S_{x}, S_{y}$ and $S_{z}$ are fitted to compute $c_{x x}, c_{y y}$ and $c_{z z}$. Then, we also fit peaks at $f_{0 y}$ and $f_{0 z}$ on the PSD of $S_{x}$, and compute $c_{x y}$ and $c_{x z}$.
We can then compute a corrected signal $S_{x, \text { corrected }}=S_{x}-\frac{c_{x y}}{c_{y y}} S_{y}-\frac{c_{x z}}{c_{z z}} S_{z}$, whose PSD does not present auxiliary peaks.
simple relation between $\Gamma$ and the Knudsen number $\mathrm{Kn}=l / r_{\text {part }}$. The mean free path is related to the pressure $p_{\text {gas }}$ through :

$$
\begin{equation*}
l=\frac{\eta}{p_{\mathrm{gas}}} \sqrt{\frac{\pi N_{A} k_{B} T}{2 M}} \tag{2.62}
\end{equation*}
$$

with $M=28.97 \times 10^{-3} \mathrm{~kg} . \mathrm{mol}^{-1}$ the molar mass of dry air, and $N_{A}=6.022 \times$ $10^{23} \mathrm{~mol}^{-1}$ the Avogadro number. By injecting this expression in 2.28 , we obtain :

$$
\begin{equation*}
r_{\mathrm{part}}=0.619 \frac{9}{\sqrt{2 \pi} \rho_{\mathrm{part}}} \sqrt{\frac{M}{N_{A} k_{B} T}} \frac{p_{\mathrm{gas}}}{\Gamma_{\mathrm{gas}}} \tag{2.63}
\end{equation*}
$$

where $\rho_{\text {part }}=2200 \mathrm{~kg} / \mathrm{m}^{3}$ is the density of the silica particle. This expression tells us that the ratio $p_{\text {gas }} / \Gamma_{\text {gas }}$ is proportional to $r_{\text {part }}$. By fitting PSDs of time traces acquired at different pressures (over the mbar), we can thus establish the variation of $\Gamma$ as a function of $p_{\text {gas }}$, as was shown in the calibration figure 2.9 a. A linear fit of this curve directly leads to $r_{\text {part }}$, which is equal to 88 nm in this case, significantly bigger than the value expected from the manufacturer (for our experiments, microParticles GmbH , which indicates $r_{\text {part }}=75.5 \pm 2.5 \mathrm{~nm}$ ).

We can thus determine the mass of the particle, and consequently $c_{x x}$, as well as $c_{y y}$ and $c_{z z}$.

Moreover, sensitivities $c_{i j}$ of the $j$-axis measurement to motion along the $i$-axis can also be obtained by fitting the peak located at the frequency $f_{i}$ in a PSD of $S_{j}$. From an experimental point of view, it is indeed frequent to observe cross-talk in measurement, due to misalignment of the measuring beam respectively to the
trapping beam, as can be seen on figure 2.17 , where peaks at $f_{0 y}$ and $f_{0 z}$ are visible on the PSD of $S_{x}$. Under certain conditions, it is possible to correct raw time traces to remove this cross-talk. Let's consider that we observe two peaks in the PSD of the signal along the $i$-axis, which are related to motion along the $i$-axis and along the $j$-axis. A simple procedure can be described as follow:

- Compute the sensitivities $c_{i j}$ of the multi-peaked PSD along $i$ we want to correct.
- For singled-peaked PSD along $j$, compute $c_{j j}$.
- Subtract to the time trace $S_{i}$ the renormalized time traces $S_{j} \frac{c_{i j}}{c_{j j}}$. This is legitimate as long as the measurement is linear and the variables $i$ and $j$ are statistically independent.

This way, the resulting PSD should only have one peak corresponding to the true displacement. This procedure can be extended to remove higher order combinations of the true oscillation frequencies, which are frequent in levitation experiments [113].

### 2.4.3 . Realistic model of extended measurement

The assumptions from the previous subsection are not valid anymore when the particle is moved far from the measuring beam, which is the case during the calibration procedure and will be at the center of chapter 4.

A more thorough characterization of our measurement beam is thus necessary to make the best use of the large nonlinear potentials we seek to obtain.

To deal with this, we look again at the spectral domain. The PSDs of time traces recorded while moving a trapped particle over $1 \mu \mathrm{~m}$ range are presented in figure 2.18

We observe two things:

- For each axes, variations of the intensity of the main peaks.
- Secondary peaks appearing for certain positions, an effect already noticed for large potentials such as double-wells [57].

From each peaks of these PSD signals, we can compute the $c_{i j}$, pictured in figure 2.19 b..

Some corrections to the simple linear model presented in the previous section are thus necessary :

- The paraxial approximation is no more valid over a range bigger than the waist of the measurement laser (estimated at 260 nm ).
- The sources of shifts and asymmetries should be better accounted in the model, by taking inspiration of what is observed in other interferometric systems [114, 115].


Figure 2.18: PSD recorded along the $x, y$ and $z$ axes while moving the trap along $x$ over $1 \mu \mathrm{~m}$. While at the origin the three PSD present distinct peaks at $f_{0 x}, f_{0 y}$ and $f_{0 z}$, their intensity fluctuates while moving the trap, and cross-coupling appears, underscoring the complex nature of the field detected by the QPD. Note that the trapping frequencies variations as a function of $x_{0}$ are just related to the positiondependent efficiency of the AOM discussed previously.


Figure 2.19: Normalized $\tilde{c_{i j}}$,computed from the PSD shown in figure 2.18. As can be observed, these curves are not symmetric, which indicates that the simple model presented in the previous subsection will not hold for real measurements.

We first present how the expression should be modified, and then our current understanding of how different sources of displacements affect the $c_{i j}$ over the whole range of measurement.

### 2.4.3.1 . Detection beyond the paraxial approximation

Here, we present a modified expression of $I\left(q, r^{\prime}\right)$ based on corrections to the paraxial approximation of a Gaussian beam proposed in [116, 109].

First, we consider that the field, supposed to be linearly polarized along $\mathbf{n}_{y}$, has a non-zero component along the $z$ axis. The correction is then based on an expansion in powers of the divergence angle $s=\lambda /\left(2 \pi w_{0}\right)$ :

$$
\begin{align*}
\mathbf{E}_{i}(\mathbf{q}) & \left.=\left(E_{i, y, 0}(\mathbf{q})+s^{2} E_{i, y, 2}(\mathbf{q})+s^{4} E_{i, y, 4}(\mathbf{q})\right)\right) \mathbf{n}_{\mathbf{y}} \\
& +\left(s \left(E_{i, z, 1}(\mathbf{q})+s^{3}\left(E_{i, z, 3}(\mathbf{q})\right) \mathbf{n}_{\mathbf{z}}+\mathcal{O}\left(s^{5}\right)\right.\right. \tag{2.64}
\end{align*}
$$

with

$$
\begin{gather*}
E_{i, y, 0}(\mathbf{q})=\frac{e^{i k z}}{1+i z /\left(2 w_{0 z}\right)} e^{-\frac{x^{2}+y^{2}}{2 w_{0}^{2}\left(1+i z /\left(2 w_{0 z}\right)\right)}}  \tag{2.65}\\
E_{i, y, 2}(\mathbf{q})=-  \tag{2.66}\\
E_{i, y, 4}(\mathbf{q})=-\frac{i z / w_{0}}{\left(1+i z /\left(2 w_{0 z}\right)\right)^{2}} L_{2}\left[\frac { 3 i z / ( 2 w _ { 0 z } ) } { ( 1 + i z / ( 2 w _ { 0 z } ) ) ^ { 4 } } \left[L_{4}^{2}\left[\frac{x^{2}+y^{2}}{2 w_{0}^{2}\left(1+i z /\left(2 w_{0 z}\right)\right)}\right] E_{i, y, 0}(\mathbf{q})\right.\right.  \tag{2.67}\\
+\frac{x^{2}+y^{2}}{8 w_{0}} L_{3}^{1}\left[\frac{x^{2}+y^{2}}{2 w_{0}^{2}\left(1+i z /\left(2 w_{0 z}\right)\right)}\right] \\
E_{i, z, 1}(\mathbf{q})=  \tag{2.68}\\
-\frac{i y}{w_{0}} \frac{e^{i k z}}{\left(1+i z /\left(2 w_{0 z}\right)\right)^{2}} \exp -\frac{x^{2}+y^{2}}{2 w_{0}^{2}\left(1+i z /\left(2 w_{0 z}\right)\right)} \\
E_{i, z, 3}(\mathbf{q})=  \tag{2.69}\\
{\left[\frac{1}{\left(1+i z /\left(2 w_{0 z}\right)\right)} L_{1}^{1}\left[\frac{x^{2}+y^{2}}{2 w_{0}^{2}\left(1+i z /\left(2 w_{0 z}\right)\right)}\right]\right.} \\
-
\end{gather*} \frac{i z /\left(2 w_{0 z}\right)}{\left(1+i z /\left(2 w_{0 z))^{2}} L_{2}^{1}\left[\frac{x^{2}+y^{2}}{2 w_{0}^{2}\left(1+i z /\left(2 w_{0 z)}\right)\right.}\right]\right] E_{i, z, 1}(\mathbf{q})\right.}
$$

where $L_{a}^{b}(x)$ is a generalized Laguerre polynomial.
Now, to the difference of the paraxial case, we see that we have a non-negligible contribution along $\mathbf{n}_{\mathbf{z}}$. In the expression of $\mathbf{G}_{F F}(R)=\frac{e^{i k R}}{4 \pi R}\left[\mathbf{I}-\mathbf{R R} / R^{2}\right] \mathbf{p}$, this implies:

- In the $\mathbf{R R} / R^{2} \mathbf{p}$ term, the most important contribution is along the $\mathbf{z}$ axis and gives $\frac{R_{z}^{2} p_{z} / \alpha}{R^{2}} \approx \frac{p_{z}}{\alpha} \mathbf{n}_{\mathbf{z}}$
- This simplifies with I to fall back to $\frac{p_{y}}{\alpha} \mathbf{n}_{\mathbf{y}}$. Thus, we find that the far field scattered by the dipole is still aligned along the polarization direction of the incident field, whatever the refinement in its definition.
- We still use the Fraunhofer approximation in the phase and amplitude definitions.

We then obtain :

$$
\begin{equation*}
\left.\mathbf{E}_{s}(\mathbf{r})=\frac{\omega_{i}^{2} \mu_{0}}{4 \pi r} e^{i k(r-\mathbf{r} \cdot \mathbf{q} / r)} \alpha\left(\omega_{i}\right)\left(E_{i, y, 0}(\mathbf{q})+s^{2} E_{i, y, 2}(\mathbf{q})+s^{4} E_{i, y, 4}(\mathbf{q})\right)\right) \mathbf{n}_{\mathbf{y}} \tag{2.70}
\end{equation*}
$$

Compared with the paraxial approximation, the scattered field is thus only modified by the corrective terms along $y$.

With respect to the forward propagated field, we reuse :

$$
\begin{equation*}
\mathbf{E}_{i}\left(\mathbf{r}^{\prime}\right)=\frac{E_{i, 0}}{f_{\text {col }} / w_{0 z}} e^{i\left(k z^{\prime}+\phi_{\text {Gouy }}\right)} \mathbf{n}_{y} \tag{2.71}
\end{equation*}
$$

We can now compute the interference term $2 \operatorname{Re}\left(E_{i}\left(r^{\prime}\right) E_{s}^{*}\left(r^{\prime}, q\right)\right)$ of $I\left(r^{\prime}, q\right)$ :

$$
\begin{gather*}
I\left(r^{\prime}, q\right)=\frac{c \epsilon_{0}}{2} 2 \operatorname{Re}\left(\frac{E_{i, 0}}{f_{\mathrm{col}} / w_{0 z}} e^{i\left(k z^{\prime}+\phi_{\mathrm{Gouy}}\right)} \frac{\omega_{i}^{2} \mu_{0} \alpha^{*}\left(\omega_{i}\right) E_{i, 0}^{*}}{4 \pi f_{\mathrm{col}}} e^{-i\left(k / \mathbf{r}^{\prime}+k q_{z}\left(\frac{x^{2}+y^{2}}{2 f_{\mathrm{col}}^{2}}-1\right)\right)}\right. \\
\left.\left.\left(E_{i, y, 0}(\mathbf{q})+s^{2} E_{i, y, 2}(\mathbf{q})+s^{4} E_{i, y, 4}(\mathbf{q})\right)\right)\right) \tag{2.72}
\end{gather*}
$$

There is no easy way to simplify this expression. We thus rely on the SymPy library to compute the complete expression (as well as their derivatives along $q_{x}$, $q_{y}$ and $q_{z}$, which are used to compute the theoretical sensitivities $c_{i j}$.

### 2.4.3.2 . Identification of sources of bias in interferometric measurement

The previous refinement does not account for the asymmetries observed in figure 2.19. As shown previously on figure 2.16, the fact that $\left\langle S_{y}\right\rangle$ is not zero indicates that while moving the trap linearly along $x$, it moves along curved trajectories in $y$ and $z$. This, plus the imperfect position and orientation of the measuring beam, generates additional optical path lengths differences. Phenomenons related to such imperfections are well characterized in the field of precision interferometry under the name of Tilt-to-length coupling [114, 115].

Thus, a few more modifications of equation 2.72 should be taken into account, which are represented on figure 2.20 .

- First, the fact that the measuring beam is not perfectly superposed with the trapping beam in initial position (i.e. the position at which we aligned our system, noted $x=0$ in figures) is represented by a 3D shift $R_{0}$.
- Second, the fact that the trap follows a curved trajectory in $y$ and $z$ while the trapping beam is moved along $x$ is captured by considering second order


Figure 2.20: a. Representation of the position of misaligned trapping (orange) and measuring (red) beams. The two beams do not overlap perfectly, creating a 3D offset $R_{0}$. Moreover, while the measuring beam is static, the trapping beam is moved along the $x$ axis. While this should not affect its position along $y$ and $z$ (which should remain at $R_{0 y}$ and $R_{0 z}$ ), in reality the trap follows the orange curved trajectory. Finally, the angular misalignment of the beams can be interpreted as a change of frame, represented on b. by Euler angles $\alpha, \beta$ and $\gamma$ in the (ZXZ) convention.
polynomials in $x$ for the coordinates. We thus have:

$$
\begin{aligned}
q_{x}^{\prime} & =q_{x}-R_{0 x} \\
q_{y}^{\prime} & =a_{y} q_{x}+b_{y} q_{x}^{2}-R_{0 y} \\
q_{z}^{\prime} & =a_{z} q_{x}+b_{z} q_{x}^{2}-R_{0 z}
\end{aligned}
$$

- Third, we propose to take into account the angular misalignment of the two beams. Indeed, while the particle oscillates along the 3 axes defined by the trapping beam, the scattered field is in the frame of the measurement laser. By using Euler angles, we thus convert the coordinates of the particle in the frame of the trapping beam to the frame of the measuring beam :

$$
\left(\begin{array}{l}
q_{x}^{\prime \prime}  \tag{2.73}\\
q_{y}^{\prime \prime} \\
q_{z}^{\prime \prime}
\end{array}\right)=\left(\begin{array}{ccc}
c_{\alpha} c_{\gamma}-s_{\alpha} c_{\beta} s_{\gamma} & -c_{\alpha} s_{\gamma}-s_{\alpha} c_{\beta} c_{\gamma} & s_{\alpha} s_{\beta} \\
s_{\alpha} c_{\gamma}+c_{\alpha} c_{\beta} s_{\gamma} & c_{\alpha} c_{\beta} c_{\gamma}-s_{\alpha} s_{\gamma} & -c_{\alpha} s_{\beta} \\
s_{\beta} s_{\gamma} & s_{\beta} c_{\gamma} & c_{\beta}
\end{array}\right)\left(\begin{array}{l}
q_{x}^{\prime} \\
q_{y}^{\prime} \\
q_{z}^{\prime}
\end{array}\right)
$$

where $c_{\alpha}$ and $s_{\alpha}$ hold for $\cos \alpha$ and $\sin \alpha$ respectively.
We can then compute more realistically the values of $S_{x}, S_{y}$ and $S_{z}$ for a given position, as well as the $c_{i j}$, since :

$$
\begin{equation*}
c_{i j}=\frac{\partial S_{i}}{\partial q_{j}} \tag{2.74}
\end{equation*}
$$

Conversely, we could use these expressions to better characterize our system. Indeed, by running a minimization procedure (simulated annealing) over the ensemble of distances between normalized measured and theoretical $\left\langle S_{i}\right\rangle$ and $c_{i j}$ for


Figure 2.21: Real displacement of the trapping beam along $y$ and $z$ when moved along the $x$ axis, estimated from the fits presented in figure 2.22.
all positions, we gain information on the waist, position and tilt of the measuring beam, as well as the real 3D path of the trapping beam while moving along $x$.

As can be seen on figure 2.22, the results of the fitting procedure are satisfying, except along the $z$ axis. The observed asymmetries are taken into account, although the fitting procedure do not converge on the whole set. From a computing perspective, our choice of parameters could probably be improved by reducing the number of variables, or determining if a smaller set of $S_{i}$ and $c_{i j}$ is sufficient to determine unambiguously all the parameters.

The values obtained from the theoretical fits in figure 2.22 are yet a good first indicator :

- $w_{0}=266 \mathrm{~nm}$
- $R_{0}=(30,29,6) \mathrm{nm}$
- $(\alpha, \beta, \gamma)=(-1,-23,-48) \mathrm{mrad}$
- $a_{y}=0.06, a_{z}=-0.018$ and $b_{y}=-0.14 \mu \mathrm{~m}^{-1}, b_{z}=0.072 \mu \mathrm{~m}^{-1}$, the corresponding curves being shown in figure 2.21

As underlined in chapter 4, a perfect alignment of the trapping and measuring laser is paramount to avoid unwanted perturbations of large potentials. To obtain better alignments, the use of piezoelectric adjusters, combined with an automation of this 3D calibration procedure, would probably be beneficial.

More work is thus needed to confirm the pertinence of this approach, and when testing the Unscented Kalman Filter in chapter 4, we will mainly rely on a linearized expression of $S_{x}, S_{y}$ and $S_{z}$, of the form :

$$
\begin{equation*}
S_{i}\left(q_{x}, q_{y}, q_{z}\right)=\left\langle S_{i}\left(q_{x}, q_{y}, q_{z}\right)\right\rangle+\sum_{j} c_{i j} q_{j} \tag{2.75}
\end{equation*}
$$



Figure 2.22: Results of the fitting procedure of normalized $S_{i}$ (a.) and $c_{i j}$ (b.) used to determine the geometric characteristics of the measurement beam. The procedure is computationally intensive, but produces encouraging results along the $x$ and $y$ axes.

## 3 - Shortcuts to equilibrium in the underdamped regime


#### Abstract

Et la troisième fois fut quand Gilberte me dit : «Si vous voulez, nous pourrons tout de même sortir un après-midi et nous pourrons aller à Guermantes, en prenant par Méséglise, c'est la plus jolie façon », 一 phrase qui, en bouleversant toutes les idées de mon enfance, m'apprit que les deux côtés n'étaient pas aussi inconciliables que j'avais cru.


- Marcel Proust, Albertine disparue (1925)

The development of stochastic energetics, presented in chapter 1, lead to a renewed interest in the temporal description of thermodynamic transformation at the mesoscale. Indeed, when a stochastic system initially at thermal equilibrium is perturbed by an external force, it undergoes a transient regime before reaching a new equilibrium. During this regime, the system is out of equilibrium for a characteristic relaxation time, which depends on its physical properties and its coupling to the environment. An understanding of how evolves the dynamics of the system then offers different venues to improve state-to-state transformations, for instance:

- Try to minimize the heat dissipated in the environment during the transformation, and simultaneously try to maximize the heat taken from it.
- Try to shorten as much as possible the transient regime.

While these questions arise naturally when considering classical heat engines, they take on a subtler meaning when dealing with their nanoscale versions, where heat and work are by definition fluctuating quantities.

Regarding the first question, different protocols have been designed to improve the efficiency of stochastic heat engines, respectively, in the overdamped [117, 47, 118] and underdamped [119] regimes. Although these protocols allow to theoretically operate at the thermodynamic limit, they do so through slow, quasi-static processes.

This justifies to look more closely at the second question. Shortening return to equilibrium as been at the centre of intense theoretical and experimental work in the last decade. Interestingly, these efforts stem from quantum physics, where the manipulation of quantum states must happen at times shorter than their decoherence rate. The field of shortcuts to adiabaticity (STA) is thus motivated by finding protocols to steer a quantum system from an initial eigenstate of an initial Hamiltonian to a final eigenstate in a finite time $t_{f}$ shorter than an existing adiabatic transition [120].

This approach was first transposed to overdamped thermal systems, with the design of the so-called Engineered Swift equilibrium (ESE) protocol, which allows accelerating by two orders of magnitude the equilibration time [121]. Along similar lines, the Shortcut-to-Isothermal protocol was developed [122] and applied [123] to perform fast isothermal compressions/expansions.

Due to inertia, the derivation and implementation of shortcuts to equilibrium in the underdamped regime is more complex. It is indeed necessary to control not only the evolution of the position distribution $\rho(x)$ but also the velocity distribution $\rho(v)$. A first protocol in the underdamped regime was designed to control the motion of the cantilever of an atomic force microscope (AFM) [124]. This effectively reduced the time necessary for the cantilever to equilibrate after a displacement by two orders of magnitude, allowing to perform faster measurements. Nevertheless, such protocols addressing particle transport are oblivious to fluctuations, since only the averaged particle position are accounted for. More subtle protocols are then required to control, in a general case, the system's position and velocity simultaneously.

In this chapter, we thus study the dynamics of transient regimes at the nanoscale, with a levitated particle. This latter constitutes an ideal system for such study, since we can finely control the coupling to the environment by controlling the gas pressure. We first describe the main relaxation regimes. On one hand, the overdamped regime is encountered in situations in which the inertia of the system can be neglected. In contrast to this, inertial effects have to be taken into account in the underdamped regime. Next, we demonstrate a first application of the Engineered Swift Equilibrium protocols derived by Chupeau et al. to an underdamped system [125]. We conclude by discussing the robustness of these protocols against parameters variations.

### 3.1. Relaxations in the overdamped and underdamped regimes

### 3.1.1. STEP protocols

In this section, we consider the situation pictured in figure 3.1, which represents a STEP protocol for an expansion :

- A Brownian particle is trapped in a harmonic potential of initial stiffness $k_{i}$, at thermal equilibrium with its environment, made of gas particles which affect the particle through the damping rate $\Gamma$ introduced in chapter 2. Its equilibrium distribution is thus given as stated by $\rho_{e q, i}(x)=\rho_{x, 0} e^{-\frac{U(x)}{k_{B} T}}=$ $\rho_{x, 0} e^{-\frac{k_{i} x^{2}}{2 k_{B} T}}$
- The stiffness of the potential is abruptly changed to $k_{f}<k_{i}$, and the particle undergoes a transient regime, during which it is out-of-equilibrium.
- Finally, it reaches a new equilibrium after a time $t_{\text {relax }}$, characterize by a new


Figure 3.1: Principle of isothermal expansions. A Brownian particle is trapped in a harmonic potential of initial stiffness $k_{i}$, and damped by stochastic shocks with the surrounding molecules of gas (pale blue dots), accounted for by a damping term $\Gamma$. Upon a change in stiffness to $k_{f}$, the probability density function $\rho(x)$ relaxes from its initial shape $\rho\left(x, t_{i}\right)$ into a new equilibrium distribution $\rho\left(x, t_{f}\right)$, in a finite time $t_{\text {relax }}$.
equilibrium distribution $\rho_{e q, f}(x)=\rho_{x, 0} e^{-\frac{k_{f} x^{2}}{2 k_{B} T}}$, which is thus broader that $\rho_{e q, i}(x)$.

To observe experimentally the relaxation rate of a levitated nanoparticle, we control the stiffness of the trapping potential through the AOM as described in chapter 2. The response time of the AOM being of the order of 160 ns , i.e. a lot faster than the characteristic frequency of the particle (in the hundreds of kHz ), the change can be considered as instantaneous from the perspective of the particle. By repeating this process $2 \cdot 10^{4}$ times, and acquiring time traces of the positions of the particle, it is then possible to compute for each time a histogram, which allows to approximate the evolution of $\rho(x, t)$. To counteract drifts of the laser beam (due to external disturbances such as air turbulence), each time trace was re-centered to $x=0$ by subtracting its mean value at equilibrium.

### 3.1.2 . Theoretical model of relaxation

Throughout this chapter, we consider that the trapping potential is always harmonic. Consequently, the distributions $\rho(x, t)$ and $\rho(v, t)$ are supposed to be Gaussian at all times. As outlined in chapter 2, Gaussian distributions are entirely characterized by their mean and variances. This allows us to derive a simple theoretical model of the expected evolution of these distributions, by considering only the variances in position $\sigma_{x x}$ and velocity $\sigma_{v v}$ (respectively related to the potential and the kinetic energy of the system), as well as $\sigma_{x v}=\langle x v\rangle-\langle x\rangle\langle v\rangle$ (which represents the degree of correlations between $x$ and $v$ ). We introduce here the angular frequency $\omega=\sqrt{k(t) / m}$, with $\omega_{i}=\sqrt{k_{i} / m}$ and $\omega_{f}=\sqrt{k_{f} / m}$.

To first order, these quantities are coupled through the linear system [126]:

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\begin{array}{c}
\sigma_{x x}  \tag{3.1}\\
\sigma_{x v} \\
\sigma_{v v}
\end{array}\right)=\left(\begin{array}{ccc}
0 & 2 & 0 \\
-\omega^{2} & -\Gamma & 1 \\
0 & -2 \omega^{2} & -2 \Gamma
\end{array}\right)\left(\begin{array}{c}
\sigma_{x x} \\
\sigma_{x v} \\
\sigma_{v v}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
\frac{2 k_{B} T_{0} \Gamma}{m}
\end{array}\right)
$$

Solving this set of equations for the initial conditions $\sigma_{x x}(0)=\sigma_{i}=\sqrt{\frac{k_{B} T}{m \omega_{i}^{2}}}$ and $\sigma_{v v}(0)=\sigma_{i} \omega_{i}^{2}=\sqrt{\frac{k_{B} T}{m}}$ leads to:

$$
\begin{equation*}
\sigma_{x x}(t)=\sigma_{i} \frac{\chi-1}{\chi}\left[\frac{2 \omega_{f}^{2}}{\tilde{\Omega}^{2}}+\frac{2 \omega_{f}^{2}-\Gamma^{2}}{\tilde{\Omega}^{2}} \cos \tilde{\Omega}(t)+\frac{\Gamma}{\tilde{\Omega}} \sin \tilde{\Omega}(t)\right] e^{-\Gamma(t)}+\frac{\sigma_{i}}{\chi} \tag{3.2}
\end{equation*}
$$

with $\tilde{\Omega}=\sqrt{4 \omega_{f}^{2}-\Gamma^{2}}$.
From this solution, one can thus differentiate between two characteristic regimes of relaxation :

- When $\Gamma \gg \omega_{f}, 3.2$ simplifies into

$$
\begin{equation*}
\sigma_{x x}(t)=\frac{\sigma_{i}}{\chi}\left[1+(\chi-1) e^{-\Gamma\left(t-t_{0}\right)}\right] \tag{3.3}
\end{equation*}
$$

This defines the overdamped regime of relaxation, where the characteristic time is given by $t_{x}=\Gamma / \omega_{f}^{2}$. This can be understood as the time necessary for the particle to diffuse and explore the new potential, which is slowed down by the surrounding viscous environment.

- On the contrary, when $\Gamma \ll \omega_{f}$, the solution becomes:

$$
\begin{equation*}
\sigma_{x x}(t)=\sigma_{i} \frac{\chi-1}{2 \chi}\left[1+\cos \left(2 \omega_{f} t\right)\right] e^{-\Gamma t}+\frac{\sigma_{i}}{\chi} \tag{3.4}
\end{equation*}
$$

Here, the characteristic time is $t_{v}=1 / \Gamma$, which is characteristic of the underdamped regime. The behaviour is markedly different from the overdamped regime : the particle swiftly explores the new potential, but needs time to thermalize and diffuse its kinetic energy to the environment.

### 3.1.3 . Experimental results

## Underdamped regime

We first present results obtained in the underdamped regime. The evolution of $\rho(x, t)$ is plotted in figure 3.2 for an expansion STEP protocol with a compression factor $\chi=\frac{k_{f}}{k_{i}}=0.6$ performed at a pressure $P_{\text {gas }}=5$ mbar. Figure 3.2 a. shows that the particle, initially strongly confined in a range of $\pm 20 \mathrm{~nm}$ relaxes after the change to a broader distribution. This is confirmed by observing $\rho_{i}$ and $\rho_{f}$ (blue and orange lines in a., separately plotted in b.). As aforementioned, $\rho_{\mathrm{eq}}$ is of Gaussian shape, with 0 mean, skewness and excess kurtosis.

To better understand the energetics of our system, the time evolution of $\sigma_{x}$, $\sigma_{v_{x}}$ and $\langle x v\rangle$ during the protocol are plotted on figure 3.3.

First, we observe steady values $\sigma_{x, i, f}^{\mathrm{eq}}=\sqrt{k_{B} T / k_{i, f}}$ and $\sigma_{v_{x}, i, f}^{\mathrm{eq}}=\sqrt{k_{B} T / m}$, as expected from the equipartition theorem. In particular, we verify that $\left(\frac{\sigma_{x, i}^{\mathrm{eq}}}{\sigma_{x, f}^{\mathrm{eq}}}\right)^{2}=$ $\chi=0.6$.


Figure 3.2: a. Time evolution of $\rho$ during a STEP protocol performed in the underdamped regime, obtained by computing for each time $t$ an histogram from the $2.10^{4}$ positions $x(t)$ (each time trace being re-centered by subtracting its mean value). After an abrupt change of $k_{x}$ at $t=0$ (dotted black line), $\rho$ oscillates before reaching $\rho_{e q, f}$. b. Two cuts of $\rho$ at equilibrium before (blue) and after (orange) the STEP protocol, corresponding to the vertical lines in a. . Dotted lines corresponds to fits demonstrating their Gaussian nature. We verified that $\left(\sigma_{x, i}^{\mathrm{eq}} / \sigma_{x, f}^{\mathrm{eq}}\right)^{2}=\chi=0.6$

Second, these quantities undergo a transient regime from one equilibrium state to another, characterized by damped oscillations in phase opposition between $\sigma_{x}$ and $\sigma_{v_{x}}$. These oscillations correspond to a coherent exchange between the system's average potential and kinetic energies.

Third, the cross-correlation $\langle x v\rangle$ is initially very high, and follows like $\sigma_{x}$ and $\sigma_{v_{x}}$ an oscillating exponential decay.

Finally, from a fit of $\sigma_{x}$ to the analytical solution presented below, we verify that in the strongly underdamped regime achieved here $\left(\Gamma \ll \omega_{f}\right)$, the oscillation frequency is twice the natural trap frequency, $\omega_{\text {relax }}=2 \omega_{x, f}=2 \pi \times 519 \mathrm{kHz}$. From the fit, we also obtain the system characteristic relaxation time $t_{\text {relax }} \approx 51 \mu \mathrm{~s}$, which leads to a STEP total equilibration time close to $3 t_{v}=153 \mu \mathrm{~s}{ }^{1}$.

As a last remark, we note that the measure of $t_{\text {relax }}$ provides a better estimation of the system damping $\Gamma$ than the measure of the PSD. Below a few millibars, the value of $\Gamma$ estimated from the relaxation experiment differs from the linewidth of the PSD $\Gamma_{\text {PSD }}$, as shown in figure 3.4. This effect can be attributed to the Duffing non-linearities of the optical potential, which artificially broaden the PSD [80]. A simple model to account for this effect is to consider that

$$
\begin{equation*}
\Gamma_{\mathrm{PSD}}=\sqrt{\Gamma^{2}+\Gamma_{\mathrm{NL}}^{2}} \tag{3.5}
\end{equation*}
$$

where $\Gamma$ is the natural system damping, and $\Gamma_{\mathrm{NL}}$ the broadening induced by the potential non-linearities. For our optical trap, at frequency $\omega_{0}$, based on a Gaussian

[^8]

Figure 3.3: Time evolution of $k_{\text {trap }} / k_{i}, \sigma_{x}, \sigma_{v_{x}}$ and $\langle x v\rangle$ in the case of an underdamped expansion STEP protocol performed at $p_{\text {gas }}=5 \mathrm{mbar}$ with $\chi=0.6$. The initial value of $\sigma_{x}$ is $\sigma_{x, i}^{\mathrm{eq}}=15.5 \mathrm{~nm}$, while the final value is $\sigma_{x, f}^{\text {eq }}=20 \mathrm{~nm}$, hence verifying $\left(\sigma_{x, i}^{\mathrm{eq}} / \sigma_{x, f}^{\mathrm{eq}}\right)^{2}=0.6=\chi$. After the abrupt change in stiffness performed at $t=0$, a transient regime is characterized by $\sigma_{x}$ and $\sigma_{v_{x}}$ oscillating in phase oppositions at $2 \omega_{x, f}$. The correlations between $x$ and $v_{x}$ are visible on $\langle x v\rangle$. These observations illustrate that the relaxation time in the underdamped regime is mainly due to the relaxation of the velocities, $t_{v}=1 / \Gamma$, which is the time needed for the particle to thermalize in the new trapping potential.


Figure 3.4: Ratios of the linewidth of the PSDs to the damping measured from a fit to the transient regime of compression and expansion STEP protocols at different pressures, over $x$ and $z$ axes. Inset : the nonlinear damping $\Gamma_{\mathrm{NL}}$ computed from equation (3.5), which is in good agreement with the value expected from the nonlinear broadening (equation (3.6).
beam of waist $w_{0}$, we expect [87]:

$$
\begin{equation*}
\Gamma_{\mathrm{NL}} \approx \frac{3}{2} \frac{k_{B} T}{m w_{0}^{2} \omega} \approx 2 \pi \times 2.6 \mathrm{kHz} \tag{3.6}
\end{equation*}
$$

This value agrees well with the value we found in the experiment (see inset of figure 3.4). Thus, STEP relaxation measurements are a simple alternative to the standard relaxation approach used to measure the levitated particle damping at low pressure [62] and that require to feedback cool the particle.

## Overdamped regime

The behaviour is markedly different in the overdamped regime. At atmospheric pressure $p_{\text {gas }}=1$ bar, we perform a compression of the trap by a factor of $\chi=1.4$, with $\omega_{x, f}=2 \pi \times 269 \mathrm{kHz}$ and $\omega_{z, f}=2 \pi \times 105 \mathrm{kHz}$. The resulting evolution of $\sigma_{x}, \sigma_{z}$ and $\langle z\rangle$ are shown in figure 3.5. Here, the limiting timescale is given by $t_{i}=\Gamma / \omega_{i}^{2}$ with $i \in\{x, y, z\}$. In agreement with these values, a fit of $\sigma_{x}$ and $\sigma_{z}$ gives $t_{x}=1.5 \mu \mathrm{~s}$ and $t_{z}=12 \mu \mathrm{~s}$. These differences, which were not observed in the underdamped regime, are a direct consequence of the different oscillation frequencies, and suggest that in the overdamped regime, it will be advantageous to perform shortcuts to equilibrium along the $z$-axis, which is the slowest one. Moreover, due to experimental issues that were not solved at the time of this experience (the thermal lensing of the AOM mentioned in section 2.3.2), the trap was moving along the $z$-axis during the STEP protocols, which allows observing the relaxation in mean position $\langle z\rangle$. A fit of the transient regime, with a relaxation time equal to $t_{z}$, shows that the relaxation is here happening in position.

To summarize, figure 3.6 gives a representation in log-scale of the two domains of relaxation. While the overdamped and the deeply underdamped domains


Figure 3.5: Time evolution of $k_{\text {trap }} / k_{i}, \sigma_{x}, \sigma_{z}$ and $\langle z\rangle$ in the case of an overdamped compression STEP protocol performed at $p_{\text {gas }}=1$ bar with $\chi=1.4$. $\left(\sigma_{z, i}^{\mathrm{eq}} / \sigma_{z, f}^{\mathrm{eq}}\right)^{2}=$ $\left(\sigma_{x, i}^{\mathrm{eq}} / \sigma_{x, f}^{\mathrm{eq}}\right)^{2}=1.4=\chi$, which shows that the trapping potential is changed by $\chi$ along the 3 axes. The transient regime is here characterized by exponential decays with characteristic times $\Gamma / \omega_{x}^{2}$ (respectively $\Gamma / \omega_{z}^{2}$ ). Due to thermal lensing, the trap is also moved from 60 nm along $z$-axis. The evolution $\langle z\rangle$ illustrates that relaxation time in the overdamped regime is due to the relaxation in position of our system, $t_{z}$ being the characteristic timescale needed for $\rho(z)$ to move to the new centre of the trap located at $z=60 \mathrm{~nm}$.


Figure 3.6: Top : domains of underdamped and overdamped regimes for a nanoparticle in a gas. The damping $\Gamma$ being proportional to $p_{\text {gas }}$, the two characteristic relaxation time $t_{q}=\Gamma / \omega_{q}^{2}$ with $q \in\{x, y, z\}$ and $t_{v}=1 / \Gamma$ are straight lines in logarithmic scale. Bottom : Experimental realization of relaxations in the two regimes (respectively at 5 mbar and 1 bar), in the case of a compression, highlighting the similitudes, with an exponential decay law, and the differences, with the oscillatory evolution in the underdamped regime. The response time of the AOM, $t_{\text {AOM }} \approx 160 \mathrm{~ns}$, is the characteristic time at which the trapping potential is changed in a STEP protocol.
are clearly defined, at the boundary $t_{x} \approx t_{v}$, the interplay between two different timescales leads to original behaviours such as memory effects [127].

The study of these two relaxation regimes underlines the need for protocols allowing to perform states transformation faster than the natural relaxation time of the system, especially for experiments conducted in high vacuum, the relaxation time being inversely proportional to the gas pressure.

### 3.2. Shortcuts to equilibrium

In this section, we describe the procedure by which a system can be engineered to reach a new equilibrium state faster than its natural relaxation time. After a short introduction on the theory of Engineered Swift Equilibrium, we look closer at the implementation. We then present our experimental results.

### 3.2.1 . Principle of ESE protocol

First demonstrated for a trapped particle in the overdamped regime [121], the framework of Engineered Shortcuts to Equilibrium (ESE) has been theoretically extended to the underdamped regime in [125]. We outline here the main elements of this theoretical work.

One should note here that this protocol is designed for a 1D system, while we are working on a 3D system. This aspect will be developed in section 3.3.

An ESE protocol is defined by the compression factor $\chi=k_{f} / k_{i}$ introduced previously for the STEP protocol, and a final time $t_{f}$ at which the system should be at equilibrium in its final targeted state. Without going into the details outlined in [125], the protocol's main idea is to find an appropriate solution for the particle distribution function $\rho\left(x, v_{x}, t\right)$ whose evolution is described by the Kramers equation (eq. (2.39)), a special case of the Fokker-Planck equation. To reach equilibrium at $t_{f}$, the evolution of $\rho\left(x, v_{x}, t\right)$ is then steered through the control parameter $k_{\text {trap }}$.

First, the authors propose to find a solution of the form :

$$
\begin{equation*}
\rho\left(x, v_{x}, t\right)=N(t) \exp \left(-\left(\alpha(t) x^{2}+\beta(t) v_{x}^{2}+\delta(t) x v_{x}\right)\right. \tag{3.7}
\end{equation*}
$$

Injected in Kramers equation (2.39), for an isothermal transformation, this leads to a coupled system of equations :

$$
\left\{\begin{aligned}
\dot{\tilde{\alpha}} & =2 N_{\omega} \tilde{\kappa} \tilde{\delta}-2 N_{\Gamma} \tilde{\delta}^{2} \\
\dot{\tilde{\beta}} & =-2 N_{\omega} \tilde{\delta}+2 N_{\Gamma} \tilde{\beta}-2 N_{\Gamma} \tilde{\beta}^{2} \\
\dot{\tilde{\delta}} & =-N_{\omega} \tilde{\alpha}+N_{\omega} \tilde{\kappa} \tilde{\beta}+N_{\Gamma} \tilde{\delta}-2 N_{\Gamma} \tilde{\beta} \tilde{\delta}
\end{aligned}\right.
$$

where we introduce the rescaled quantities :

$$
\left\{\begin{aligned}
\tilde{\alpha} & =\frac{2 k_{B} T}{k_{i}} \alpha \\
\tilde{\beta} & =\frac{2 k_{B} T}{k_{i}} \beta \\
\tilde{\delta} & =\frac{2 k_{B} T}{k_{i}} \delta \\
N_{\omega} & =\omega_{i} t_{f} \\
N_{\Gamma} & =\Gamma t_{f} \\
s & =t / t_{f}
\end{aligned}\right.
$$

By introducing the auxiliary variable

$$
\begin{equation*}
\tilde{\Delta}=\left(\tilde{\alpha}-\frac{\tilde{\delta}^{2}}{\tilde{\beta}}\right) \tilde{\beta} \tag{3.8}
\end{equation*}
$$

the authors are then able to express $\tilde{\alpha}, \tilde{\beta}$ and $\tilde{\delta}$ as functions of $\tilde{\Delta}$ and its derivative.
An ESE protocol is thus determined by the choice of $\tilde{\Delta}$ and boundary conditions, in particular $\tilde{\alpha}(1)=\tilde{\delta}(1)=\chi$. Moreover, the first two derivatives of $\tilde{\delta}$ are taken to be 0 in $s=0$ and $s=1$ to satisfy the continuity of $k_{\text {trap }}$.

The normalized control parameter evolution is then fully defined as :

$$
\begin{equation*}
\frac{k_{\text {trap }}}{k_{i}}=\frac{\dot{\tilde{\alpha}}}{2 \omega_{i} \tilde{\delta}}+\frac{\Gamma}{\omega_{i}} \tilde{\delta}, \tag{3.9}
\end{equation*}
$$

The authors then use the lower admissible polynomial :

$$
\begin{equation*}
\tilde{\Delta}(s)=1+(\chi-1)\left(35 s^{4}-84 s^{5}+70 s^{6}-20 s^{7}\right) \tag{3.10}
\end{equation*}
$$

In the rest of the text, we use this implementation. Note that other solutions are possible, for example, by the use of sinusoidal functions:

$$
\begin{equation*}
\tilde{\Delta}_{\sin }(s)=\frac{1+\chi}{2}+9 \frac{1-\chi}{16} \cos (\pi s)-\frac{1-\chi}{16} \cos (3 \pi s) \tag{3.11}
\end{equation*}
$$

This leads to sensibly the same results in regard to the robustness of the protocol, as we will see in section 3.3.

To sum it up, by this definition, an ESE protocol can theoretically be designed for any positive compression factor $\chi$ and any target time $t_{f}$, given that we know the initial oscillation frequency $\omega_{i}$ and damping $\Gamma^{2}$


Figure 3.7: Domains of ESE for our system, with expansion protocols (a.) and compression protocols (b.), the green part representing ESE for which $k_{\text {trap }} \leq 0$ transiently. On the left are represented ESE protocols for different pressures.
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### 3.2.2 . Implementation

To perform ESE protocols on our system, we generate a time-varying trapping potential, whose stiffness $k_{\text {trap }}$ follows the theoretical variation obtained from the previous computation to reach equilibrium at the chosen final time $t_{f}$. Due to the trade-off between maximal RF power admissible by the AOM and minimum stiffness necessary to keep the particle trapped, we are limited in the shortest time and the maximal compression/expansion we can perform.

Figure 3.7 summarizes typical ESE protocols that are expected for different damping (i.e. gas pressure $p_{\text {gas }}$ in our experiment). One should note that for performing some protocols, both in expansion and in compression, the theoretical model leads to transient $k_{\text {trap }} \leq 0$, which poses interesting questions from the experimentalist's point of view. We will address this topic in the following chapter. For now, we will only consider the implementation of ESE protocols with $k_{\text {trap }}>0$ at all times.

### 3.2.3 . Experimental results <br> Overdamped regime

As a first test of our system, we choose to reproduce ESE results in the overdamped regime, which was explored in colloidal systems in [121, 128].

Here, we performed the same compression as in the STEP protocol studied in the previous section, at $p_{\text {gas }}=1$ bar of the same factor $\chi=1.4$, but with an ESE protocol of target time $t_{f}=8 \mu \mathrm{~s}$, shorter than the measured relaxation time along the $z$ axis, $t_{z}=11.5 \mu \mathrm{~s}$.

As can be seen in the top panel of figure 3.8, $k_{\text {trap }}$ reaches far higher values than in the STEP protocol, before going down to the final level. Over the $z$-axis, $\sigma_{z}$ is at equilibrium at $t_{f}$, which demonstrates the efficiency of the protocol.
As previously observed, thermal lensing in the AOM generates a motion along the $z$-axis. This effect is seen when considering $\langle z\rangle$, where we observe that at the final time $t_{f}$ the particle is slightly displaced from the trap centre and slowly relaxes towards its final position $\langle z\rangle=60 \mathrm{~nm}$. An observation of $\sigma_{x}$, for which this protocol was not designed, shows that $\sigma_{x}$ is forced to follow the variation of $k_{\text {trap }}, k_{x}$ staying proportional to $k_{z}$ (due to the intrinsic geometry of the beam). The dynamics along $x$ being faster than along $z$ by one order of magnitude (with $\left.t_{x}=1.5 \mu \mathrm{~s}\right), \sigma_{x}$ is yet able to reach equilibrium at a time close to $t_{f}$.


Figure 3.8: Time evolution of $k_{\text {trap }} / k_{i}, \sigma_{x}, \sigma_{z}$ and $\langle z\rangle$ in the case of an overdamped compression ESE protocol performed at $P_{\text {gas }}=1$ bar with $\chi=1.4$. To achieve a faster equilibration at $t_{f}=8 \mu$ s over the $z$-axis, $k_{\text {trap }}$ follows a smoother variation than in the STEP protocol, and reaches at halfway a maximum value almost 3 times bigger than $k_{i}$. Over the $z$-axis, $\sigma_{z}$ reaches equilibrium at $t_{f}$, proving the efficiency of the ESE protocol. Meanwhile, $\sigma_{x}$ follows the variation of the stiffness $k_{x}$ imposed by the protocol over the 3 axes, and is also at equilibrium at $t_{f}$. Considering $\langle z\rangle$, while a first position is reached at $t_{f}$ at 50 nm , a slow drift is observed that moves the trap towards the equilibrium position observed in the STEP case, at 60 nm . As before, we ascribe this to the thermal lensing due to the AOM.

## Underdamped regime



Figure 3.9: a. Time evolution of $\rho(x)$ during an ESE protocol in the underdamped regime, obtained by computing for each time $t$ a histogram from the $2 \times 10^{4}$ positions $x(t)$ (each time trace being re-centered by subtracting its mean value). b. Evolution of the parameters $\alpha, \beta$ and $\delta$, which are computed from equation (3.2.3) and characterize the full distribution $\rho\left(x, v_{x}, t\right)$. A good agreement between these values and the theoretical ones (red dotted lines) is observed, except for a small discrepancy in $\beta$.

Moving on to the underdamped regime, we perform an ESE protocol under the same conditions as for the STEP protocol ( $p_{\text {gas }}=5 \mathrm{mbar}, \chi=0.6$ ), and choose a target equilibration time $t_{f}=26 \mu \mathrm{~s}$, corresponding to a five-times speed-up compared to the STEP total relaxation time $3 t_{v}=150 \mu \mathrm{~s}$.

Figure 3.9 a. shows the evolution of $\rho(x)$ during the protocol. In comparison with figure 3.2, no oscillations are observable, and the final density $\rho_{f, e q}(x)$ is reached at $t_{f}$.

Looking at the time evolution of $\sigma_{x}, \sigma_{v_{x}}$ and $\left\langle x v_{x}\right\rangle$ pictured in figure 3.10, we confirm that equilibrium is reached in time $t_{f}$, and that the experimental curves follow the theoretical ones closely. While the ESE protocol involves the succession of an expansion and a compression in position space, it performs these operations in reverse in velocity space. Moreover, $\left\langle x v_{x}\right\rangle$ stays closer to zero than during the STEP protocol, which means that position and velocity are less correlated. This in turn allows the system to thermalize faster.

From the experimental data, it is also possible to compute the evolution of the parameters $\alpha, \beta$ and $\delta$ used in the definition of the ESE protocol, through the relations :

$$
\alpha=\frac{\sigma_{v v}}{2\left(\sigma_{v v} \sigma_{x x}-\sigma_{x v}\right)}, \quad \beta=\frac{\sigma_{x x}}{2\left(\sigma_{v v} \sigma_{x x}-\sigma_{x v}\right)}
$$



Figure 3.10: Time evolution of $k_{t r a p} / k_{i}, \sigma_{x}, \sigma_{v_{x}}$ and $\left\langle x v_{x}\right\rangle$ in the case of an underdamped expansion ESE protocol performed at $P_{\text {gas }}=5 \mathrm{mbar}$ with $\chi=0.6$. To achieve a faster equilibration at $t_{f}=26 \mu$ s over the $x$-axis, $k_{\text {trap }}$ follows a smoother variation than in the STEP protocol, and reaches at halfway a minimum value 5 times smaller than $k_{i}$. At $t_{f}, \sigma_{x}$ and $\sigma_{v_{x}}$ are at equilibrium, in stark contrast with $3 t_{v} \approx 150 \mu \mathrm{~s}$ with the STEP protocol. Plots of the theoretical evolution of $\sigma_{x}, \sigma_{v_{x}}$ and $\left\langle x v_{x}\right\rangle$ (red dotted line) show an almost perfect agreement with the experimental data, except for a small discrepancy for $\sigma_{v_{x}}$. In particular, one observed that compared with the STEP protocol, $\left\langle x v_{x}\right\rangle$ stays close to zero, which means that position and velocity are less correlated than in the STEP protocol.

$$
\delta=\frac{-\sigma_{x v}}{\left(\sigma_{v v} \sigma_{x x}-\sigma_{x v}\right)}
$$

Comparing these quantities with the theoretical ones (dotted red lines), we observe a very good agreement (except for a small discrepancy in $\beta$ ), which underlines our ability to control and measure the temporal evolution of the full probability distribution $\rho\left(x, v_{x}, t\right)$ defined in equation 3.7.

Finally, we also present in figure 3.11 the compared evolution of the kurtosis of $\rho(x)$ and $\rho\left(v_{x}\right)$ during the STEP and ESE protocols, and verify that they stay close to 3 , which confirm that they stay Gaussian along the whole processes, which was a prerequisite for the derivation of the ESE protocol.

These results represent the first realization of ESE protocols in the underdamped regime.


Figure 3.11: Particle probability density kurtosis in position (left) and velocity (right) for a STEP and an ESE protocol. The kurtosis staying close to three demonstrates that the probability density function remains Gaussian at all times.

### 3.2.4 . Energetics

As mentioned in the introduction, beyond optimizing the time of a state-tostate transformation, another important aspect of such transformations is their energetics, which plays a central role in the efficiency of the transformation. We show here that we can compute the related quantity of heat and work, an important step towards their optimization in the future.

These quantities are correctly treated through the formalism of stochastic energetics [20]. From the time traces of the STEP and ESE protocols in the underdamped regime presented in the precedent sections, it is possible to compute the cumulative heat,

$$
\begin{equation*}
\langle Q(t)\rangle=-\int_{0}^{t} k\left(t^{\prime}\right)\left\langle x v_{x}\right\rangle \mathrm{d} t^{\prime}-\left[\frac{1}{2} m\left\langle v_{x}^{2}\right\rangle\right]_{0}^{t}=\left\langle Q_{x}(t)\right\rangle+\left\langle Q_{v}(t)\right\rangle \tag{3.12}
\end{equation*}
$$

and the cumulative work

$$
\begin{equation*}
\langle W(t)\rangle=\int_{0}^{t} \frac{1}{2} \dot{k}\left(t^{\prime}\right)\left\langle x^{2}\right\rangle \mathrm{d} t^{\prime} \tag{3.13}
\end{equation*}
$$

of our system. The results are shown in figure 3.12. For completeness, we also present the result of compression protocols, performed at the same pressure, for $\chi=1.4$, in figure 3.13.

In the case of a STEP protocol, the cumulative work is estimated from its theoretical value

$$
\begin{equation*}
\langle W(t)\rangle=\frac{\chi-1}{2} k_{B} T \tag{3.14}
\end{equation*}
$$

for any positive time.
First, we observe that the ESE protocol is energetically more costly than the STEP protocol, which is the price to pay for accelerating the state-to-state transformation.

Second, in both protocols, we observe that the final heat $Q$ and final $W$, although close, do not perfectly match. Interestingly, the decomposition of $Q$ into $Q_{x}$ and $Q_{v}$ shows that this discrepancy arises from $Q_{v}$. It alludes to a few possible explanations:


Figure 3.12: Top : Work $W$ and heat $Q$ computed for expansion STEP and ESE protocols in the underdamped regime ( $p_{\text {gas }}=5 \mathrm{mbar}$ ). Middle and bottom : decomposition of $Q$ into $Q_{x}$ and $Q_{v}$ for both protocols, stressing out the fact that the discrepancy between the final $W$ and $Q$ stems from $Q_{v}$.

- The velocity being obtained by differentiating noisy time traces, computing $Q$ is more prone to errors, which accumulate over time.
- Our hypothesis that we perform an isothermal transformation is not valid and by changing the power of the trapping laser, we could also influence the local environment of the particle, a situation reminiscent of hot Brownian motion [90].
- Some other process is at play and slightly modifies the dissipation of the system.

Finally, the ability to optimize fast isothermal expansions/compressions in the underdamped regime paves the way for the realization of nano heat engines. Indeed the power generated by such a motor during a cycle of duration $\tau$ is $P=-W / \tau$. To realize efficient heat engines, it is thus necessary to minimize the time of each cycle, as well as maximize $W$ [129, 130, 131].


Figure 3.13: Top : Work $W$ and heat $Q$ computed for compression STEP and ESE protocols in the underdamped regime ( $p_{\text {gas }}=5 \mathrm{mbar}$ ). Compared with the expansion protocol of figure 3.12, the discrepancy is much more important on $Q$.

### 3.3. Robustness of ESE protocols

In control theory, it is of the essence to be able to define which tolerances are admissible for a given procedure to achieve the intended result. Until now, we studied ESE protocols designed for a given frequency and relaxation time. In this last section, we study how they fare under relaxed constraints. From another point of view, our work has until then been interested with protocols initially designed for 1D systems. A levitated particle has three degrees of freedom for its centre of mass, and there is a growing interest in the community to design protocols able to control multi-modes systems [132].

We thus propose to study the effect of ESE protocols designed for the $x$-axis on the $z$-axis. Figure 3.14 presents the evolution of $\sigma_{x}$ and $\sigma_{z}$ under two different ESE protocols in the underdamped regime at $p_{\text {gas }}=5 \mathrm{mbar}$ :

- The first is the protocol studied until now, with $\chi=0.6$ and $t_{f}=26 \mu \mathrm{~s}$.
- The second being a faster protocol, with $t_{f}=7.75 \mu \mathrm{~s}$, and a relaxed condition $\chi=0.75$.

For these two protocols, the difference in angular frequencies between the $x$ and $z$ axes is such that $\omega_{x} / \omega_{z} \approx 3.4$. Yet, for the first protocol, we observe that applying the ESE protocol designed for $\omega_{x}$ performs surprisingly well over the


Figure 3.14: Comparison of the evolution of $\sigma_{x}$ (orange) and $\sigma_{z}$ (green) for two different ESE protocol performed at $P_{\text {gas }}=5 \mathrm{mbar}$. For both figures, $\omega_{x} / \omega_{z} \approx 3.4$. Top : ESE protocol with $\chi=0.6$ and $t_{f}=26 \mu \mathrm{~s}$. Bottom: ESE protocol with $\chi=0.75$ and $t_{f}=7.75 \mu \mathrm{~s}$. While the first protocol achieves equilibrium at $t_{f}$ on both axes, the second protocol, faster, achieves equilibrium at $t_{f}$ over the $x$-axis, hence producing a 17 -fold reduction in equilibration time, but drives the $z$-axis out of equilibrium.
$z$-axis (due to a degraded SNR over $z$, a small offset is visible between the two initial states, but this does not affect the present discussion), bringing both axes to equilibrium at $t_{f}$ (the same observation could be done for $y$, for which $\omega_{x} / \omega_{y} \approx$ 1.3). In comparison, while the second protocol efficiently performs equilibration over the $x$-axis 17 -times faster than the natural relaxation rate, it drives the system out-of-equilibrium over the $z$-axis. After $t_{f}$, the system relaxes to equilibrium, dissipating energy to the bath through damped oscillations at $2 \omega_{z}$, as observed for the STEP protocol, with a characteristic relaxation time $t_{v}=1 / \Gamma$.

To address more quantitatively the robustness of a protocol defined for a reference system, we propose to characterize how close from equilibrium ends an arbitrary system submitted to this protocol.

To characterize this distance to equilibrium between the system distribution at the end of the protocol, $p(x, v)$ and the equilibrium distribution $q(x, v)$, we use the Kullback-Leibler divergence $D(p \| q)$. This estimator is defined as

$$
\begin{equation*}
D(p \| q)=\iint \mathrm{d} x \mathrm{~d} v p(x, v) \ln \left(\frac{p(x, v)}{q(x, v)}\right), \tag{3.15}
\end{equation*}
$$

and can be seen as a statistical distance between the two distributions $p$ and $q$.
Here, we are interested in the efficiency of an ESE protocol defined for a system of natural frequency $\omega_{\text {ref }}$ applied to a system of frequency $\omega$. We thus determine


Figure 3.15: Kullback-Leibler divergence for the ESE protocols as a function of the final time $t_{f}$ and the frequency difference $\omega / \omega_{\text {ref }}$
a. Computed for ESE protocols used in this chapter and defined with the polynomial 3.10.
b. Computed for ESE protocols with the alternative definition 3.11.
the ESE protocol corresponding to a system of natural frequency $\omega_{\text {ref }}$ and damping $\Gamma$, and for a final time $t_{f}$. From the set of coupled equations 3.2.1, we then numerically compute the evolution of the distribution

$$
\begin{equation*}
\rho\left(x, v_{x}, t\right)=\frac{\sqrt{4 \alpha(t) \beta(t)-\delta(t)^{2}}}{2 \pi} e^{-\alpha(t) x^{2}-\beta(t) v^{2}-\delta(t) x v} \tag{3.16}
\end{equation*}
$$

of a system of frequency $\omega$ submitted to the protocol (with the same damping and the same final time). We thus compute the final value of the distribution $p(x, v)=\rho\left(x, v_{x}, t_{f}\right)$

By considering the equilibrium target distribution :

$$
\begin{equation*}
q(x, v)=\rho_{\mathrm{eq}}\left(x, v_{x}, t_{f}\right)=\frac{m \omega \chi}{\pi k_{B} T} \exp \left(-\chi \frac{m \Omega_{i}^{2}}{k_{b} T} x^{2}-\frac{m}{k_{b} T} v^{2}\right) \tag{3.17}
\end{equation*}
$$

one can show that the Kullback-Leibler divergence writes:

$$
\begin{equation*}
D(p \| q)=\frac{1}{2} \ln \left[\frac{4 \alpha \beta-\delta^{2}}{4 \alpha^{\mathrm{eq}} \beta^{\mathrm{eq}}}\right]-\left(\alpha-\alpha^{\mathrm{eq}}\right) \sigma_{x x}^{f}-\left(\beta-\beta^{\mathrm{eq}}\right) \sigma_{v v}^{f}-\delta \sigma_{x v}^{f} \tag{3.18}
\end{equation*}
$$

where we can reverse the equations 3.2.3 to obtain

$$
\left\{\begin{aligned}
\sigma_{x x} & =\left\langle x^{2}\right\rangle=\frac{2 \beta}{4 \alpha \beta-\delta^{2}} \\
\sigma_{v v} & =\left\langle v^{2}\right\rangle=\frac{2 \alpha}{4 \alpha \beta-\delta^{2}} \\
\sigma_{x v} & =\langle x v\rangle=\frac{-\delta}{4 \alpha \beta-\delta^{2}}
\end{aligned}\right.
$$

The Kullback-Leibler divergence for the ESE protocols as a function of the final time $t_{f}$ and the frequency difference $\omega / \omega_{\text {ref }}$ is shown in figure 3.15-(a).

A couple of interesting features are observed. First, the protocols are more robust for moderate acceleration, as discussed for experimental data in the previous subsection. Then, the evolution of the Kullback-Leibler divergence is nonmonotonic, and we observe a coupling between frequency and final time impacting protocol robustness. As a consequence, for a given system frequency $\omega$, tuning the final time to reach a state closer to equilibrium could be interesting.

To discuss the universality of these features, we apply the same procedure for a protocol defined by using the sinusoidal decomposition for the $\Delta$ function (3.11) instead of the polynomial expression (3.10) we used for our experiments.

The results are presented in figure 3.15-b., demonstrating the same properties, with a worse protocol efficiency for decreasing final time and the non-monotonic behaviour of the Kullback-Liebler divergence.

Finally, we demonstrate that Kullback-Leibler divergence could be a strategy to characterize the robustness of state-to-state protocols. If the two proposed protocols share the same limitation to moderate speed-up, our strategy could be used to discuss other protocols, both for fast equilibration and work optimization.

### 3.4. Conclusion

In this chapter, we have explored the temporal control of the dynamics of a levitated particle, by exploring first the natural relaxation timescales involved in the overdamped and underdamped regime. Then, we showed that Engineered Swift Equilibrium protocols makes it possible to perform fast transformations between arbitrary equilibrium states. We finally explored the robustness of these protocols and their application to multi-modes systems.

Coupled with recent advances in thermal bath engineering [55] and fine temperature control [64], this work opens up the possibility to implement nano-heat engines [119, 122], by allowing to optimize their power and efficiency through controlled yet swift transformations.

Three limits of this approach must be stressed :

- To achieve faster transformations in the underdamped regime, it is necessary to find a way to implement transiently locally null or negative stiffness, which is not possible as long as our approach is limited to one Gaussian trapping beam.
- The limiting factor in performing a fast compression is the maximal stiffness reached in the overshoot of the ESE protocol. This pleads to choose an initial equilibrium state with the smallest stiffness achievable to maximize this ratio.
- To perform more general transformations, and in particular to realize nonGaussian states, it is necessary to generate non-harmonic potentials.

These three endeavours are the matter of the next chapter.

## 4 - Generation and characterization of arbitrary potentials


#### Abstract

The climate system is a coupled non-linear chaotic system, and therefore the long-term prediction of future climate states is not possible. Rather the focus must be upon the prediction of the probability distribution of the system's future possible states by the generation of ensembles of model solutions.
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While Gaussian distributions are ubiquitous, other distributions are routinely encountered and contribute to the richness of physics. In the previous chapter, I addressed the essential topic of state-to-state transformations.

The extension of this work to non-harmonic cases, while challenging theoretically and experimentally, opens the way to intriguing questions on the evolution of distributions in arbitrary potentials and timings [133] or on optimal diffusion [134]. The control of distributions also offers unique opportunities to generate out-equilibrium states that could provide state erasure with power consumption below the Landauer limit [56] or toward tests of general stochastics thermodynamics theorems [135]. Beyond nano-thermodynamics, this question is also central in general for optomechanics, where the control of distributions beyond the Gaussian case is critical for the development of quantum optomechanics [136, 137, 138]. Finally, this could also serve as a resource to increase the sensitivity of levitated particle force sensors [139, 140]. Hence, while other approaches seek to precisely determine the influence of the Duffing terms introduced in chapter 2 section 2.1 for levitated optomechanics [83], our goal is here to use optical potentials with strong nonlinearities (i.e. anharmonicities) to generate arbitrary non-Gaussian distributions, in a way reminiscent of previous work in the field of numerical simulations [141, 142]

In this chapter, I first demonstrate the generation of arbitrary 1D optical potentials for levitated particles. I then discuss the characterization of these potentials and the related challenges induced by the measurement non-linearities of the particle dynamics detection (i.e. the detectors signals are not simply proportional to the particle positions). Finally, I show that the use of advanced statistics methods based on Kalman filters allows an improved reconstruction of the potentials.

### 4.1. Generation of arbitrary potentials

### 4.1.1 . Beam shaping of focal fields



Figure 4.1: Arbitrary 3D arrays of neutral atoms generated by creating a phasedpattern beam by using the Gerchberg-Saxton algorithm with an SLM (from [144])

Many approaches have been proposed and demonstrated for the generation of complex focal fields. The ability to shape beams is indeed a requirement for many experiments, in particular in nanomechanics and in cold atoms. A recent review of techniques used in the latter can be found in [143].

First, a complete control of the incoming optical field can be achieved by using a spatial light modulator (SLM) to modulate the phase or the amplitude of the field. To do so, one usually compute a holographic mask, which encoded on the SLM will act as a diffractive optical element. A common application is the generation of arrays of optical tweezers, that have been used to trap hundreds of atoms in 2D [34] or 3D [144] (Figure 4.1). Such systems also allow to trap multiple particles to study optical binding forces, in colloids [110] and more recently in vacuum [111]. SLM also allows one to generate non-Gaussian beam profile, from continuous optical potentials [145], to various complex beams. For instance, recent works demonstrated the realization of Bessel beams [146], Airy beams [147], dark focus beams [148]. Along the same lines, in biophysics, inversion of the Debye-Wolf integral (equation 2.12) is performed to generate aberration-corrected illumination volumes [149, 150]. While allowing impressive feats such as pictured in figure 4.1, the use of SLM is limited in terms of temporal resolution, the highest frame rate achievable being of the order of 250 Hz . Another promising system, with very close applications, is the use of Digital Micromirror Devices (DMD), with frame rate up to a few tens of $\mathrm{kHz}[151,152]$. This represents a noticeable improvement over SLM, but is still at least one order of magnitude lower than our system dynamics. Besides, the unique control allowed by SLM or DMD comes at the cost that the generation of time-varying optical potentials requires advanced algorithms for the
computation of holograms. Also, spurious interference effects and speckle may make the generation of clean continuous optical potentials challenging [134].

A second approach to generate arbitrary potentials, known as optical painting or time-shared optical traps, consists in moving a single Gaussian beam faster than a characteristic time of the system, so that it is subjected to a force which derives from the time-averaged field intensity. Originally used for the manipulation of bacteria [153], and later used for colloids [154] this approach seems to gain recently more interest in the BEC community $[155,156]$. One limitation is the trade-off between the scanning rate and the depth of the resulting time-averaged potential.

A third approach consists in generating a virtual potential. By monitoring in real time the position of the system, a feedback loop applies a force at each time step which emulates the existence of a real optical potential. This approach was successfully used in colloidal experiments [157, 158, 128]. Until recently, this technique was mostly used in overdamped systems, where the dynamics is slow enough to perform the necessary feedback at a sufficiently fast rate without being hindered by noise and drifts. These issues were overcome in [159] in the case of an underdamped cantilever to create a controllable double-well potential and investigate Landauer's bound. However, the dynamics of this system is of the order of the kHz , i.e. two orders of magnitude lower than ours. An alternative approach was recently demonstrated on levitated particles by controlling the effective system damping rather than the force applied to the particle [160]. Nevertheless, virtual potentials have several limitations. First, as any feedback approach, its quality is limited by the speed and the quality of particle position acquisition. Then, there is a risk that the continuously adapting feedback force biases the dynamics of the particle, by automatically erasing contributions that are not taken into account in the theoretical model used to derive it.

All these considerations justify the use of another approach, developed in the following section.

### 4.1.2 . 1D arbitrary potential from single beams superposition

We chose to follow the approach proposed in the reference [161] to generate an arbitrary potential as a combination of beams diffracted through the AOM by a sum of driving frequencies.

As discussed in chapter 2, the AOM allows to precisely position a single Gaussian trap at the objective focus by tuning the driving frequency $f_{\text {AWG }}$. By driving the AOM with a multi-frequency RF wave, it is thus possible to generate a 1 D continuous potential from the superposition of individual Gaussian traps.

The idea behind this approach is then to first compute a decomposition of the targeted potential as a sum of overlapping Gaussian beams, which correspond to individual laser beams centred along different positions $x_{0, n}$ and with depth $U_{0, n}$.

The signal provided to the $A O M$ is then

$$
\begin{equation*}
V_{\mathrm{AWG}}=\sum_{n=1}^{N} V_{n}^{0} \sin \left(2 \pi f_{\mathrm{AWG}, n} t+\varphi_{n}\right) \tag{4.1}
\end{equation*}
$$

In the focal plane of the trapping objective, the potential generated by the associated $N$ beams is then :

$$
\begin{equation*}
U_{\text {opt }, \text { tot }}(x)=\sum_{n=1}^{N} U_{0, n} e^{-\frac{2\left(x-x_{0, n}\right)^{2}}{w_{0}^{2}}} \tag{4.2}
\end{equation*}
$$

where the values $U_{0, n}$ are related to $V_{n}^{0}$ and $x_{0, n}$ to $f_{\text {AWG, } n}$ by the calibration procedure described in the chapter 2 (section 2.3.2). We note that by construction, the AOM imposes a frequency shift of $f_{\text {AWG }, n}$ to each of the $N$ optical beams. So we will observe optical beating between theses different beams at frequencies $\Delta f_{\text {AWG }}=f_{\text {AWG }, i}-f_{\text {AWG }, i}$. To keep the particle trapped, it is important that this beating remains at frequencies large compare to the particle dynamics. We thus impose $\Delta f_{\text {AWG }}>500 \mathrm{kHz}$, limiting the distance between two consecutive beams at the focus to 50 nm . Also, the phases $\varphi_{n}$ may be chosen to limit the interferences between the $N$ RF signals in the AOM [35]. However, this point is not relevant for $N=2$ that will be discussed in the next section.

Figure 4.2 recapitulates the procedure. Here, the target potential (red dotted line) of negative stiffness is realized through the superposition of two laser beams, located at symmetric positions along the origin of the $x$-axis (which corresponds to a driving frequency of 115 MHz ). To create them, we drive the $A O M$ with two different frequencies generated by the AWG (here, 111 and 119 MHz ). This in turn generates two diffracted beams at different angles $\theta_{1}$ (resp. $\theta_{2}$ ), which are related to $x_{1}\left(x_{2}\right)$ through the relation (2.45) detailed in chapter 2.

As a first proof of concept, figure 4.3 presents the realization of four optical potential with a 532 nm laser : a broad harmonic potential, a broader potential, a flat top potential and a large double-well potential. As discussed previously, we first compute the best set of Gaussian beams (dotted black) to match the target potential (dotted blue). The generated sum is then shown in red.

As mentioned earlier, to achieve this experimentally, it is then crucial to generate Gaussian beams with the right intensity and position. For that, we use the calibration procedure detailed in section 2.3.2 and presented in figure 2.11, that provides for each driving frequency $f_{\text {AWG }}$ the efficiency of the $A O M$ as well as the beam position.

The resulting potentials are then imaged with a camera, demonstrating the viability of the approach.

To go further, and verify that the optical potential seen by a trapped particle is the one expected, we conduct a simpler experiment using only two beams. Besides the technically simpler approach of using only two driving frequencies, this provides


## AWG

Figure 4.2: Principle of sum of Gaussian beam generation. To generate tailored potentials, an arbitrary waveform generator (AWG) is used to generate simultaneously a sum of sines at different frequencies around the central working frequency of the acousto-optic modulator (AOM). The AOM then deflects as many first order beams, which are then combined through a double telecentric system (not pictured) to the focus of the trapping microscope objective. The resulting sum of $N$ beams allows for a great flexibility in the shape of the target potential, which can be locally negatively curved, periodic, asymmetric, depending on the intensity (controlled by the amplitude $V_{\mathrm{AWG}, i}$ of the sine) and position (controlled by the frequency $f_{\mathrm{AWG}, i}$ ). For clarity, we depicted here the case $N=2$.


Figure 4.3: Generation of arbitrary potentials, with simulated potentials (top) and the resulting intensity imaged on a camera (bottom). The generated potentials follow approximately the expected shape.
a unique way to tune the potential from harmonic to bistable through a fully quartic potential, by controlling the distance between the two beams.

In the rest of this chapter, we thus demonstrate that our experimental approach allows such a control. We then identify some technological locks that have to be addressed to fully benefit from the high degree of control gained on the potential.

### 4.1.3 . Control of potential nonlinearities in a dual beams configuration

Assuming that the gradient force is the dominating force, we have shown in the chapter 2 that the optical potential is proportional to the optical field intensity at the objective focus. Consequently, a single beam potential, centred on position $x_{0}$, writes:

$$
\begin{equation*}
U_{\text {single }}(x)=U_{0}\left(1-e^{-2\left(\frac{x-x_{0}}{w_{0 x}}\right)^{2}}\right), \tag{4.3}
\end{equation*}
$$

where $w_{0 x}$ is the focused Gaussian beam waist.
The sum of two such beams, located at $x_{0}$ and $-x_{0}$, is then given by :

$$
\begin{align*}
U_{\text {opt }}(x) & =U_{\text {single }}\left(x+x_{0}\right)+U_{\text {single }}\left(x-x_{0}\right)  \tag{4.4}\\
& =U_{0}\left(2-e^{-2\left(\frac{x-x 0}{w_{0 x}}\right)^{2}}-e^{-2\left(\frac{x+x 0}{w_{0 x}}\right)^{2}}\right)  \tag{4.5}\\
& =U_{0}\left(2-e^{-2\left(\frac{x}{w_{0 x}}\right)^{2}} e^{-2\left(\frac{x_{0}}{w_{0 x}}\right)^{2}}\left(e^{-2 \frac{2 x x 0}{w_{0 x}^{2}}}+e^{2 \frac{2 x x 0}{w_{0 x}^{2}}}\right)\right)  \tag{4.6}\\
& =U_{0}\left(2-e^{-q^{2} / 2} e^{-q_{0}^{2} / 2}\left(e^{-q q_{0}}+e^{q q_{0}}\right)\right) \tag{4.7}
\end{align*}
$$

where we introduced $q=2 \frac{x}{w_{0 x}}$ and $q_{0}=2 \frac{x_{0}}{w_{0 x}}$.
From this expression, we can derive the leading terms of the potential curvature. By performing a Taylor expansion in $q$ of this expression around local minima, we can write $U_{\text {opt }}(x)$ as

$$
\begin{equation*}
U_{\text {opt }}(x)=2 U_{0}\left(1-e^{-2\left(\frac{x_{0}}{w_{0 x}}\right)^{2}}\left(1+\alpha_{x}\left(q_{0}\right) x^{2}+\beta_{x}\left(q_{0}\right) x^{4}\right)\right) \tag{4.8}
\end{equation*}
$$

The terms $\alpha_{x}$ and $\beta_{x}$ are respectively the quadratic and quartic (i.e. Duffing) terms of $U_{\text {opt }}$, defined by :

$$
\begin{equation*}
\alpha_{x}\left(q_{0}\right)=\left(\frac{q_{0}^{2}}{2}-\frac{1}{2}\right)\left(\frac{2}{w_{0 x}}\right)^{2} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{x}\left(q_{0}\right)=\left(\frac{q_{0}^{4}}{24}-\frac{q_{0}^{2}}{4}+\frac{1}{8}\right)\left(\frac{2}{w_{0 x}}\right)^{4} \tag{4.10}
\end{equation*}
$$

with roots $x_{0}=\frac{w_{0 x}}{2}$ for $\alpha_{x}$ and $x_{0}=\frac{\sqrt{3 \pm \sqrt{6}}}{2} w_{0 x}$ for $\beta$. The variations of these expressions is presented on figure 4.4, as well as some selected potentials.

We can in the same way derive the values of $\alpha$ and $\beta$ for $y$ and $z$, which are:

$$
\begin{equation*}
\alpha_{y / z}\left(q_{0}\right)=-\frac{1}{2}\left(\frac{2}{w_{0 y / z}}\right)^{2} \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{y / z}\left(q_{0}\right)=\frac{1}{8}\left(\frac{2}{w_{0 y / z}}\right)^{4} \tag{4.12}
\end{equation*}
$$

For $q_{0}>1$, expressions can also be obtained numerically. For the following, assuming a harmonic approximation leads to:

$$
\begin{equation*}
k_{i}\left(q_{0}\right)=-4 U_{0} e^{-\frac{q_{0}^{2}}{2}} \alpha_{i}\left(q_{0}\right) \tag{4.13}
\end{equation*}
$$

for $i \in\{x, y, z\}$. This expression allows us to determine approximates of the harmonic frequencies $f_{0 x}, f_{0 y}$ and $f_{0 z}$. Note that a complete derivation of the exact shape of the PSD for arbitrary nonlinearities, given by $\beta_{i}$ and terms of higher orders, remains challenging [162, 81].


Figure 4.4: Evolution of the nonlinearities of dual beam potentials. For $x_{0}=w_{0 x} / 2$, a perfectly quartic potential is generated (pink). Beyond this value, $\alpha$ becomes positive. In turn, the stiffness of the potential is locally negative, meaning that the potential is repulsive in its center.

By controlling the separation of the two beams, it is thus possible to control the nonlinearities of the potential up to the quartic terms, which makes our platform an ideal testbed for their study.

Experimental realization of this is presented in figure 4.5. We record the 3D dynamics of the particle for different separation between the two beams. We used the calibration data presented in figure 2.11 to ensure that the laser power delivered in two beams is identical, and that the beams are located symmetrically around the reference beam (which corresponds to an AOM driving frequency of 115 MHz ). This is crucial, as any imbalance between the two beams will result in an asymmetric distribution, or equivalently in an optical potential with unwanted nonlinearities.

To get an estimate of the real displacement of the particle, the recorded timetraces are rescaled using a constant calibration factor $c_{x x, 0}$ for all dataset. We
compute this calibration factor as the sensitivity of the measurement for a trap at the origin $x_{0}=0$, using the procedure described in the section 2.4.2. As we will see, this approximation is legitimate only as long as the particle stays close to the origin.

A natural solution to characterize the potential is to use its relation to the probability density of the particle (see section 2.2.3):

$$
\begin{equation*}
\rho(x)=\rho_{x, 0} e^{-\frac{U(x)}{k_{B} T}} \tag{4.14}
\end{equation*}
$$

We estimate the particle probability density by histograming the time traces associated with the $x$ motion of the particle (Figure 4.5-b.), estimated in the linear approximation $\tilde{x}=S_{x} / c_{x x, 0}$ as explained. The associated effective potentials are shown in figure 4.5-a. and c. The difficulty to characterize the experimental distributions is readily visible in this figure.

To make the reading easier, we separate the data in two categories : the first 10 acquisitions, where $\Delta x_{0}=2 x_{0}$ varies between 50 and 500 nm , and the 10 last, where it goes from 550 to 1000 nm .

The first batch of distributions (panel a.) presents a clean variation from peaked Gaussian (with no noticeable change for the first ones) to broader ones. Accordingly, the related potentials seem close to harmonicity.

On the contrary, the distributions presented in panel c. differ significantly from one another. Starting with fat-tailed distributions, we reach for $\Delta x_{0}=650 \mathrm{~nm}$ (red) an almost flat potential, whose distribution is quite asymmetric. Pushing the separation of the two beams further, they completely separate, resulting in a double-well potential. The first truly bistable potential (for $\Delta x_{0}=750 \mathrm{~nm}$, brown) is markedly asymmetric, with a distribution 5 times more peaked on the left side than on the right side. An important feature of this potential is its negative curvature. Alas, one can already observe that this negative curvature does not seem well defined or symmetric, which is a prerequisite for their use for ESE protocols. The next potential at $\Delta x_{0}=800 \mathrm{~nm}$ (pink) fares a lot better in this regard, both sides of its distribution having similar weights. The two wells seem to be separated by around 250 nm , which is far less than $\Delta x_{0}$.

While the inter-wells distance is physically expected to be slightly smaller than the distance between two overlapping Gaussian beams, this discrepancy hints at a limitation of our setup evoked in the section 2.4.3): the nonlinearity and nonbijectivity of $S_{x}$, which also explains why traps seem to be moving back to the centre.

Thus, our detection's non-linearities prevent appropriate calibration of the optical trapping potentials. Consequently, the potentials plotted in figure 4.5 are only effective and do not represent an actual physical situation (especially for large $\Delta x_{0}$ ). This approach does not allow us to validate our approach for generating non-linear potentials. To go further, we use an alternative characterization method and compute the PSD of the time traces of the particle dynamics,


Figure 4.5: Experimental realization of arbitrary distribution, performed by moving two beams from a 50 nm separation to $1 \mu \mathrm{~m}$ by 50 nm steps, at $P_{\text {gas }}=10 \mathrm{mbar}$. Distributions and potentials are computed by using the linear approximation $\tilde{x}=$ $S_{x} / c_{x x, 0}$ The coloured top bar of the central figure indicates the position of the distributions plotted on the left and right sides, the separation between the two sides occurring at $\Delta x_{0}=500 \mathrm{~nm}$. We notice that for potentials defined over a large spatial range, distributions and potentials appears completely deformed, a consequence of the nonlinearity of the measure highlighted in chapter 2)
as shown in figure 4.6. If the PSDs are also affected by the detection's nonlinearities (deformation of the peaks, cross-coupling between the measurement axes, appearance of higher order harmonics), at least the natural frequencies are preserved. This allows us to compare the value of the frequencies $f_{0 x}, f_{0 y}$ and $f_{0 z}$ obtained from the fits of the PSD to the theoretical predictions of equation 4.13. As shown in figure 4.6, an excellent agreement is obtained by fitting the model to the data, with as free parameters, the initial frequencies of the traps (at $x_{0}=0$ ) and the beam widths $w_{0 i}$. A collapse of the $x$-frequency is observed around 700 nm (close to the purple distribution in figure 4.5 c .). This separation of beams corresponds thus to the waist $w_{0 x}$, a value close to the one obtained from the simulation in section 2.1 (as a reminder, in figure 2.4, $w_{0 x}=660 \mathrm{~nm}$ ). After the separation, the particle oscillates in one of the two wells of the bistable potential, finally reaching $f_{0 x}\left(\Delta x_{0}=1000 \mathrm{~nm}\right)=110 \mathrm{kHz}$, such that $f_{0 x}\left(\Delta x_{0}=50 \mathrm{~nm}\right) / f_{0 x}\left(\Delta x_{0}=1000 \mathrm{~nm}\right)=\sqrt{2}$, which is expected since the trapping power is now divided between two far separated beams.

The excellent agreement observed with the model then proved that we could control the non-linearities of the optical trap. Nevertheless, using the PSD is relatively indirect in measuring the particle dynamics and could prevent advanced analysis of these dynamics. It is then of prime interest to extend the linear range of our measurement scheme.

## 4.2 . Characterization of nonlinear measurements and effects



Figure 4.6: Observation of the evolution of $f_{0 x}, f_{0 y}$ and $f_{0 z}$ while separating two beams from a distance $\Delta x_{0}$, from 50 to 1000 nm . The evolution of the three frequencies are in good agreement with the theoretical predictions, with a noticeable bifurcation along the $x$-axis when the potential goes from a single to double-well configuration, around $\Delta x_{0}=700 \mathrm{~nm}$. We also observe cross-talk between axes.

## on Gaussian distributions

### 4.2.1 . Study of displaced harmonic traps

As discussed in chapter 2, our detection scheme is nonlinear, and the measured signal is not directly proportional to the particle position. The previous section showed that this affect the determination of distributions created by dual beams as soon as they extend over a large spatial range. To better circumscribe the problem, we study how nonlinear measurements affect Gaussian distributions. To do so, we use a single trapping laser beam that we displaced from the centre by a distance $x_{0}$. Thus, the trap is at first order harmonic, and the associated particle distribution density is a displaced Gaussian distribution. As in the previous section, we compute the particle distribution density, for different trap position $x_{0}$ However, here the particle displacement is not calibrated and all the data are shown in detection signal unit (here mV ). Similarly, we can compute an effective potential, corresponding to the log of the histogram of the measured signal, and that is just a convenient representation of the data. The resulting particle distribution densities and effective potentials are shown in figure 4.7. Further statistical studies on the recorded signals can then be done by computing their standard deviations, skewnesses and kurtoses, as shown in figure 4.8. Theses figures 4.7 and 4.8 clearly presents the limitations of the detection : while around the centre, the potentials are harmonic, as should be expected, they become skewed and their apparent stiffness increases when moving outside (equivalently, the standard deviation of the corresponding distributions decreases, hence their more peaked appearances). From now on, it should be clear that this is a strong limitation to the intended use of our system for the study of out-of-equilibrium thermodynamics in anharmonic potentials. Indeed, the fact that we cannot measure the true dynamics of the particle will affect the computation of the distributions and its moments, as well as thermodynamics quantities such as heat and work.

### 4.2.2 . Existing approaches



Figure 4.7: Evolution of the measured distributions and potentials while displacing the trap along the x-axis. The coloured top bar of the left figure indicates the position of the distributions plotted on the right. The nonlinear and non-bijective nature of the measurement is evident, and causes the observed issues for the estimation of the real potentials/distributions. After turning points located at $\pm 250 \mathrm{~nm}$, which corresponds to minima of sensitivity, the mean values of the measurements move back to the centre. Thus, we find ourselves dealing with ambiguity, since multiple positions can lead to the same measured signal.


Figure 4.8: A look at the statistical quantities of the distributions presented in figure 4.7. Standard deviations / skewnesses are strongly affected as soon as the trap is moved away from the centre

From the previous subsection and the last of chapter 2, we have characterized the limits of our measurement procedure. Now that we are aware of it complexity, what can we do to recover the real 3D dynamics of a particle over a micrometer range?

From the existing literature, a few tracks could be followed :

- We could try to extend the linear range of our measurement, as suggested in [163]. There is however a trade-off between the extension of the linear range, which is a diminution of the SNR.
- We could resort to beam shaping techniques of the measuring beam itself, by using cylindrical lenses or an AOM/SLM to use other modes, such as $\mathrm{TEM}_{10}$ as in [164], to the price of added experimental complexity.
- We could use a fast camera such as a Phantom TMX Serie, or event base imaging such as the Prophesee camera presented in [165]. However, the particles used here are far bigger ( $5 \mu \mathrm{~m}$ ) than ours.
- An interesting new approach presented in [166] proposes to use polarization measurements to extend the linear range of detection of QPD. Again, this work is performed with $\mu \mathrm{m}$ spheres.
- Finally, we could use the aforementioned cross-coupling, as in [167], to obtain a calibration curve (pictured in figure 4.9) used to compute a Maximum Likelihood Estimator (MLE) of the particle position for given signal coordinates ( $S_{x}, S_{y}, S_{z}$ ). Unfortunately, the signal standard deviation of our system is far bigger than the one of the system considered in [167], which makes the use of an MLE estimator difficult.

A last observation could be done in figure 4.9: a variation of the ellipsoid's obliquity is noticeable when moving the trap position. Is this a real physical effect, meaning that the beam diffracted by the AOM rotates depending on its position, or is it again just a measurement problem? Thankfully, we can discard the first alternative, by verifying that the transformations of simulated Gaussian data by the functions derived in chapter 2 (section 2.4.3) follow the same pattern. This is a real-life example of the effects mentioned in [115], which explains more generally the "peanut" shape of $\left(S_{x}, S_{y}\right)$ or $\left(S_{x}, S_{z}\right)$ plots.

Independently of the adopted method, a further constraint is that the measurement laser beam must remain as low as possible (typically 1 mW ), to avoid that it contributes to the existing optical forces, and thus biases the particle dynamics characterisation.

From these elements, we conclude that to determine the real 3D position of a trapped particle in an extended range, one should at the same time fuse usable information along the 3 axes, as well as take into account the whole trajectory. This is the matter of the next section.


Figure 4.9: a. Comparison of ( $S_{x}, S_{y}$ ) plots, taken in the overdamped regime (a.) [167] and in the underdamped regime (b.). While a simple MLE estimator was efficient in the overdamped regime, due to the standard deviation of the signal being 3 order of magnitude smaller than the range of measurement, such approach is not an option in the underdamped regime, where the particle explores a lot more signal space, as can be observed by plotting times traces at a few points. To deal with the inherent ambiguity of our measurements, an alternative solution is needed.

### 4.3. Non-linear Kalman filter

Our objective is to determine the real particle trajectory from the measurement of its dynamics, which is biased by the nonlinearities of the measurement scheme. Kalman filtering is particularly adapted to address this question.

From its early use in the field of rocket science $[168,169]$ to modern use in climate science [170, 171], its purpose is to predict and eventually control the trajectory of a stochastic system, based on noisy observation data and a Bayesian transition model. While in optomechanics the Kalman filter has mainly been used to perform real-time Gaussian states estimations [172, 173, 65], it has to the best of our knowledge never been applied to fuse the 6D information (positions+velocities) available in underdamped experiments to access to the real dynamics of the particle in large potentials. This system nevertheless presents similarities with systems studied in robotics [174, 96, 175], and we can adapt previous examples to our experimental setup [176].

Ultimately, this work could be further developed by taking inspiration from the molecular dynamics community, where learning of complex potentials parameters is accelerated thanks to new neural networks libraries such as JaxMD [177, 178].

### 4.3.1 . Principle and state of the art

We start with a brief introduction to the linear Kalman filter, and then present its adapted version to nonlinear dynamics ${ }^{1}$. While multiple variants of this have been proposed, like the Extended Kalman filter or the Ensemble Kalman filter, we chose the Unscented Kalman filter due to its computational simplicity (which does not involve Monte Carlo methods), and the existence of readily adaptable

[^10]codes [176].
The dynamics of a linear stochastic system, described by its state vector $x$, without external inputs is given by:
\[

$$
\begin{equation*}
x_{k+1}=A x_{k}+v_{k}, \tag{4.15}
\end{equation*}
$$

\]

where $k$ represents the time step, $A$ is the matrix encoding the (linear) dynamics, and $v_{k}$ is the system noise.

If one measures its dynamics, then the observation vector $y$ is related to $x$ by:

$$
\begin{equation*}
y_{k}=C x_{k}+\xi_{k}, \tag{4.16}
\end{equation*}
$$

with $C$ the (linear) output coupling matrix, and $\xi_{k}$ the output (measurement) noise.

The objective of the Kalman filter is then to predict the future state of the system, knowing its past dynamics. In this context, the predicted state and update estimate are written:

$$
\begin{align*}
\hat{x}_{k+1}^{-} & =A \hat{x}_{k} \\
\hat{y}_{k+1} & =C \hat{x}_{k+1}^{-} \\
\hat{x}_{k+1} & =\hat{x}_{k+1}^{-}+L\left(y_{k+1}-\hat{y}_{k+1}\right) \tag{update}
\end{align*}
$$

(propagation)
where $L$ is the observer gain matrix.
These equations give the definitions of the prediction, $\hat{x}_{k+1}^{-}$, as the estimate of $x_{k+1}$ obtained solely from the knowledge of the dynamics $A$ and the prior estimate $\hat{x}_{k}$, and before the observation $y_{k+1}$. Equation (propagation) is thus called the propagation step. Then, the estimation of $\hat{y}_{k+1}$ is computed from $\hat{x}_{k+1}^{-}$. Finally, the estimate $\hat{x}_{k+1}$ is computed just after the observation $y_{k+1}$, and the discrepancy between the real and predicted observation $\hat{y}_{k+1}$ is thus taken into account through the observer gain $L$. Equation (update) is then called the update step.

A similar set of equations can be derived for the estimation of the covariances matrices $P_{k}=\left\langle\left(x_{k}-\hat{x}_{k}\right)\left(x_{k}-\hat{x}_{k}\right)^{T}\right\rangle, P_{k}^{-}=\left\langle\left(x_{k}-\hat{x}_{k}^{-}\right)\left(x_{k}-\hat{x}_{k}^{-}\right)^{T}\right\rangle$.

The goal is then to find a strategy which will minimize this covariances, since this is equivalent to minimizing the error between the estimates and the real states.

Without delving into too much details, Kalman proved that for each step, the optimal observer gain matrix $L^{*}$ is given by :

$$
\begin{equation*}
L_{k+1}^{*}=P_{k+1}^{x y}\left(P_{k+1}^{y}\right)^{-1} \tag{4.17}
\end{equation*}
$$

where $P_{k+1}^{x y}=P_{k+1}^{-} C^{T}$ is the state-observation covariance matrix, and $P_{k+1}^{y}=$ $C P_{k+1}^{-} C^{T}+Q_{\xi}$ is the observation covariance.

The update scheme thus derived is stable as long as the covariance matrix for state estimation errors $P_{k}$ stays close to reality, i.e. does not vanish when the
actual error does not. While this is proven to be the case as long as the system follows linear dynamics, it is not when things become nonlinear.

In the case of nonlinear systems, the propagation and update equations are then turned into :

$$
\begin{array}{lr}
\hat{x}_{k+1}^{-}=f\left(\hat{x}_{k}\right) & \text { (propagation) } \\
\hat{y}_{k+1}=h\left(\hat{x}_{k+1}^{-}\right) \\
\hat{x}_{k+1}=\hat{x}_{k+1}^{-}+L\left(y_{k+1}-\hat{y}_{k+1}\right) & \text { (update) }
\end{array}
$$

where $f$ and $h$ are now nonlinear functions. In our case, $f$ would be a Langevin function with a given local stiffness and $h$ would be the measurement vector $\left(S_{x}, S_{y}, S_{z}\right)$.

A first approach, called the Extended Kalman Filter, is then to fall back to linear equations for the evolution of the co-variances matrices, by taking the partial derivatives of $f$ and $h$. While this performs well enough to guide a rocket to the moon or even for the Global Positioning System, this is not the case for strongly nonlinear systems such as ours.

The Unscented Kalman Filter (UKF) [174] provides a nice alternative, by making use of the Unscented Transform (UT). The main idea is summarized by the authors as:
it is easier to approximate a probability distribution than it is to approximate an arbitrary nonlinear function or transformation [175].

Thus, the problem is turned into the choice of a set of points forming an interpolation basis which captures the characteristics of the distribution $\rho(x)$ (i.e. its moments up to a given order). The transformed interpolation basis is then used to compute the mean and covariance matrices of the observation. We again refer the interested reader to the relevant literature, and resume the principle of the UKF in figure 4.10

For a symmetric distribution in a space of dimension $n$, [181] demonstrates that it is sufficient to have an interpolation basis of $2 n$ points. Crucially, the interpolation basis can be efficiently computed at each steps of the UKF as the lines of a Cholesky decomposition of the covariance matrix $P_{k}$.

These advantages of the UKF filter encouraged us to use the implementation accessible in [176] on our system, to see if it could help to determine the real dynamics of the particle. Since we are able to determine the nonlinear observation function $h \equiv\left(S_{x}, S_{y}, S_{z}\right)$ from the aforementioned calibration procedure (see section 2.3), and we can do reasonable hypotheses regarding the propagation function $f$ (which is a Langevin equation), we should be able to use the UKF to compute the original distribution $\rho(x)$ from our measurements, and hence access to the true shape of arbitrary potentials.

### 4.3.2 . Validation of UKF on simulated data



Figure 4.10: Principle of the Unscented Transform. The actual position of the particle in the $(x, y)$ space is distributed as a Gaussian (blue points on the left). The application of the nonlinear observation function $h(x, y)=\left(S_{x}(x, y), S_{y}(x, y)\right)$ provides the measured distribution (blue points on the right). A set of special points (orange) are chosen in $(x, y)$ space so that they have the same mean and covariance than the real distribution of blue data points. The nonlinear observation function $h$ is then applied, resulting in a set of transformed points that encodes the mean and variance of the data points in $\left(S_{x}, S_{y}\right)$ space. By using this simple deterministic procedure, the UKF is computationally lighter than other approaches such as Monte Carlo techniques. Figure inspired from [180]. The $h$ function corresponds to the actual measurement response of our experimental setup $\left(S_{x}, S_{y}, S_{z}\right)$.

To confirm the ability of the UKF to track the real dynamics of the particle, we start by testing it on simulated data. We model the experiment presented in section 4.2.1, in which a particle is trapped in a harmonic potential whose centre $x_{0}$ is displaced over $1 \mu \mathrm{~m}$.

From the Euler-Maruyama scheme, we generate time traces corresponding to the experimental conditions of the previous section, by computing a transition function $f$ which is the Langevin equation of the system, with given stiffness $k_{\text {trap }}$ and trap centre position $x_{0}$. These "ground truth" traces are then passed through the measure function $h \equiv\left(S_{x}, S_{y}, S_{z}\right)$ to obtain traces emulating the real ones we would obtain through an experimental measurement.

Then, we apply the UKF algorithm to these in silico measurements to fall back to the real space dynamics. The results are then compared to the initial traces, to appreciate the UKF efficiency. Results of these simulations are presented in figure 4.11.

From these experiments, we demonstrate the efficiency of UKF to address our experiment issues in a model case. Also, it allows us to provide some important observations:

- Under the studied model conditions (total knowledge of the measurement function $h$ and transition function $f$, the UKF is able to reconstruct with high fidelity the initial traces, except for a few positions.




Figure 4.11: Applying the UKF to simulated data. Left panel : We simulate Gaussian distributions (each blur on the line) corresponding to a trap displaced along a $1 \mu \mathrm{~m}$ range, as in the experiments. Center: we apply the observation function $h \equiv\left(S_{x}(x, y, z), S_{y}(x, y, z), S_{z}(x, y, z)\right.$ to the Gaussian distributions. The resulting shape well corresponds to experimental observation (Figure 4.7). Right : we feed the simulated measurements into the UKF. Here, we perfectly know $f$ and $g$, and did not add measurement noise. We are then able in one run to recover almost all distributions, the missing ones being probably recoverable.

- An important parameter is the sampling rate. While the UKF performs well even in the strongly non-linear case when the sampling rate is above 10 times higher than the largest oscillation frequency of the particle, it deteriorates significantly when the sampling rate is lowered : divergent trajectories are then observed. While this is not a problem for simulated traces, it implies to analyze a huge amount of data, which will moreover increase if we use this to observe rare events.
- The computation, for each step, of the transform of each sigma points by $h$ is computationally time-consuming. For allowing an efficient use of the UKF, it is necessary to optimize and parallelize as much as reasonably possible the code.

To quantify more precisely how much the initial distributions are reconstructed, we present on figure 4.12 the dependency in position of the standard deviation, the skewness, and the kurtosis, of the simulated traces of the particle dynamics, their associated measurements, and the UKF filtering of these measurements. Interestingly, the UKF allows us to recover the true mean, standard deviation and skewness (except for the failed traces) of the particle dynamics. Concerning, the kurtosis, our implementation of the UKF does not provide an important improvement over the measured data. Generalizations of the UKF developed to tackle this aspect could be implemented in our code to correct this [182].

### 4.3.3 . Experimental demonstration of UKF

To validate the efficiency of the UKF on real datasets, we then apply it to experimental time traces. We first focus on the case of a displaced harmonic beam, which has been experimentally studied in figure 4.7, and simulated in the


Figure 4.12: Second, third, and fourth statistical coefficient of traces simulated for traps centred at $x_{0}$, their measurements, and the Kalman filtering of these measurements.
previous section. Given the time required to process the data with the UKF, we focus on two specific cases:

1. the harmonic trap is centred on the measurement beam, such that the observation function is linear,
2. the harmonic trap is displaced by 250 nm from the measurement beam, so the measurement sensitivity is the lowest, and the observation function is strongly non-linear.

Thus, these datasets represent the best and worst cases of the results that can be recorded on our experimental setup. The corresponding measured time traces and the associated predicted trajectory by the UKF are shown in figure 4.13.

As can be expected, the data being a lot noisier than the simulations, some extra care is needed. It is particularly important to define correctly the system and measurement noise matrices of the filter, $Q$ and $R$.

As a sanity check, since we cannot compare the results with the real position of the particle, we show in figure 4.13 a comparison between the signal time trace and the signal computed from the positions found with the UKF.

We first note that the UKF provides estimated trajectories with increased signal-to-noise and significantly reduces the measurement cross-coupling between the axes. The good agreement between the measured time traces $S_{i}(x, y, z)$ and the estimates $S_{i}(\hat{x}, \hat{y}, \hat{z})$ is a good hint of the efficiency of the UKF. Interestingly, the UKF is able to recover a change in frequency along $z$, which is effectively observed in the PSD (shift from 39 kHz to 33 kHz ), while the propagation function $f$ is not changed and was set for an oscillation frequency of the $z$-axis of 39 kHz . This ability to discover signals without needing a precise spectral definition is a quality of the UKF for the study of nonlinear systems. However, this must be balanced with the fact that in some noisy situations, it can also create non-existent frequencies, as observed for the $\hat{x}$ trajectory in 4.13-d. One could also notice that in the


Figure 4.13: Comparison between original time traces $S_{i}(x, y, z)$, estimated positions $\hat{x}, \hat{y}, \hat{z}$ computed with the UKF, and injected back into the observation function $h$ to obtain signals of the estimates $S_{i}(\hat{x}, \hat{y}, \hat{z})$. This comparison is performed iteratively for each sigma points of the UKF, and guarantees that the underlying trajectories in real space stay consistent with the measurements. $a$ and $b$ : performed at the centre of the x-axis, with a strong cross-coupling between $S_{y}$ and $S_{z}$, which is well decoupled by the UKF. c and d : performed at -250 nm from the centre of the measurement beam, where the sensitivity along $x$ and $z$ is minimal. While information along $z$ is well recovered (even a change in $f_{0 z}$, the result is less satisfying on $x$, with an oscillation that does not match existing frequencies.
case of $z$, the oscillations are non-smooth, which results from the linearization of $h$ presented in equation (2.75).

Finally, despite these spurious effects in the case of worst measurement sensitivity, which calls for improvement in our UKF implementation, these results demonstrate the power of Kalman filtering to retrieve the true particle dynamics. These encouraging results thus call for a test of the UKF on broad optical potentials, which constitutes the goal of the presented work.

### 4.3.4 . Observation of the particle dynamics in a strongly nonlinear potential

Having tested the UKF on a displaced harmonic trap, we now go back to the initial intention of this work, which was to characterize nonlinear potentials.

In that context, we address the dynamics of a particle trapped in a bistable optical potential generated by two beams separated by $\Delta x_{0}=800 \mathrm{~nm}$ at the focus of the objective. The particle dynamics is recorded on the three detectors for 1 s at a sampling rate of $10 \mathrm{MS} / \mathrm{s}$ providing the three measured signals $\left\{S_{x}, S_{y}, S_{z}\right\}$. Figure 4.14 represents the 2D histogram of the signals $S_{x}, S_{y}$. The shape of this histogram is completely dominated by the measurement non-linearities, and does not reproduce faithfully the particle probability density.

To provides a better estimate of the actual particle probability density, we thus apply the UKF to the recorded time traces.

The histogram resulting from this filtering is presented in figure 4.15. It shows a clear separation between the two wells, which are of almost equal depth, contrary to the unfiltered raw measurement (figure 4.14) or to the examples shown at the beginning of this chapter (figure 4.5-c.).

First, we note that the UKF retrieve a distance between the two traps of 500 nm , which match the one expected for the sum of two trapping beams shifted by $\Delta x_{0}=800 \mathrm{~nm}$ (green curve in figure 4.15). This is particularly interesting given that the centres of the wells are located right at the minimum of sensitivity of the $x$-measurement as shown by the figure 4.2.1.

Going more into the details of the reconstructed potential, we notice that its shape along $x$ is still slightly asymmetric, and is not like the inverted harmonic potential one would expect from a simple dual beam configuration. While it could possibly be an artefact of the UKF reconstruction (performed only on a tenth of the whole dataset, which could mean that we undersample rare configuration at higher $k_{B} T$ ), we would like to explore another hypothesis.

The potential along $x$, completed by symmetry for the missing part, can be fitted by an order 4 polynomial. To explain the "flat top" geometry of it, we suppose that in the middle of the double well potential, the dynamic of the particle is actually affected by the measurement laser, which acts as a third (faintly) trapping beam. By doing another fit with the potential energy of the IR beams $U_{0, \text { trap }}$ and of the measurement beam $U_{0, \text { meas }}$ as free parameters, we find $U_{0, \text { trap }} / U_{0, \text { meas }} \approx 120$, which is in line with experimental conditions ( $P_{\text {meas }} \approx 1 \mathrm{~mW}$ at $\lambda_{\text {meas }}=785 \mathrm{~nm}$,


Figure 4.14: 2D histogram of $\left(S_{x}, S_{y}\right)$ data acquired in a double-well potential, with beam separated by 800 nm . The nonlinear measurement distorts the potential along all axes, making it impossible to recover trustworthy information about its real shape, in particular its local stiffness.


Figure 4.15: (Top) 2D histogram resulting from the processing of the data pictured in figure 4.14 thanks to the UKF. Starting from a propagation function $f$ with arbitrary spaced centres, the filter shows that the true wells are located at $\pm 250 \mathrm{~nm}$ around the origin, which is expected from theory. What is not is the almost flat (and skewed) top at the centre, visible on the histogram along $x$ (bottom). We hypothesize that this is not an artefact of our filter, but a real indication that the measurement beam is weakly perturbing the behaviour of the particle, requiring further investigation.
To confirm that, we plot a symmetrization (yellow dotted line) of the result of the UKF (blue line). We see that this does not match the expected profile with two beams (green), but more a fourth order polynomial (dotted red). Considering that the flat centre is due to the gradient force of the measurement beam, we fit the symmetrized curve with a model with free parameters the potential energies of each individual traps. The results of this procedure are coherent with the measured power values. Another notable discrepancy between the Kalman filtered result and all other models lies in the width of each well, which could be due to an error in the definition of the stiffness in $f$.
vs $P_{\text {las }} \approx 250 \mathrm{~mW}$ at $\left.\lambda_{\text {trap }}=1064 \mathrm{~nm}\right)$. The asymmetry could also be attributed to the misalignment of the measurement beam, which slightly deforms the left part of the double well through the scattering force $\mathbf{F}_{\text {scat }}$, thus pushing the particle preferentially to the left well. This hypothesis should be confirmed by further tests, but is to take into account if we want to finely control nonlinear traps.

### 4.3.5 . Conclusion

In this chapter, we demonstrated our ability to generate arbitrary tailored potential. The difficult part is to define a strategy to characterize them unambiguously, the interferometric measurement being linear only in a range of $\approx 200 \mathrm{~nm}$. To this end, we presented a solution based on a version of the Kalman filter adapted to nonlinear problems. While computationally heavy-handed, this approach extends the linear range more than a $1 \mu \mathrm{~m}$, which is sufficient to start working with large potentials. A first example of a reconstructed double-well potential highlights the capacity of our setup to explore with a high level of detail complex nonlinear dynamics, as well as their exquisite sensitivity to small perturbations.

## 5 - General Conclusion

$\sum$ à $\beta \gamma \varepsilon i ̃ \varsigma ~ \sigma \tau o ̀ v ~ \pi \eta \gamma а \iota \mu o ̀ ~ \gamma ı a ̀ ~ \tau \grave{̀ v} \nu ~ ' Ө a ́ к \eta$, và عủХદбaı vãvaı $\mu а к \rho u ̀ s ~ o ́ ~ \delta \rho o ́ \mu о \varsigma, ~$<br>$\gamma \varepsilon \mu a ́ \tau о \varsigma ~ \pi \varepsilon \rho \iota \pi \varepsilon ́ \tau \varepsilon เ \varepsilon \varsigma, ~ \gamma \varepsilon \mu a ́ \tau о \varsigma ~ \gamma \nu \omega ́ \sigma \varepsilon \iota \varsigma ~$

- Constantin Cavafis, Ithaque (1911)

At the close of this dissertation, I recapitulate the main results of my thesis and discuss possible future directions and open questions.

The initial motivation of my work was to study the dynamics of stochastic systems and more specifically their out-of-equilibrium behaviour. As presented in chapter 1, this subject is of historical significance, appearing in many research endeavours of the $20^{\text {th }}$ century, amongst which condensed matter [183], biology [184] or cosmology [185].

A major challenge in most of these fascinating topics is to gain fine control of the characteristic parameters of the system under consideration, with the intent of performing or probing state-to-state transformations.

In the scope of this thesis, I thus considered a simple but iconic system, presented in chapter 2: a dielectric nanoparticle levitated in an original optical tweezers experiment.

Indeed, our setup advantages are two-fold :

- An easy control of the coupling of the nanoparticle to the environment by simply tuning its damping, a quantity that depends linearly of the pressure of gas.
- By controlling in time and space the trapping potential through an acoustooptic modulator, we can thus define the thermal state of the particle through its distribution.

In chapter 3, I first explored the thermodynamics at the nanoscale, by studying relaxations between thermal equilibrium states in the strong (overdamped) or weak (underdamped) coupling regimes. Experiments where performed by changing abruptly the stiffness of harmonic potentials. The study highlighted the existence of two different relaxation timescales:

- In the overdamped regime, the limiting factor is the relaxation in position of the particle, corresponding to the time necessary to explore a new phase space.
- Conversely, in the underdamped regime relaxation happens through the coherent exchange of potential and kinetic energy, thus being limited by the velocity relaxation.

To beat these limits and reach equilibrium faster, I then implemented shortcuts to equilibrium protocols designed in the theoretical article [125], and proved for the first time that they work in the underdamped regime This opens the possibility to improve the efficiency of nano-heat engines, by enabling fast compression / expansion cycles.

The extension of this study beyond simple thermal states defined by Gaussian distributions called for the generation of more complex, nonlinear potentials, a work presented in chapter 4. After developing a procedure to generate arbitrarily shaped potentials, I presented a first realization of tunable nonlinearities, by using dual beams of variable spacing. The control of nonlinearities was proved by a confirmation that the measured power spectral densities of these potentials were in good agreement with a simple theoretical model.

To perform thermodynamic studies in such potential, one challenge is then to determine unambiguously the dynamics of the particle in real space, since our measurements are nonlinear and non-bijective themselves. I thus developed a new approach based on the Unscented Kalman Filter to recover the true positions, which lead to promising results, in particular for imaging a large double-well potential.

With respect to the perspectives and future directions of study that this work opens, we mention the following :

- The ability to realize dynamical variations of nonlinear potentials offers a way to study dissipative dynamics from arbitrary initial and final distributions [186] ${ }^{1}$. In the same line of thinking, the development of protocols optimal in time and generated power remains an active domain of research [187, 188], that would certainly benefit from further experimental proof of concepts.
- As noted in [189], nonlinearities can be used to enhance the sensitivity of a macroscopic resonator to perform measurements. Our platform thus provides an ideal test-bed to explore weak forces sensing. In particular, it is well-adapted to tackle stochastic resonance [190], which is a potent way to enhance weak signals detection [191]. With controllable double-well potentials or triple-wells potentials [192], we could further explore the effects of tuning the wells depths and widths [193], or their asymmetries [194].
- Reflecting on other subjects raised in chapter 1, these experiments could represent a stepping stone to study the thermodynamics of computation, by implementing more complex operations than the erasure of a bit performed

[^11]

Figure 5.1: Picture showing two gold electrodes, used to generate a controllable electric field. By interacting with the charges generated on the surface of the particle through a plasma discharge, this adds another degree of freedom to perform thermodynamics studies.
in Landauer's bound like XOR [195]. Studying the energetic cost of computation appears as a timely question, and could probably also take advantage of the work performed on shortcuts to equilibrium.

- By adding electrodes (pictured on figure 5.1) as presented in [196], it is possible to use the charges at the surface of a particle to act on it via Coulomb force. Through this, we could add feedback to cool the particle [63], or conversely, add some noise to emulate an effective temperature. This adds a new degree of freedom for the realization of shortcuts to equilibrium protocols, as presented in [197], and allows to consider non-isothermal transformations, necessary to experiment on nano-heat engines. Furthermore, it allows to generate Levy flights, for which shortcuts to equilibrium have also recently been theoretically derived [198].
- On a more exploratory note, a timely subject is the study of martingales, proposed in $[199,200$ ] as an encompassing framework for stopping times problems.
- Finally, mastering such nonlinear potentials for thermal states is a first step towards their use for more challenging applications, such as controlling quantum states through shortcut protocols [201].

On a last note, the excellent control of the systems I demonstrated can be an essential asset to probe subtle nanophysics phenomena. The presence of scattering and curl forces, which are non-conservative, and that we have neglected in most of this thesis, may generate non-trivial particle dynamics, with the emergence of loops in the particle dynamics $[202,84]$. These effects may significantly affect


Figure 5.2: a. Two points velocity correlations $R_{i j}(r)=\left\langle v_{i}\left(r_{0}\right) v_{j}\left(r_{0}+r\right)\right\rangle$ computed at $t=5 \mu \mathrm{~s}$ after the start of a compression STEP protocol. The presence of correlations is surprising, but suggestive of collective motion such as vortices.
b. A Brownian particle undergoing diffusion in the presence of a non-conservative force-field,adapted from [203]. The authors consider the winding number of the trajectories to derive a topological fluctuation theorem.
particle stochastic dynamics and the related energetics quantities, such as heat. Their study may allow the test of adapted fluctuation theorems [203].

As a very preliminary work toward the observation of such effects, we propose to compute the two-points velocity correlations $R_{i j}(r)=\left\langle v_{i}\left(r_{0}\right) v_{j}\left(r_{0}+r\right)\right\rangle$ between the $2 \times 10^{4}$ time traces of the STEP protocol presented in chapter 3 . The result of such computation, estimated at a time $t=5 \mu \mathrm{~s}$ after a compression STEP, is shown in figure 5.2 a . It indicates that the velocities of individual realizations of trajectories are correlated, at least for this time step, in particular for the $R_{x x}$ component (we note that at the same time step after an expansion STEP, $R_{y y}$ and $R_{z z}$ dominate). In fluid dynamics, these correlations usually indicate the presence of loops or vortices, and are also studied in the context of magneto-optical traps [204]. Despite the preliminary nature of these results, which would require studying the evolution of these correlations in time, it demonstrates the power of our experimental setup to analyze fine effects for a wide variety of nanophysics situations.
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## Résumé de la thèse

Durant la dernière décennie, la lévitation de nanoparticules dans le vide s'est illustrée comme une plateforme de choix pour l'étude de nombreux phénomènes, parmi lesquels les interactions élémentaires, la physique quantique à l'échelle mésoscopique, ainsi que la nano-thermodynamique hors d'équilibre. Comparée à d'autres systèmes, un atout majeur de cette approche réside dans le contrôle remarquable qu'il est possible d'exercer sur la nanoparticule et son environnement. Dans ce contexte, la maîtrise complète de l'évolution spatio-temporelle du potentiel de piégeage représente un ajout significatif aux techniques existantes, en permettant par exemple la génération de statistiques non Gaussiennes.

Un premier objectif de cette thèse est l'étude et le contrôle de la dynamique hors équilibre d'une nanoparticule dans le régime sous-amorti, dont l'importance est à la fois fondamentale et pratique, étant donné qu'une grande partie des systèmes nano-mécaniques opère dans ce régime.
La nature stochastique des processus thermodynamiques à l'œuvre a d'abord été étudiée à travers la relaxation d'une particule en lévitation entre deux équilibres thermiques. A ainsi été mis en lumière un temps de relaxation caractéristique, correspondant au temps nécessaire à la dissipation de l'énergie de la particule dans son environnement. Dans le régime sur-amorti (à pression ambiante ou dans des fluides), le temps de relaxation dépend linéairement de l'amortissement, alors que dans le régime sous-amorti (dans le vide), il est inversement proportionnel à l'amortissement.
Par la suite, des protocoles de raccourcis vers l'équilibre ont pour la première fois été implémentés et testés dans le régime sous-amorti, permettant d'accélérer le retour à l'équilibre de la particule d'un ordre de grandeur. Comparé au régime sur-amorti où des protocoles similaires ont été précédemment étudiés, le régime sous-amorti nécessite de contrôler non seulement l'évolution de la distribution des positions de la particule, mais aussi celle des vitesses. Surmontant ce défi expérimental, le retour à l'équilibre a pu être accéléré de plus d'un ordre de grandeur. Par ailleurs, pour de modestes accélérations, ces protocoles se sont de plus avérés robustes, au sens où un protocole défini pour accélérer l'équilibre d'un mode d'oscillation donné était également efficace à plus basse fréquence, ce qui revêt un intérêt certain pour les systèmes multimodes couramment rencontrés à ces échelles.

Dans un deuxième temps, la génération et la caractérisation de potentiels de formes arbitraires ont été explorées, avec comme objectif initial d'étendre l'étude de processus thermodynamiques au cas de potentiels non harmoniques, pour lesquels les non-linéarités entrent en jeu.

Parmi les multiples techniques existantes pour générer ces potentiels, le choix s'est porté sur l'utilisation d'un modulateur acousto-optique. En le contrôlant à l'aide d'un signal multifréquences soigneusement défini, il est alors possible de diffracter plusieurs faisceaux lasers en contrôlant leur position et leur intensité. La superposition de ces faisceaux permet ainsi de générer des potentiels de formes arbitraires : harmonique, plat, double puits...
Une première approche a alors consisté à étudier les potentiels générés par la superposition de deux faisceaux que l'on écarte progressivement, pour lesquels la fréquence caractéristique d'oscillation est déterminable analytiquement. Le bon accord entre prédictions théoriques et mesures expérimentales confirme la finesse du contrôle ainsi atteint.
Enfin, pour reconstituer de façon non ambiguë la forme du potentiel à partir de la dynamique réelle de la particule, une utilisation originale du filtre de Kalman sans parfum (Unscented Kalman Filter) a permis d'étendre la plage de linéarité de la détection d'un facteur cinq, couvrant ainsi toute l'étendue du potentiel.

Ce travail ouvre la voie à l'étude de transformations générales d'état à état entre potentiels arbitraires, et offre de nouvelles perspectives à l'étude de la thermodynamique à l'échelle nanométrique.


[^0]:    ${ }^{1}$ Interestingly, this experiment in vacuum predates its counterpart in liquid, where the measurement of instantaneous velocities is more demanding [53].

[^1]:    ${ }^{1}$ In all generality, $\alpha$ is a tensor of rank 2, depending on the anisotropy of the particle, its material properties, and the field wavelength. For the sake of completeness, for ultra-fast dynamics, equation 2.6 should also include higher order terms, accounting for the nonlinear response of the material to the field variations, which is used in nonlinear optical trapping [69].

[^2]:    ${ }^{2}$ keeping in mind that it is nonetheless a non-physical approximation [76, 79]

[^3]:    ${ }^{3}$ Experimental details on the trapping and measurement will be discussed in section 2.3

[^4]:    ${ }^{4}$ we use the psd routines from the Matplotlib Python library

[^5]:    ${ }^{5}$ The moment problem, which asks if the sequence of all moments is sufficient to characterize uniquely a distribution of probability, has been the subject of intense work in mathematics for over a century [92]. In most physically relevant cases yet, we consider that the knowledge of moments encodes the information relative to the distribution.
    ${ }^{6}$ As a cultural note, simulating highly skewed distributions is a challenging task [93].

[^6]:    ${ }^{7}$ details on the procedure to compute this calibration factor $c_{x x}$ is given in section 2.4.2

[^7]:    ${ }^{8}$ The poor thermal conductivity and anisotropic thermal expansion of $\mathrm{TeO}_{2}$ spur the research for other acousto-optic materials such as $\mathrm{TiTe}_{3} \mathrm{O}_{8}$ [100]

[^8]:    ${ }^{1}$ Given the exponential decay of the STEP relaxation we assume that equilibrium is reached after about three times the measured relaxation time, when $\sigma_{x}$ as reached $95 \%$ of its final value.

[^9]:    ${ }^{2}$ Note that, however, the existence of an ESE protocol requires an adequate choice of the Ansatz for the probability density function. For instance, the chosen Ansatz here is not valid in the case of very fast compression [125]. This regime will not be discussed here.

[^10]:    ${ }^{1}$ For details, the interested reader can refer to [179].

[^11]:    ${ }^{1}$ Note that in this work, the Kullback-Leibler divergence is used to compare the amount of dissipation during a given nonequilibrium process for arbitrary distributions, reminiscent of the approach developed to test the robustness of ESE protocols.

