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Räıssa la sista tu es la championne incontestée (j’ai trop peur de dire l’inverse) du décathlon

du LPC. Nouvelle leader culturelle du groupe (l’influence do Brasil crève les yeux), merci

pour toute la vie que tu amène. Étant donné que l’APC est ta deuxième maison, j’espère
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Chapter 1
Motivations

1.1 Nuclear shell structure and evolution

From the observations of binding energy variations [1] across the nuclear chart and

relative abundances of stable nuclei [2] in the beginning of the 20th century, came the first

evidences of shell structure in nuclei in analogy to the atomic shells. The measurements

indicated that nuclei having a number of protons or neutrons of 2, 8, 20, 28, 50, 82, 126

were more likely to be stable and abundant than the others.

Those nuclei have a first excited 2+ state (written 2+1 ) higher in energy than their

neighbours and have lower transition probability B(E2, 2+1 → 0+1 ). Figure 1.1 shows the

increase of the 2+1 energy for these specific numbers of neutrons. Another indicator is

the variation of the two-neutron/proton separation energy δS2n(N,Z) = S2n(N + 1, Z) −
S2n(N − 1, Z) (similarly for S2p) which also presents a drop at the magic numbers [3].

Figure 1.1 – Energy of the 2+1 state along several isotopic lines. Data from [4].
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In order to reproduce these observations and predict energy levels of nuclei, theoretical

models describing the nucleons as individual particles orbiting in a potential well gener-

ated by all the other nucleons (the mean-field potential) have been investigated. This

approach was motivated by the observation of saturation properties, the short range and

the attractiveness of the nucleon-nucleon interaction, and the progressive experimental ev-

idences of a shell structure in nuclei. Depending on the shape of the potential chosen,

different “magic” numbers were arising. For a while, this approach could not establish

the full list of observed magic numbers. Taking into account spin-orbit coupling in the

formulation of the Hamiltonian of the system, first proposed in 1949 by M. Mayer [5], was

finally the key to successfully predict the observed magic numbers. Figure 1.2 shows the

energy ordering of single-particle orbitals calculated in a spherical shell-model framework

using different shapes of the potential and the evolution that the additional spin-orbit

term induces. One can indeed observe large energy gaps between some orbitals at specific

numbers of protons/neutrons (2, 8, 20...). This approach efficiently reduces the A-body

strongly interacting problem to A effective one-body problems.
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Figure 1.2 – Energy of single-particle orbitals as predicted by the spherical shell-
model using (left) a harmonic potential, (middle) a Wood-Saxon potential, and
(right) a Wood-Saxon potential with a spin-orbit coupling. Extracted from [6].

The magic numbers established for stable nuclei were believed to be universal until

progress in experimental techniques allowed to perform spectroscopy of very exotic nuclei.
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In 1984, β-decay data on 32Mg gave one of the first evidences of the breaking of the N = 20

magic number at Z = 12 far from stability [7, 8]. For about twenty years and with the

advances of facilities producing exotic nuclei, studying shell evolution has been at the heart

of scientific research in nuclear structure.

An example of structural evolution away from stability is illustrated in figure 1.3 with

the breaking of the N = 28 shell closure. In figure 1.3a, the energy of the first excited

state 2+1 is plotted against the neutron number N (similarly to figure 1.1). For the calcium

isotopes (Z = 20), it shows a large increase at N = 28 and N = 20, those two isotopes

being doubly magic. However the rise of E(2+1 ) is much smaller at N = 28 for argon

(Z = 18) and sulphur (Z = 16) isotopes, hinting at progressive vanishing of this shell

closure once one goes below calcium. This vanishing is confirmed by the 2+1 energies of the

silicon isotopes which do not show any rise at N = 28. Figure 1.3b presents shell-model

predictions of single-particle orbital energies for N = 28 isotones. The prediction shows a

weakening of the N = 28 shell closure as the energy gap between the 0f7/2 and the 1p3/2

orbitals is reduced when transiting from Z = 20 to Z = 8, that is to say when transiting

from stable nuclei (48Ca) to exotic ones (high N/Z ratio).

(a) (b)

Figure 1.3 – (a) Experimental values of the 2+ state’s energy for the isotopic
chains from 12Mg to 20Ca. Extracted from [9]. (b) Variation of the neutron single-
particle orbital’s energies along some N = 28 isotones as predicted by shell-model
calculations using the interaction described in reference [10]. Adapted from [11].

This weakening reduces the energy cost of exciting nucleons across the gap, and pro-

gressively deformed configurations involving this type of particle-hole excitations (called

“intruder configurations”) may become energetically favourable compared to the closed-
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shell spherical configuration (details in section 1.2.1). When this is the case, it leads to

vanishing the magic character, like in 42Si (figure 1.3a).

Such evolution of single-particle energies and associated shell gaps originate from cer-

tain terms of the underlying nuclear interaction whose magnitude depends on the N/Z

ratio. Their study is thus of high importance to constrain nuclear models either based on

microscopic forces or effective ones. In the shell-model framework, the Hamiltonian can be

separated into a monopole part (governing the spherical nuclear mean field and defining

shell gaps) and higher multipole parts (containing particle-particle correlations leading to

collectivity and deformation). The mechanism for the creation or disappearance of magic

numbers originates from a subtle competition between these two parts and their underlying

components (central, spin-orbit, tensor, etc). Among the important terms of the nucleon-

nucleon interaction, the tensor force between nucleons was for example interpreted as one

of the driving mechanisms of shell evolution in several mass regions [12].

In the case of the vanishing of the N = 28 shell gap shown here, decompositions of

empiric interactions suggest a subtle competition between central and tensor components

[11]. This shell gap being of the “spin-orbit type” (that is to say it is predicted thanks to

the addition of the spin-orbit component), it raises the question: are similar effects at work

for all spin-orbit gaps? Studying the evolution of the next gap of this kind (N = 50) can

help us shed some light on the microscopic origin of spin-orbit magic numbers in general.

Moreover, the overall robustness of N = 50 has direct consequences on binding energies

of nuclei away from the shell closure and thus on the drip-line location. These quantities

are crucial for nucleosynthesis r-process calculations aiming at understanding abundances

of elements in the universe. The path of the r-process is still in debate, but it is widely

thought to pass through such a neutron-rich region towards the neutron drip line where

experiments are too challenging at present to have enough data, and theoretical models are

not predictive enough [12].

1.2 The N = 50 case

The magic numbers arising from the spin-orbit coupling were believed to be more robust

and less likely to weaken far from stability than the ones that are predicted by a harmonic

potential [8]. Yet, the example given previously showed a weakening of the N = 28 shell

gap far from stability questioning the robustness N = 50 shell closure. In this perspective,

characterising the magicity of 78Ni and studying shell closures in this region has been (and

remains) one of the major goal of most radioactive ion beam (RIB) facilities in the world.

The combination of recent achievements in RIB production and theoretical calculations has

allowed to start developing this scientific program and opened interesting questions on the

presence of low-lying intruder states and shape coexistence around 78Ni.
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1.2.1 Intruder states

The usual shell-model description of a given nucleus around a closed shell separates a

core containing filled orbitals, and valence nucleons on orbitals above the core. In general,

the core and the valence orbitals are separated by a large energy gap implying a high cost

for exciting nucleons from the core above the gap. However, if this gap gets smaller (away

from stability for example) the cost of these “particle-hole” excitations can be significantly

reduced and even compensated by the correlation energy gained by exciting nucleons above

the gap (quadrupole deformation energy, pairing, ...). In such cases, excited states built

from “particle-hole” excitations can become energetically favourable and compete with the

closed-shell configuration.

Such excited states are called “intruder” configurations. They are usually more de-

formed than the “normal” configuration. Their lowering in energy in a nucleus or a region

of the nuclear chart can indicate a reduction of the shell gap or a large gain of correlations

due to the symmetries of the valence orbitals for example [13]. The coexistence of different

configurations at low energy having different shapes is called shape coexistence (see [14] for

a detailed review).

1.2.2 78Ni as a doubly magic nucleus

The 78Ni nucleus is predicted to be one of the most neutron rich doubly magic nuclei.

Being very exotic, it is very challenging to produce and study, nevertheless a few experi-

ments have recently been successfully conducted in the region (see the chart in figure 1.4)

to study the evolution of the N = 50 and Z = 28 shell closures.

Figure 1.4 – Region of the nuclear chart around 78Ni. Nuclei highlighted in colour
indicate results recently obtained revealing the presence of intruder states below
N = 50 (red), indication of shape coexistence in 78Ni (green), and evolution of
collectivity above N = 50 (blue).

Until very recently, no spectroscopic information on 78Ni was available and only system-
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atics of the N = 50 energy gap extracted from mass measurements down to Zn isotopes

(Z=30) allowed to speculate that 78Ni should keep its magicity [3, 15]. Only in 2019, the

first direct experimental evidence for its magicity was reached with its first spectroscopy

at the RIBF-RIKEN and the measurement of the first 2+ excited state energy [16]. This

results shows a clear rise of E(2+1 ) in the systematics along the Ni isotopic chain as shown

in figure 1.5 thus implying a well defined shell closure at N = 50.

Figure 1.5 – Experimental E(2+) values for even-even nickel isotopes compared
with phenomenological calculations (taken from ref [16]).

On the other hand, spectroscopic studies performed just below the shell closure (N <

50) on 80
32Ge and 79

30Zn showed signs of shape coexistence with the presence of deformed

configurations at rather low energy. Additionally, the region below Z = 28 has also been

investigated by measuring the 2+ energies of 66
24Cr and

70,72
26Fe [17] which were found to be

consistently low, signifying the presence of an onset of deformation right below Z = 28 that

could extend towards the N=50 shell closure below 78Ni and would imply its rapid vanishing.

These studies and few others point to the possible importance of intruder configurations

in 78Ni and around [18]. The next section will summarise the conclusions and associated

open questions.

1.2.3 Hints of intruder states in the region of 78Ni

Mainly, four studies allow to speculate about the lowering in energy of intruder config-

urations in the region.

In 78Ni

As stated before, the 78Ni nucleus itself has been studied (see figure 1.5) and a first

experimental level scheme has been sketched. This level scheme is displayed in figure 1.6
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along with theoretical calculations [19].

Figure 1.6 – Experimental and predicted level schemes for 78Ni. Dashed arrows
represent transitions with significance level inferior to 5σ. Sn is the neutron separa-
tion energy (the shading is its error). Extracted from [16].

Coincidences between the 2.6-MeV transition and the 0.58-MeV, 1.1-MeV, 1.5-MeV,

and 2.11-MeV transitions allowed to propose the left band of the experimental levels (at

2.6, 3.18, 3.70 and 5.29-MeV). Two other transitions at 2.91-MeV and 1.07-MeV could not

be confirmed to be in coincidence, but their intensity appearing correlated, the hypothesis

is made that they are in the same energy band. We therefore see the appearance of a second

energy band with a 2+ state of energy slightly higher than the first one. In addition, the

authors of this study did not observe the 2.91-MeV transition in the (p, 2p) channel but

only via the (p, 3p) one which is interpreted as a hint of a dominating multi particle - multi

hole configuration. In addition, a low-lying intruder 2+ state is predicted by LSSM 1 and

MCSM 2 models only if the full sdg orbitals are included. This supports the idea that there

could be a deformed intruder configuration in 78Ni at low excitation energy. However,

because of the extreme exoticity of 78Ni the lack of statistics makes the two transitions

measured in the deformed energy band not significant enough. No firm conclusion can

therefore be drawn on the presence of shape coexistence in 78Ni, and further studies are

needed.

Below N = 50

Results obtained for 79
30Zn49 are shown in figure 1.7. On the right are shown the exper-

imental level schemes of N = 49 isotones. The 1/2+ and 5/2+ states are good candidates

for one-particle two-holes (1p-2h) intruder states as s1/2 and d5/2 are orbitals above g9/2.

1. Large-Scale Shell Model
2. Monte-Carlo Shell Model
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On the left of the figure, the experimental mean squared radii measured through

collinear laser spectroscopy are compared with a spherical shell-model. While the rms

charge radius of the ground state of 79Zn follows well the phenomenological predictions, it

can be seen that the 1/2+ intruder state has a larger radius than the ground state (difference

of 0.03 fm of root mean square radius). More recently, in reference [20] a mass spectroscopy

study using two different methods further support the argument that the 1/2+ and 5/2+

states in 79Zn are more deformed than the ground state.

In addition, looking at the right figure where the potential intruder states along the

N = 49 isotonic line are linked by a dashed line, one can observe the quick rise of the

intruder state’s energy as we go from 83Se towards higher Z. It indicates a rather robust

N = 50 shell closure at Z = 40. On the other hand, the comparatively slow rise of the

intruder state’s energy as we get closer to Z = 28 raises questions about the relative width

of the N = 50 gap at Z = 28 [21].

Figure 1.7 – (left) Experimental root mean square charge radii of Zn isotopes
compared with a phenomenological model. (right) Energy of the low lying states of
N = 49 odd-mass isotopes.
The arrows relate the two last points in the left plot to the corresponding states on
the right. Extracted from [22, 23].

Another study probed the nuclear structure near 78Ni [24]. The level scheme of 80Ge

has been constructed by detecting conversion electrons from the 80Ga β decay. Figure 1.8a

presents the spectrum obtained. In this spectrum, a peak can be seen at 628-keV. Using

lifetime analysis, it has been attributed to the gallium decay, and therefore should corre-

spond to a transition in 80Ge. This is the very first time this transition has been measured.

Extrapolating from previous work on 72Ge, it has been proposed that the transition may

originate from a second 0+2 state. In addition, studies of coincidences in γ-ray decay could

indicate the presence of a third state at 2403-keV, with proposed spin-parity 2+. A few

years later, two other experiments performed the β-decay spectroscopy of 80Ga and were

designed to enhance population of low-spin states but found no evidence of this reported
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Figure 1.8 – 80Ge energy spectra from the beta delayed conversion electron spec-
troscopy from 80Ga to 80Ge. In (a) a new transition tentatively assigned to a second
0+2 state is measured. In (b) a more recent experiment does not provide any indica-
tion for such a state.

low lying 0+2 [25, 26]. The electron spectrum from [25] shown in figure 1.8b demonstrates

the enhanced statistics and an absence of signal at 628-keV reported previously. These non-

observations combined with recent Large-Scale Shell Model calculations predicting such a

coexisting 0+2 at much higher energy (at 2 MeV) indicate that low-energy shape coexistence

is finally not present in 80Ge.
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Shell Model calculations using the PFSDG-U interaction. Levels in blue correspond
to the new 1 particle - 1 hole intruder candidates. Extracted from [27].

Finally in 81Ga [27], two new high energy states at 2567.8(11)-keV and 3092.8(23)-
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keV were measured and seem to correspond well to the two particle-hole configurations

predicted by the LSSM calculation using the PFSDG-U interaction [18], indicated in blue

for measurements and calculations in figure 1.9. In addition, the energy of those core

excitation levels compares very well to the N = 50 shell gap in 81Ga obtained from binding

energies.

Above N = 50

Experimental results above N = 50 are (expectedly) rarer. A recent study measured

the lifetimes of 2+1 states in 84
32Ge, 82

34Se and 80
36Kr. From them, the quadrupole transition

probabilities B(E2; 2+ → 0+) have been deduced, and the results are shown in figure 1.10.

Figure 1.10 – Quadrupole transition probability B(E2; 2+ → 0+) of the N = 52
even-even isotones from Z = 38 to Z = 30 compared with shell-model calculations
and a microscopic model. Extracted from [28].

The very high value measured for 84
32Ge52 indicates the presence of a large collectiv-

ity. This cannot be entirely reproduced by state-of-the-art shell-model calculations (yellow

circles on the figure). The only way to explain this result was to include possible 2p-2h

excitations in the ground state configuration in the calculations where a pair of neutrons

in the g9/2 orbital has been promoted across the N = 50 gap. If this is true, a shape

inversion could happen from 86
34Se52 to

84
32Ge52 (that is to say the deformed configuration is

more energetically viable than the spherical one). However, because of the very large error

bars on this experimental value definite conclusions cannot be made and require further

investigations.

Recent in-flight γ-ray spectroscopy of the As chain showed good agreement with theo-

retical calculations with the full pf -sdg valence space. Complementary calculations predict

prolate deformations in ground states and excited states of 85As and 87As [29]. This sup-
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ports the collective nature of low lying states in the region above N = 50.

Because of remaining uncertainties on all the previous experimental results, none of

them allows to conclude unambiguously on the presence of an intruder configuration.

Though they tend to be explained by the same mechanisms: nucleon-nucleon correla-

tions and particle-hole excitations. Calculations using the Large-Scale Shell Model with

the PFSDG-U interaction [18] using an inert core of 60Ca and a valence space comprising

the full sdg orbitals for neutrons have a great success reproducing newly gathered data in

this region. Although we described the intruder mechanism schematically here in terms

of simple neutron particle-hole excitations above a gap, LSSM calculations depict a more

complex situation since it includes somehow dynamically the effect of these p-h excitations

on protons and the additional gain in correlations. This implies a significant reorganisation

of valence orbitals due to neutron-proton interaction and also configuration mixing in some

cases [27].

More detailed and precise observables are needed to further test such a theoretical

interpretation (lifetime, spectroscopic factor, ...). This motivated the experiment described

in this manuscript performed with state-of-the-art instruments to identify such intruder

states in an unambiguous way and study their properties.

1.3 Experimental goals

1.3.1 Reaction mechanism

In order to study the shell evolution in the 78Ni region at N > 50, this PhD experiment

was performed at the RIBF facility, with the aim to identify for the first time intruder

states above N = 50 and measure their energy, lifetime and spectroscopic factor. More

precisely, the goal is to search for signs of the presence of 2p-1h intruder states in one of

the two last odd-even N = 51 isotopes before 79Ni: 83
32Ge51.

To do so, we illustrate in figure 1.11 the selective nucleon-removal mechanism used to

populate the states of interest and the nucleon configuration probed. The example given

is the 84Ge
−1n−−→83Ge reaction. In order to populate a 2p-1h configuration by introducing a

hole in the g9/2 orbital, it is necessary to start from N = 52 (even more neutron-rich nuclei)

and then remove a nucleon from this orbital. This highly challenging approach explains

why the experiment was not carried out before. Presently, only RIBF allows to do it (see

next chapter) with still low beam intensity (5000 pps for 84Ge).

There are two possible configurations resulting from the knockout reaction:

— The first one is when a neutron is removed above the gap (in the d5/2 or s1/2 orbital)

giving “normal” configurations and populating essentially the 5/2+ ground state
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(figure 1.11a illustrates the filling of the orbitals for this state) and the 1/2+ first

excited state (neutrons in 84Ge can partially occupy the s1/2 orbital).

— Another possibility is that the nucleon is removed from below the gap, most probably

from the g9/2 orbital, giving a 9/2
+ state at a higher energy. These states correspond

to the intruder configuration of interest (figure 1.11b).
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Figure 1.11 – Schematic view of a 84Ge→83Ge neutron knockout reaction. Adapted
from [21]. (a) Normal configuration. (b) Intruder configuration.

This type of reaction is optimal to study single-particle orbitals. Moreover, the kine-

matic conditions at RIKEN (250 MeV/nucleon, β ≈ 0.6) are adapted to assume that the

core is inert (eikonal approximation) and that the mechanism is done in one step (sudden

approximation), allowing to consider the reaction direct and selective.

Once a given state is populated at the reaction vertex, the product will decay through

γ-ray emission either directly to the ground state, or by a cascade of several transitions.

These γ rays, detected event by event, are then used to determine the population of a given

state simply from a balance between transition feeding and de-exciting this state.

The odd-even N = 51 nuclei have a large density of states of other nature than the 2p-1h

intruders with various spin-parities. Therefore a very good energy resolution is needed to

be able to distinguish which states was populated. For this purpose, the recently designed
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germanium array HiCARI 3 (described in the next chapter in more details) is particularly

suited.

1.3.2 Targeted observables for 83Ge

The current knowledge of the 83Ge level scheme obtained by Delafosse et al in [3] is

reported in figure 1.12 along with Large Scale Shell Model [18] and Core-Particle (CP) [8,

30] calculations.

The main experimental result of this recent work combining β-decay spectroscopy of
83Ga and a plunger measurement is the identification of the 1359-keV state as a good (9/2+)

2p-1h intruder candidate. More precisely, this identification is based on:

— The large log(ft) measured (10.1(5)u) to this state. It corresponds to a first-

forbidden unique transition and leads to possible spin-parities of (1/2+) or (9/2+)

under the hypothesis of a (5/2−) spin assignment for the ground state of 83Ga based

on systematics.

— The population of this 1359-keV state in a fusion-fission study at GANIL with
238U(9Be, f). This is more in favour of an Yrast/Yrare (9/2+) than a (1/2+) at this

energy.

— A larger lifetime τ = 74+73
−67 ps for this 1359-keV state compared to neighbouring

states with τ < 5 ps. This value remains however quite uncertain due to difficulties

in the plunger measurement originating from low statistics and the presence of a low

1346-keV transition exactly where the shifted peak of the 1359-keV transition was

expected.

The two theoretical models which results are presented in the figure, predict a state

of this nature at slightly different energies: 1336-keV and 1004-keV. Measurements of its

angular momentum, spectroscopic factor, and further constraints on its lifetime will allow to

characterise the nature of this state and evaluate the importance of intruder configurations.

As previously mentioned, high density of states around this 9/2+ state comes from a

core excitation (to its 2+1 state) coupled with a valence nucleon in the d5/2 orbital (spin-

parities 1/2+, 3/2+, ..., 9/2+) or in the s1/2 orbital (spin-parities 3/2
+, 5/2+). Consequently

they are close to the 2+1 energy of 82Ge at 1348-keV, which makes them also very close to

the potential intruder 9/2+ state at 1359-keV. In addition, the strength of the intruder

configuration could also be spread among other 9/2+ states at higher energy (as predicted

by the CP 4 model in figure 1.12) where the density of states is large. Therefore a very

selective reaction and a high resolution are needed to identify precisely the populated states.

3. High-resolution Cluster Array at RIBF
4. Core-particle coupling
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Figure 1.12 – The experimental level scheme of 83Ge obtained through β-decay
and γ-ray spectroscopy, compared with two calculations: CP corresponds to a phe-
nomenological core-particle coupling model while PFSDG-U stands for a Large-Scale
Shell Model calculation with the PFSDG-U interaction [18] restricted to few states
due to its computational cost. Extracted from [3, 31].

In order to demonstrate that a given state corresponds to a neutron removal from the

g9/2 orbital, the measured parallel momentum of the 83Ge product can be used. Indeed,

given that the knockout reaction of a nucleon is direct, the momentum is conserved, and the

heavy knockout product keeps the signature of the momentum of the removed nucleon. The

identification procedure is shown in figure 1.13 where the effect of the angular momentum

of the removed nucleon on the shape of the parallel momentum distribution of 83Ge can be

seen. The distribution width for a L = 4 is nucleon removal is significantly larger than in

the L = 0, 2 cases (experimental resolution included). Of course, a L = 4 nucleon removal

could in principle result from a nucleon knockout either from a g7/2 orbital or a g9/2 one.

The g7/2 orbital being far away in energy according to shell-model calculations, it can be

reasonably excluded. The same procedure can be applied for the identification of the other

states. This also shows that a good resolution is needed in order to distinguish between

the different distributions in parallel momentum.

The last observable that will be used is the lifetime, since the lifetime changes according

to the single-particle or collective nature of the state. A sizeable lifetime implies that the γ-

ray decay vertex can significantly differ from the reaction vertex. This results in a degraded

Doppler correction and the peak shape becomes shifted and asymmetric. The obtained peak
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Figure 1.13 – Parallel momentum distributions of the residue for different angular
momentum L of the knocked-out neutron. The points show the expected distribu-
tion for 83Ge residues from the knockout of a L = 4 neutron. Extracted from [31].

shape can thus be fitted to determine the lifetime. More details on this method will be

given in section 2.3.2.

The next chapter describes the beam production method at the RIBF-RIKEN facility

as well as the identification methods, and discusses the advantage of using the HiCARI

array for this experiment.
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Chapter 2
Experimental setup

The SUNFLOWER collaboration developed the HiCARI 1 germanium multi-detector to

enable high-resolution γ-ray spectroscopy of very exotic radioactive ions produced in-flight

at the RIBF 2 facility. To do so, the HiCARI array was placed at the secondary target point,

between the BigRIPS fragment separator and ZeroDegree spectrometer, enabling together

an unambiguous identification of reaction channels. HiCARI has been used during two

campaigns in fall 2020 and spring 2021 to perform primarily nucleon knockout and Coulomb

excitation. Most experiments targeted the spectroscopy of intermediate-mass (N ≈ 50-

82) nuclei with a rather large density of states for which HiCARI had a better resolving

power than previous scintillator systems used at the RIBF. This chapter will present the

essential components of the experimental setup we used to study the 84Ge(Be, X)83Ge

reaction channel during the first experiment (NP1912 -RIBF196) of the campaign. The

description of the accelerator and spectrometer layout will be followed by a presentation of

the secondary target setup along with the HiCARI γ-ray spectrometer.

2.1 Beam production at RIBF-RIKEN

2.1.1 In-flight radioactive beam production

At the RIBF, the radioactive ion beams are produced in flight. This production tech-

nique consists in sending an intermediate/high energy (typically E > 30 MeV/u [32]) heavy

beam on a relatively light target (beryllium, carbon) to produce rare isotopes by in-flight

fragmentation or fission. The produced cocktail beam of radioactive fragments is then

separated by a fragment separator to reach the secondary target for experiments.

This method has several key features:

1. High-resolution Cluster Array at RIBF
2. Radioactive Ion Beam Factory
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— Due to the light and thin production target used, the energy of the produced beam

is close to the primary beam’s, allowing high-energy secondary reactions [33].

— The process is fast and no extraction from the target is required.

— Unlike ISOL, the in-flight method is not constrained by physico-chemical properties

of the element produced [34].

The fast process along with the high velocity of the secondary beam gives access to

probing short lifetimes.

2.1.2 Primary beam acceleration

The overall primary beam acceleration scheme is depicted in figure 2.1. First a 238U

primary beam is accelerated using a LINAC 3 (RILAC 4 up to 2.5 AMeV) and the RIKEN

Ring Cyclotron (RRC). Two room-temperature ring cyclotrons (fRC 5, IRC 6) and one

superconducting cyclotron (SRC) [35] achieve the main acceleration stage boosting the

primary beam energy up to 345 MeV/u for heavy nuclei [36]. Two stripping stages achieve

a highly charged state for uranium ions and ensure the primary beam ions have a sufficient

charge state for cyclotron accelerations [37]. At the end of the acceleration stage, the 238U

intensity is of the order of 60 pnA (3.7× 1011 pps).

18 GHz 
ECR

RFQ RILAC

RRC stripper IRC

SRC

350 MeV/u

U238 35+

11 MeV/u

50.7 MeV/u

46.3 MeV/u

115 MeV/u

0.9 MeV/u

U238 88+

U238 88+

U238 88+

U238 71+
U238 71+

U238 35+

fRC

10.5 MeV/u

stripper

stripper

Figure 2.1 – Schematic view of the acceleration procedure at RIBF. Adapted
from [38].

This primary beam impinges on a 4-mm thick primary production target made of beryl-

lium at the entrance of the BigRIPS two-stages separator, thus producing a large range of

nuclei by in-flight fission and projectile fragmentation.

3. Linear accelerator
4. RIKEN heavy ion LINAC
5. fixed energy Ring Cyclotron
6. Intermediate stage Ring Cyclotron
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2.2 BigRIPS and ZeroDegree spectrometers

2.2.1 General layout

The beam line used for our experiment is composed of three main regions:

— The BigRIPS spectrometer: secondary beam purification and event-by-event iden-

tification.

— The secondary target area: nucleon knockout reaction and γ-ray spectroscopy.

— The ZeroDegree spectrometer: reaction product identification.

As shown in figure 2.2, the BigRIPS spectrometer is comprised between focal plane F1

and focal plane F7 (≈ 78.2 metres). It is a two-step separator composed of six dipoles

and fourteen superconducting triplet quadrupoles. The purification of the secondary beam

is achieved by two consecutive Bρ − ∆E − Bρ selections 7, around focal planes F1 and

F5. Each of these steps is performed using a combination of two dipoles, slits and a

wedge-shaped aluminium degrader. A global time of flight over the whole spectrometer

is measured between between plastic scintillators located at F3 and F7. The momentum

acceptance around its centred rigidity is ±2.5 %.

D1
D2 D3

D4 D5

D6 D7

D8

F1
F2 F3

F4
F5

F6

F7 F8

F9
F1

0 F11

6mm Be Target
Bρ-ΔE-Bρ

4mm 
Be Target

BigRIPS

ZeroDegree

TOFTOF

HiCARI

Dipole

Wedge degrader

Slit

MUSIC

Plastic scintillator

PPAC

Primary
beam

Secondary
beam

Figure 2.2 – Schematic layout of the BigRIPS and ZeroDegree spectrometers.

The secondary target area is located near the F8 focal plane (right at the exit of the

BigRIPS spectrometer). It is the region where the secondary cocktail beam (here containing
84Ge and 82Zn) hits our 6-mm thick beryllium target to induce the nucleon removal reactions

of interest. Three pairs of PPAC detectors, two before the target and one after, measure

incoming and outgoing trajectories of the ions. The HiCARI array surrounds the reaction

7. define in section 2.2.2
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target to detect γ rays emitted in flight by the reaction products. More details on the

positioning of the various detectors around F8 and their configuration will be given in

section 2.3.4.

Finally between F8 and F11, the ZeroDegree spectrometer achieves reaction product

identification and allows their momentum analysis.

2.2.2 Separation and momentum achromat principle

Concept

The separation principle in the first stage of BigRIPS is based on the Bρ −∆E − Bρ

method [39]. The trajectory of the ions in a constant magnetic field B is described by their

magnetic rigidity Bρ defined as follows:

Bρ =
p

Q
=
γmv

Q
= γβ

Au

Qc
, (2.1)

where ρ is the radius of curvature of the trajectory, Q is the ion’s charge (Q ≤ Z), m =

Au/c2 and u ≈ 931.5 MeV, c is the speed of light, β = v/c, and γ = (1− β2)
−1/2

[6].

Since secondary ions produced via in-flight fragmentation and fission have similar ve-

locities (β), nuclei with different mass-to-charge ratio (A/Q) can be separated by their

magnetic rigidities.

In practice, the first bending dipole D1 performs this first A/Q separation of the frag-

ments and sends the unreacted primary beam to a dump. Even if most ions are fully

stripped (Q = Z) due to the high beam energy, there are still different possible values

of Z leading to the same A/Q. Therefore a degrader is placed at the dispersive F1 focal

plane after the dipole making isotopes lose energy depending on their Z value according to

the Bethe-Bloch formula. These differences in energy loss will result in ions with different

Z having different rigidities even if they have the same mass-to-charge ratio. Following

this degrader, another dipole magnet (D2) is used to perform this second magnetic rigidity

separation.

Thanks to this combination of elements and the wedge shape of the degrader (see

reference [40]), the horizontal position of an isotope in the focal plane F2 depends on its

nature (A, Z) but not on its momentum (momentum achromaticity). Consequently a set

of horizontal slits in this plane is adjusted to mainly select the isotopes of interest.

This Bρ−∆E −Bρ selection is performed around the two main momentum dispersive

planes in BigRIPS:

— Between F0 and F2 with dipoles D1 and D2 and a 8 mm aluminum wedge degrader.

— Between F4 and F6 with dipoles D4 and D5 and a 2 mm aluminum wedge degrader.
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RIBF196 experimental settings

The central rigidity chosen for the tuning of BigRIPS had to be a compromise to

ensure optimum transmission for three isotopes 84Ge, 83Ga, and 82Zn. 82Zn is the most

exotic and has the lowest production rate (270 times less than 84Ge). In consequence, the

BigRIPS spectrometer magnets were centred on it to maximise transmission. The resulting

composition of the secondary beam is shown in table 2.1 below. The expected intensities of
84Ge, 83Ga, and 82Zn reaching the secondary target are respectively 5700 pps, 740 pps, and

21 pps with energies of about 261 MeV/nucleon, 255 MeV/nucleon, and 265 MeV/nucleon

respectively.

Element Percentage in
secondary beam

84Ge 74.18 %
83Ga 8.71 %
85Ge 6.48 %
82Ga 4.71 %
83Ge 4.16 %
82Zn 0.20 %

Table 2.1 – Proportion of elements in secondary cocktail beam.

For the tuning of the ZeroDegree spectrometer, the counting rates in three main channels

had to be optimised, 84Ge→83Ge, 82Zn→81Zn, and 83Ga→82Zn (channel of interest for

collaborators). The main difficulty is to transmit most of the momentum distribution

especially at the dispersive focal plane F9.

As shown in figure 2.3a, the energy distribution of beam nuclei on target is peaked

towards lower energies, and sharply cut due to momentum slit selection. After reaction

and transmission in ZeroDegree, we show in figure 2.3b the extrema of the position along the

X-axis in F9 for the three reaction products of interest as predicted by LISE++ calculations

(centred on 81Zn). Black dots represent the maximum of the distribution, and bars their

extrema. The dashed lines represent the interval within which the transmission is 100%,

after that, losses occur until the acceptance limit represented by horizontal solid lines.

Experimentally, the 81Zn rate is too low to directly align the spectrometer’s rigidity

on it. Therefore we first aligned on the unreacted 82Zn in ZeroDegree. The measured X

position in F9 obtained as a result is shown by the blue points in the figure. All three nuclei

are transmitted but the low-energy part of the 83Ge distribution was partly cut. Given that

the spectroscopy of 83Ge is the main goal of the experiment, we decided to offset ZDS by

−2% (green dots in the figure) to avoid this loss at the cost of losing only a fraction of
82Zn.

The final settings of dipole rigidities and slits are listed in tables 2.2 and 2.3. The
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Figure 2.3

overall momentum acceptance in BigRIPS is 5.5 %.

Dipole D1 D2 D3 D4 D5 D6 D7 D8
Bρ (T.m) 7.9677 7.0944 7.0663 7.0658 6.8037 6.8039 5.9429 5.9380

Table 2.2 – Tuning of the BigRIPS and ZeroDegree spectrometers dipoles.

Focal plane F1 F2 F5 F7 F9 F10
Left opening (mm) 53.50 2.00 110.00 35.00 120.00 120.00
Right opening (mm) 64.20 6.00 110.00 35.00 120.00 230.00

Table 2.3 – Slit opening values used for RIBF 196.

2.2.3 Particle Identification Diagram (PID) production

The identification of the nuclei in both the second stage of BigRIPS and in the ZeroDe-

gree spectrometer is based on their mass-over-charge ratio (A/Q) and atomic number (Z,

that here corresponds to the charge of the fully stripped ions). Those features are deduced

from the measurement of the time of flight (TOF), energy loss (∆E), and magnetic rigidity

(Bρ) [41]. The identification is performed event by event and its conceptual steps will be

described in this section in order to introduce further the necessary detection systems.
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Bρ determination

In a magnetic spectrometer, the transport of ions from a focal plane to another can be

described using an optical transfer matrix. For example in BigRIPS, at first order between

F5 and F7 we have the relationship:
XF7

AF7

YF7

BF7

δ

 =M5−7 ×


XF5

AF5

YF5

BF5

δ

 , (2.2)

where X, A and Y , B denote the position and angle in the dispersive and non-dispersive

planes, respectively, and M5−7 the optical transfer matrix between focal planes F5 and F7

discussed more in details below. The variable δ corresponds to the relative variation of

momentum (or rigidity) with respect to the central value set for the spectrometer (Bρ0 =

p0/Q). In other words:

δ =
∆p

p0
=

∆Bρ

Bρ0
(2.3)

Each phase-space parameter in the final plane is thus related to the initial phase-space

parameters. For example in the case of XF7:

XF7 = f7x (XF5, AF5, YF5, BF5, δ) (2.4)

A first order Taylor expansion shows that for a given parameter in the final state of the

beam, the dependency on each initial beam parameter is a partial derivative [42]. For

convenience the partial derivatives are written as:

(x|x) = ∂f7x
∂XF5

∣∣∣
F7

(x|a) = ∂f7x
∂AF5

∣∣∣
F7

...

(2.5)

This gives with the example of XF7 and AF7:

XF7 = (x|x)XF5 + (x|a)AF5 + (x|y)YF5 + (x|b)BF5 + (x|δ)δ

AF7 = (a|x)XF5 + (a|a)AF5 + (a|y)YF5 + (a|b)BF5 + (a|δ)δ
(2.6)

Assuming no coupling between the two planes (X, A) and (Y , B) (anti-symmetric
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magnetic fields), the “cross-plane” dependencies are null:

(x|y) = (y|x) = 0

(x|b) = (b|x) = 0

(a|y) = (a|y) = 0

(a|b) = (b|a) = 0

(2.7)

The chromatic terms corresponding to the (Y , B) plane (dispersion (y|δ), and angular

dispersion (b|δ)) are null since it is non-dispersive.

Using all the conditions, the optical matrix M5−7 is a 5× 5 transfer matrix of the form:

M5−7 =


(x|x) (x|a) 0 0 (x|δ)
(a|x) (a|a) 0 0 (a|δ)
0 0 (y|y) (y|b) 0

0 0 (y|y) (y|b) 0

0 0 0 0 1

 (2.8)

Between F3 and F5, the transfer matrix is of the same type but the values of individual

coefficients differ (to restore achromaticity in F7).

To extract the rigidity of each ion experimentally from the measured trajectories in F5

and F7, we combine the two expressions in equation 2.6 to express the δ parameter as a

function of XF7, AF7, XF5, and matrix elements alone:

δ =
(a|a)XF7 − (x|a)AF7 − ((x|x)(a|a)− (x|a)(a|x))XF5

(a|a)(x|δ)− (x|a)(a|δ)
(2.9)

The rigidity of the particle is then found from equation 2.3:

Bρ = Bρ0(1 + δ) (2.10)

The nominal first-order optical matrix elements used in the analysis are provided by the

local operators but in a spectrometer with high-momentum acceptance there are also non-

negligible high-order terms coming into play. Those higher order terms impact the resolu-

tion in Bρ and hence in A/Q, and they need empirical correction that will be described in

section 3.1.3.

Beta measurement

Using the known distance ∆L between two focal planes and measuring the time of flight

(TOF ) of a beam ion between these planes, one can compute event-by-event a mean ion
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velocity β = ∆L
c×TOF

. However this mean velocity includes in average all energy losses in

materials along the line between the two detectors used to measure the time difference

(in our case two thin plastic scintillators in F3 and F7 for BigRIPS). In the presence of

a thick degrader between the two plastic detectors (like in our case in F5, see figure 2.2),

such a mean velocity cannot be used because it differs too much from the ones before or

after the degrader needed in later stages of the analysis. Therefore the so-called “two-fold”

method [41] is used to extract the velocities in the different sections of the spectrometer

by combining the total TOF measurement with the magnetic rigidities extracted in each

section.

In this method, the total time of flight between the two plastic detectors is decomposed

using:

TOF =
L1

β1c
+
L2

β2c
, (2.11)

where 1 and 2 respectively denote variables before and after the degrader. L1,2 corre-

sponds to the length between each plastic detector and the degrader, and β1,2 is the actual

mean velocity in the corresponding portion of the spectrometer.

As long as there is no change of charge state along the spectrometer path, the mass-

to-charge ratio of a beam ion stays the same. Therefore, we can express the A/Q in each

portion:
A

Q
=
Bρ1 × c

uβ1γ1
and

A

Q
=
Bρ2 × c

uβ2γ2
(2.12)

Taking the ratio between these last two equations, we get:

Bρ1
Bρ2

=
β1γ1
β2γ2

(2.13)

Substituting equation 2.13 into equation 2.11 either β1 or β2 can be determined as a

function of the measured lengths and rigidities.

Production of the particle identification diagram (PID)

In our analysis, the nuclei will be unambiguously identified event-by-event using the

mass-to-charge ratio A/Q and the charge number Z.

On one hand, the A/Q ratio is extracted for each portion of the spectrometer (before

and after the degrader: between F3 and F5, and between F5 and F7) by using the event-

by-event Bρ and β determined as described in the previous section:

A

Q
=
Bρ× c

uβγ
(2.14)

On the other hand, the Z value can be determined by measuring the energy deposited in
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a detector placed along the beam’s path (in our case ionisation chambers labelled MUSIC

in figure 2.2) and then using the Bethe-Bloch formula:

(ln

(
2mec

2β2

I(1− β2)

)
− β2)× Z2 = −

[
dE

dx

]
mec

2β2

4πne

(
4πϵ0
e2

)
(2.15)

where

[
dE

dx

]
is the energy loss per unit of distance, mec

2 is the mass of the electron, and

β is the velocity. Isolating the variable:

Z =

√√√√√√√
[
dE

dx

]
mec

2β2

4πne

(
4πϵ0
e2

)
ln (

2mec
2

I
β2)− ln (1− β2)− β2

(2.16)

This allows to produce a Particle Identification Diagram (PID) in Z vs A/Q (example

in figure 2.4) and therefore identify event-by-event each nucleus in the cocktail beam in

BigRIPS or among the knockout products in ZDS.

(a) BigRIPS (b) ZeroDegree

Figure 2.4 – Particle Identification Diagram (PID) in BigRIPS and ZeroDegree
obtained during the experiment RIBF196. A treatment for event selection and
optical corrections is already applied but will be detailed later in the section 3.1.2.

2.2.4 Beam line detectors

As explained conceptually in the previous section, the production of the PID (figure 2.4)

relies on the measurement of three main types of observables:

— (X, Y , A, B) measured in the Parallel Plate Avalanche Counters that monitor the

trajectories of the ions around specific focal planes (F3, F5, F7, F8, F9, and F11,

see figure 2.2).

— Time of flight measured between two plastic scintillators.
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— ∆E (the energy deposit in a given material) measured in the MUSIC Ionisation

Chambers.

This section will briefly describe the functioning principle of those three types of detec-

tors. The placement of the detectors can be seen on the scheme presented in figure 2.2.

Parallel Plate Avalanche Counters (PPAC)

Parallel Plate Avalanche Counter (PPAC) detectors are used to monitor the position of

the nuclei in the transverse plane with respect to the beam axis.

As schematically shown in figure 2.5, a PPAC detector is composed of two segmented

cathode planes connected to delay lines, an anode plane in between them, and is filled with

gas at low pressure (C4H10 or C3F8). When an ion passes, atoms in the gas get ionised and

produce a fast electron avalanche (rise and fall times of few nanoseconds [43]) due to the

strong electric field between the electrodes (around 700 V applied during the experiment

and only 3-4 mm gap). These electrons induce charge signals on few strips of the cathodes

around the ion trajectory. The position along the axis of segmentation is then determined

by combining knowledge of the signal velocity and the time difference of the signal’s arrival

at either end of the delay lines. In our experiment, the two segmented cathode planes are

oriented perpendicularly to each other in order to have X and Y coordinate measurements.

The fast timing and low impact on the beam’s quality [44] make those detectors a viable

tool to monitor the high-rate beam position. At the RIBF, PPAC detectors are always

paired in order to maximise efficiency and allow angle measurements. Their active surface

varies along the line but can reach areas up to 240 mm by 150 mm, in the horizontal (X)

and vertical (Y) direction respectively.

Figure 2.5 – Schematic view of a single PPAC detector. Taken from [43].
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There are 26 Parallel Plate Avalanche Counters along the line. For each PPAC the raw

data measured in a time-to-digital-converter (TDC) are the charge signal arrival time on the

left and right side for each X and Y cathode planes, and the central anode time with respect

to a common reference: TX
L , TX

R , TY
L , TY

R , TY
A (with L: left, R: right, A: anode). Time

differences between left and right values are then converted to position along a cathode

plane, for example:

X = xfactor ×
(
TX
L − TX

R

2

)
+Xoffset (2.17)

where xfactor (in mm/ns) describes the signal velocity along the delay line and Xoffset (in

mm) is an offset to position the PPAC in its plane according to measured central values

(similarly for Y ).

The final positions (XFi
, YFi

) and angles (AFi
, BFi

) in a given focal plane i are then

reconstructed by combining measurements from different PPAC sets around the focal plane.

For example using only two PPACs, 1 and 2, and noting ZF the Z position of the focal

plane: 

XF = X1 +
(X1 −X2)

(Z1 − Z2)
(ZF − Z1)

YF = Y1 +
(Y1 − Y2)

(Z1 − Z2)
(ZF − Z1)

tan(AF ) =
(X1 −X2)

(Z1 − Z2)

tan(BF ) =
(Y1 − Y2)

(Z1 − Z2)

(2.18)

Plastic detectors

The time-of-flight measurement needed for ion velocity β determination involves plastic

scintillators emitting light when an ion passes through. There are four 0.2 mm thick plastic

scintillators placed at focal planes F3, F7, F8, and F11. A photomultiplier is mounted on

each side to measure a time and a charge: TL, TR, QL, QR. The time at which a particle

hits the plastic is defined as the mean value between the left and right time measurements

in order to eliminate the time of light propagation in the plastic: T = (TL + TR)/2.

The distance ∆L between two plastic detectors being known, the velocity can be cal-

culated (see section 2.2.3 for the more complex case when there is a degrader between the

plastics):

β =
∆L

c×∆T
(2.19)

The times-of-flight are measured between F3 and F7 (for BigRIPS), and between F8

and F11 (for ZeroDegree). The length between the F3 and F7 plastic scintillators is about
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46.6 metres, and the total length of ZeroDegree is about 36.5 metres.

The time-of-flight measurement needs to be calibrated in order to account for the dif-

ference of signal travel time (wire length) from a plastic to another. This calibration is

detailed in section 3.1.3.

The rise and fall times are of a few nanoseconds and the efficiency is assumed to be close

to 100% which is why they are used for triggering the BigRIPS and ZeroDegree acquisitions.

Ionisation chambers

In order to identify the charge of the ions (method described in section 2.2.3) multi-

sampling ionisation chambers (MUSIC) are used. They consist of six electrodes enclosed

within low pressure CH4 gas that will be ionised by the beam. The resulting electron-ion

pairs are collected on the electrodes producing a signal proportional to the energy lost by

the beam in the gas via the ionisation process [45].

The use of multiple electrodes allows a better resolution in ∆E to be reached (≈ 2%).

The signals from all electrodes are combined by computing a geometrical mean of all the

charges registered:

∆E = 6

√√√√ 6∏
i=0

Qi (2.20)

These detectors have a rather slow rise time due to an electron drift time of about

2 µs [46] which leads to a large amount of pileup as it will be showed in section 3.1.2.

2.3 The HiCARI γ-ray detector

In beam γ-ray spectroscopy following direct reactions has been a major tool for structure

studies of nuclei near the drip lines at the RIBF facility .

Up to now, most experiments focused on performing the first spectroscopy of even-even

nuclei (2+1 , 4
+
1 , ...) produced with very low rates (down to a few particles per second).

For this purpose, the DALI2 scintillator array [47] with its high γ-ray detection efficiency

(∼ 20% full-energy photopeak around 1 MeV) has been particularly successful [6, 48].

However, its energy resolution of about 10% FWHM at 1 MeV is too large for the

detailed spectroscopy of dense level schemes.

The HiCARI project (figure 2.10a) was developed in order to assemble various high

purity germanium detectors, comprising highly segmented crystals thus improving the in-

trinsic energy resolution as well as the angular granularity. This section will first detail

the conceptual improvements brought by HiCARI and the technical details of this setup at

RIBF.

41



2.3.1 In beam γ-ray spectroscopy

The energy of a γ ray emitted in-flight by a given reaction product undergoes a Doppler

shift in the laboratory frame. The strength of this shift depends on the velocity β and the

angle θγ between the γ-ray direction and the velocity vector of the emitting nucleus. The

relation between the intrinsic transition energy E0 (rest frame of the nucleus) and the

measured energy Elab in the laboratory (observation frame) is given by:

E0 = Elab
1− β cos θγ√

1− β2
(2.21)

Because of the beam’s relativistic velocity (β ≈ 0.6), this Doppler shift is of very

significant impact: at forward angles (towards θγ = 0deg) the measured energy Elab will

be twice as large as the rest frame energy E0, and half as large at backward angles (θγ =

180 deg).

The measurement of the θγ angle between the reaction residue and the photon uses

ZeroDegree data for the beam’s scattering angle, and HiCARI data for the angle of the

photon with respect to the spectrometer axis.

Equation 2.21 implies that the overall energy resolution is impacted not only by the

detector intrinsic resolution in Elab, but also by the uncertainties on the velocity and the

observation angle (also called Doppler broadening). One can express the attainable energy

resolution after Doppler correction by:(
∆E0

E0

)2

=

(
∆Elab

Elab

)2

+

(
β sin θγ

1− β cos θγ

)2

(
∆θγ
θγ

)2 +

(
β − cos θγ

(1− β2)(1− β cos θγ)

)2

(
∆β

β
)2

(2.22)

Even if details about the analysis methodology and uncertainties will be given in sec-

tion 2.3.3, we can summarise that:

— Velocity uncertainty ∆β originates mainly from both the imprecise knowledge of the

beam ion velocity before the target (βin deduced from BigRIPS in our case) and the

unknown energy losses before the γ-ray emission point. When using a thick solid

target, like our 6-mm thick beryllium target, this last effect dominates since we use

the estimated mid-target velocity.

— Angular uncertainty ∆θγ is due to (i) the unknown emission point within the target

(similar effect as for ∆β), (ii) the imprecise determination of the velocity vector

( ⃗vout) of the outgoing reaction product emitting the γ-ray and (iii) the uncertainty

on the γ ray hit position within the detector. In general, this last contribution

dominates the angular uncertainty.

In figure 2.6, we illustrate quantitatively the contributions of these different uncertain-

ties to the total energy resolution for a 1-MeV γ ray emitted at β = 0.6 and various detector

42



0 50 100 150
Theta (deg)

0

2

4

6

8

10

12
E/

E 
(F

W
HM

) [
%

]
(a) DALI2

0 50 100 150
Theta (deg)

(b) Ge(MINIBALL) @ 26 cm

0 50 100 150
Theta (deg)

(c) Ge(tracking) @ 20 cm
intrinsic
velocity
angle
total

Figure 2.6 – Comparison of Doppler-corrected energy resolution (FWHM) as a
function of the γ-ray emission angle θγ for different experimental setups (solid red
lines). Individual contributions from different sources to the total uncertainty are
displayed: angle ∆θ (dashed lines), velocity ∆β (dotted lines), and intrinsic energy
resolution ∆Eγ (dash-dotted lines). Panel (a) corresponds to the DALI2 scintillator
array, (b) MINIBALL germanium detector at 26 cm, and (c) to state-of-the-art γ-ray
tracking detector such as GRETINA/AGATA at 20 cm (see text for details).

setups: (a) the DALI2 array in nominal configuration, (b) segmented germanium detectors

from MINIBALL [49] at 26 cm from the target and (c) state-of-the art Ge detectors from

a tracking array at 20 cm.

Configuration (b) and (c) were chosen to mimic the configuration of Ge detectors in

HiCARI detailed in next section. In all cases, a thick solid target (beryllium or carbon)

inducing a ∆β/β of 7% was considered.

Naturally, the first obvious gain in resolution with the germanium detectors from Hi-

CARI originates from their much superior intrinsic resolution compared to scintillators from

DALI (2-3 keV compared to ∼ 100 keV at 1 MeV). Despite this significant intrinsic gain,

the overall resolution remains limited in our configuration to about 6% for MINIBALL-like

detectors because of the velocity uncertainty at low and high angles (due to the use of

the thick target) and because of their limited angular segmentation dominating around

50 degrees (6-fold slices for a 7 cm diameter crystal). Finally, panel (c) demonstrates that

detectors with pulse shape decomposition capabilities such as the GRETINA-type used in

HiCARI can lead to an improvement of the total resolution down to 2% at some angles

thanks to their 5 mm (FWHM) resolution in the γ-ray hit position.

2.3.2 Lifetime sensitivity

In the previous discussion, it was considered for simplicity that the γ-ray emission point

coincides with the reaction vertex and in consequence that the mid-target point matches
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with the average decay position. This assumption is correct only if the decaying state of

the nucleus does not have a significant lifetime.

θe

Target

Short lifetime

Long lifetime

βshort>βlong

Interaction pointBeam

Figure 2.7 – Scheme of the lifetime effect on in-flight γ-ray detection. A long
lifetime (in green) reduces the velocity at emission, and increases the emission angle
of the γ ray.

As presented schematically in figure 2.7 a non-zero lifetime will make the average emis-

sion point deeper in the target (or even outside the target), thus reducing the average β at

emission due to energy loss. Similarly, the mean θγ angle at emission will be increased by

a non-zero lifetime.

These two effects induced by a non-zero lifetime will modify the position and shape of the

photopeaks Doppler-corrected assuming a mid-target emission. In figure 2.8, simulations

of the HiCARI detector’s response for different lifetimes show that the mean energy of

the Doppler-corrected photopeaks is shifted towards lower values compared to the actual

transition energy, and a tail appears at low energy.

In our experiment, we actually use any observed energy shift and distortion of the peaks

to determine the lifetime of the decaying state. To do so, a given experimental spectrum

after Doppler correction is fitted using various simulated response functions assuming dif-

ferent lifetimes (as in figure 2.8). The goodness-of-fit (through a chi-square indicator for

example) is then used to determine the lifetime with its error bar.

Having different kinds of detectors at different angles provides a better constraint on

the lifetime since their response function is affected differently. For example, according to
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Figure 2.8 – (a) and (b): Simulation of the sensitivity to lifetimes at 1359 keV for
MINIBALL at low angles and GRETINA-like detectors at high angles. (c): Relative
shift of the maximum of the peak as a function of the lifetime according to simu-
lations. In black for detectors at low angles, in red for detectors at angles close to
70 deg.

equation 2.21, at an angle θγ for which:

cos θγ =
1−

√
1− β2

β
(2.23)

is fulfilled, the relativistic Doppler effect does not shift the γ-ray’s energy (Elab=E0). There-

fore at this angle (about 70 deg for β ≈ 0.6) the energy shift due to a lifetime is very small.

An estimation of the peak’s energy shift with respect to lifetime according to simulation

of two groups of detectors described in the next section is presented in figure 2.8c. One can
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observe that the peak position measured in GRETINA-like detectors is not shifted much.

This shows the necessity at those angles to have a better Doppler reconstructed energy

resolution in order to constraint the lifetime by analysing the peak trail.

At β = 0.6 a 83Ge nucleus takes about 30 ps to travel through our 6-mm thick beryllium

target. This means that for lifetimes longer than this, the main effect is caused by the mean

θγ increase, since the velocity does not change anymore. Overall as it can be observed in

figure 2.8, MINIBALL detectors have a good sensitivity to short lifetimes (of the order of a

picosecond) since they induce a measurable energy shift (see figure 2.8c), and GRETINA-

like detectors have a sensitivity to longer lifetimes (tens of picoseconds) due to their high

angle (mainly from line-shape). This HiCARI multi-detector therefore provides a better

sensitivity to level lifetimes than DALI2 thanks mainly to its superior energy resolution.

2.3.3 Overview of the array

Three types of detectors

The HiCARI γ-spectrometer is a multi-detector made of three different detector types.

The final array that was used during our campaign comprised:

— 6 MINIBALL triple clusters [49] with tapered hexagonal crystals, each 6-fold seg-

mented.

— 4 Super Clover detectors [50], each comprising four tapered 4-fold segmented crys-

tals.

— A quadruple GRETINA detector (demonstrator) from RCNP and a triple GRETINA-

like detector from LBNL Berkeley (referred to as “P3”) both 36-fold segmented [51].

Both are referred to as GRETINA-type detectors.

The geometry of the crystals for each detector type and their segmentation are presented

in figure 2.9, showing on the bottom the modelisation used for the Geant4 simulations

(discussed in section 3.4).

The MINIBALL detectors are placed at rather low angles between 20 degrees and 50

degrees, the four Clover detectors are placed between 50 and 80 degrees, and the hexagonal-

shaped GRETINA-type detectors are placed at high angles between 60 and 90 degrees.

Figure 2.11 shows the angular position of all the segments of the MINIBALL and Super

Clover detectors. The figure also shows as a histogram an example of the extracted positions

of the hits in the GRETINA-type detectors. Two out of the four crystals in the RCNP

quadruple detector were not working (which leaves two crystals).

The centres of all segments with respect to the target have been determined through

a photogrammetry method that uses image treatment of photographs of the detector on

which small targets have been attached (bright dots in figure 2.10a). Using a minimisation

algorithm, every capsule is placed in the lab frame and using each detector design provided
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Figure 2.9 – Top: geometry of the crystals from MINIBALL, Clover, and GRETINA-
like detectors. Bottom: view of the modelisation of a complete detector set.

(a)
(b)

Figure 2.10 – (a) Photograph of HiCARI around the F8 focal plane. (b) Position
of detectors according to the CAD drawing.

by the constructor, the coordinates of the centres of the segments are determined. The

results are presented in figure 2.11.

One can observe in figure 2.11 that some crystals are missing in MINIBALL and Clover
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Figure 2.11 – Photogrammetry determined position of each segment in the lab
frame.

clusters. In total for the MINIBALL detectors, a full cluster is missing (it would be at

ϕ ≈ −120 deg), and two crystals are missing from the clusters located at around ϕ ≈ 0

and ϕ ≈ −70 deg. Among Clover-type detectors two crystals are missing from the clusters

located at ϕ ≈ 40 deg and ϕ ≈ 130 deg.

The acquisition is based on the GRETINA acquisition system designed to perform pulse

shape decomposition (PSD) for the GRETINA-type detectors that will be described below.

The analogical signals from the crystal core and segments are sampled by a digitizer

module using 14-bit ADC. A FGPA module then computes the energy by applying a

trapezoidal filter [52].

Pulse shape decomposition

The high segmentation of the GRETINA-type detectors is used to determine the hit

position of the γ ray in the crystal to a high precision. This section briefly describes the

method to extract it.

The signal pulse shape (trace) of each segment is recorded and compared to a library

(called the basis) relating the detector response pulses to the position of the hit in the

detector.

In order to generate the basis, first the sum of a large number of single-segment events

(called “super-pulse”) is measured typically with a 60Co source. This gives a typical signal

in a given segment and induced signals in the neighbouring segments. An example of a

“super-pulse” is given in figure 2.12 in red. The measured “super-pulse” is then fitted with

about 996 parameters (taking into account cross-talk, rise time, crystal impurities, neutron
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damage...) in order to obtain a set of parameters for each segment. Two examples of such

a fit are shown in figure 2.12 (in green before parameter adjustment, and in blue after the

fit).

Second AG-GT Meeting April 2018 

Figure 2.12 – Fitting of two “super-pulses” (in red). The Monte-Carlo simulation
is used to generate a rough response function (green). The parameters of the final fit
(blue) are used to produce the basis at each point of the grid. Extracted from [53].

The parameters determined through these fits are used to produce a set of simulated

signals corresponding to a hit at each point of a grid within the crystal. The location of

these grid points is optimised for a good compromise between precision and calculation

time, see [54] for more details.

An optimal linear combination of each basis signal is then found via a least-squares fit.

The linear combination is then used to estimate the location of the interaction point.

The coordinates of the hits in the detectors are determined thanks to this procedure

with a precision of about 4 mm FWHM [55]. Without this procedure, the precision would

have been the size of a segment.

2.3.4 Beam tracking setup

For γ-ray analysis purposes, beam tracking at the target must be performed. The two

PPACs present before the target are used to measure the angle and the position of the

incoming secondary beam on the target. A third PPAC has been inserted right after the

target, thus allowing the measurement of the scattering angle θS.

The F8 focus is a beam focal plane that has been determined independently from

HiCARI. The HiCARI position determined through photogrammetry is not defined with

respect to the F8 focus and therefore a common reference point had to be found. The

offset between the HiCARI reference frame and the centre of the target was measured to

be 9.85 mm (using technical drawings inputs).
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Figure 2.13 – Schematic view of the layout around the F8 focus. The dashed green
line shows the Z-axis origin of the reference frame of HiCARI.

2.4 Data acquisition system and trigger

As mentioned previously, the GRETINA-type detectors use pulse-shape decomposition

in order to determine the interaction point in the crystal. This requires an analysis of the

signal pulses that was performed online.

Therefore the HiCARI spectrometer data were written to disk in two modes:

— “Mode 3”: Written to disk directly from data acquisition. They contain the traces

along with the raw data

— “Mode 2”: The data flux collected is also sent to a software that performs the

decomposition and writes a data file with positions from the decomposition stored.

All of the data storing types keep timestamps that are compared to the reference timestamp

recorded by the BigRIPS acquisition in order to merge the data into a single file.

A summary of the analysis software flow is shown in figure 2.14.

Raw data
(mode 3)
Raw energy

Traces
Timestamps

Online 
decomposition

algorithm

Preanalysed data
(mode 2)
Raw energy
Timestamps

Tracking hit position

Calibrated data
(mode 3)

Calibrated energy
Timestamps

Raw data
(Spectrometers)

Plastic data
PPAC data

MUSIC data
Timestamps

Calibrated data
(mode 2)

Calibrated energy
Timestamps

Tracking hit position

Calibrated data
(Spectrometers)

BigRIPS PID
ZeroDegree PID

Timestamps

Merged data

HiCARI data

Timestamps window

Figure 2.14 – Schematic view of the data analysis framework.
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The total trigger condition is generated from the combination of several single triggers.

Trigger signals care generated by plastic scintillators in F7 and F11 when they are hit. In

the HiCARI acquisition, a γ-detector signal is used as a trigger signal if the energy passes

a given threshold. The high beam intensity doesn’t allow for a trigger condition simply

relying on a hit in the plastic scintillator in F7 as the data acquisition would be flooded

and we would have mostly dead time. In order to still have incoming beam monitoring,

a downscaling factor of 10% is applied to the condition of a simple hit in the F7 plastic

(third item below). This downscaling factor can be later compensated in the analysis.

HiCARI digitisers

B3F crates

Gamma 
detected

(leading edge)

Hit in 
Plastic F7

Hit in Plastic F7
 downscale

window

Hit in 
Plastic F11

Delay

Delay

Coinc.

Coinc.

F7DS
trigger bit 0

F7F11
trigger bit 1

F7F11Gamma
trigger bit 2

Trigger number

001 = 1
F7DS

011 = 3
F7DS & F7F11

110 = 6
F7F11 & 

F7F11Gamma

111 = 7
F7DS & F7F11 &
F7F11Gamma

Figure 2.15 – Schematic view of the trigger processing.

The acquisition can be triggered by three different possible assertions:

— The plastic scintillators in F7 and F11 are hit, without requesting a detected γ-ray

(trigger F7F11).

— The plastic scintillators in F7 and F11 are hit, and a γ-ray is detected (trigger

F7F11Gamma).

— The plastic scintillators in F7 is hit and the event goes through the downscale window

(10%) (trigger F7DS).

The second item is used for γ-ray analysis and the other two are used for cross-section

and transmission measurements. Those three conditions are summarised in figure 2.15.

The three possible trigger types are combined into a three-bit binary number (on the

right of figure 2.15). We could expect that this results in 7 possibilities (000 is excluded).

However some possibilities are removed:

— The F7F11Gamma trigger bit never comes without the F7F11 trigger bit, hence

removing the possibility 100 = 4, and 101 = 5.

— The rank-1 bit F7F11 is not encoded when alone, removing the 010 = 2 possibility.

The remaining 4 possibilities can be plotted as an histogram shown for illustration in
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Figure 2.16 – Histogram of trigger types for an example run.

figure 2.16.

The gamma trigger boolean is created via a leading-edge discriminator timing signal.

This timing is sent to the BigRIPS acquisition system that compares it to a window around

its own timings. If there is a correspondence, a logical signal is sent back to the HiCARI

digitisers in order to validate the data acquisition.

Since only plastic scintillators and γ-ray detectors are implicated in trigger conditions,

the delay of the trigger is short. However the ionisation chambers being slow detectors (see

next chapter for an estimation of the amount of pileup that they induce), they dictate the

dead time for the acquisition thus becoming the limiting factor for the acquisition rate.
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Chapter 3
Data analysis

This chapter provides a description of all the analysis steps performed to build the final

Doppler corrected spectra for a given reaction channel. For the beam and reaction product

identification, this includes first the removal of parasitic or erroneously reconstructed events

via selection cuts but also the various calibrations involved and the optical corrections

implemented to improve the A/Q and Z resolution. For the γ-ray analysis, the section

includes both a characterisation of the HiCARI detectors with source data at rest (energy

and time calibration, efficiency) and kinematic reconstruction (beam trajectory, velocity

determination, γ-ray hit location) needed to perform Doppler correction. In the end, a

section is dedicated to the GEANT4 simulation of the HiCARI response functions necessary

to interpret the data of interest and more specifically how its parameters were tuned to

match the experimental conditions.

3.1 Particle identification

As described in the previous chapter, the identification of the nuclei is obtained using

the mass-to-charge ratio (A/Q) and the charge (Z). Due to unwanted reactions of the beam

in the spectrometer or non-optimal detector responses, some events degrade the quality of

the identification. This section will describe as well the procedure used to remove them.

3.1.1 PPAC analysis

The PPAC detectors are used for the reconstruction of the position and angles at each

focal plane with the method described in section 2.2.3. For illustration, we show in figure 3.1

the trajectory reconstruction in all focal planes. One can observe the main dispersive planes:

F5 in BigRIPS where the second stage separation is performed, and F9 in ZeroDegree.

When beam ions pass through a PPAC detector they can produce secondary electrons

by knocking them out from atoms in the detector material (windows, electrodes or gas).
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Figure 3.1 – X and Y positions in each focal plane for the 84Ge→82Ge channel.
As discussed in the previous chapter, F5 and F9 are the dispersive planes, which is
illustrated here.

These electrons, called delta electrons, can artificially enlarge the avalanche profile and

consequently degrade the position reconstruction.

Fortunately, the delay line method allows a selection of such events using the total travel

time along the full delay line. Indeed, the sum of the times measured on each side of the

delay line (noted Tsum in the following) should be constant independently of the position

of the ion since it depends only on the total length of the delay line. If a second event is

collected at the same time, due to pileup or delta electrons produced within the PPAC, the

delay-line end closest to the parasitic event will have a shorter recorded timing [43].

To filter out such events, we apply a condition on the TX
sum and T Y

sum variables defined

as follows (for the X example):

TX
sum =

(
TX
L − TA

)
+
(
TX
R − TA

)
(3.1)

The time measured on the “anode” plane TA is used as a reference time for each event.

A characteristic distribution is shown in figure 3.2. One can observe that the delta

electron events cause a tail at lower TX
sum or T Y

sum on the variable’s distribution. To select

the window comprising proper events, a gaussian fit is applied on a range that starts at

54



half the maximum of the distribution on the left and extends widely on the right. All the

events outside of the window defined by ±3σ of the fitted gaussian are then dismissed.

0 20 40 60 80 100 120 140 160 180 200

 (ns)sumT

1

10

210

310

410

510

610
C

ou
nt

s

Figure 3.2 – Example of the removal of delta electrons in a PPAC detector on the
X axis. The red lines delimit the window of accepted events in this case.

This selection was applied to 24 PPAC detectors out of the 26 in total on the experimen-

tal beam line and removes between 1% and 6% of the events for a given single plane. The

two exceptions are F9PPAC-1B and F9PPAC-2A for which charge collection issues arose

on the anode plane and therefore Tsum gates, requiring implicitly a proper anode time TA,

would heavily reduce their efficiency. Actually, this reduction is one of the features ob-

served in figure 3.3 where all individual PPAC efficiencies are plotted. These efficiencies

were calculated by comparing the number of hits in various PPAC variables (TX
L , TX

R or

Tsum) to the number of hits in a plastic scintillator used as a reference (in our case the one

placed at F7 used for the trigger). In summary, one can see that:

— Most of the individual PPAC efficiencies are above 90% indicating good working

conditions.

— Requesting a proper Tsum value combining left, right and anode information de-

creases the individual efficiencies only by 1-2% in most cases.

— For the two PPACs with anode collection issues mentioned before (corresponding

to ID 24 and 25), the efficiency calculated using Tsum is indeed of about 50% but

an efficiency superior to 90% can be retrieved by using only TX
L and TX

R variables,

confirming that the problem can be overcome and only originates from the anode

time TA.

— The first PPAC in the F3 focal plane (ID=5) malfunctioned. It was recurrently

tripping during the experiment which caused a low detection efficiency, and hence
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it was removed from our analysis.

F3 F5

F7
F8

F9 F11

Figure 3.3 – Efficiency of each PPAC detector for different variables used as inte-
grals. The blue circles show the efficiency calculated using the Tsum variables, and
the green and red crosses show the efficiency obtained from individual left and right
measured times.

Finally for reconstruction of trajectories in a given focal plane (described in the previous

chapter), it is worth mentioning that only information from one PPAC plane is needed to

measure a position (X, Y ), and from two to measure an angle (A, B). Given that each focal

plane has a minimum of 4 X and 4 Y planes (two double PPAC), applying individual cuts

on each PPAC plane has little impact on the final trajectory reconstruction efficiency (the

probability for suppressing or missing an event simultaneously in all PPAC planes becomes

marginal). The impact of this background removal on the final reconstructed focal plane

positions and angles is of about 1% in total. For illustration in the described experiment,

the percentages of rejected events due to this Tsum selection are summarised in Tab 3.1 for

the horizontal position and do not exceed 2%.

XF3 XF5 XF7 XF8 XF9 XF11

0.78% 1.16% 0.87% 0.74% 1.40% 0.93%

Table 3.1 – Proportion of the final reconstructed focal plane variable X rejected
by the Tsum selection.
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3.1.2 Event selection and background removal

Pileup events in ionisation chambers

The gas ionisation chambers have been preferred to semi-conductors in order to measure

∆E because the latter deteriorate rather quickly under beam irradiation [45]. Due to an

electron drift time of the order of 5 µs [46] which is long compared to our experiment’s beam

rate, the response of the Multi-Sampling Ionisation Chambers (MUSIC) is quite slow. This

induces a large number of pileup events that manifest on the PID, figure 3.5 (left), as a trail

going to the higher Z values. A way to reject the pileup events is to check the correlation

between the charge deposited in the ionisation chambers and the charge deposited in the

plastic detectors, which are faster by several orders of magnitude (few nanoseconds). Such

a plot is presented in figure 3.4 for the focal plane F7 (see further).

As already described, the plastic detectors are organic scintillators (C9H10) that are

coupled to photo-multipliers on each end giving a signal on the right and on the left side.

Their time measurement has already been discussed, here the charge measurement (based

on the same principle) is used. A plastic scintillator oriented along the x axis will measure

a charge on the “right” side QR (positive x) and a charge on the “left” QL (negative x)

that are directly related through light attenuation to intrinsic and kinematic information

of the incident ion [41]. They can be expressed as follows:
QR = Q0e

−
L+ x

λ

QL = Q0e
−
L− x

λ

(3.2)

Where x is the position of the particle, L is the length of the scintillator, λ is the attenuation

length, and Q0 is the signal corresponding to the full scintillation.

The total charge used for comparison with the one measured in ionisation chambers is

the geometrical mean between left and right charges:

Qplastic =
√
QL ×QR

= Q0e
−L/λ

(3.3)

There are plastic detectors in F3, F7, F8, F9, and F11, and there are ionisation chambers

only in F7 and F11. Therefore plastic detectors before the target (F8) are correlated with

the ionisation chamber in F7 (BigRIPS), and the ones after F8 are correlated with the

ionisation chamber in F11 (ZeroDegree).

Figure 3.4 presents the correlation between the energy measured in the ionisation cham-

ber in F7 and the charge measured in the plastic scintillator in F7. The high intensity part
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Figure 3.4 – Example pileup in scintillators and ionisation chambers placed in F7.
The events selected are in the red graphical cut.

(a) Before pileup removal. (b) After pileup removal.

Figure 3.5 – Illustration of pileup events removal for the ZeroDegree spectrometer.
On the left before purification, on the right after purification.

(Q ≈ 1500 a.u. and ∆E ≈ 120 a.u.) corresponds to the energy/charge deposited by

elements with a charge state of +32 which is most of our statistics. A diagonal from

the bottom left of the diagram to the centre shows the expected correlation between the

two variables. Some events form a trail along the X-axis (corresponding to the energy de-

posited in the ionisation chambers) starting from the diagonal to its right. They correspond

to pileup events in the ionisation chambers. The loci when looking above Q ≈ 2000 a.u.

show that there are also some pileup events in the plastic detectors. Unlike for ionisation

chambers pileup events, the shape on the diagram for plastic detectors pileup events is not

a continuous trail, which is to be expected since they are faster than MUSIC detectors.

Those can be cleared by applying a graphical cut to select the correlation. This cut can be

seen in red in figure 3.4.

In total this selection removes of the order of 10% to 15% of events in the total particle
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identification diagram. The main effect that can be observed in figure 3.5 is the trail at

high Z that is removed. These events are not fully removed since it would require a more

restrictive graphical cut which would also remove events of interest.

Charge collection correlation

The charges measured by plastic detectors are not used for reconstruction because of

their poor resolution. However they can be used to check the consistency of the information

between scintillators and ionisation chambers with the method described below. This

method also allows the removal of out-of-target nuclear reacted ions.

Thanks to the two different types of variables measured in plastic scintillators, we

express the position x in two different ways. First from equation 3.2 we obtain:
ln

(
QR

Q0

)
= −L+ x

λ

ln

(
QL

Q0

)
= −L− x

λ

(3.4)

Subtracting the two equations, we can express the position x of the ion as a function of

the measured charge signals on each end of the scintillator:

x =
λ

2
ln

(
QL

QR

)
(3.5)

Similarly, knowing the propagation velocity v of the light in the scintillating medium,

one can deduce the position x of the ion from the time difference between left and right

signals:

x =
v

2
(TL − TR) . (3.6)

Combining equations 3.5 and 3.6 shows a proportionality relation between ln (QL/QR)

and (TL − TR):
λ

2
ln

(
QL

QR

)
=
v

2
(TL − TR) (3.7)

This allows the removal of inconsistent events, for example multihit (similarly to the PPAC

case) or remaining pileup events. In figure 3.6, we show the correlation between ln (QL/QR)

and (TL − TR) for the F8 plastic scintillator. The diagonal ellipse shows that most of the

events have a linear correlation as expected. For this specific case, a non negligible portion

of events do not match this correlation possibly due to collection problems on a side of the

plastic scintillator. We removed them using the ellipse drawn in the figure as a selection,

and an additional 1.8% of events are removed through this step.
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Figure 3.6 – Event removal in the F8 plastic scintillator to require correlation
between charge and time. Red ellipse shows the events selected for physics analysis.

Ion charge state selection

The Bρ value is proportional to A/Q. Therefore if the charge Q of the nucleus stays

constant, Bρ stays constant as well. Accelerated ions can however capture an electron

along the way in the spectrometer changing their charge state and thus their Bρ. If on

the contrary there is no change of charge state in the middle of the spectrometer, the ratio

between the rigidity in the first part and in the last part of the spectrometer should be

constant and characteristic of the energy lost in the spectrometer (the fewer the materials,

the closer Bρ1/Bρ2 is to 1). Since our PID construction assumes the beam to be fully

stripped, we need to remove events in which a change of charge state has been identified.

We show Bρ1 against the ratio Bρ1/Bρ2 in figure 3.7. The middle spot (close to 1

on the X-axis) corresponds to unchanged beam charge state (fully stripped in our case).

Separated spots on the side show that there are some events with a charge state of +1 and

with a charge state of −1. Indeed if a fully stripped nucleus coming out of the production

target catches an electron between the first part of the spectrometer and the second one,

its charge is reduced, therefore its Bρ is increased. In figure 3.7 it corresponds to the left

spot. The right spot corresponds to a nucleus that is not fully stripped in the first part

of the spectrometer, and loses an electron during its travel time thus increasing its charge

and decreasing its Bρ.

This example is given for the ZeroDegree because even though there is a 2 mm alu-

minium degrader in BigRIPS (and therefore necessarily a rather large number of electron

captures), the presence of a momentum slit that selects the charge states implies that we

do not observe any in our data.

The selection applied in figure 3.7 is to keep events with Bρ8,9/Bρ9,11 superior to 0.985

and inferior to 1.025. The impact of this selection on the particle identification diagram
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Figure 3.7 – Charge states in the ZeroDegree spectrometer. The X-axis shows
the ratio between the rigidity in the first part of the spectrometer (from F8 to F9)
and the rigidity in the last part of the spectrometer (from F9 to F11). The selected
events lie between the red lines.

(a) Before charge-state selection. (b) After charge state selection.

Figure 3.8 – Charge-state selection in ZeroDegree spectrometer. On the left before
the removal, and on the right after the removal.

can be seen in figure 3.8 (left: before, right: after). Some additional spots on the diagram

that were corresponding to unwanted charge states can be observed in the top right corner

in figure 3.8a at about A/Q ≈ 2.7 and Z ≈ 33.5, which could correspond to 84Ge with a

charge of +31 (A/Q = 2.7).

3.1.3 PID construction

Mass-to-charge ratio calibration The determined mass-to-charge ratioA/Q and charge

Z are highly dependent on the measured velocities β. For relativistic beams, the travel time

from one end of a spectrometer to the other is comparable to the travel time of the signal

from plastic scintillators to the central acquisition system (few hundreds of nanoseconds).
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Therefore if the signal travel time isn’t compensated it has a large impact on A/Q and Z

identification.

The time-of-flight offset to apply as a compensation is determined based on the knowl-

edge of the most intense species (84Ge) in our cocktail beam. We produced several iden-

tifications for different time-of-flight offsets (ToFoffset). For each offset, a different central

A/Q value is measured. From equation 2.14, there is a linear correlation between the

measured central A/Q and ToFoffset. This allows to find the ToFoffset value that gives

the expected theoretical mass-to-charge ratio (2.625 in BigRIPS for 84Ge, and 2.594 in

ZeroDegree for 83Ge).

The centred A/Q against time-of-flight offset values are shown in figure 3.9 with Bi-

gRIPS spectrometer on the left (using 84Ge) and ZeroDegree spectrometer on the right

(using 83Ge). An optimum value for each spectrometer that arises from this method is

shown by the blue dashed lines.
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Figure 3.9 – Optimal time-of-flight offset determination. Blue dashed lines repre-
sent the expected mass-to-charge ratio and its corresponding time offset for 84Ge in
BigRIPS (left) and 83Ge in ZeroDegree (right). Red dots are experimental points
and the black lines are linear fits.

Applying the determined offsets inevitably shifts the extracted Z value as well. This

led us to applying a small re-calibration of the charge afterwards in order to have the

identification spots right where they are expected.

Calibration of the charge The ionisation chambers (MUSIC) measure the deposited

energy using six electrodes (see section 2.2.4). The charge measured in each strip of the

chamber is presented in figure 3.10. These ADC values are calibrated for each channel and

then the geometrical mean of all the layers is calculated to be used in the formula 2.16

presented in section 2.2.4 thus giving Z. All gain matching for the strips and calibration

has been done prior to the experiment.
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Figure 3.10 – Raw ∆E from the MUSIC detector in F7 in each of the six layers.

Stability The stability of all the used variables over the course of the beam time have

been checked. The only rather unstable variable is the charge measured in ZeroDegree due

to some jumps of the measured ∆E in the ionisation chamber (see figure 3.11).

Figure 3.11 – Z value measured in ZeroDegree over the course of the experiment.

The jumps of the measured ∆E in the ionisation chamber in ZeroDegree were small

enough to have no impact on our identification since the species are also separated by their

mass-to-charge ratio.
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Figure 3.12 – Example of the optical correction of the dependencies between the
A/Q measured in ZeroDegree and the position X and angle A measured in F11.
On top before correction, A/Q and kinematic variables in F11 are not independent.
On the bottom after correction, most of the dependency is corrected for. See text
for details on the optical corrections.

Optical corrections

Some dependencies on spectrometer variables can be found in the A/Q distribution.

This can be demonstrated with an example in the upper part of figure 3.12 where the A/Q

value that should theoretically be independent of the position or angle in any focal plane

shows a dependency (one would otherwise expect a straight vertical line). Therefore the

resolution in A/Q is deteriorated. This is partly due to transfer matrices approximations.

The A/Q are determined using the transfer matrix of the spectrometers. The fol-

lowing equation (equivalent to equation 2.9 shown in section 2.2.3) is used to calculate

δ = ∆Bρ/Bρ which then leads to A/Q:(
F5A

δ

)
=

(
(x|a) (x|δ)
(a|a) (a|δ)

)−1

×

[(
XF7

AF7

)
−XF5 ×

(
(x|x)
(a|x)

)]
(3.8)

Here we correct, in each spectrometer, dependencies of A/Q on X, Y , A, and B (the

positions and angles in each focal plane). The procedure consists in finding a function fBR
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and fZD such that:{
A/Qc

BR = A/QBR − fBR(XF5, YF5, AF5, BF5, XF7, YF7, AF7, BF7)

A/Qc
ZD = A/QZD − fZD(XF9, YF9, AF9, BF9, XF11, YF11, AF11, BF11)

, (3.9)

where A/Qc
BR and A/Qc

ZD are the new mass-to-charge ratio in BigRIPS and ZeroDegree,

respectively, with same central value but without focal plane kinematics dependencies.

In order to do so, we use an algorithm from [56, MultiDimFit class] 1 that determines

the functions fBR and fZD as a multi-linear (with interaction terms included) polynomial

of maximum degree set to 4 (empirically chosen to compromise between acceptable running

time and high order dependencies).

Applying this correction to the dependencies described above gives the result presented

in the lower part of figure 3.12. In the corrected graph the lines are now mostly straight

and the dependencies of A/Q on X and A variables in F11 are removed in this example.

The same effect can be observed for every variable considered.

This treatment improves the A/Q resolution and allows a better separation of the iso-

topes. The FWHM resolution achieved in BigRIPS is 0.18% for 84Ge, and the one achieved

in ZeroDegree is 0.25% for 83Ge. in figures 3.13a and 3.13b, we show the distribution of the

mass-to-charge ratio for germanium isotopes in BigRIPS and ZeroDegree. The resolutions

quoted here are obtained through a gaussian fit of the shown distributions for the element

of interest in BigRIPS and ZeroDegree.
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Figure 3.13 – Projection of the BigRIPS and ZeroDegree PID for germanium
isotopes. Top: before optical corrections. Bottom: after optical corrections. The
A/Q resolution is measured for 84Ge in BigRIPS and for 83Ge in ZeroDegree.

The extracted Z of the nuclei can also have some unwanted dependencies. In our case

we corrected its dependencies with respect to β using the following correction formulae

1. https://root.cern.ch/doc/master/classTMultiDimFit.html
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(up to second order, determined using an polynomial fit) respectively for BigRIPS β and

ZeroDegree β: {
Zc(BR) = Z + 2.1994β2

BR − 16.2184βBR + 9.45

Zc(ZD) = Z + 18.3313β2
ZD − 17.3329βZD + 4.07

(3.10)

The gain in charge resolution from this correction is negligible.

These two optical corrections above allow for an easier separation of the isotopes as

can be seen in figure 3.14 where the identification diagrams are compared before and after

optical corrections. Some elements that were overlapping for example 82Ga (A/Q = 2.645)

and 85Ge (A/Q = 2.656) are now separated thanks to this procedure.

(a) BigRIPS

(b) ZeroDegree

Figure 3.14 – Effect of the optical corrections on the Particle Identification Dia-
grams in BigRIPS and ZeroDegree. On the left: before treatment. On the right:
after.

With the elements now sufficiently separated on the particle identification diagrams,

the reaction channels will be selected in order to treat the γ-ray spectra. The next section

will present the calibration steps required on HiCARI data before obtaining a Doppler

corrected γ-ray spectrum.
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3.2 HiCARI calibration

This section will present details of the procedure used for energy calibration and time

alignment, the achieved precision, as well as the γ-ray efficiency extraction.

3.2.1 Energy calibration

For the energy calibration of this multi-detector, sources of 60Co (two transitions), 152Eu

(ten transitions), 133Ba (five transitions) have been used.

The shape of a γ-ray peak in a germanium semi-conductor detector is affected by a

low-energy tail mostly due to incompletely collected charges because of imperfections in

the crystal structure [57].

The low energy tail is taken into account empirically by adding a step function to our

linear background estimation under the peak. The total fitting function is written as follow:

f(E) = p0E + p1︸ ︷︷ ︸
linear

+
p2√
2πp4

exp

{(
−(E − p3)

2

2p24

)}
︸ ︷︷ ︸

gaussian

+
p5(

1 + exp

{(
E − p3
p4

)})2

︸ ︷︷ ︸
step

(3.11)
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Figure 3.15 – Fit example of the 1173-keV peak in 60Co spectrum. Green line
shows the final fit while red and brown lines show the contribution of the gaussian
term and the step term respectively.

A visible doublet peak in the 152Eu spectrum at 1085.8 keV is fitted using a sum of

two gaussians and a simple linear background. This doublet was not visible on the eye-

test for nine of the crystals therefore for those crystals the fit is the function defined on

equation 3.11. For seven of the crystals, the first europium peak at 121.7 keV was not strong

enough and therefore has not been fitted either. Each segment has also been calibrated

67



Figure 3.16 – Calibrated γ-ray energies from a 152Eu run for every crystal. Selected
literature energies of 152Eu transitions are shown with the dotted red lines. On the
left a wide range of energies show a seemingly good calibration. On the right a
closer look shows some residuals mainly due to ADC non linearities.

using a simple background and without any doublet consideration. An example of a fit of

a 60Co peak is shown in figure 3.15.

The ADC values extracted from those fits (parameter p3 in equation 3.11) are then

correlated linearly with the associated peak’s energy to obtain calibration coefficients for

each crystal and segment.

Figure 3.16 shows the superimposition of literature energies (black lines) with a cal-

ibrated spectrum from a 152Eu source. Some deviations from the literature lines can be

observed. The quality of the calibration can be evaluated using the residuals Eth − Ecal

where Eth is the theoretical energy and Ecal is the calibrated energy. An example of those

residuals plotted against the energy is shown in figure 3.17a.

One can observe a zig-zag pattern roughly centred around zero with an amplitude of

about ±2 keV. This is caused by non-linearities of the Analog-to-Digital converter. As

illustrated in figure 3.17b, such non-linearities pattern have already been observed for

GRETINA digitisers. Some experiments have corrected this pattern using a measured

response from an input slow voltage ramp that scans the entire ADC range. In other

experiments [58] the corrections reduced the residual spread to about 0.1 keV.

The online decomposition algorithm (see figure 2.14) requires a calibration in order to

compare the measured signal shapes to the pulse-shapes tables. Therefore applying new
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Figure 3.17 – (a) Energy residuals (in keV) between calibrated and tabulated values
for a MINIBALL crystal given as an example. (b) Non linearities of the ADC (blue)
observed in [58] for a GRETINA detector. The red dots show the results after their
correction procedure (NLC stands for NonLinearity Correction.

calibrations to the mode-2 data would require to rerun the decomposition algorithm. For

schedule reasons, for mode-2 data online calibration coefficients were used. The residuals

have been verified to be of the same order as the ones resulting from an offline calibration.

3.2.2 Efficiency

The efficiency of the HiCARI array is determined using a known activity of each source

at a certain date, and the date and duration of each calibration run. We can calculate the

number of γ rays emitted during the run as Nemitted = A × τ where A is the activity (in

Bq) and is assumed constant and τ is the duration. These are given in table 3.2 [59].

Source Activity (Bq) Duration (s) N
60Co 21691.8 891 19327394
152Eu 6155.3 1845 11356528
133Ba 48784.7 1199 58492855

Table 3.2 – Activities of each source used, duration of each corresponding calibra-
tion run, and calculated number of emitted γ rays.

Unused crystals

The total efficiency of HiCARI is affected by the removal of malfunctioning crystals

from the analysis. In total nine crystals are not taken into account in the analysis for

several reasons (three were not functioning, three had double peaks, two had a very high

threshold and degraded data, one had a degraded energy resolution). Those removed
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Figure 3.18 – On the left: separated efficiency of all the type of detectors with
experimental data points and the fitted ad hoc function. On the right: comparison
between simulated efficiency (dashed lines) and experimental fitted function (plain
lines).

crystals comprise five from MINIBALL, two from Clovers, and two from the GRETINA

Quad detector. In addition, the signals from the P3 detector were not fully decomposed

during our beam time (first experiment of the campaign) therefore we did not use it for

our analysis and left it to be added in the future.

The efficiency is calculated from Nemitted using the integral parameter p2 from the peak’s

fit as defined in equation 3.11, and the branching ratio p:

ϵ =
p2

Nemitted × p
(3.12)

The efficiency curve has been fitted using the following four-parameters function:

ϵ(E) = aEbexp

(
−
(
E

c

)d
)
, (3.13)

where a is a scaling factor, b is related to the slope at higher energies, c is the energy

at the maximum efficiency, and d is the attenuation coefficient at lower energies [60].

The total efficiency calculated during commissioning using the same 0.5 mm Pb shielding

was of about 4% at the maximum and 2.5% at 1 MeV. In our experiment we observe an

efficiency of about 4.5% at the maximum and 3% at 1 MeV. Separated efficiencies for

each type of detectors have been calculated and are shown in figure 3.18 along with the
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Geant4 simulated efficiencies (more details in section 3.4) on the right side of the figure.

We obtain a good overall agreement comparable with previous simulation studies [61]. The

agreement with experimental data is necessary for the determination of cross sections in

further chapters.

3.2.3 Time alignment

Time correlation between beam and γ-ray events is verified in this section.

The timestamp associated with the BigRIPS event (tsBR) is measured at the passing

of the ion in the plastic scintillator in the focal plane F7. This time is compared to the

recorded γ-ray event timestamp (tsgamma):

∆tevent = tsgamma − tsBR (3.14)

Gamma rays detected in HiCARI emitted from the beam should have the same times-

tamp difference tsgamma−tsBR. Time distributions of MINIBALL and Clover type detectors

were not aligned and hence were realigned around zero (for convenience) by selecting events

with a high enough energy (E > 2 MeV) so that it can only come from a desexcitation of

the beam. An example of such a distribution is shown in figure 3.19.

Time alignment has been done using a fit of the peak’s position in the time distribution

for events with E > 2 MeV. The clock defining the timestamps ticks at 100 MHz, which

means that a timestamp unit corresponds to ten nanoseconds.

In order to align them, the distributions are fitted with a skewed gaussian:

f(t) =
Aλ

2
exp

{(
λ

2

(
2m+ λσ2 − 2t

))}
× erfc

(
m+ λσ2 − t

2σ

)
(3.15)

Overall this gives a total resolution in time of about σ = 12 ns for the MINIBALL, and

σ = 6 ns for GRETINA-type detectors. Those resolutions are calculated using the type of

figure presented for an example of MINIBALL and an example of GRETINA-like crystal

in figure 3.19. One can observe that the GRETINA-like crystals have a much better time

resolution and a much weaker walk effect at low energy [57]. This is due to the fact that in

addition to the leading-edge trigger used for every crystal on the setup, the decomposition

algorithm runs a CFD filter on top that is necessary for a good treatment of the traces [55].

A contour can be applied in order to select events in correlation with the beam. For

example in the top right part of figure 3.19, some horizontal lines (at about 700 keV for

example) are completely uncorrelated in time with the beam. The applied contour in red

helps to remove these background γ-ray events.
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MINIBALL crystal

GRETINA Quad
crystal

Figure 3.19 – Example of a time distribution for a MINIBALL crystal on top and
a GRETINA Quad crystal on the bottom. On the right side the time difference is
shown against the energy with the graphical selection applied to the data as red
lines. The difference of resolution and behaviour at low energy are discussed in the
text.
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3.3 Production of the Doppler corrected spectra

As described in section 2.3.1 the γ rays being emitted in flight, a correction of the

Doppler effect needs to be performed. This section will go into details on how the param-

eters for this procedure are adjusted.

3.3.1 Trajectory reconstruction around F8

In order to find the angle between the emitted γ ray and the emitting residual, some

trajectography has to be performed around the target. The angle of interest is determined

by measuring the angle of the residual with respect to the incoming beam direction (scat-

tering angle θS) on one hand, and the angle of the γ ray with respect to the beam axis (θγ)

on the other hand.

Alignment of the additional PPAC in F8

The angle of the residual with respect to the beam axis θS is measured using the

additional PPAC pair in F8 after the target (F8PPAC-3A and F8PPAC-3B). Since those

PPAC are non-standard, they need to be aligned with the beam line by offsetting the

position data.

The alignment method was performed using runs without a target. We extrapolated

values of X and Y at the position of the third PPAC in F8 assuming a straight line

trajectory. An example for the X direction is given by the equation below:

Xextrapolated = Xbefore +∆Z × tan θX (3.16)

By comparing those values with actual X and Y measured by the third PPAC pair in

F8, we observe the shifts listed in table 3.3 and these values were used as offsets for the

analysis.

PPAC name X Offset (mm) Y Offset (mm)
F8PPAC-3A -0.08682 -1.161
F8PPAC-3B 1.646 -0.2919

Table 3.3 – Offsets applied in the analysis to compensate for F8PPAC-3 misalign-
ment.

Scattering angle determination

The two PPAC detectors before the target in F8 are used to measure the incoming beam

direction vector (
−→
Vin). In the absence of a vertex tracker for the reaction in the target, the
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position of the reaction is always assumed to be in the transverse plane passing through

the centre of the target. Using the incoming beam direction, we extrapolate an assumed

vertex position in the target (Xt, Yt, Zt) where Zt is always the half-depth of the target.

The result of this vertex position reconstruction is shown in figure 3.20b.

Combining the (corrected) position measured by the PPAC pair after the target and

(Xt, Yt, Zt) the position of the vertex in the target, we extract the outgoing beam direction

vector (
−−→
Vout).

Event-by-event, the angle between
−→
Vin and

−−→
Vout is calculated thus giving the scattering

angle θS.

Resolution on the scattering angle and position on target

The scattering angle distribution can be calculated from the measurement described

above. The distribution measured without a target gives a scattering angle spread that is

characteristic of the measurement uncertainty.
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Figure 3.20 – (a) Comparison of the scattering angle measured without the target,
and with the target. Fitted functions are superimposed in red. (b) Reconstructed
position of the vertex on the target (for the channel 84Ge→83Ge given as an example).
The red circles represent the edges of the target holder.

in figure 3.20a the distributions have been fitted with the following function:

f(θS) =
A√
2πσ

exp

(
−(θS − ⟨θS⟩)2

2σ2

)
× sin θS × cos θS , (3.17)

where A, ⟨θS⟩, σ are the usual gaussian parameters. The sine and cosine factors come from

geometrical considerations although at angles as low as few milliradians, the approximations
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cos θS ≈ 1 and sin θS ≈ θS could have been used without a visible loss of fit quality. This

will allow us to compare the scattering angle with the simulation in section 3.4.5.

3.3.2 γ-ray interaction vertex

In order to determine the angle at which the γ ray was emitted, the coordinates of

the interaction point in the germanium detector need to be found. The procedure differs

between GRETINA-type detectors and the others.

For MINIBALL and Clover types detectors, the segment that stored the highest energy

(in the lab frame) is defined as the first hit segment. The coordinates of its centre are then

used to define the position of the γ-ray interaction vertex.

A particular procedure is applied when one segment only did not work in a crystal.

In this case, Emissing = Ecore −
∑

segmentsEsegments is the missing energy that the segment

would have measured if it had worked. This missing energy is therefore assigned to it and

the comparison with other segments can proceed.

For GRETINA-type detectors the signal decomposition described in section 2.3.3 is

applied in order to give the γ-ray interaction vertex coordinates.

As mentioned in section 2.3.3 the positioning of HiCARI with respect to the lab frame

is done via the photogrammetry process. An unknown offset between the reference frame

in which γ-ray interaction points are placed and reaction vertex coordinates has an impact

on the result of the Doppler correction (since the emission angle would be badly evaluated)

that depends on the angle of the detector.

An offset between γ-ray detectors and beam frames would shift the position of the

Doppler reconstructed peaks. This impact has been studied on data peaks by artificially

shifting the reference frame of the beam away from its nominal position along the Z-axis

and looking at the position of the Doppler corrected peak in the data. In figure 3.21, the

energy position of a peak in the MINIBALL detectors is plotted against a shift between the

two frames (for a velocity β = 0.6). This shows a dependency of the central position of the

reconstructed peak of about 2.5 keV/mm at low angles (MINIBALL). For the GRETINA-

type detectors (high angles), the same effect leads to 5 keV/mm.

3.3.3 β determination

The event-by-event velocity at the vertex of the reaction is crucial for a good Doppler

correction. Although it is not directly measured we are able to determine it from velocity

measurements elsewhere in the spectrometers along with energy loss calculations. This

section will describe the method to deduce it from ZeroDegree measurements.
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Figure 3.21 – Average energy shift dependency on an offset along the Z-axis
between beam coordinates and γ-ray coordinates for MINIBALL detectors.

Verification of the procedure

For the determination of the beam’s velocity at the middle of the target, energy loss

calculations of the velocity measured in ZeroDegree (or in BigRIPS) can be performed in

order to compensate for all the material along the beam’s path. We used LISE++ physical

calculator for energy loss evaluation.

A first step is to check the consistency of LISE++ energy loss calculations with the

decreasing of beam energy (or β) in the spectrometers.

The velocity measured in a portion of a spectrometer corresponds to the mean velocity

between the two plastic scintillators. In figure 3.22, the blue lines show the velocities

between the detectors in the second part of BigRIPS (left) and ZeroDegree (right) assuming

a reasonable starting velocity in F3. The green dotted line shows the average velocity in

the portion of the spectrometer displayed. This shows that the velocities measured in the

second part of BigRIPS and ZeroDegree can be reproduced by calculations of the beam’s

energy between F5PPAC-2 and F7PPAC-1, and between F9PPAC-2 and F11PPAC-1.

Using this knowledge we calculate the velocity between F9PPAC-2 and F11PPAC-1 by

propagating energy loss in LISE++ to the velocity measured in BigRIPS. We can then

compare it to ZeroDegree measurements using runs without reaction target.

In table 3.4 the comparison is presented between measured β in ZeroDegree and the one
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Figure 3.22 – Velocity determined via LISE++ energy loss calculations in parts of
the spectrometers. On the left the results for the second part of BigRIPS, on the
right results for the second part of ZeroDegree (used in two-fold β calculations).
The green dotted line shows the average velocity in the corresponding portion of
the spectrometer.

Beam nucleus βMeas
ZD βCalc

ZD ∆β/β
84Ge 0.6257 0.6261 0.065%
83Ga 0.6207 0.6213 0.101%
82Ga 0.6269 0.6274 0.087%
83Ge 0.6300 0.6308 0.114%

Table 3.4 – Comparison between velocity measured in ZeroDegree without a target
(first column, noted βMeas

ZD ) and the velocity determined through energy loss calcu-
lations with LISE++ (second column, noted βCalc

ZD ). Last column shows the relative
comparison: (βCalc

ZD − βMeas
ZD )/βCalc

ZD

determined though energy loss calculations applied to the velocity measured in BigRIPS.

The difference obtained is of about 0.1% which gives an estimation of the systematic error

on the velocity.

A second step of verification is to apply the same procedure taking into account the

target. If there is a change of species, it is performed in the calculation at the middle of the

target. The comparison between the velocity directly measured in ZeroDegree and the one

deduced from BigRIPS measurement with energy loss calculations are shown in table 3.5

for three channels as an example. The difference obtained is of the same order as before.

Event-by-event β for the Doppler correction

As mentioned before, we perform the correction of the Doppler effect assuming the

vertex position at the centre of the target. Therefore the velocity used has to correspond

to the mean velocity of the beam at the middle of our 6 mm beryllium thick target.

The procedure described above also gives access to this mid-target velocity. It can
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Channel βMeas
ZD βCalc

ZD ∆β/β
84Ge→84Ge 0.5871 0.5871 ¡0.001%
84Ge→83Ge 0.5864 0.5868 0.077%
84Ge→82Ge 0.5864 0.5870 0.010%

Table 3.5 – Comparison between velocity measured in ZeroDegree and the velocity
determined through energy loss calculations with LISE++ from BigRIPS measure-
ments.

be obtained by applying energy loss calculations either to the beam’s energy measured

in ZeroDegree or to the one measured in BigRIPS. Under the assumption of a conserved

velocity at the reaction point, both methods should give similar results. The results for

the main benchmark channel and the channel of interest are shown in table 3.6. The third

column shows a marginal difference between the two approaches as expected. For our

analysis we used the one determined from ZeroDegree measurements.

Channel βMid
ZD βMid

BR ∆β/β
84Ge→83Ge 0.6086 0.6090 0.063%
84Ge→82Ge 0.6089 0.6094 0.082%

Table 3.6 – Comparison between velocity determined at the middle of the target
using ZeroDegree measurements (βMid

ZD ) and using BigRIPS measurements (βMid
BR ).

The β value is deduced at the centre of the target event-by-event using the following

equation:

βdoppler = βMid
ZD ×

(
1 +

βMeas
ZD − ⟨βMeas

ZD ⟩
⟨βMeas

ZD ⟩

)
, (3.18)

where βMeas
ZD is the value measured event-by-event in ZeroDegree, ⟨βMeas

ZD ⟩ is the mean value

of the overall distribution measured in ZeroDegree, βMid
ZD is the velocity at the centre of the

target according to energy loss calculations described above. This gives event-by-event a β

for the Doppler correction with a realistic deviation from the mean velocity.

3.3.4 Examples of resulting Doppler corrected spectra

Using the reconstructed scattering angle and the measured point of interaction of the

γ ray in the detector, we have the angle θe at which the γ ray is emitted. The velocity is

determined for each reaction channel individually and then used for the Doppler correction.

A comparison between the lab frame energy and the Doppler corrected energy as a

function of the angle is shown for 82Ge in figure 3.23. In the lab frame, one can clearly see

the angular dependency of the two 2+ → 0+ and 4+ → 2+ transitions corrected when going

to the centre-of-mass frame (right side panel).
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Figure 3.23 – Detector angle against energy compared in the lab frame (left) and
in the centre-of-mass frame (right) for 82Ge. Red lines indicate the expected 2+ and
4+ energies (respectively 1248 keV and 938 keV).

3.4 Simulation

The γ-ray analysis process discussed further requires GEANT4 simulations of the reac-

tion target setup as accurate as possible. This section will describe the assumptions made

for the simulation process and the tuning of the crucial parameters to match the data.

3.4.1 Resolution

For each individual detector in the simulation, the intrinsic resolution of the crystal is

set manually. The energy dependence of the resolution is assumed to be of the form:

σ (E) = a×
√
1 + b× E (3.19)

The a and b parameters are given to the simulation as inputs for each detector.

These parameters are extracted from data by fitting the resolution curve in the experi-

mental data. An example of such a fit is given in figure 3.24.
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Fit parameters :
a = 1.018 ± 0.042
b = 1.532×10-3 ± 1.97×10-4

Figure 3.24 – Example of the extraction of the resolution parameters by fitting of
a resolution curve for a crystal.

3.4.2 Threshold

The energy threshold also has to match with data. For this purpose we measured the

threshold for each detector by fitting it with the following three-parameters function:

f(E) = p0 × tanh

(
E − p1
p2

)
+ p3 (3.20)
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Figure 3.25 – Example of the threshold adjustment for a crystal in MINIBALL by
fitting of the low energy part of the spectrum (in lab frame).

An example of the extraction of those parameters is shown in figure 3.25. Except for

two MINIBALL crystals that have been dismissed in the analysis, all thresholds are around

100 keV.
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3.4.3 Event generator

In order to match with our beam dynamics assumptions, the reaction mechanism is

chosen to be a knockout reaction that conserves the velocity from the reacting beam to the

reaction products: −→vi = −→vf . As discussed before, in the analysis, the assumption is made

that the mean interaction point is the centre of the target, therefore a uniform distribution

of interaction points within the target along the Z-axis is imposed in the simulation.

3.4.4 Geometry

The geometry of the detectors in the simulation is defined using the Computer Aided

Design (CAD) drawings provided by the constructors of each type of detector (MINIBALL,

Clover, GRETINA Quad, and P3). Knowing the relative positions of the detector capsules

and their crystals, the CAD drawings are then transformed into GEANT4 geometries and

placed in coordinates that match with the photogrammetry measurements mentioned in

section 2.3.3.

The relative placements of the F8 focus, the target, and HiCARI are also reproduced

in the simulation.

3.4.5 Consistency of the simulation with the data analysis

Once the events are generated by the simulation, they are analysed as in the data

analysis. The kinematic variables need to be tuned for consistency with the data.

Beam trajectory

The scattering angle being a critical parameter for the Doppler correction, we need a

match between simulated and observed distributions. Our GEANT4 simulation has two

parameters that affect the scattering angle distribution: the angular spread along X and

Y (A and B angle dispersions), and the momentum spread ∆P .

The experimental distribution width of an observable is a result of the “real” spread and

the measurement uncertainty. The latter is calculated for our setup for different observables,

and is simulated via a randomisation around a gaussian. The “real” spread is simulated by

distributions in entry variables with arbitrary shapes and width that match the best our

experimental distributions.

For the measurement uncertainty calculation, the position resolution of the PPAC de-

tectors is taken to be 0.5 mm [43] (used for uncertainties of position and angles). The

uncertainty propagation gives a 2.4 mm resolution for the position of the beam on the

target, a 3.057 mrad resolution for the angle measurement.
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A comparison between simulation and measurements for positions and angles is shown in

figure 3.26b. The shape of the measured position and angle distributions is quite challenging

to reproduce by analytical distributions. We obtain a good agreement nevertheless. In

addition, the parameter that needs a close match with experimental data is the scattering

angle. A comparison is shown in figure 3.26a showing good agreement. Such comparisons

are checked for each studied reaction channel since the input spread to simulate might

change.

Velocity

The other crucial parameter for the Doppler correction is the mean velocity at the

reaction point. The simulation parameters are tuned so that the mean velocity at the

exit of the target matches between the simulation and the energy loss calculations from

ZeroDegree measurements. The shift of the distribution to centre it on the velocity at

the middle of the target is then applied to the simulated β (the same procedure that is

performed with the measured β described in the previous section). In figure 3.27, the

comparison between simulated velocities and measured ones is shown. One can observe

a slight difference between the mean velocity values used for Doppler correction in data

analysis and simulation analysis. This is due to differences between energy loss tables in

GEANT4 and in LISE++.

γ-ray interaction vertex

The GEANT4 simulation offers the possibility to register the average coordinates of

the γ-ray interaction vertex for each segment. This procedure is realised for a simulation

with a null lifetime. The obtained mean coordinates for the interaction vertices are then

used for the Doppler correction in all the other simulations. A comparison between the

centre of each segment and the average interaction points from the simulation is shown in

figure 3.28. The main difference for ∼ 1 MeV γ-rays is along the radial direction (∼ 10 mm)

which is mainly due to the fact that the average interaction point is closer to the front-end

according to GEANT4.

A way to improve the Doppler corrected energy resolution would be to use the simulated

average points of interaction for the Doppler correction in the data analysis. For schedule

reasons it has not been done here. The improvement should not be very significant since

the difference with the direct photogrammetry input is mainly radial (which doesn’t change

Doppler correction).
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Figure 3.26 – (a) Comparison between measured scattering angles for a given
channel after the target, and the simulated ones after adjustment of the relevant
parameters (see text for details). (b) Comparison between simulated positions and
angles in F8 and measured ones. This is shown for the 84Ge→82Ge channel as an
example.
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Figure 3.27 – Comparison between simulated velocities and measured ones. The
black distribution is simulated by GEANT4 and set to be centred on the velocity after
the target deduced from measurements. The red line shows the average velocity at
which the nuclei interact in the target in the simulation, the blue line shows the
mean velocity at which the reaction takes place deduced from measurements.

X
200 100 0 100 200

Y

200

100

0

100

200

Z
50

100
150

200
250

Simulated average interaction point
Crystal centre from photogrammetry

Figure 3.28 – Comparison, for MINIBALL and Clover detectors, between the simu-
lated average position of the interaction in each segment (in blue) and the segment
centre determined through photogrammetry (in red).
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Chapter 4
Benchmark on 82Ge and spectrum fitting

procedure

The spectra in the centre of mass frame of the emitting nuclei are obtained via the

analysis steps described in the previous chapter. Before tackling the reaction channel of

interest leading to 83Ge, a significant fraction of this thesis work is devoted to benchmark

the Doppler correction and lifetime extraction methodology on a known case present in our

data set. This chapter will describe the benchmark analysis on the low-lying transitions

of 82Ge produced after two-nucleon knockout from 84Ge on a 9Be target. This channel

was chosen due to transitions at energies in the same range as the expected transitions of

interest in 83Ge (around 1 MeV) and its rather high statistics.

4.1 Presentation of the benchmark case

The level scheme of 82Ge has been already explored in experiments for example via

β-decay spectroscopy of 82Ga [62, 63], β-n decay of 83Ga [64], Coulomb excitation [65],

transfer reaction [66], or knockout reactions at RIKEN with DALI2 [67]. This benchmark

bears similarities with our main channel of interest in the sense that energies of the main

transitions are already known with a precision below 1 keV mainly from beta decay at

rest, and can be used as inputs for lifetime analysis. A reduced level scheme is shown in

figure 4.1 with only the transitions relevant for this study.

The Doppler corrected energy spectra obtained through the analysis described in the

previous chapter for 84Ge(p, p2n)82Ge are presented in figure 4.2 for each type of detector

(MINIBALL, SuperClovers, and GRETINA-like) between 500 keV and 3000 keV. For every

class of detector, two clear intense peaks close to 1348 keV and 938 keV are identifiable

respectively with the 2+ → 0+ transition at 1348 keV [62] and the 4+ → 2+ / 6+ → 4+

doublet at 938/940 keV [62]. The transition from the 6+ state (3225 keV) to the 4+ state is
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Figure 4.1 – Summary of the observed transitions in 82Ge placed in the level scheme
according to previous studies [62–68].

expected at 940 keV and therefore is not resolved by our detector setup and is superimposed

with the 938 keV 4+ → 2+ transition. A part of this work will be dedicated to measuring

the half-life of the 4+ state by fitting this transition, which ultimately will result in an

effective half-life of the 4+ → 2+ / 6+ → 4+ doublet peak.

Although we will focus on these two main transitions in the next sections, we also

identified 4 other peaks in the experimental spectra corresponding to:

— 1176-keV transition from a state at 2524 keV to the 2+1 state [63, 66].

— 2215-keV and 867-keV from a state at 2215 keV to the ground and 2+1 state, respec-

tively [63].

— a 720-keV peak matching with a transition recently observed in the work of D. Thisse

[68, 69], assigned to a 7+ state feeding into the main cascade being a candidate for

a 1 particle-2 holes intruder structure.

The superior Doppler corrected energy resolution in GRETINA-like detectors helped iden-

tify without ambiguity some of those additional peaks. The consideration of those peaks

also improves our spectrum fitting in the other detectors.

In order to study the cascades a coincidence spectrum is built from HiCARI events of

multiplicity greater than 1 (same timestamped event but several crystals hit). Gamma-
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Figure 4.2 – Doppler-corrected γ-ray spectra for the channel 84Ge(9Be, X)82Ge for
each type of detectors separately. Observed transitions are described in the text and
marked with arrows.
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Figure 4.3 – On top: 82Ge γ-ray spectrum with multiplicity superior to 1. In blue
lines the gate around the peak used for γ-γ coincidences, in red dashed lines the gates
for evaluating the background, in red solid line the evaluation of the background
contribution under the peak. On the bottom: Gamma-gamma coincidence spectrum
with a gate on the 1348 keV transition (MINIBALL and SuperClover data).
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gamma coincidences are challenging with this setup due to the poor efficiency and high

background level. On the bottom part of figure 4.3, the coincidence spectrum for a gate on

the transition at 1348 keV in MINIBALL and Clover spectra (GRETINA-like detectors put

aside) is presented (gates used are illustrated on the top part of figure 4.3) and we identify

a strong coincidence with the 938/940 keV transition. Using a gaussian fit, we evaluate

the number of hits in the peak in both the top and bottom spectra (integral above the red

line and between the blue vertical lines). This results in 10360(±275) hits in the 1348 keV

peak. With an efficiency at this energy ϵγ = 1.84(15)%, we expect 191(±9) detected hits in

coincidence in the 938 keV doublet peak assuming no other branches feeding the 2+ state.

By integrating the 938 keV peak in the coincident spectrum we obtain 410(±126) counts.

The excessive amount of counts in the 938 keV doublet peak could be explained by a direct

population of the 6+ state (940 keV transition included in this coincident peak) but the

large uncertainties from statistics and the integration procedure (background hypothesis)

prevent us from further interpretation.

The half-life of the 2+ state (1348 keV) is known (T1/2 = 0.50(8) ps [65]) mainly from

B(E2) value measured from intermediate energy Coulomb excitation. Since it is the only

known half-life in this nucleus, we will apply our half-life determination procedure to this

state in the next section.

4.2 Spectrum fitting algorithm

This section will describe the method used to fit the γ-ray spectrum with a sum of

simulated response functions for the transitions observed and an empirical background

shape.

4.2.1 Background

In our experimental spectra, background contributions essentially arise from atomic

processes producing low-energy γ rays (bremsstrahlung, radiative electron capture) or from

unresolved transitions or γ-ray hits with partial energy deposit in the detector (Compton

scattering or pair creation). The relative amount of these contributions and their exact

sources cannot be precisely predicted or simulated. Instead, an effective and analytical

shape for this background (equation 4.1) is assumed and used in the spectrum fit (details

below).

The first step of our approach is to fit the background shape on a large portion of the

spectrum going from 200 keV to 3000 keV. The high energy part is taken to be linear and

is adjusted independently first between 2500 keV and 3000 keV.

The low energy part is modelled as the sum of two exponential functions. One of them
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Figure 4.4 – First background estimation example for MINIBALL. Dash-dotted red
line: the estimation of the background prior to transition fitting, blue dotted line:
the linear contribution, green dotted line: the double exponential contribution.

has a large negative argument and accounts for the steep increase at low energy, and the

other one is mainly relevant at intermediate energies in our spectrum (above 500 keV or

below the peaks at about 1 MeV). This contribution to the background is adjusted between

200 keV and 500 keV.

In total the background function has seven parameters and writes as follow:

fbg = p0 + p1E︸ ︷︷ ︸
linear

+ p2e
p3(E−p4)︸ ︷︷ ︸

steep exponential

+ p5e
p6E︸ ︷︷ ︸

slow exponential

(4.1)

The first estimation of the background can be seen in figure 4.4 for MINIBALL as an

example. The Compton background present in the simulated response functions of the

transitions will contribute to events outside of the peaks, hence the background estimated

here must be modelled and refined progressively during the fit procedure when adding

explicitly response functions of observed transitions.

4.2.2 Peak fitting procedure

Once the starting parameters for the background detailed above are found, we proceed

to add simulated response functions of individual transitions. We treat separately the three

groups of detectors MINIBALL, GRETINA-like and Clovers since they have very different

sensitivity to lifetime effects, as it was mentioned in section 2.3.2 and will be shown in this

section.

First of all, a new fitting function is created by adding to the background function the

simulated response functions corresponding to the most intense transitions (here decay of

the 1348 and 2286 keV states) and when possible going from higher to lower transition

energies. All the parameters of the background are let free within 10% when adding the

peaks since the Compton background also significantly contributes to the counts outside of
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the peaks.

This step is done before adding less intense peaks to ensure that the background pa-

rameters are adapting to the additional contribution of the Compton background in a

minimisation that doesn’t involve too many parameters.

GRETINA

Figure 4.5 – Fits of the Doppler corrected γ-ray spectra in the range [500-2500] keV
with response functions from simulations assuming T1/2 = 0 ps for all transitions.
The pink line is the total fit function, the blue dashed-dotted line indicates the
background contribution, and the blue histograms are the contributions of each
transition to the total.

A least-square fit of the spectrum is then performed with the addition of all the simulated

response functions of the transitions observed (listed previously) at their tabulated energies.

An example of the resulting fit while considering every lifetime to be zero is shown in

figure 4.5 (the addition of the lifetime will be discussed later).

At this stage, it is worth pointing that we only include the main 4+ → 2+ → 0+
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cascade in the fit explicitly and all other transitions are simulated individually. This is why

in figure 4.5 the 2+ → 0+ peak region around 1350 keV is fitted with components of two

different response functions: (i) the direct component assuming that the reaction feeds the

2+1 state and (ii) the indirect component assuming feeding of the 4+1 state and a subsequent

cascade via the 2+1 state.

The three groups of detectors are separated to highlight their different sensitivities to

the lifetime. For the MINIBALL detectors, as it was discussed in section 2.3.2, an energy

offset between the fit function and the data indicates a lifetime effect that is not (yet)

reproduced by the simulated response functions. For the GRETINA detectors a tail on

the low-energy side of the peaks is not reproduced by the response function which matches

our expectations as well on how a significant lifetime affects this spectrum. The Clover

spectrum appears well reproduced to the eye by these no-lifetimes simulations. This is to

be expected since they are placed at an angle where the energy shift caused by a lifetime

is too small to be detected, and they don’t have the resolution to show the formation of a

tail for short lifetimes. The poor sensitivity of Clover detectors will be highlighted again

when the procedure will be applied for the determination of a half-life.

4.2.3 Half-life determination for the 2+1 and 4+1 states

This section will present the method used to determine the half-lives of the 2+1 and 4+1

states and compare the result obtained for the 2+1 state to the literature value of 0.5(8) ps.

In order to determine the half-life of a state, successive fits are performed while varying

only the simulated half-life of the studied state. The transition energy in the simulation is

kept fixed at the tabulated energy. A graph of the χ2 values obtained from the minimisation

as a function of the half-life shall show a minimum for the half-life that reproduces the

observed peak shape best. To ensure that the χ2 profile has a maximal sensitivity to the

lifetime of the state studied, these successive fits are performed in a reduced region around

the peak of interest. This is done while fixing the intensities of other transitions outside

this range from the global fit, and letting the background fluctuate within 10%.

Procedure for the 4+1 state

As mentioned previously, there is a feeding essentially from the 4+ state to the 2+ state.

Therefore if we had applied the lifetime determination procedure directly to the 2+ → 0+

transition we would observe an effective lifetime due to cascade events. Inevitably, one

has to determine first the lifetime of the 4+ state. In this specific case, the fact that the

6+ → 4+ and 4+ → 2+ transition can’t be resolved presents an additional difficulty. We

decided to fit the 938/940 keV doublet peak with only a single simulated response function

for the 4+ → 2+ transition. By doing so, we know that the lifetime we will extract from
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GRETINA

Figure 4.6 – χ2 obtained against the simulated half-life of the 4+ state for each
detector. The fit is performed in a restricted range around the 938-keV peak:
[750-1100] keV. The red line shows the function used for determining the minimum
position. Due to the Clover’s rather poor sensitivity for lifetimes in the 0-15 ps
range, we propose two linear fits in order to evaluate an upper boundary (see text
for details).

the χ2 procedure is effective and includes also the indirect lifetime effect of the 6+ state.

However this 6+ contribution is anticipated to be smaller than that of the 4+ because past

knockout reaction studies of neighbouring nuclei ([70–73]) showed no or very small direct

population of 6+ states and higher spins in even-even nuclei compared to 4+/2+ states.

Given that our gamma-gamma analysis presented before is not precise enough to conclude

on the relative 6+/4+ population, we relied on this previous feeding pattern and assume in

the rest of this document that the 4+ lifetime dominates the peak shape and position.

The resulting χ2 profiles for each detector group separately are shown in figure 4.6 for

the 938-keV transition fitted in the range [750, 1100] keV. The seemingly random jittering

of the χ2 points for GRETINA detectors is due to limited statistics in the response function.

This should be improved later by increasing the number of simulated events 1 and when P3

signals from detectors will be decomposed as well and added to the analysis. As expected

(see section 2.3.2), Clover detectors are mostly insensitive to low lifetimes due to the angle

at which they are positioned.

In order to determine the minimal χ2, the asymmetric profiles obtained for MINIBALL

and GRETINA are fitted around their minimum using an asymmetric polynomial function:

f(χ2) =
1

2

(χ2 − Tmin
1/2 )2

p1p2 + (p1 − p2)(χ2 − Tmin
1/2 )

+ χ2
min , (4.2)

where p1 and p2 are coefficients characterising each side of the function around the mini-

mum, Tmin
1/2 is the position of the minimum, and χ2

min is the χ2 achieved at the minimum.

With this method we obtain a half-life for the 4+ state of 16(2) ps for the MINIBALL

1. Currently 107 events were generated in the simulation to produce each response function
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GRETINA

Figure 4.7 – Optimal fit on the range [500-2500] keV for each detector considering
a half-life of the 4+ state determined via the procedure described in the text.

group, 24(3) ps for the GRETINA quad. The fit of the spectrum using these half-lives on

the 4+ state in the simulation is presented in figure 4.7. At this stage of the discussion, the

1-σ uncertainties quoted here are purely statistical. They were determined by varying the

T1/2 away from the χ2
min until it reaches χ2

min+1. This optimal T1/2 value and this statistical

error definition assume that the transition energy is known (fixed in the fit) and so the T1/2

is a single independent parameter. Other prescriptions and systematic uncertainties which

could explain the incompatibilities observed between the different detector groups will be

addressed in detail later in section 4.3. Using equation 4.2 parameters in order to determine

the χ2
min + 1 error bars positions yields:

f(χ2) = χ2
min + 1 =⇒ (χ2 − Tmin

1/2 ) = p1 − p2 ±
√
p21 + p22 (4.3)

This χ2
min + 1 method results in asymmetric errors around the T1/2 (χ

2
min) value. For a

simple representation we choose to make it symmetric by using the largest value.
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For the SuperClover group, given its insensitivity to short T1/2 depicted by the flatness

of the profile below 13 ps in figure 4.6, we only determine a rough upper limit window for

the moment.

Procedure for the 2+1 state

Using the determined half-life of the 4+ state, we can now apply the fitting procedure

to the 2+ → 0+ transition by iterating on the simulated half-life of the 2+ state. This gives

a χ2 curve against the 2+ state half-life presented in figure 4.8 with MINIBALL on the left

and the GRETINA Quad result on the right. The minima of these curves are obtained

using the function defined in equation 4.2 (in red in the graphs).

GRETINA

Figure 4.8 – χ2 obtained against the simulated half-life of the 2+ state for each
detector. The fit is performed on a restricted range around the 2+ → 0+ peak:
[1250-1400] keV. The red line shows the function used for determining the minimum
position. For MINIBALL the response functions assume a half life of the 4+ state
of 16 ps, and for GRETINA they assume a half life of the 4+ state of 24 ps.

This results in an optimal half-life of the 2+ state of 1.5(2) ps with MINIBALL, and

8.8(7) ps with the GRETINA detectors. We ignored Clover detectors for sensitivity reasons

highlighted before. All the determined T1/2 values are summarised in table 4.1 below. The

4+ 2+

MINIBALL 16(2) ps 1.5(2) ps
GRETINA Quad 24(3) ps 8.8(7) ps

Difference (GR-MB) 8 ps 7.3 ps

Table 4.1 – Summary of the half-life measured on the 4+ and 2+ states using the
procedure described in the text.

two groups of detectors measure half-life values that are incompatible, with a similar offset

between the two states (respectively 8 and 7.3 ps). However the 2+1 half-life determined

using MINIBALL detectors (1.5(2) ps) is much closer to the tabulated value of 0.5(8) ps.

Additionally, the fit quality is also better for MINIBALL in general with lower minimal
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χ2/N values compared to GRETINA ones (χ2/N of about 1.2 for MINIBALL against 1.75

for GRETINA-like).

These results indicate that the overall methodology (reconstruction, simulation, fit) is

valid for MINIBALL data but the significant differences with other groups (GRETINA,

Clovers) point to systematic errors or problems. Their possible origin is discussed in the

following section.

4.3 Systematic uncertainties and incompatibilities

The half-life values measured by applying the method to data from different groups of

detectors are 1σ incompatible considering only statistical uncertainty. In this section we

will discuss the probable causes of such differences.

4.3.1 Tests related to the position systematic error

As discussed in section 2.3.2, the γ-ray angle determined for the Doppler correction is

highly dependent on the positioning of the detectors with respect to the target. As briefly

mentioned earlier, the photogrammetry measurement precisely determines the position of

markers located on the outer shells of the Ge clusters (within σ = 0.1 mm [74]) but the

transformation to actual crystal positions relative to the target centre leads to additional

uncertainties:

— A 3D model or technical drawings of the cluster with the theoretical positions of the

crystals within the shell is needed to go from the marker position to the crystal po-

sitions via a minimisation procedure (multidimensional χ2). This theoretical crystal

position in the cluster frame can be off from the true crystal centre because: (i) in

reality the crystal is cooled at nitrogen temperature (modifying its dimensions), (ii)

the drawings from companies are sometimes imprecise due to industrial confiden-

tiality, (iii) the depletion volume (active) is not exactly the same as the full crystal

volume, etc.

— The multi-dimensional fit between markers position and 3D model leads to additional

uncertainties.

— The target frame was simply inserted manually inside the beam tube with a rod

of known length and thus the relative position of the target centre to the reference

beam tube is not as precise as marker positions.

These errors cannot be exactly quantified, but in our opinion, they could be of the order

of a millimetre. To quantify the sensitivity of our extracted half-lives to such detector-target

position uncertainty, we investigate in this section the impact of shifting the target along

Z-axis in the analysis with respect to nominal values.
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Such a shift in position would affect differently detectors placed at high angles and at

low angles: the detectors at high angles are expected to be more impacted than the lower

angle ones. We apply the same procedure as in the previous section to measure half-lives of

both the 2+ and 4+ states assuming a shift of +1 mm of the position of the target along the

Z-axis. The results are listed in table 4.2. Comparing the groups of detectors MINIBALL

and GRETINA-like, the agreement between the two becomes significantly better as well as

the agreement with the previously measured value of 0.5(8) ps for the 2+.

Target shifted: +1 mm Nominal target position
4+ 2+ 4+ 2+

MINIBALL 14(2) ps 1.0(2) ps 16(2) ps 1.5(2) ps
GRETINA Quad 17(3) ps 3.4(7) ps 24(3) ps 8.8(7) ps

Difference (GR-MB) 3 ps 2.4 ps 8 ps 7.3 ps

Table 4.2 – Summary of the half-lives measured for the 4+ and 2+ states assuming
an shift of the position of the target of 1 mm along the Z axis.
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Figure 4.9 – Half-life of the 4+ state in 82Ge obtained through the analysis of
data from MINIBALL detectors (in blue) and GRETINA detectors (in red), plotted
against a shift of the target along the Z-axis.

In addition, figure 4.9 shows the 4+ state’s half-life measured using MINIBALL and

GRETINA detectors against a shift of the target along the beam-line axis in steps of

0.5 mm. The values measured with the two types of detectors become 1-σ compatible at a

shift of about +1 mm. It is also worth noting that while the absolute χ2
min value reached

for MINIBALL data is not much affected by these tests, it reaches a minimum at +1 mm
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for the GRETINA detector (χ2/N goes from 1.75 at the nominal position to 1.6 when offset

by 1 mm).

This target shift along the Z-axis reduces the measured half-life especially for high angle

detectors. The 2+ half-life measured with GRETINA-like detectors is closer to the expected

value, thus assuming a systematic error as we did seems to improve our benchmark results.

In order to explore further the impact of the shift along the Z-axis on the determined

half-life, we separate the detectors further into subgroups: low angle MINIBALL (θ <

32 deg), high angle MINIBALL, SuperClover, low angle GRETINA crystal, and high angle

GRETINA crystal. The half-lives of both states are determined for each subgroup and

presented in figure 4.10 where each point corresponds to a subgroup, and black dots are

with nominal positions and red dots are with the +1 mm target shift assumption.
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Figure 4.10 – Half-lives and their uncertainties obtained for different groups of de-
tectors: low angle MINIBALL (θ < 32.5 deg), high angle MINIBALL (θ > 32.5 deg),
GRETINA quad crystal 0 (θ ≈ 60 deg), GRETINA quad crystal 2 (θ ≈ 80 deg), and
SuperClover (θ ≈ 70 deg). In black results with the nominal relative positions of
the target and the detectors, in red assuming a shift of the position of the target of
1 mm along the Z axis.

Separating the detectors as such shows differences within groups of detectors. Some

of the observed effects can be understood but some remain unexplained. For example for

the 2+ state, low and high MINIBALL angle group are in agreement when using nominal

positions but when a +1 mm offset is added, the higher angular group is more strongly

affected for simple geometrical reasons. In contrast for the longer-lived 4+, we still don’t

know the origin of the difference between low- and high-angle MB detectors already at

nominal positions and they are similarly affected by the offset.

More generally speaking, the global target shift tends to reduce the difference between

MINIBALL and GRETINA half-lives but the overall agreement between angular groups is

not completely satisfactory.
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4.3.2 Tests related to velocity systematic error

Another source of systematic uncertainties would be an error on the velocity. In order

to test it, we offset the β used for the Doppler correction by +0.001 which corresponds

to approximately 0.16% of the initial value (comparable to the 0.1% differences between

values found using energy loss calculations and measured ones, see section 3.3.3).

β shifted: +0.001 Previously determined β
4+ 2+ 4+ 2+

MINIBALL 17(2) ps 2.2(2) ps 16(2) ps 1.5(2) ps
GRETINA Quad 22(3) ps 8.1(7) ps 24(3) ps 8.8(7) ps

Difference (GR-MB) 5 ps 5.9 ps 8 ps 7.3 ps

Table 4.3 – Summary of the half-lives measured for the 4+ and 2+ states assuming
a shift of β of +0.001.

Table 4.3 shows the obtained half-lives assuming a systematic shift of +0.001 on the

velocity β. While this makes the half-lives of the 4+ state measured in each group of

detector closer, it is marginal and would require a larger shift which would exceed what we

can accept. On the other hand, the half-lives of the 2+ state measured using MINIBALL

detectors is slightly further away from the expected 0.5(8) ps while the one measured

using the GRETINA Quad stays unchanged (considering the rather large error). While an

acceptable systematic error on the velocity leads to a shift in the right direction, it does

not solve the matter on its own and therefore is not the cause of the disagreement between

data from different detectors. We hence decided not to shift the velocity in the further

analysis.

4.4 Preliminary conclusions

This benchmark case put the spotlight on a disagreement between the two groups of

detectors. A +1 mm shift of the target position (comparable to a shift of 1.2 mm found

in the RIBF170 experiment with another method [75]) makes the two groups of detectors

1-σ compatible. It is worth noting that we did not investigate a possible position offset

between the two groups of detectors. In the collaboration, MINIBALL detectors have been

used with success in other benchmark cases, in this study they also give a benchmark result

that is closer to the expected half-life of the 2+ state, while being a lot less affected by an

uncertainty of the position of the target. On the other hand, GRETINA-type detectors have

been a lot more challenging to operate since the online decomposition faced some problems

and has not been done again since (offline codes need to be adapted), and the positioning

of those detectors in the simulation is lengthy and there is room for errors. Overall we have

much more confidence in the half-lives measured using MINIBALL detectors and while
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data from all types of detectors will still be analysed, this gives some arguments to base

the discussion on MINIBALL results rather than those from GRETINA-like detectors.

The analysis being tested on the benchmark case, the next section will apply the same

procedure to the main case of interest: the intruder candidates in 83Ge.
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Chapter 5
Analysis of the channel of interest 84Ge→83Ge

This chapter will apply the procedure described previously for the benchmark case to

the 83Ge channel. The main goal is to extract the half-lives and exclusive cross sections

for the states populated by neutron removal, and identify from these observables possible

intruder states.

5.1 Presentation of the spectrum and identification of

the transitions
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Figure 5.1 – Reduced level scheme showing the identified transitions in the 83Ge
spectra. Solid lines: previously observed transitions. Dashed lines: tentative place-
ment of newly observed transitions. Red: intruder candidates considered from previ-
ous studies and theoretical calculations. Grey: known transitions not observed here.
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As mentioned before, the γ-ray spectrum of 83Ge has been studied through β-decay

spectroscopy of 83Ga [3, 76] giving us a set of transitions of very well known energies and

decay pattern. In the level scheme (figure 5.1) we show transitions considered in this study

with solid lines representing transitions already observed in β decay. The first excited

1/2+ state at 248 keV shown in grey on the level scheme is expected to be significantly

populated in our experiment. However since its half-life is expected to be very long (several

nanoseconds) it will decay mostly after the setup (at β ≈ 0.6, v ≈ 18 cm/ns) and we do

not distinguish its decay from the background.
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Figure 5.2 – Doppler corrected spectra for the 84Ge(Be, X)83Ge channel for each
of the three groups of detectors separately. Observed transitions are marked with
an arrow and described in the text.
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In figure 5.2 we present the Doppler-corrected γ-ray spectra for each group of detectors.

We observe a transition very close to the expected energy of the main intruder candidate

(expected at 1359 keV according to the PhD work [3]). Despite the presence of the 1316-

keV peak, one can identify a tail on the low energy end of the peak clearly indicating a

lifetime effect.

In addition to the main intruder candidate at 1359 keV, some other peaks are present

that we can associate with transitions observed in previous β-decay measurements:

— A transition at 1045 keV identified via both the β-decay of 83Ga [3, 76] and β-n of
84Ga [77].

— A peak at about 1240 keV matches two known transitions at 1238 keV and 1248 keV.

Our energy resolution after Doppler correction does not allow the discrimination

between the two.

— A peak at about 630 keV matches a 631 keV transition feeding the intruder candidate

at 1359 keV measured in [3].

— A low-intensity peak at 1316 keV was measured in coincidence with the 1238 keV

in [3] and can be observed at the edge of the 1359-peak in the GRETINA spectrum.

We also include in our analysis some weaker peaks that we did not assign to previously

measured transitions. The energies of those peaks or half-lives of the corresponding states

are not studied here and we include them mainly in the context of the discussion of the

spectroscopic strength. Therefore we simulate the response function at energies that we

measure using a simple gaussian (and linear background) fit, and the energies listed here

should not in any way be considered final.

— A peak at 697 keV observed clearly in the MINIBALL spectrum (not placed in the

level scheme).

— A clear peak at 866 keV in all spectra transition (not placed in the level scheme).

— A relatively intense peak at 2113 keV, clearly identifiable in all spectra.

— Two high energy transitions visible only in the GRETINA quad spectrum at 2795 keV

and 2907 keV.

As previously discussed, theoretical calculations predict intruder strength at high ex-

citation energies (≈ 3 MeV). We choose here to present states with excitation energies

E > 2 MeV and relative intensity greater than 5% as intruder candidates.

Due to the low statistics collected in the peaks expected to be in coincidence with one

another, the low efficiency of HiCARI and the high background, gamma-gamma coinci-

dences are still rather challenging to perform, and we do not realistically expect to observe

the coincidence between two γ rays. In this case in particular, the peaks at 1238/1248 keV

and 1359 keV are close to each other and gating on those transitions can be a stretch.

Nevertheless spectra in coincidence with 1045-keV, 1238/1248-keV, and 1359-keV γ rays
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Figure 5.3 – 83Ge spectra (all detectors apart from GRETINA-like detectors) gated
on the three most intense transitions: 1045 keV, 1238/1248 keV, and 1359 keV.

are shown in figure 5.3 with background reduction. The figure highlights the difficulty to

make conclusions from γ-γ coincidences in this experiment.

The analysis will therefore be performed by simulating all the transitions to the ground

state. This works for most of the transitions according to the previous β-decay works in the

region. For the half-life measurements, only a considerable half-life effect on the 631 keV

peak would impact the study of the 1359 keV transition. Considering the low intensity

of the 631-keV transition and the absence of a visible half-life effect on the corresponding

peak shape, we neglect its impact.
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5.2 Analysis of the spectra

5.2.1 Half-life determination for the main intruder candidate at

1359 keV

This section will show the results of the half-life determination procedure described in

section 4.2.3, applied to the transition at 1359 keV.

The steps in the spectrum fit are the same as in the case of 82Ge with a simplification

that there is no intermediate feeding to take into account.

A first fit presented in figure 5.4 is performed assuming no lifetime effect for any of the

states simulated. Most of the peaks are very well reproduced, which indicates that consid-

ering their negligibly short lifetimes is sufficient to reproduce the spectra. A closer look at

the 1359-keV peak region shows that in MINIBALL the 1316-keV peak strength is overesti-

mated in order to compensate a shift of the 1359-keV peak, and in the GRETINA detector,

the same 1316-keV peak is overestimated by the minimisation in order to compensate for

the visible tail of the 1359-keV peak. Both cases show a relatively bad reproduction of the

transition at 1359 keV and strongly indicate lifetime effects as expected.

The iterative fitting procedure is hence applied to the 1359-keV peak, while assuming

no lifetime effect on all the other peak shapes. The resulting χ2 curves are shown in

figure 5.5, and their minima correspond to a half-life of the 1359 keV state of 7.0(9) ps

with MINIBALL and 22(2) ps with the GRETINA Quad. The upper limit provided by

the SuperClover detectors is about 15 ps. The fitted spectra for these optimal chi-square

results are presented in figure 5.6 and demonstrate that the data is much better reproduced

than without taking state lifetime into account. As one can see, the fits clearly favour the

presence of a strong 1359-keV peak shifted (and/or distorted) by the lifetime effect, and a

very weak 1316-keV transition.

We provide in table 5.1 the relative intensities of each peak included in the fit with

respect to the total intensity of all peaks. In the fit, the 1238-keV and 1248-keV transitions

have been both included with a negligibly short lifetime, leading to a strong contribution

of the 1238-keV transition. In section 5.2.3 we provide a discussion of the nature of this

peak and the relative contributions of each transition.

5.2.2 Discussion of the lifetime incompatibilities

Target offset

The half-life values obtained for MINIBALL and GRETINA from the analysis of the

1359-keV transition are also 1-σ incompatible. In the 82Ge benchmark case, an acceptable

shift of the target along the beam-pipe axis offered a plausible solution of the issue. We
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GRETINA

Figure 5.4 – Fit of the Doppler corrected γ-ray spectra in the range [500-3000] keV
with response functions from simulations assuming T1/2 = 0 ps for all transitions.
The pink line is the total fit function, the blue dashed-dotted line indicate the
background contribution, and the blue histograms are the contributions of each
transitions to the total.

therefore provide here a study of the effect of the target offset on the measured half-life of

the 1359-keV state.

In figure 5.7 we show the half-lives measured for each group of detectors against the

target offset with respect to the nominal position. In order to reach an agreement between

the two groups of detectors by moving only the target, a considerable (and not conceivable)

offset would need to be applied (more than 2 mm). We hence consider that the agreement
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GRETINA

Figure 5.5 – χ2 obtained against the simulated half-life of the 1359-keV state for
each detector. The fit is performed in a restricted range around the peak of interest
([1200-1500] keV). The red line shows the function used to determine the minimum.
For Clover detectors, since they are not much sensitive to lifetimes of the order of
the ones we study here, we determine an upper limit from the crossing of the two
lines shown here.

Energy
(keV)

Relative intensity (%)
MB GRETINA

631 4.5(4) 1.5(6)
697 4.2(4) 1.6(6)
866 2.5(4) 2.3(6)
1045 7.1(5) 6.9(7)
1238 33(2) 36(1)
1248 6.9(2.5) 2.5(1.3)
1316 <1 1.2(6)
1359 29(1) 32(1)
2113 12(1) 7.4(7)
2795 - 3.5(7)
2907 - 5.1(9)

Table 5.1 – Intensity of the simulated response functions in the optimal fit, relative
to the total.

cannot be reached this way, thus indicating a non compensated effect between the detector

types.

1316-keV peak

The presence or absence of a transition at 1316 keV can reasonably be discussed since it

is hardly visible on the spectra. Here we discuss briefly its impact on lifetime measurements.

As pointed previously, an incompletely resolved transition at 1316 keV can mimic a

lifetime effect on the 1359-keV peak by shifting its centroid or adding a tail. Because of

their position and a better resolution, the GRETINA-like detectors are inevitably more

sensitive to both these effects. Without considering the 1316-keV transition, the half-

lives measured with MINIBALL are as large as 7.6 ps (0.6 ps increase) and 22.4 ps for
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GRETINA

Figure 5.6 – Fit of the Doppler-corrected γ-ray spectra in the range [500-3000] keV.
The lifetime simulated on the 1359 keV state is the one determined through the χ2

minimisation procedure on the corresponding detector group. The pink line is the
total fit function, the blue dashed-dotted line indicate the background contribution,
and the blue histograms are the contributions of each transition to the total.

the GRETINA quad (0.9 ps increase). The analysis of GRETINA detectors data are more

affected by the absence of a peak at 1316 keV, thus leading to an even stronger disagreement

between the detector groups.
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Figure 5.7 – Half-life of the 1359-keV state in 83Ge obtained through the analysis
of the data from the MINIBALL detectors (in blue) and the GRETINA detectors (in
red), plotted against a shift of the target along the Z-axis.

Conclusion on the disagreements

In this PhD work, we did not succeed in pointing exactly to the source of the half-life

mismatch between the detector groups. However, among our investigations of systematic

errors, the positioning of the detectors was identified as the most probable cause. When

available, the comparison with other experiments performed during the campaign should

help us find the source of the disagreement.

Systematic effects such as position offsets tend to shift the reconstructed peak energy,

and indirectly lead to a systematic offset of the lifetime extracted from the fit procedure

assuming the true transition energy as input. A way to investigate this issue would be to

let the simulated energy free, and fit the energy along with the half-life. This requires a

lot more simulations (one for each (T1/2, Eγ) pair) and would result in a χ2 surface with a

2D-minimum corresponding to the optimal parameters. If the optimal energy determined

in this approach for a given group of detectors is significantly away from the tabulated one,

this could provide an additional clue that a systematic error exists for this group.

In figure 5.8, the preliminary results of such a study are presented for the nominal

positions (top) and assuming a shift of +1 mm of the target (bottom). The χ2 surfaces

for the MINIBALL and GRETINA detectors show a minimum that is determined by a

series of fits. The errors are defined by the portion of the surface containing the values

below χ2
min + 2.4 (delimited by the red lines in the figure) which corresponds to a 1-σ

error definition for the simultaneous minimisation of two parameters. For the MINIBALL
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(a) MINIBALL (b) GRETINA

Figure 5.8 – Two-dimensional histogram on which each bin represents the χ2

obtained through the fit of the 1359-keV peak using the corresponding energy and
half-life in the simulation. (a) is from MINIBALL detectors data, (b) is from the
GRETINA Quad data. Top shows the results with the nominal positions, bottom
shows the result assuming a shift of +1 mm of the target along the beam axis.

detectors, a rather flat χ2 valley is obtained demonstrating the direct correlation between a

lifetime effect and an energy shift of the transition without distortion of the peak shape (as

illustrated previously with simulations in section 2.3.2). As a consequence, the statistical

errors determined with this 2D-profile increases significantly compared to the 1-dimensional

case for which the transition energy was fixed. On the opposite for the GRETINA detectors,

the better energy resolution and the peak shape sensitivity to the lifetime of the state leads

to a better defined minimum region and error contours. The energies and half-lives of the

minima for MINIBALL and GRETINA detectors are listed in table 5.2. Looking at the

results, clearly the resulting half-lives determined using the two detector groups are brought

closer using this 2-dimensional method, showing now a good agreement.

We find that the optimal energy for the MINIBALL group is 1368+7
−11 keV. While it is

9 keV away from the tabulated energy (1359 keV) for this transition, the values are still 1-σ

compatible. The cause of this difference could be statistic (as implied here) but could also

come from a systematic error, and remains to be clarified. On the other hand, the optimal

energy of 1353+3
−2 keV found using GRETINA detectors is incompatible with the literature

energy of 1359 keV for this transition. The tests presented in the table show that this

incompatibility can be solved by the assumption of a +1 mm shift of the target without

significantly affecting half-lives, or results using the MINIBALL detectors. Considering the
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Nominal positions +1 mm shift
Energy (keV) Half-life (ps) Energy (keV) Half-life (ps)

MINIBALL 1368+7
−11 14+10

−9 1368+8
−11 12+9

−8

GRETINA 1353+3
−2 13+4

−5 1359+1
−2 14+3

−4

Table 5.2 – Energy and half-life at the position of the minimum of the χ2 surfaces
in figure 5.8 for MINIBALL and GRETINA detectors using nominal positions and
assuming a +1 mm shift.

benefits of this +1 mm target shift observed on the benchmark case, the values using this

assumption will be preferred here.

Using the results from the minimisations of the half-life for both group of detectors with

the +1 mm assumption on the target, we are able to calculated a variance-weighted mean

value by considering symmetric errors (largest side): T1/2 = 14(4) ps (all numbers rounded

to unity).

While this value and the errorbars associated are susceptible to change with the advance

of the analysis, we choose here to discuss it for the comparison with theoretical models in

the next chapter.

5.2.3 1238/1248 keV doublet peak

As mentioned previously, the 1238- and 1248-keV states were expected to originate

from core-excited configurations (82Ge(2+), and a single neutron in the s1/2 or d5/2 orbital)

and by consequence they should be weakly populated by our direct reaction mechanism.

The 1238/1248-keV doublet peak being the most intense in our spectra, we propose a list

of tests in order to investigate the relative intensity of the 1238-keV and the 1248-keV

contributions.

Fit scenario χ2/N

1238 keV 1248 keV MINIBALL GRETINA

T1/2 = 0 T1/2 = 0 1.6 2.7
T1/2 = 0 Removed 1.8 2.7
Removed T1/2 = 0 10.7 12.7

Removed
T1/2 = 4 ps (MB)
T1/2 = 22 ps (Gr)

1.8 6.1

T1/2 = 0
T1/2 = 4 ps (MB)
T1/2 = 22 ps (Gr)

1.6 2.2

Table 5.3 – χ2 per number of degrees of freedom obtained from a fit in the range
[1100-1350] keV for three different scenarios.

In table 5.3 we list the χ2 per number of degrees of freedom obtained using four different

assumptions when fitting the 1238/1248-keV peak:
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— Both peaks are included in the fit, assuming no lifetime effect for both of them.

— Only the 1238-keV peak is included, assuming no lifetime effect.

— Only the 1248-keV peak is included, assuming no lifetime effect.

— Only the 1248-keV peak is included, and a half-life minimisation is performed. The

shown χ2/N corresponds to the value at its minimum.

— The 1248-keV peak is included with the half-life minimised in the previous case, and

the 1238-keV peak is included without a lifetime effect. The shown χ2/N corresponds

to its value at the minimum.

Since the centroid of the peak in all detectors is at an energy slightly higher than the

response function of the 1238-keV peaks, it is pointless to look for a lifetime effect for this

transition.

We observe that removing the 1248-keV peak does not significantly affect the quality

of the fit. On the other hand, the second test clearly rejects the hypothesis of populating

only the 1248-keV state with a negligibly short lifetime. A possibility that still remains

is that we populate mainly the 1248-keV state, but its position is affected by a lifetime

effect. This is the point of the last two tests in table 5.3. The χ2/N results for the fits seem

to indicate that this doublet peak has either mostly the 1238-keV transition contribution

(first two tests), or that both peaks are present with a relatively similar intensity, but the

1248-keV has a significant lifetime.

The nature of the states contributing to this doublet will be discussed in comparison

with theoretical models and previous results in the next chapter.

5.3 Exclusive cross sections

This section aims at the determination of the exclusive cross sections leading to each

state considered.

Using the amplitude factor of each transition minimised in the spectrum fit (figure 5.6)

and the number of events simulated for each transition (107), we determine the number of

events detected in each peak. For states that are not fed through a cascade this corresponds

to the measured population of each state Nf . In the case of two states (1238 keV and

1359 keV) we need to account for indirect feeding, hence we subtract the events simulated

for the higher excitation-energy states from the events simulated for the lower excitation-

energy state: {
Nf (1238) = Nfit(1238)−Nfit(1316)

Nf (1359) = Nfit(1359)−Nfit(631)
(5.1)

The obtained numbers of events and percentages of the total are shown in the first two

columns of table 5.4. While performing the tests presented in section 5.2.3, we observed

that the relative population of the states at 1238 keV and 1248 keV depends rather strongly
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State
Nf Relative intensity (%) σexp (mb)

MB GRETINA MB GRETINA MB GRETINA
1045 keV 149376 185019 7.5 7 5.0(4) 6.2(7)

1238/1248 keV 835702 9910278 52 38 28(4) 33(3)
1359 keV 518348 825941 26 32 17(1) 28(1)
1990 keV 93886 39631 5 1.5 3.1(3) 1.3(5)
2113 keV 247042 198803 12 7.6 8.3(3) 6.7(7)
2555 keV 7486 32536 <1 1.25 <1 1.1(6)
2795 keV 0 92959 0 3.5 0 3.1(7)
2907 keV 0 136303 0 5.2 0 4.6(8)

Table 5.4 – For MINIBALL and GRETINA quad, and for each state considered in
the spectrum fitting: (i) Number of events detected. (ii) The relative intensity. (iii)
The exclusive cross section. The strengths for both 1238-keV and 1248-keV states
are summed together (see text for details).

on the assumptions made on the nature of the observed peak. However the sum of both

peaks is relatively independent of the hypothesis. In order to show results that do not

depend too much on early assumptions we decide to show here the summed cross section

to the doublet 1238/1248-keV peak.

The exclusive cross section is determined using the following formula:

σexp =
Nf

NiNcT
, (5.2)

where:

— Nf is defined above.

— Ni is the number of 84Ge nuclei impinging on the target. It is evaluated using the

sum of all downscaled triggers (F7DS, see section 2.4) for all the runs with only a

selection on the BigRIPS PID. We obtain here Ni = 402 988 610 particles.

— Nc is the surface density of reaction centres in a thickness e = 6 mm of solid 9Be, cal-

culated using the molar mass M = 9.012 g/mol, the volumic mass ρ = 1.848 g/cm2,

and the Avogadro number NA: Nc = ρeNA/M = 7.409225× 1022 particles per cm2.

— T is a factor resulting from transmission losses (acceptance cuts due to settings in

ZDS), efficiency losses (from detectors used to track/identify the product) and reac-

tion losses (other reactions of the beam or fragments in the target, or with the beam

line material). In this thesis we consider T = 1 and leave its determination for the

future. The transmission loss shall be determined by comparing positions measured

in BigRIPS with and without conditions on the outgoing nucleus. Because of this,

the cross sections presented here are preliminary, and based on past experience we

expect the cross sections for all states to be up to 20-30% larger when all effects are

considered. Since this is not state dependent, it will not affect our discussion of the
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relative spectroscopic factors in the next chapter.

The contributions to the uncertainty of the cross section are added in quadrature:(
δσ
σ

)2

=

(
δNf

Nf

)2

+

(
δNi

Ni

)2

+

(
δNc

Nc

)2

, (5.3)

where the uncertainty on Nf results from the error on the amplitude scaling parameter

from the fit, and the uncertainty of Ni is calculated using δNi
=

√
Ni. The uncertainty on

Nc is considered to come overwhelmingly from the uncertainty on the target thickness δe.

This uncertainty is unknown and considered to be of 1% in these calculations.

While the relative uncertainty is very high for sparsely populated states (up to 50% for

the 2555-keV state in GRETINA type detectors) it remains around 10% for the three main

states (5% for the 1359-keV state).

In addition to those statistical uncertainties, we can also discuss some sources of sys-

tematic uncertainties:

— Uncertainty on the lifetime: in section 2.3.2 we showed that a larger lifetime results

in a response function that is more spread out in energy. Therefore an error on the

lifetime would impact the cross section value.

— γ-ray efficiency: figure 3.18 showed a reasonable agreement between the simulated

and measured efficiencies, however some minor differences remain and impact our

cross-section measurements. It is rather nontrivial to evaluate the Doppler-corrected

(centre-of-mass frame) efficiency errors from the lab frame efficiency discrepancies

that we have between data and simulation. By looking at the extrema of the differ-

ences between the simulated and measured efficiencies, we can express its maximum

impact on the cross sections to be [−8%, +1%] for the MINIBALL detectors and

[−7%, +7%] for the GRETINA-like detectors (the reader should keep in mind that

this is necessarily an overestimation).

In order to limit the impact of the lifetime uncertainty on the discussed cross sections,

we use values measured using MINIBALL detectors in the next chapter for states below

2 MeV. For states above 2 MeV, the superior resolution of GRETINA allows to distinguish

them significantly better from the background. Hence we decide to use the GRETINA

detectors for them. The values that will be discussed in the next chapter are written in

bold in table 5.4.
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Chapter 6
Discussion

In this chapter we will interpret the experimental results for 83Ge obtained in the pre-

vious chapter. They will be compared to calculations from two theoretical models: a

phenomenological core-particle coupling model, and microscopic large-scale shell-model cal-

culations. From the measured exclusive knockout cross sections and lifetime constraints

for each state we shall clearly identify the 2p-1h intruder states, and the significant differ-

ences with theoretical models will give directions for new developments (experimental or

theoretical).

6.1 General discussion of the 83Ge results

6.1.1 Cross sections and spectroscopic factors

The measured cross sections presented in table 5.4 already provide information about

the states favoured by the reaction mechanism, thus showing qualitatively which states are

likely to have a non-negligible single-hole (1h) or 2 particles - 1 hole (2p-1h) component in

their wave functions.

Theoretically, the single-particle (hole) nature of a state in a nucleus is quantified by

a quantity called the “spectroscopic factor” (S). It is defined as the overlap between the

wave function of a A-nucleons nucleus in an initial state
∣∣ψA

0

〉
, to which a nucleon is added

(removed) via the creation (annihilation) operator a† (a), and the wave function of a A+1

(A− 1) nucleus in the considered particle (hole) state [78]:

S =

∫ ∣∣∣ 〈ψA±1
p(h)

∣∣∣a(†)(⃗r)∣∣∣ψA
0

〉∣∣∣2d⃗r (6.1)

In practice, the spectroscopic factor is not strictly speaking an observable quantity and

is commonly extracted from the exclusive nucleon removal cross section leading to a given

final state. This is done under the hypothesis that the cross section for such a direct
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process can be decomposed simply as σexp = σsp × C2S, where the first term σsp describes

the dynamical part of the cross section (energy dependence, densities of the projectile,

target, etc) and the second term C2S describes the structural overlap between the initial

and final states (experimental spectroscopic factor, C being an isospin coupling coefficient).

When starting from a 0+ ground state (even-even nuclei for the beam), only a single orbital

nlj can contribute to the nucleon removal to a given state with angular momentum J . In

this particular case the experimental spectroscopic factor is deduced from the ratio [79]:

C2S =
σexp
σsp
th

, (6.2)

where

— σexp is the measured cross section to the considered state of the reaction residue

(calculated using equation 5.2).

— σsp
th is the theoretical cross section for a single-particle state calculated for the knock-

out reaction (removal of a nlj nucleon) within the eikonal approximation.

The evaluation of this spectroscopic factor allows us to discuss a quantity that depends

only on the internal structure of the nucleus, thus allowing a comparison with microscopic

theories. It is worth noting that the extracted C2S depends on the reaction model and

therefore it is not fully an experimental quantity. In our experimental conditions, the

typical approximations made in knockout reaction models (high energy) are fulfilled and

therefore the comparison with the theoretical cross section should hold.

State
Jπ σexp (mb) nlj σsp (mb) C2Sexp

MB GRETINA
1045 keV (3/2+) 5.0(4) 6.2(7) – – –

1238/1248 keV (5/2+,7/2+,9/2+) 28(4) 33(3) 1g9/2 7.7 3.6(5)
1359 keV (9/2+) 17(1) 28(1) 1g9/2 7.6 2.3(1)
1990 keV (11/2+,13/2+) 3.1(3) 1.3(5) – – –
2113 keV (9/2+) 8.3(3) 6.7(7) 1g9/2 7.3 0.9(1)
2555 keV – <1 1.1(6) – – –
2795 keV (9/2+) 0 3.1(7) 1g9/2 6.9 0.5(1)
2907 keV (9/2+) 0 4.6(8) 1g9/2 6.9 0.7(1)

Table 6.1 – Exclusive cross sections σexp for each state in 83Ge populated via
the knockout of a neutron from 84Ge. Jπ is the tentative spin-parity of the state,
nlj are the quantum numbers of the orbital from which we make the hypothesis
that the neutron has been knocked out, σsp is the theoretical single particle cross
section associated with the said hypothesis, and C2Sexp is the spectroscopic factor
obtained between the states concerned though the formula 6.2. For the unresolved
1238/1248-keV doublet, the C2Sexp simply represents an upper limit for an single
hypothesis of an angular momentum of the removed nucleon (see text for more
details).
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The determined spectroscopic factors are summarised in table 6.1. Both cross sections

measured with MINIBALL and GRETINA Quad are listed. As mentioned in the previous

chapter, for the spectroscopic factor calculation we use the ones measured with MINIBALL

below 2 MeV and with GRETINA above 2 MeV (figures in bold). Starting with the clearest

observations 1:

— The state at 1359-keV, proposed as a (9/2+) intruder by C. Delafosse et al. [3]

is strongly populated. With a cross section of 17(1) mb, it is the second of the

most strongly populated states (behind the 1238/1248-keV doublet discussed below).

Our T1/2 = 14(4) ps value is compatible with, but close to the lower limit of the

τ = 74+73
−67 ps lifetime measured by Delafosse et al.

— Three states with an excitation energy above 2 MeV have non-negligible inclusive

cross sections. Hence they are identified as candidates for having contributions to

the wave function coming from a hole in the 1g9/2. We tentatively assign them a

spin parity of (9/2+). In this hypothesis those three states together would carry a

spectroscopic factor of 2.1(3), which is almost as that of much as the 1359-keV state.

— The 1238/1248-keV doublet is the most populated. It is considerably more sur-

prising since precedent studies (β-decay and plunger measurements [3]) are rather

indicating states resulting from the coupling multiplet [82Ge(2+)×ν(d5/2)
+1]. Given

the previously proposed spin parities being (5/2+, 7/2+) and (7/2+, 9/2+) respec-

tively for the states at 1238 keV and 1248 keV, we cannot leave out the possibility

that one of those two states carries a significant fraction of the spectroscopic strength

coming from the 1g9/2, and that the other one contains a different contribution (such

as 2d5/2 strength). One of the fit results for this doublet, in which the 1248-keV

state has a half-life of about 4(1) ps (MINIBALL detectors) and dominates the to-

tal amplitude of the observed peak (see section 5.2.3), would be compatible with

this hypothesis and the spin-parity (7/2+, 9/2+) proposed by C. Delafosse et al.,

and close (but not incompatible) with the upper limit obtained via their plunger

measurement (T1/2 < 3.5 ps). At present, we are not able to firmly conclude ex-

perimentally on the relative contribution from each state, and the 3.6 spectroscopic

factor presented in table 6.1 only represents an upper limit of the spectroscopic

strength that this doublet can contain if we interpret it solely as a pure g9/2 neutron

knockout contribution.

6.2 Theoretical framework

The simultaneous calculation of the natural and intruder states for 83Ge and the neigh-

bouring N = 51 isotopes remains a theoretical challenge since it requires to allow multiple

1. unaffected by the differences observed between the detector groups
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excitations of nucleons above the N = 50 and Z = 28 core while including all the necessary

valence orbitals (sdg for neutrons and pf for protons). Only models having such extended

valence spaces are able to reproduce reasonably the observations made during the last few

years for example in 79Zn and 78Ni (see section 1.2.3). As of yet, very few shell-model

calculations have been able to achieve this goal, and only for few nuclei: the LSSM calcu-

lation with the PFSDG-U interaction [18], and the Monte-Carlo approach (MCSM) with

variations of the A3DA interaction [80]. We have collaborated with F. Nowacki to apply

his calculations with the PFSDG-U interaction to 83Ge, so that we are able to compare it

with our results. Some details on this calculation will be given in the following section.

Given the high computing power required to perform shell model calculations with this

extended valence space, simpler models of the core-particle (CP) coupling developed in

[30] are valuable in order to identify the type of excitation for the expected states, the

configuration mixing between single particle and core excitations, and the sensitivity of

the energy of the states to some of the parameters. This approach has been driven in the

N = 50 region for several years by D. Verney , notably in the PhD work of C. Delafosse [3].

Details on this calculations are available in the references [3, 30, 81] and only an overview

will be given here.

6.2.1 Two Cores coupling model from the Core - Particle ap-

proach

The states resulting from this model result from the coupling of the even-even core at

N = 50 with a single neutron, and from the even-even core at N = 52 with a single neutron

hole: (8232Ge50 ⊗ ν) ⊗ (8432Ge52 ⊗ ν−1). In total the Hamiltonian writes as following [3]:

H = Hc +Hsp +Hsh +Hcp +Hch +Hcph + Vpp + Vph , (6.3)

where:

— Hc describes the excitations of the even-even core (typically 2+, 4+ etc...). The

eigenvalues are fixed at first to the experimental excitation energies.

— Hsp and Hsh describe the single-particle and single-hole energies in the mean-field

potential created by the core.

— Hcp, Hch, Hcph describe the interaction between the N = 50 core and the single-

particle, single-hole, and particle-hole, respectively.

— Vpp and Vph are the residual particle-particle and particle-hole interactions.

The single-particle energies are adjusted using the simpler Core-Particle approach. A

more detailed description of this model can be found in references [8] and [81].

The unperturbed 2 particle - 1 hole energies are calculated using results of mass mea-
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surements:

ϵ2p−1h = ϵ(2d5/2)− ϵ(1g9/2) + ∆Epairing , (6.4)

where ∆Epairing = 2Sn(Z,N = 51)− S2n(Z,N = 52) is the gain in energy from creating a

pair at N = 51.

The anharmonicity (static quadrupole moment of the core), that also intervenes in the

interaction between the core and the particle/hole, is fitted by comparing predictions and

data for the 2+ ⊗ νd5/2 in 89Sr.

The coupling parameters between the core and the particle, core and the hole, and core

and the particle-hole are fitted to the experimental values of the 2+1 and 3−1 energies in 82Ge

(or in 84Se if unknown).

More details on the full solving of the Schrödinger equation can be found in [3].

6.2.2 Shell model and PFSDG-U interaction

The shell-model calculations presented in this chapter are performed considering an

inert core of 60Ca leaving the full sdg neutron orbitals (for 11 particles) and pf proton

orbitals (for 12 particles) as the valence space.

The PFSDG-U interaction is constructed by adjusting the effective single-particle ener-

gies (ESPE) to reproduce several phenomenological constraints such as: B(E2; 2+ → 0+)

for the Z = 28 shell gap, binding energies and N = 50 energy gap measurements in the

region for neutron ESPEs, or the energy systematics of several states (9/2+, 5/2+, 1/2+)

along N=49.

In our case, the configurations are restricted to 7p-7h maximum. In addition, only the

first two states for each Jπ have fully converged. More details on the parameters on this

interaction and the solving of the Hartree-Fock equations can be found in [18].

6.3 Comparison with the models

At first, we compare in figure 6.1 the level scheme presenting the states populated in

our experiment with the level schemes obtained through the two aforementioned theoretical

models. In figure 6.2 we present as well the distribution of spectroscopic factors as a function

of excitation energy (experimental first and for both theoretical calculations).

6.3.1 Ground and first excited states

The ground state and the first excited state are predicted to be of spin-parity 5/2+ and

1/2+, respectively, by both theoretical models. While those two states are predicted by
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T1/2=14(4) ps
B(E2)=9(2) e2fm4

Figure 6.1 – Level schemes obtained within a Shell-Model calculation using the
PFSDG-U interaction (left), within the Core-Particle coupling model (right), com-
pared with the experimental level scheme (middle). In orange the 5/2+ ground state,
and in green the first excited 1/2+ (not observed in the present data for reasons
explained in the text). In blue we present the intruder candidates and with dashed
lines the unconfirmed ones.

both calculations to be mainly of a single-particle nature, they are not completely pure and

show non-negligible mixing with states resulting from the coupling with core excitations.

Given its low energy and single-particle nature, the 1/2+ state (in green in figure 6.1) was

anticipated to have a long lifetime (τ ≈ 4 ns) and consequently decays away from our setup,

and we indeed did not observe associated gamma-ray transitions.

A way to study those states would be to measure the inclusive cross sections thus giving

access (by subtraction) to the summed cross section for the ground and first excited states.

6.3.2 1359-keV state

The calculations do not give the half-life as a direct output, but instead predict the

B(E2) transition probability. The general relation between a B(EL) transition probability

and the half life is given by:

ln(2)

T1/2
= 5.498× 1022

L+ 1

L [(2L+ 1)!!]2

(
Eγ

197.33

)2L+1

B(EL) , (6.5)
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where T1/2 is in seconds, Eγ in MeV and B(E2) in e2fm4. For L = 2 this reduces to:

ln(2)

T1/2
= 1.225× 109 × E5

γ ×B(E2) . (6.6)

The theoretical models predict energies of 1004 keV (LSSM) and 1336 keV (CP) and B(E2)

of 6 e2fm4 and 12 e2fm4, respectively, leading to half-lives of 92 ps and 11 ps, respectively.

However, the energy dependency is strong (E5
γ) and we can adapt the predicted half-life to

the experimental Eγ = 1359 keV, while still using the B(E2) from the theory. This results

in a predicted half-life of 20 ps for LSSM and 10 ps for CP. Those figures are summarised

in table 6.2.

E(keV) Jπ T1/2 (ps) B(E2, ↓) (e2fm4) B(E2, ↓) (W.u)

Exp. 1359 (9/2+1 ) 14(4) 9(2) 0.4(1)
LSSM 1004 9/2+1 92 6 0.27

scaled to 1359 9/2+1 20 6 0.27
CP 1336 9/2+1 11 12 0.54

scaled to 1359 9/2+1 10 12 0.54

Table 6.2 – Comparison between experiment and theory for the half-life of the
(9/2+1 ) state and associated transition probabilities. The rows labelled “scaled to
1359” correspond to the T1/2 obtained by conserving the calculated transition prob-
ability but adapting the transition energy to the experimental value.

In this work, the first 9/2+ state was observed at 1359 keV with a half-life of 14(4) ps.

While both models predict a longer half-life, they are reasonably close to the measured

value and stay in the same order of magnitude. The experimental B(E2) value for the

transition is 0.4(1) Weisskopf units which is rather close to a single-particle excitation.

As seen in figure 6.2, the state at 1359 keV has a relatively large spectroscopic factor

and can be identified with predicted states at 1004 keV (LSSM) and 1336 keV (CP), both

having a g9/2 strength largely dominant in the energy range below 2 MeV.

The LSSM calculation also provides the average occupation of the orbitals for each pre-

dicted state. Those occupations are presented in table 6.3 for the ground state of 84Ge and

the excited states of 83Ge. For the first 9/2+1 state predicted at 1004 keV, identified with

our 1359 keV state, it appears clearly that the occupation of the 1g9/2 orbital decreases by

one nucleon with respect to 84Ge (9.41 −→ 8.44) while all the other occupations remain the

same. This indicates that the predicted state is a 2p-1h configuration, strongly supporting

the hypothesis for the intruder nature of the 1359 keV state.
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Neutrons Protons
Nucleus E(keV) Jπ 1g9/2 2d5/2 3s1/2 1g7/2 2d3/2 1f7/2 2p3/2 1f5/2 2p1/2

84Ge 0 0+ 9.41 1.55 0.62 0.28 0.14 7.45 1.68 2.44 0.43
83Ge 126 1/2+ 9.33 0.68 0.69 0.21 0.08 7.55 1.58 2.52 0.35

1004 9/2+ 8.44 1.45 0.67 0.26 0.18 7.48 1.73 2.30 0.50
1120 9/2+ 9.25 1.28 0.19 0.21 0.07 7.60 1.34 2.66 0.40
1176 3/2+ 9.27 0.86 0.37 0.24 0.26 7.58 1.45 2.55 0.42
1219 5/2+ 9.16 1.06 0.50 0.21 0.07 7.58 1.52 2.56 0.35
1240 7/2+ 9.17 1.35 0.13 0.28 0.07 7.54 1.43 2.67 0.36
1462 7/2+ 9.27 0.63 0.09 0.90 0.10 7.56 1.48 2.57 0.38

Table 6.3 – Average orbital occupations for the 84Ge ground state and low energy
states in 83Ge obtained in the LSSM calculations using the PFSDG-U interaction.
Figures in bold indicate a change of occupation of more than 0.3 nucleons with
respect to the ground state of 84Ge.

6.3.3 States in the [82Ge(2+)×ν(d5/2)
+1] multiplet

The states in the [82Ge(2+)×ν(d5/2)
+1] multiplet predicted by the CP and LSSM models

can be seen in figure 6.1. A 3/2+ state is predicted at 1046 keV, matching closely the

observed state at 1045 keV. In LSSM, an equivalent 3/2+ state is predicted at 1176 keV

with occupations corresponding to a full 1g9/2 orbital and a single neutron in the 2d5/2

orbital.

Two 7/2+ and 9/2+ states are predicted at 1182 keV and 1155 keV by CP, and of

1240 keV and 1120 keV by LSSM. Previous spin-parity assignments made by Delafosse et

al. lead to identifying them with our measured states at 1238 keV and 1248 keV. However,

as shown in figure 6.2, the spectroscopic strength of those states predicted by LSSM cal-

culations is a lot lower than what we measure, leading to an important disagreement. In

order to solve this conflict, several hypotheses can be made:

— The peak at 1238/1248 keV carries an important unpredicted g9/2 strength.

— The 84Ge nucleus already presents a significant amount of particle-hole excitations.

— Other unresolved transitions are present in the observed peak and are not taken into

account, thus leading to the division of the total strength among more states.

A clear explanation why such important spectroscopic factors are measured for those states

remains unsolved and will require further developments.

6.3.4 High-lying 9/2+ strength

Both models predict 9/2+ states at high energies (above 2 MeV). The LSSM calculation

have not converged for the energy of those states, thus we propose to use here only the
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total spectroscopic strength for comparison. For our three high-energy states the total

spectroscopic factor is of 2.1(3). The CP model predicts two high energy 9/2+ states at

2931 keV and 3030 keV with a total spectroscopic strength of 4.6, which is about twice as

much than we observed. As mentioned before, due to the correction of transmission loss to

be performed in the future, we expect an increase of spectroscopic factors of about 20%,

bringing the measured value closer to the CP predictions, but still incompatible.

On the other hand, the LSSM calculation predicts a g9/2 strength above 2 MeV of 2.2,

which compares very well with the experimental value of 2.1(3) presented here (see the C2S

values in figure 6.1, and the strength distribution against energy in figure 6.2). A more

precise experimental analysis for those states will be performed in the future and shall lead

to constraints on the energies of the transitions observed and the state lifetimes.
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Figure 6.2 – Spectroscopic factors (a) obtained experimentally, (b) calculated via
the LSSM model, (c) calculated via the CP model. We present in blue the strength
from the g9/2 orbital, in red from the d5/2, and in green from the s1/2. The shaded
area in (a) corresponds to the total strength corresponding to the peak at 1240 keV
under the hypothesis described in the text.
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Chapter 7
Conclusion and perspectives

In this work we have performed the in-flight spectroscopy of 83Ge targeted at charac-

terising the 2p-1h intruder states dominated by a hole configuration in the g9/2 orbital.

Those configurations were probed at RIBF-RIKEN in 2020 using a neutron knockout re-

action from the N = 52 nucleus 84Ge. The beam identification and separation was done

using the BigRIPS and ZeroDegree spectrometers while the γ rays were measured by the

multidetector array HiCARI.

In particular, a state at 1359 keV, previously identified as a good intruder candidate,

was extensively studied. For this state, a preliminary half-life of 14(4) ps was determined,

using adjustments of the response functions deduced from GEANT4 Monte-Carlo simu-

lations, and an experimental exclusive cross-section of 17(1) mb was measured leading to

a spectroscopic factor of 2.3(1). This relatively long half-life (with respect to the other

states) and high spectroscopic factor show a reasonably good agreement with theoretical

predictions of 2p-1h intruder states predicted at 1336 keV and 1004 keV, respectively, by

a phenomenological Core-Particle coupling model and Shell-Model calculations using the

PFSDG-U interaction. This study provided the first measurements of the half-life and spec-

troscopic factor for this state strongly supporting its 2p-1h intruder nature. If the analysis

of the parallel momentum distribution for the 1359-keV transition de-exciting this state

shows that it is most compatible with a L = 4 neutron knockout, an additional argument

will be obtained to support the 2p-1h intruder nature with a neutron knocked out from the

1g9/2 orbital.

We detected three new high-energy states above 2 MeV carrying a total spectroscopic

factor of 2.1(3). This is in line with the fact that both models predict a g9/2 intruder

spectroscopic strength at high energy above 2 MeV. While the CP model predicts more

strength in fewer states than we measured, a very good agreement is found with the Shell-

Model calculations predicting the total strength of 2.1 above 2 MeV. A more precise nature

of those states remains to be clarified using our data analysis procedure. An examination

of how sensitive these high energy states are to each of the theoretical parameters could
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give hints on the nature of those states (collective, particle-hole, ...).

A non-resolved doublet of 1238-keV and 1248-keV transitions is the most intense peak

in our spectra with a total cross section of 28(4) mb. The summed spectroscopic strength

present in this peak does not agree with any theory prediction. We cannot exclude the

hypothesis of a strong intruder contribution in this peak as of yet. A momentum study of

this peak could also exclude or support this hypothesis by verifying whether the knocked-

out neutron momentum distribution is compatible with a L = 4 neutron.

During the HiCARI campaign, three other reaction channels were studied to further

characterise the collectivity in the region: (i) Coulomb excitation of 82Ge and 84Ge that

will determine the B(E2; 4+ → 2+) and B(E2; 2+ → 0+) transition probabilities and

the corresponding 4+ and 2+ lifetimes, (ii) the proton knockout reaction 83Ga(Be, X)82Zn

investigating the presence of a second band (0+2 , 2
+
2 ) at low energy in 82Zn, (iii) the low-

statistics neutron knockout reaction 82Zn(Be, X)81Zn aiming at a direct study of intruder

states at N=51 close to 79Ni.

Additionally, future experiments such as the 82Ge(d, p)83Ge transfer reaction could

be of interest to study single-particle states above N = 50 (in complement to previous

results [82]). For example, one of the 7/2+ states predicted at 1462 keV by LSSM calcula-

tions with the PFSDG-U interaction is expected to have a significant ν(g7/2)
+1 component,

which could indicate the lowering of the g7/2 orbital away from stability. This study should

become possible at second generation ISOL facilities, such as SPES with the new silicon

array GRIT and the AGATA setup, well suited to detect particle-γ coincidences in transfer

reactions.

The remaining analysis of existing data, and future developments will provide a much

clearer characterisation of shape coexistence and intruder configurations in the 78Ni region.
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Appendix A
Optical corrections results in F7 and F9

As a complementary information to the example given in the main content in figure 3.12,

we present in figure A.1 and figure A.2 the results of the correction of the dependencies of

the mass-to-charge ratio A/Q on kinematic variables X and A in F7 and F9.
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Figure A.1 – Optical correction of the dependencies between the A/Q measured in
BigRIPS and the position X and angle A measured in F7. On top before correction,
A/Q and kinematic variables in F7 are not independent. On the bottom after
correction, most of the dependency is corrected for.

Figure A.2 – Optical correction of the dependencies between the A/Q measured
in ZeroDegree and the position X and angle A measured in F9. On top before
correction, A/Q and kinematic variables in F9 are not independent. On the bottom
after correction, most of the dependency is corrected for.
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Appendix B
Details on the HiCARI efficiency

In table B.1 we present, for each group of detectors, the parameters resulting from the

fit of the experimental efficiency data points with the function defined by equation 3.13.

a b c d
MINIBALL 0.2265 -0.4479 167.6 -3.013
SuperClover 0.1607 -0.4399 139.8 -3.960

GRETINA Quad 0.0761 -0.4299 145.3 -3.068

Table B.1 – Parameters of the efficiency function (equation 3.13) fitted and pre-
sented in figure 3.18.

In table B.2 a summary of the number of crystal used in the analysis is presented. The

last column briefly describes the reason for the discarded crystals.
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Cluster ID number Type
Crystals
in the
analysis

Remark

0 MINIBALL 0
Crystals #0 and #1 have

unreasonably high thresholds,
crystal #2 not functioning

1 MINIBALL 2
Crystal #0

not functioning
2 MINIBALL 3

3 MINIBALL 2
Doubled peaks observed

in crystal #0
4 MINIBALL 3
5 MINIBALL 3
6 SuperClover 4
7 SuperClover 4

8 SuperClover 3
Doubled peaks observed

in crystal #2

9 SuperClover 3
Doubled peaks observed

in crystal #3

10 GRETINA Quad 2

Crystal #1 has unreasonably
large resolution, online

decomposition of crystal #3
did not function

11 P3 0
Online decomposition

not performed, and is to
be done offline.

Table B.2 – Number of crystal used in each cluster and in the last column the
reason for the unused crystals.
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[69] D. Thisse. “Étude des états particule-trou dans les noyaux de la région du Ni avec le
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Intruder states and shape coexistence beyond N=50 close to 78Ni studied by neutron

knockout at RIBF-RIKEN

Abstract

The recent spectroscopy of 78Ni together with indications of shape coexistence just below the N=50 shell closure for 79Zn

suggests that deformed intruder configurations could play a crucial role in low-energy structure properties in this region and

towards the limits of the nuclear chart. Such configurations are predicted to originate from multiparticle-multihole excitations

above the N=50 and Z=28 shell gaps pushed down in energy due to neutron-proton correlations which enhance quadrupole

collectivity. Because these intruder states involve many-particle excitations more difficult to describe theoretically, their

predicted energies vary more drastically between models than for yrast states originating from “normal” configurations on

which they tend to agree.

This topic is the main goal of the experiment performed at the RIBF facility (RIKEN, Japan) in November 2020 to identify

and characterise for the first time 2p-1h intruder states in 83Ge. Neutron hole states in this N=51 nucleus were populated

via neutron knockout reaction from the N=52 nucleus 84Ge that has about two neutrons in the s1/2d5/2 valence space above

N=50. This direct reaction allows in some cases to remove one of the neutrons from the quasi-full g9/2 orbital below N=50

to selectively populate the 9/2+ intruder states based on a ν(g9/2)
−1(s1/2d5/2)

+2 configuration. In order to identify the

populated states, gamma-rays from their in-flight decay were measured using the HiCARI Germanium array.

We are able to identify a state at 1359 keV as a 2p-1h intruder, in good agreement with phenomenological and shell model

calculations. In line with predictions as well, we measure some candidate states at high energy that are still to be fully

characterised. A transition at 1240 keV matches with previously identified states and was expected to come from the coupling

of a neutron with the excited 82Ge core. However the very high spectroscopic factor measured on this transition does not

compare with any prediction and requires more development to be explained.

Résumé

La spectroscopie récente du 78Ni, additionnée aux indications de coexistence de formes juste en dessous de la fermeture de

couche N=50 pour le 79Zn, suggère que les configurations intruses déformées pourraient jouer un rôle crucial dans les propriétés

de la structure en couche à basse énergie dans la région, et aux abords de la limite du diagramme de Segré. Il est prédit que de

telles configurations trouvent leurs origines dans les excitations multiparticules-multitrous au dessus des gaps N=50 et Z=28,

réduits par les corrélations neutrons-protons qui renforcent la collectivité quadrupolaire. Ces états impliquant de multiples

excitations particules-trous difficiles à décrire de manière théorique, les énergies prédites varient drastiquement plus selon les

modèles que pour les états yrast provenant de configurations “normales” pour lesquelles ils tendent à être en accord.

Ce sujet est l’objectif principal de l’expérience effectuée en novembre 2020 à l’installation RIBF (RIKEN, Japon) pour identifier

et caractériser pour la première fois des états intrus 2p-1t dans le 83Ge. Les états trous neutrons dans ce noyau à N=51 ont

été peuplés par une réaction d’arrachage de neutron depuis le noyau à N=52 84Ge possédant environ deux neutrons dans

l’espace de valence s1/2d5/2 au dessus de N=50. Cette réaction directe permet dans certains cas de retirer un neutron de

l’orbitale quasi-pleine g9/2 en dessous de N=50 pour peupler de manière sélective l’état intrus 9/2+ en se basant sur une

configuration ν(g9/2)
−1(s1/2d5/2)

+2. Afin d’identifier les états peuplés, les rayons gammas émis en vol sont mesurés à l’aide

du multi-détecteur au Germanium HiCARI.

Nous identifions un état à 1359 keV comme un intrus 2p-1t, en bon accord avec les prédictions de phénoménologie et

de calculs de modèle en couches. Aussi en accords avec les prédictions, nous mesurons des états intrus candidats à haute

énergie nécessitant encore d’être totalement caractérisés. Une transition à 1240 keV correspond avec des états précédemment

identifiés et il était anticipé qu’elle provienne du couplage d’un neutron avec le coeur excité de 82Ge. Cependant le facteur

spectroscopique très élevé mesuré pour cette transition est incomparable avec les prédictions théoriques et requiert plus de

développement pour être expliqué.

Keywords— Nuclear structure, Exotic Nuclei, Shell Model, Secondary beams, Gamma spec-

troscopy, Germanium detectors, HiCARI, RIBF, Knockout reactions, 83Ge, Intruder states, Shape

coexistence, Magic numbers, N=50.
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