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Résumé Long

L’information est transférée d'une personne a une autre par le biais de la com-
munication. Par ce transfert, nous transmettons nos pensées et nos intentions par
le biais de signaux multimodaux tels que les mots, les gestes et la prosodie. Cet
échange de signaux est un processus bidirectionnel d’envoi et de réception dans
lequel les comportements des interlocuteurs s’adaptent I'un a 'autre. Cette adap-
tation est continue, dynamique et réciproque, ce que nous appelons 'adaptation
réciproque. S’adapter aux autres permet aux interactions d’étre engageantes et
efficaces.

Les agents socialement interactifs (SIA; Lugrin et al. [2021]) sont des agents
physiques ou virtuels, tels que des robots ou des agents virtuels, capables de mener
des conversations naturelles avec des personnes de maniere autonome (c.-a-d.
leurs utilisateurs) en échangeant des signaux multimodaux, verbaux et non ver-
baux (Ball et al. [2000]) d’une maniere socialement intelligente. Comme les in-
terlocuteurs humains, ils peuvent agir en tant que partenaires conversationnels
en adaptant leurs comportements en fonction de ceux de leurs interlocuteurs.
Le domaine des SIAs s’est développé depuis plus de 20 ans sous de nombreux
noms tels que agents virtuels intelligents (IVA), agents conversationnels animés
(ACAs), et robotique sociale (Cassell [2001], Dautenhahn [1998]). Ils partagent
tous une définition similaire et poursuivent le méme objectif: faire progresser
la recherche et le développement d’agents socialement intelligents montrant des
comportements autonomes par le biais d’incarnations physiques ou virtuelles. Les
SIAs transmettent leur message (intention ou sentiment) verbalement par le biais
de mots et émettent un comportement non verbal semblable a celui des humains,
tel que des gestes du visage, du corps et des mains pendant le discours (Cassell
et al. [2000]), pour compléter leur message.

Les agents animés ont pour objectif commun d’améliorer la communication
et 'expérience de l'utilisateur (engagement, rapport et appréciation). Plusieurs
travaux se sont concentrés sur I'amélioration de l'interaction elle-méme pour
une expérience plus fluide avec I'agent (Bailenson and Yee [2005], Huang et al.
[2010], Ritschel et al. [2017], Weber et al. [2018]). L’utilisation des SIAs a été
observée dans diverses applications, montrant leurs utilité dans 'enseignement ou
le coaching (Anderson et al. [2013], Pecune et al. [2016], Jones and Castellano
[2018], Pereira Santos et al. [2023]), I'assistance (Biancardi et al. [2021], Sidner
et al. [2018]) et la santé (Raffard et al. [2018], Ring et al. [2016], Shidara
et al. [2022], Khamis et al. [2021]). Dans le domaine des traitements médicaux
en particulier, I'utilisation des SIAs a considérablement augmenté ces dernieres
années (Khamis et al. [2021], Shidara et al. [2022].

La recherche sur les SIAs s’intéresse a la création d’'un SIA capable d’interagir
avec les gens d’'une maniéere sociale et engageante. Il est essentiel de garantir les
aspects sociaux, d’engagement (le démarrage, le maintien et la fin des liens percus
entre les personnes au cours d’'une interaction; Sidner et al. [2003]) et le rapport
(affect positif, attention mutuelle et coordination; Tickle-Degnen and Rosenthal
[1990]) pour attirer 'attention des utilisateurs et mener l'interaction de maniere
continue. Pour que la communication soit efficace, les agents jouant le role de
partenaires d’interaction doivent jouer les roles actifs de locuteur et d’auditeur.
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Les études sur l'interaction humain-humain ont montré que la communica-
tion est multimodale. Différents canaux (ou modalités composées de comporte-
ments verbaux et non verbaux) de communication participent a la transmission de
I'intention et des émotions d’une personne. Ils sont synchronisés a la fois au niveau
intrapersonnel (entre les indices d'une méme personne) et au niveau interperson-
nel (entre les interlocuteurs). Pour que les SIAs jouent le role d’interlocuteurs, ils
doivent non seulement transmettre leur message en alignant leurs signaux multi-
modaux dérivés d’eux-mémes (compte tenu de la relation intrapersonnelle; Knapp
et al. [2013]), mais aussi s’adapter constamment et réciproquement a leurs inter-
locuteurs, en coordonnant leurs comportements avec les signaux multimodaux de
leurs interlocuteurs (compte tenu de la relation interpersonnelle; Burgoon et al.
[1995]). Démontrer une telle capacité d’adaptation est essentiel pour les rela-
tions interpersonnelles (Cappella [1991]) et peut permettre aux SIAs d’étre pergus
comme socials, engageants et établissant un rapport (Biancardi et al. [2021], Oer-
tel et al. [2020], Delaherche and Chetouani [2010], Gupta et al. [2019], Huang
et al. [2010], Raffard et al. [2018]).

Objectif de la recherche

La motivation du travail présenté dans cette these est de développer un SIA capable
non seulement de servir d’'un locuteur dans un monologue mais aussi d'un parte-
naire d’interaction active échangeant les réles de locuteur et d’auditeur. Pour étre
considéré comme un bon partenaire de communication, il doit posséder les com-
pétences sociales nécessaires pour attirer et maintenir 'attention et I'implication
de ses interlocuteurs. La capacité d’adaptation est une compétence sociale impor-
tante, innée chez 'humain, qui permet un tel engagement. Notre objectif est de
créer des SIAs engageantes et sociales en les dotant d'une capacité d’adaptation ré-
ciproque. Malgré les diverses avancées des SIAs, plusieurs défis restent a relever
pour créer des SIAs adaptatifs. Parmi les défis qui attendent d’étre relevés, nous
nous concentrons sur les aspects suivants.

Modélisation de ’adaptation

Lors d’une conversation, les humains communiquent avec leurs interlocuteurs par
le biais d'une multitude de signaux multimodaux (verbaux et non verbaux) tout
en adaptant constamment leur comportement a celui de leurs interlocuteurs. Tous
les signaux provenant de soi-méme et des partenaires d’interaction sont pris en
compte pour la génération de son comportement. Pour que les SIAs puissent
s’adapter de la méme maniere, il est essentiel qu’ils aient eux aussi la méme capac-
ité d’adaptation. L’SIA et l'interlocuteur humain doivent constamment s’adapter
I'un a l'autre. Par conséquent, la modélisation de cette capacité d’adaptation, de
la multimodalité et de la relation interpersonnelle, doit étre effectuée lors du calcul
des comportements des SIAs.
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Evaluation de ’adaptation

L’évaluation des interactions a toujours été une tache ardue. En particulier,
I’évaluation de la présence d’une adaptation, et notamment sa quantification,
n’est pas triviale. L’évaluation de I'adaptation serait tres utile pour évaluer les
interactions humain-humain et humain-agent.

Fonctionnalité en temps réel

Les SIAs sont concues dans le but final d’étre déployées pour de nombreuses appli-
cations réelles. Pour qu’elles puissent étre présentées au public et démontrer leur
utilité, elles doivent fonctionner en temps réel. Cet aspect temps réel doit étre
assuré pour tout systeme d’interaction car la communication se déroule générale-
ment sans délai et est inattendue. Par conséquent, I'existence d’'un retard pourrait
nuire a 'expérience de l'utilisateur. Cela n’est pas souhaitable pour les SIAs qui
recherchent 'engagement et la satisfaction de I'utilisateur.

Alignement temporel

Lors de la production d’'un comportement, la parole et le geste correspondants
sont alignés et synchronisés dans le temps. Cet aspect de I'alignement temporel
est essentiel pour la génération d'un comportement. Il s’agit d'un probleme difficile
qui doit étre résolu, en particulier pour assurer la synchronisation temporelle des
signaux multimodaux pendant la perception et la génération en temps réel.

La portée de la thése

Le théme principal de la these est la création d’'un SIA adaptatif servant
d’interlocuteur social et engageant. Notre objectif est d’activer la facade adaptative
du SIA en lui fournissant une capacité d’adaptation réciproque et en garantissant
son utilisation en temps réel. Nous relevons les défis susmentionnés en appro-
fondissant les trois études de cette these. Chaque objectif d’étude et les questions
de recherche associées sont détaillées.

Analyse des interactions humain-agent

Quel est le role de 'adaptation et comment la saisir ? 1l est difficile d’obtenir
une image claire de 'adaptation et de connaitre son role exact dans la maniere
dont elle affecte d’autres aspects tels que 'engagement et les dimensions sociales.
Afin de mieux comprendre I'adaptation et de découvrir comment elle peut étre
mesurée, nous analysons les interactions humain-humain dans le but d’appliquer
ces connaissances aux interactions humain-agent.

Questions de recherche:

Dans cette étude, nous examinons la question de recherche suivante:
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1. Adaptation réciproque: IL’adaptation réciproque (synchronie et boucle
d’entrainement) est-elle liée a 'engagement et/ou aux dimensions sociales
de la chaleur et de la compétence des interlocuteurs ?

Génération de comportements avec capacité d’adaptation réciproque

Adopter un comportement approprié a une situation donnée, tel que des gestes co-
hérents avec la parole et correspondant au comportement des interlocuteurs, est
une capacité inhérente qui donne I'impression d’étre réalisée sans effort. Néan-
moins, lorsque nous essayons de modéliser 'interaction entre les signaux multi-
modaux échangés, la modélisation n’est pas évidente. La relation entre les sig-
naux sociaux (relations interpersonnelles et intrapersonnelles, et multimodalité)
doit étre prise en compte ainsi que leur temporalité. Cette étude vise a mod-
éliser 'adaptation réciproque en capturant les relations et la temporalité des sig-
naux échangés et a générer des comportements SIA adaptatifs (voir Chapitres 6 et
8). En particulier, nous restituons les gestes faciaux du SIA (expressions faciales
et mouvements de la téte/du regard), car la richesse de I'expression faciale ren-
force les capacités de communication qui sont vitales pour la sociabilité des SIAs
(Halberstadt [1983]).

Research Questions:
Dans cette étude, nous examinons les questions de recherche suivantes:

1. Modélisation de Uadaptation réciproque: Comment modéliser 'adaptation ré-
ciproque ?

2. Impact de la modélisation de U'adaptation sur la dynamique interpersonnelle: La
dotation d’une capacité d’adaptation réciproque améliore-t-elle la dynamique
interpersonnelle (en termes de synchronie et d’engagement) des comporte-
ments de SIA générés ?

3. Impact de la modélisation de U'adaptation sur la qualité du comportement de
SIA: La dotation d'une capacité d’adaptation réciproque améliore-t-elle la
qualité du comportement de SIA (en termes de la naturalité et de la vraisem-
blance humaine) ?

4. Impact de la capture de la relation intrapersonnelle: La modélisation explicite
de la relation intrapersonnelle (modélisation de la relation entre les modal-
ités) influence-t-elle la dynamique interpersonnelle et/ou la qualité du com-
portement du SIA ?

Systeme d’interaction humain-agent en temps réel

Pour étudier pleinement I'effet de la fourniture d’un SIA adaptatif, il est important
que le SIA soit testé et évalué avec des utilisateurs humains réels dans un scé-
nario de la vie réelle. L'impression du SIA peut étre évaluée d’'un point de vue a
la troisieme personne. Cependant, comme les SIAs visent a interagir avec des util-
isateurs humains réels pour leur déploiement, il est préférable d’obtenir le retour
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d’information des utilisateurs réels interagissant d’'un point de vue a la premiere
personne. Il est donc nécessaire de mettre en ceuvre un systéme en temps réel et de
I'utiliser pour vérifier 'importance de I'intégration de 'adaptation réciproque dans
le SIA (voir Chapitre 7).

Questions de recherche:
Dans cette étude, nous nous penchons sur les questions de recherche suivantes:

1. Effet du SIA adaptatif en temps réel sur Uexpérience de Uutilisateur: Un SIA
adaptatif peut-elle améliorer I'expérience de I'utilisateur (perception de
I'agent) ?

2. Effet du SIA adaptatif en temps réel sur la performance de lapplication:
Un SIA adaptatif peut-elle améliorer 'efficacité de la thérapie cognitivo-
comportementale (TCC ou CBT en anglais; l'application santé que nous
avons choisie) ?

Comportements non verbaux

Les signaux non verbaux, également appelés langage corporel, constituent une
part importante des signaux de communication. Alors que la communication ver-
bale transmet des informations par le biais d’'un langage au contenu explicite, le
comportement non verbal peut transmettre des informations de maniere implicite
et envoyer un message plus fort lorsqu’il est associé a un contexte verbal.

Le comportement non verbal est transmis par le "langage corporel’, qui com-
prend les gestes, les expressions faciales, les mouvements du corps et le regard
(Burgoon et al. [2011]). Nous considérons le comportement non verbal comme
des signaux sociaux multimodaux qui transférent des informations de maniére im-
plicite ou explicite par le biais d’actions qui peuvent indiquer les attitudes ou les
sentiments d’un individu sans utiliser de mots (c.-a-d. des informations lexicales).
La prosodie (ou indices vocaux), comme la hauteur et le volume de la voix, est
également un signal non verbal qui contient des informations pertinentes.

Lors de la transmission d'un message de communication, nous modifions, de
maniere intentionnelle ou non, notre comportement (Burgoon et al. [2011]). Ces
intentions de communication sont généralement transmises par le biais de mes-
sages verbaux. Les comportements non verbaux véhiculent également de telles
intentions, consciemment ou non. L’ajout de signaux non verbaux aux signaux
verbaux peut transmettre le méme message plus clairement et plus fermement a
I'interlocuteur. En outre, la barriere de la langue,un probléme inévitable pour la
compréhension verbale et le retour d’information, peut étre franchie grace aux
gestes. La compréhension de différentes langues n’est pas nécessaire pour man-
ifester et reconnaitre des sentiments et/ou des pensées. Le comportement non
verbal est donc fondamental et influent sur la communication.

Les canaux non verbaux englobent les aspects comportementaux et les carac-
téristiques physiques qui constituent 'apparence physique des personnes (Knapp

vi



et al. [2013]). Ils englobent les gestes, la posture, les expressions faciales, le com-
portement oculaire et le toucher. Ils comprennent également les caractéristiques
de la parole, qui sont des indices vocaux.

Adaptation

Au cours d’une interaction, le comportement des interlocuteurs s’adapte.
L’adaptation se fait en coordonnant (ou en synchronisant) le comportement de
I'un avec celui de lautre et en entrainant et en étant entrainé en permanence
par le partenaire qui interagit. L’adaptation (e.g. la coordination ou la syn-
chronisation du comportement) implique des phénomenes complexes tels que
la perception de signaux sociaux et la réponse a ces signaux sociaux dans une
fenétre temporelle donnée (Chartrand and Lakin [2013], Burgoon et al. [1995]).

Les participants a la conversation échangent en réagissant aux signaux sociaux
des autres. L’échange ne se fait pas simplement a tour de réle entre les partici-
pants (avec un seul réacteur a la fois), mais la coordination implique différents
processus tels que I'anticipation et la production de comportements. Condon and
Ogston [1966] souligne qu’il existe des synergies intrapersonnelles qui se forment
entre les comportements d'une personne et que ces synergies sont coordonnées
entre les interlocuteurs (au niveau interpersonnel). Pour étre coordonnés, ces
comportements doivent correspondre les uns aux autres dans l'action et dans le
temps (Hove and Risen [2009], Burgoon et al. [1995]). Pour la coordination
interpersonnelle, il est essentiel que les comportements soient alignés au mo-
ment opportun (Delaherche et al. [2012]). Cette coordination des signaux sociaux
peut également étre appelée la synchronie interpersonnelle. Pickering and Garrod
[2004] parle d’alignement défini comme I'adaptation des comportements verbaux
des interlocuteurs. La coordination interpersonnelle des comportements est une
opération continue qui se déroule automatiquement dans le temps au cours d'une
interaction naturelle (Schmidt and Richardson [2008]). L’adaptation est donc dy-
namique.

Il est également important de noter que la coordination interpersonnelle, qui
se fait passivement et involontairement pour s’adapter au comportement du parte-
naire, a un certain retard dans la perception et 'adaptation. Chartrand and Bargh
[1999], qui affirment que la coordination interpersonnelle est causée par un com-
portement de mimétisme, appellent ce phénomene d’adaptation inconsciente (ou
de mimétisme) 'effet caméléon. Cette perception du signal des interlocuteurs est
sensible a I'alignement temporel. Pour les signaux non verbaux, I'alignement tem-
porel (ou le délai de mimétisme) se situe dans une fenétre temporelle de 2 a 4
secondes (Leander et al. [2012]).

Un entrainement continu se produit entre les interlocuteurs (Prepin and
Pelachaud [2011]). Lorsqu’une personne adopte un comportement, elle entraine
le comportement mimétique de son interlocuteur. L’entralnement ne se limite
pas a un simple mimétisme, mais il incite également I’émetteur du signal initial a
continuer a adopter le méme comportement ou a renvoyer le méme signal. Nous
appelons ce processus d’entrainement séquentiel une boucle d’entrainement.
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Pour englober les divers aspects de 'adaptation, principalement la synchronie
interpersonnelle et la boucle d’entrainement, nous désignons l’adaptation con-
tinue, dynamique et réciproque du comportement par le terme d’adaptation ré-
ciproque.

Pour le reste de notre travail, nous choisissons de définir les termes suivants
comme suit:

Synchronie (ou synchronie interpersonnelle): coordination  interpersonnelle
de signaux sociaux alignés au moment opportun, comme indiqué par
Delaherche et al. [2012].

Boucle d’entrainement: processus en boucle montré entre les interlocuteurs qui
entrainent continuellement le comportement de mimétisme de leur interlocu-
teur, I'un apres 'autre, comme mentionné par Prepin and Pelachaud [2011].

Adaptation réciproque: adaptation du comportement des interlocuteurs au cours
d’une interaction continue, dynamique et réciproque.

Interaction humain-agent (HAI)

L’interaction humain-agent (HAI) est l'interaction entre les humains et les SIAs.
Son objectif est d’améliorer I'interaction entre ’humain et 'agent. Les progres
de ’'HAI se concentrent sur une myriade d’aspects tels que I'engagement (Oer-
tel et al. [2020]), la présence sociale (Pereira et al. [2014], Li [2015]) et le
réalisme du comportement (Ferstl et al. [2021]) des agents. Dans le cadre de
I'interaction humain-agent, de nombreux signaux sociaux de diverses modalités
sont échangés. Comme dans l'interaction humain-humain, (I’humain et I'agent
envoient et recoivent des signaux multimodaux qu’ils interprétent et utilisent
les informations percues pour produire leur prochain comportement. La gestion
de I’échange d’informations multimodales est également un aspect essentiel de
lI'interface humain-machine.

Etat de I’Art et Discussion

La génération de signaux non verbaux dépend du temps, comme les problémes de
séries temporelles. La rétention de mémoire présente dans les réseaux récurrents
tels que RNN, LSTM et TCN s’est révélée tres prometteuse pour la prévision des
séries temporelles. Comme les comportements humains dépendent fortement des
comportements antérieurs, cet aspect de la mémoire est également important pour
notre situation. Le comportement devant étre continu, il est de plus préférable
d’utiliser la prédiction adaptative en ligne avec 'aspect de la prédiction basée sur
les données temporelles précédentes d’'une maniére autorégressive.

Les modeles de pointe montrent comment la relation entre les signaux soci-
aux de soi-méme (relation intrapersonnelle), les signaux des interlocuteurs (rela-
tion interpersonnelle) et les signaux multimodaux peut étre modélisée. Pour notre
travail, nous voulons modéliser 'adaptation réciproque en considérant les deux
facettes de la temporalité (a la fois intrapersonnelle et interpersonnelle) et de la
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multimodalité ainsi que I'aspect de la continuité pour la génération du comporte-
ment non verbal de notre agent. La modélisation de la multimodalité est absente
dans Feng et al. [2017], Dermouche and Pelachaud [2019b] et la continuité n’est
pas assurée pour Feng et al. [2017], Grafsgaard et al. [2018], Dermouche and
Pelachaud [2019b], Jonell et al. [2020], Tuyen and Celiktutan [2022]. Bien que
Ng et al. [2022] réponde a nos trois criteres, il nécessite beaucoup de données
d’entralnement. Dans notre cas, nous utilisons une petite base de données (réf.
Chapitre 4), leur modéle n’est donc pas adapté a notre application. Nous pro-
posons un nouveau modele, le modele ASAP (Augmented Self-Attention Pruning)
présenté dans le Chapitre 6, qui rend les comportements non verbaux continus
(pour le locuteur et Pauditeur) performants avec un petit ensemble de données. Il
apprend également a capturer la relation interpersonnelle entre les interlocuteurs
a partir des signaux multimodaux échangés afin de doter les SIAs d’'une capacité
d’adaptation réciproque. En outre, nous développons un autre modéle, le modele
HFP-ADAM (Historical Intrapersonal Interpersonal ADAptive Multimodal) détaillé
dans le Chapitre 8, qui capture également 'adaptation réciproque pour générer
un comportement non verbal adaptatif et continu du SIA (pour les deux réles)
comme le modéle ASAP. Le modeéle HI>-ADAM intégre mieux 'adaptation entre
les interlocuteurs en modélisant explicitement la relation intrapersonnelle avec les
historiques de modalité (mémoire de modalité) et un encodage plus approfondi des
signaux multimodaux.

Divers efforts ont été déployés pour quantifier la qualité des comportements
non verbaux. Néanmoins, il n’existe pas encore de mesure parfaite pour les éval-
uer. En particulier, plusieurs aspects de la qualité du comportement tels que le na-
turel et la ressemblance avec ’humain peuvent étre triviaux pour un humain, mais
toujours tres difficiles d’acces pour une machine (Fitrianie et al. [2020, 2021]).
Ainsi, I'évaluation humaine reste une partie essentielle de I’évaluation du com-
portement (Feng et al. [2017], Karras et al. [2017], Chu et al. [2018], Sadoughi
and Busso [2018], Alexanderson et al. [2020], Jonell et al. [2020], Yuan and Ki-
tani [2020], Cai et al. [2021], Fitrianie et al. [2020]). Pour mieux évaluer la syn-
chronie interpersonnelle entre 'humain et 'agent et pour compléter I’évaluation
subjective, nous proposons l'utilisation de nouvelles mesures pour I'évaluation
du comportement de I'agent, présentées au Chapitre 6, et de nouvelles mesures
d’adaptation réciproque (mesures de synchronie et de boucle d’entrainement), in-
troduites au Chapitre 5.

Corpus NoXi

Pour notre étude, nous utilisons la base de données NoXi (Cafaro et al. [2017])
qui est un corpus d’interactions en face-a-face médiées par ’écran. Elle contient
des conversations dyadiques naturelles parlant d’un sujet commun. Chaque dyade
d’interaction est composée d’une paire de participants ayant deux réles différents,
appelés expert et novice. L'expert est celui qui transfere des informations dans le
but de partager ses connaissances sur un sujet et qui mene donc la conversation
en parlant plus fréquemment et plus longtemps. Le novice (lautre partenaire
d’interaction) recoit les informations et réagit aux propos de I'expert sur le sujet.
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Le corpus NoXi se compose de 3 parties en fonction du lieu d’enregistrement
(France, Allemagne et Royaume-Uni). Pour notre travail, nous n’utilisons que
I'enregistrement du site francais qui consiste en 21 interactions dyadiques réalisées
par 28 participants avec une durée totale de 7h22min.

Nous obtenons les caractéristiques du comportement non verbal des deux par-
ticipants en interaction par extraction de caractéristiques. Pour chaque pas de
temps, les caractéristiques visuelles et audio sont extraites en utilisant les outils
OpenFace (Baltrusaitis et al. [2016]) et openSMILE (Eyben et al. [2010]) (apres
une phase de débruitage) respectivement et sont traitées séparément.

Pour analyser linteraction humain-agent, nous ne nous contentons pas
d’examiner les signaux de bas niveau (c.-a-. les caractéristiques extraites)
échangés dans les interactions humain-humain du corpus NoXi, mais nous
étudions également les signaux de haut niveau qui sont annotés. Les annotations
de 'engagement (Dermouche and Pelachaud [2019a]) et des dimensions sociales
(chaleur et compétence; Biancardi et al. [2017]) sont disponibles pour le corpus
NoXi (disponibles avec l'outil d’annotation NOVA (Heimerl et al. [2019]). En
outre, les annotations de I'état conversationnel sont récupérées automatiquement
en effectuant une détection de l'activité vocale (VAD), qui est un classificateur
binaire qui détecte la présence de la parole humaine dans I’audio, sur les fichiers
audio déboisés.

Contribution

Cette theése contribue aux communautés de recherche du SIA et du traitement des
signaux multimodaux pour générer des comportements non verbaux adaptatifs du
SIA en capturant les relations intrapersonnelles et interpersonnelles a partir de sig-
naux multimodaux. Les contributions apportées par cette these sont les suivantes.

Proposition de nouvelles mesures d’adaptation réciproque

A partir de lanalyse de linteraction humain-humain, nous avons étudié
I'adaptation présente dans les conversations. Cette étude a servi de base
pour proposer de nouvelles mesures d’adaptation réciproque. Les mesures
d’adaptation réciproque, qui consistent en des mesures de synchronie et de boucle
d’entralnement, ont été utilisées pour étudier la relation entre 'adaptation et les
dimensions de 'engagement, de la chaleur et de la compétence. Les nouvelles
mesures proposées ont montré leur utilité dans I'évaluation de la qualité de
I'interaction humain-agent. Elles ont été utilisées pour les évaluations objectives
de notre systéme IAVA (réf. Chapitre 7) et du modele HI>-ADAM (réf. Chapitre 8).

Rendre les comportements adaptatifs des SIAs

La capacité d’adaptation réciproque, qui est une capacité importante innée chez
les humains pour les communications interactives et engageantes, est conférée aux
SIAs en modélisant la multimodalité, la relation interpersonnelle et/ou la relation
intrapersonnelle. Nous générons des comportements adaptatifs des agent virtuels




via notre modéle ASAP (réf. Chapitre 6) et le modele HI?>-ADAM (réf. Chapitre 8).
Il a été démontré que le comportement rendu par SIA surpasse les techniques de
pointe en générant un comportement naturel, humain, synchronisé et engageant.
Grace a nos mesures d’adaptation réciproque (réf. Chapitre 5), nous avons égale-
ment pu valider objectivement que les comportements prédits étaient effective-
ment réciproquement adaptatifs ainsi que 1"utilité de ces mesures dans I’évaluation
de la qualité de l'interaction entre 'humain et ’agent.

Développement d’un systeme SIA interactif et adaptatif en temps réel

Le but ultime du développement d’agents animés, qu’il s’agisse de SIAs ou de
robots, est de les déployer en temps réel avec l'utilisateur final humain. Le
fonctionnement en temps réel est essentiel, en particulier pour 'adaptation dans
I'interaction humuain-agent ou humain-robot. Nous avons créé un systeme de
SIA interactif et adaptatif, notre systeme IAVA (réf. Chapitre 7), qui garantit
'aspect temps réel. En appliquant le systeme IAVA a I'application médicale du CBT,
nous avons Vérifié I'efficacité des SIAs avec des capacités d’adaptation réciproque
pour donner une impression positive aux utilisateurs (étre percu comme naturel,
humain, engageant, synchrone, et établir un rapport) et pour améliorer l'effet
du CBT. En outre, pour démontrer la possibilité d’utiliser notre systéme de SIA
adaptatif dans d’autres applications, nous avons également testé notre systeme
pour la SST. Nous avons constaté que les utilisateurs ont une impression similaire
de I'agent pour les deux applications, SST et CBT, malgré la nature différente
des scénarios. En outre, nous avons collecté une base de données d’interactions
humain-agent (CBT-HAI DB). Les interactions CBT entre le SIA et l'utilisateur
ont été enregistrées et la base de données a été mise a la disposition de la
communauté des chercheurs (apres signature du formulaire EULA).

Mots-clés: Interactions Humain-Agent, Adaptation Réciproque, Agents Con-
versationnels Animés, Génération des Expressions Faciales, Apprentissage
profond, Multimodalité
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Abstract

Information is transferred from one person to another via communication.
Through this transfer, we convey our thoughts and intentions via multimodal sig-
nals such as words, gestures, and prosody. This exchange of signals is a two-way
process of sending and receiving where the behaviors of the interlocutors adapt
to each other. Such adaptation is continuous, dynamic, and reciprocal which we
refer to as reciprocal adaptation. Adapting to others allows interactions to be en-
gaging and effective. Endowing such capacity to Socially Interactive Agents (SIAs),
physical or virtual embodied agents (such as virtual agents and robots), can make
them more social and engaging, and perceived as natural and human-like. Never-
theless, this endowment is a challenging task. The agent needs to know how to
adapt as both a speaker and a listener while emitting behaviors related to its own
speech synchronized over its modalities, intrapersonal relationship, and with its
interlocutor’s behaviors, interpersonal relationship. The central focus of this thesis
is to develop an adaptive SIA with reciprocal adaptation capabilities. We propose
computational models, ASAP and HI>-ADAM, to render SIA’s adaptive behaviors as
both a speaker and a listener. ASAP generates adaptive and continuous behavior
using multimodal signal information from its user and itself by modeling the inter-
personal relationship between them. HI?-ADAM captures the reciprocal adaptation
and intrapersonal relationship in an explicit way by modeling the modality history
of each interlocutor and learning from the relation between these different histo-
ries. As it is important for agents to act as interactive partners and continuously
adapt their behaviors in real time, we create a real-time interactive and adaptive
agent, IAVA system, and provide new measures, reciprocal adaptation measures,
for the evaluation of human-agent interaction quality.

Keywords: Human-Agent Interaction, Reciprocal Adaptation, Socially Inter-
active Agents, Facial Expression Generation, Deep Learning, Multimodality
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This chapter introduces the field of Socially Interactive Agents (SIAs) and
presents the research context and aim upon which the thesis is built. The
thesis objectives and research questions are presented and the contributions and
publications are briefly listed. It is finished with an outline of the thesis structure.



1.1. SOCIALLY INTERACTIVE AGENTS

1.1 Socially Interactive Agents

Socially Interactive Agents (SIAs; Lugrin et al. [2021]) are embodied agents that
are physical or virtual, such as robots or virtual agents (see Figure 1.1), capable
of autonomously carrying out natural conversations with people (i.e. their users)
by exchanging multimodal, verbal and nonverbal, signals (Ball et al. [2000]) in
a socially intelligent manner. The field of SIA has grown for more than 20 years
under manifold names such as Intelligent Virtual Agents, Embodied Conversa-
tional Agents, and Social Robotics (Cassell [2001], Dautenhahn [1998]). They all
share a similar definition pursuing the same purpose of advancing the research
and development of socially intelligent agents displaying behaviors autonomously
through physical or virtual embodiments.

SIAs transmit their message (intention or feeling) verbally via words and emit
human-like nonverbal behavior, such as facial, body, and hand gesturing during
speech (Cassell et al. [2000]), to complement their message.

Figure 1.1 Illustration of SIAs. From left to right: Greta (Niewiadomski et al. [2009]),
Meta avatar ¢, Furhat robot (Al Moubayed et al. [2013]), Miroki robot b and Pepper robot
(Pandey and Gelin [2018]).

s://developer.oculus.com/documentation/unity/meta-avatars-overview,
“https://develop 1 /d tation/ /met t /
Phttps://enchanted.tools/robot

Embodied agents have the common goal of improving communication and
the user’s experience (engagement, rapport, and liking). Several works have fo-
cused on enhancing the interaction itself for a smoother experience with the agent
(Bailenson and Yee [2005], Huang et al. [2010], Ritschel et al. [2017], Weber
et al. [2018]).

The use of SIAs has been seen for various applications showing their useful-
ness in teaching/coaching (Anderson et al. [2013], Pecune et al. [2016], Jones
and Castellano [2018], Pereira Santos et al. [2023]), assisting (Biancardi et al.
[2021], Sidner et al. [2018]), and providing healthcare (Raffard et al. [2018],
Ring et al. [2016], Shidara et al. [2022], Khamis et al. [2021]). Especially for
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medical treatment, the employment of SIAs has greatly increased in recent years
proving the utility of SIAs (Khamis et al. [2021], Shidara et al. [2022].

1.1.1 Research context

The goal of SIA research is to create SIAs that are capable of interacting with peo-
ple in a social and engaging way. Ensuring such aspects of socialness, engagement
(starting, maintaining, and ending the perceived connections to each other during
an interaction; Sidner et al. [2003]), and rapport (positive affect, mutual atten-
tion, and coordination; Tickle-Degnen and Rosenthal [1990]) is essential to grab
the attention of its users and continuously carry out the interaction. To render
effective communication, the agents taking the role of interacting partners must
play active roles of both speaker and listener.

Human-human interaction studies have shown that communication is multi-
modal. Different channels (or modalities composed of verbal and nonverbal be-
haviors) of communication participate in passing one’s intention and emotions.
They are synchronized both intrapersonally (between the cues of the same per-
son) and interpersonally (between interlocutors) illustrated in Figure 1.2.

Intrapersonal Interpersonal

Figure 1.2 Illustration of intrapersonal and interpersonal relationships.

For SIAs to act as interlocutors, they need to not only pass their message by
aligning their multimodal signals derived from themselves (considering the in-
trapersonal relationship; Knapp et al. [2013]) but also constantly and reciprocally
adapt to their interlocutors by coordinating their behaviors to their interlocutors’
multimodal signals (taking into account the interpersonal relationship; Burgoon
et al. [1995]). The display of such adaptation capability is key to interpersonal
relationships (Cappella [1991]) and may enable SIAs to be perceived as social,
engaging, and establishing rapport (Biancardi et al. [2021], Oertel et al. [2020],
Delaherche and Chetouani [2010], Gupta et al. [2019], Huang et al. [2010], Raf-
fard et al. [2018]).

1.1.2 Research aim

SIAs have the goal to not solely serve as a speaker in a monologue but also as an
active interacting partner exchanging the speaking roles of speaker and listener.
For them to communicate with their interlocutors, they must have the social skills
to attract and maintain their interlocutors’ attention and involvement. One impor-
tant social skill, innate to humans, that enables such engagement is the adaptation
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capacity that is continuous, dynamic, and reciprocal. We refer to such adaptation as
reciprocal adaptation of which its endowment may allow SIAs to be considered as
a good communication partner. Despite the diverse advances of SIAs, various chal-
lenges remain to be solved for the creation of adaptive SIAs. The main challenges
that await to be addressed are as follows.

\ \

Human-Agent
Reciprocal Adaptation

Figure 1.3 Illustration of Human-Agent Interaction with reciprocal adaptation.

Adaptation modeling:

In a conversation, humans communicate with their interlocutors via a multitude
of multimodal signals (verbal and nonverbal) while constantly adapting their be-
havior to those of their interlocutors. All signals originating from oneself and
interacting partners are taken into account for the generation of one’s behavior.
For SIAs to adapt in the same way, it is essential for them to also have the same
adaptation capability. The SIA and human interlocutor should constantly adapt to
each other as shown in Figure 1.3. Hence, the modeling of such adaptation skill, of
multimodality and interpersonal relationship, must be performed when computing
SIA behaviors.

Adaptation assessment:

Interaction evaluation has always been an onerous task. Notably, the assessment
of the presence of adaptation, particularly quantifying it, is not trivial. The assess-
ment of adaptation would be substantially helpful for evaluating human-human
and human-agent interactions.

Real-time functionality:

SIAs are designed with the final objective of being deployed for copious real-life
applications. For them to be shown to the public and demonstrate their helpful-
ness, they need to function in real time. This real-time facet needs to be assured for
any interaction system as communication generally proceeds with no delay and is
unexpected. Thus, the existence of a delay might deter the user experience which
is unwanted for SIAs that seek user engagement and satisfaction.




1.2. THESIS SCOPE

Temporal alignment:

When producing a behavior, the corresponding speech and gesture are timely
aligned and synchronized. This aspect of time alignment is critical for behavior
generation. It is a challenging problem that must be solved especially assuring the
temporal sync of multimodal signals during perception and generation in real time.

1.2 Thesis Scope

The major theme of the thesis is to create an adaptive SIA serving as a social and
engaging interlocutor. Our goal is to enable the adaptive facade of SIA by supplying
the SIA with reciprocal adaptation capacity and ensuring its real-time use. We
address the aforementioned challenges by digging deeper into the three studies of
this thesis. Each study objective and associated research questions are detailed.

1.2.1 Human-Agent interaction analysis

What is the role of adaptation and how can adaptation be captured? It is hard
to get a clear image of adaptation and know its exact role in how it affects other
aspects such as engagement and social dimensions. With the aim of getting a
better understanding of adaptation and finding out how it can be measured, we
analyze human-human interactions with the goal of applying this knowledge to
human-agent interactions (see Chapter 5).

Research Questions:
In this study, we investigate the following research question:

1. Reciprocal adaptation: Is reciprocal adaptation (synchrony and entrainment
loop) related to engagement and/or social dimensions of warmth and com-
petence of the interlocutors?

1.2.2 SIA behavior generation with reciprocal adaptation capacity

Exhibiting appropriate behavior for a given situation, such as gestures that are co-
herent with speech and matching the interlocutors’ behavior, is an inherent ability
that makes it seem to be done effortlessly. Nevertheless, when we try to model the
interplay between the exchanged multimodal signals, the modeling is not evident.
The relation between social signals (interpersonal and intrapersonal relationship,
and multimodality) needs to be considered as well as their temporality. This study
aims to modelize the reciprocal adaptation by capturing the relations and temporal-
ity of interchanged signals and to generate adaptive SIA behaviors (see Chapters
6 and 8). In particular, we render the SIA’s facial gestures (facial expressions and
head/gaze movements) as the richness of facial expression elevates communica-
tion skills which are vital for the sociability of SIAs (Halberstadt [1983]).
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Research Questions:
In this study, we investigate the following research questions:
1. Reciprocal adaptation modeling: How can we model the reciprocal adaptation?

2. Impact of adaptation modeling on interpersonal dynamics: Does the endow-
ment of reciprocal adaptation capability improve interpersonal dynamics (in
terms of synchrony and engagement) of the generated SIA behaviors?

3. Impact of adaptation modeling on SIA behavior quality: Does the endowment
of reciprocal adaptation capability improve the quality of the SIA’s behavior
(in terms of naturalness and human-likeliness)?

4. Impact of capturing intrapersonal relationship: Does the explicit modeling of
the intrapersonal relationship (modelization of the relation between modal-
ity) influence the interpersonal dynamics and/or the quality of the SIA’s be-
havior?

1.2.3 Real-time system of human-agent interaction

To fully investigate the effect of providing an adaptive SIA, it is important for the
SIA to be tested and evaluated with real human users in a real-life scenario. The
impression of the SIA may be assessed via a third-person point of view. However,
as SIAs aim to interact with real human users for their deployment, it is better
to get the feedback of the actual users interacting in a first-person point of view.
Therefore, the implementation of a real-time system is necessary and the system
should be used to verify the significance of the embedding of reciprocal adaptation
to the SIA (see Chapter 7).

Research Questions:
In this study, we investigate the following research questions:

1. Effect of real-time adaptive SIA on user experience: Can an adaptive SIA en-
hance the user experience (agent perception)?

2. Effect of real-time adaptive SIA on application performance: Can an adaptive
SIA improve the effectiveness of CBT (user mood and state change; our cho-
sen healthcare application)?

1.3 Thesis contribution

The main focus of this thesis is to develop an interactive and adaptive SIA. We
develop a real-time adaptive SIA of which its nonverbal behaviors, notably its facial
expressions and head/gaze movements, are generated by capturing intrapersonal
and/or interpersonal relationships from multimodal signals. The contributions of
this thesis are discussed below.
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Novel measures of reciprocal adaptation

Our first contribution is the proposition of novel measures of reciprocal adaptation.
The adaptation measures are introduced and explained in detail in Chapter 5. The
relation between adaptation and the dimensions of engagement, warmth, and
competence was checked via our newly proposed measures. Moreover, the useful-
ness of the measures was verified for the assessment of human-agent interaction
quality. The adaptation measures were used for the objective evaluations of our
IAVA system (ref. Chapter 7) and HI?>-ADAM model (ref. Chapter 8).
Parts of Chapter 5 appeared in ICAART (Woo et al. [2023e]).

Adaptive SIA behavior generation models

Reciprocal adaptation skill is a crucial one that plays a fundamental role in human
communication enabling interactive and engaging interactions. SIAs can acquire
this ability by modeling the interaction aspects of multimodal communication, and
interpersonal and intrapersonal dynamics. We propose two different computational
models to endow the reciprocal adaption capability which are:

* ASAP model (ref. Chapter 6) modeling the reciprocal adaptation focusing
on the aspects of interpersonal temporality (via self-attention pruning tech-
nique), multimodality (multimodal signal encoding), and behavior prediction
continuity (via autoregressive adaptive online prediction technique).

* HIP-ADAM model (ref. Chapter 8) generating adaptive SIA behavior as both
speaker and listener by encoding the multimodality, and intrapersonal (ex-
plicit modeling of modality histories) and interpersonal relationships.

The generated SIA behavior, of both models, outperforms the state-of-the-art
methodologies in terms of naturalness, human-likeness, synchrony, and engage-
ment.

Parts of Chapter 6 appeared in 28th International Conference on Intelligent
User Interfaces (Woo et al. [2023d]) and parts of Chapter 8 appeared in arXiv
preprint (Woo et al. [2023a]).

Real-time adaptive SIA

Real-time functionality is important for any system interacting with human end-
users. To validate the usefulness of SIAs with reciprocal adaptation ability, we
developed a real-time adaptive SIA system, our IAVA system (ref. Chapter 7). The
efficiency of adaptive SIAs is shown for the applications of Cognitive Behavior
Therapy (CBT) and Social Skills Training (SST). The system renders a positive
impression to its users, as it is perceived to be natural, human-like, engaging, in
sync, and building a rapport. Furthermore, it proved its serviceability in improving
the CBT effect. A new human-agent interaction database (CBT-HAI DB) has been
collected of the CBT interactions between the real-time adaptive SIA and human
users which is available to the research community upon demand.
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Parts of Chapter 7 appeared in ACM International Conference on Intelligent
Virtual Agents (IVA '23) (Woo et al. [2023c¢,b]) and in 2023 International Con-
ference on Multimodal Interaction (Saga et al. [2023b]), and submitted to IJHCS
(Woo et al. [2023f]).

1.4 Publications and Submissions

* Jieyeon Woo, Catherine Pelachaud, and Catherine Achard. Asap: Endowing
adaptation capability to agent in human-agent interaction. In 28th Interna-
tional Conference on Intelligent User Interfaces, 2023d

 Jieyeon Woo, Catherine Pelachaud, and Catherine Achard. Reciprocal adap-
tation measures for human-agent interaction evaluation. In ICAART, 2023e

* Jieyeon Woo, Liu Yang, Catherine Pelachaud, and Catherine Achard. Is turn-
shift distinguishable with synchrony? In International Conference on Human-
Computer Interaction, pages 419-432. Springer, 2023h

* Jieyeon Woo, Liu Yang, Catherine Achard, and Catherine Pelachaud. Are we
in sync during turn switch? In 2023 IEEE 17th International Conference on
Automatic Face and Gesture Recognition (FG), pages 1-4. IEEE, 2023¢g

» Jieyeon Woo. Development of an interactive human/agent loop using mul-
timodal recurrent neural networks. In Proceedings of the 2021 International
Conference on Multimodal Interaction, pages 822-826, 2021

* Jieyeon Woo, Catherine Pelachaud, and Catherine Achard. Creating an in-
teractive human/agent loop using multimodal recurrent neural networks. In
WACAI 2021, 2021

* Jennifer Hamet Bagnou, Elise Prigent, Jean-Claude Martin, Jieyeon Woo, Liu
Yang, Catherine Achard, Catherine Pelachaud, and Céline Clavel. A frame-
work for the assessment and training of collaborative problem-solving social
skills. In Companion Publication of the 2021 International Conference on Mul-
timodal Interaction, pages 381-384, 2021

* Jieyeon Woo, Michele Grimaldi, Catherine Pelachaud, and Catherine Achard.
Iava: Interactive and adaptive virtual agent. In ACM International Conference
on Intelligent Virtual Agents (IVA ’23), 2023c

* Jieyeon Woo, Michele Grimaldi, Catherine Pelachaud, and Catherine Achard.
Conducting cognitive behavioral therapy with an adaptive virtual agent. In
ACM International Conference on Intelligent Virtual Agents (IVA 23), 2023b

* Takeshi Saga, Jieyeon Woo, Alexis Gerard, Hiroki Tanaka, Catherine Achard,
Satoshi Nakamura, and Catherine Pelachaud. An adaptive virtual agent plat-
form for automated social skills training. In Proceedings of the 2021 Interna-
tional Conference on Multimodal Interaction, 2023b
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* (Preprint) - Jieyeon Woo, Mireille Fares, Catherine Pelachaud, and Catherine
Achard. Amii: Adaptive multimodal inter-personal and intra-personal model
for adapted behavior synthesis. arXiv preprint arXiv:2305.11310, 2023a

* (Under revision, Submitted to IJHCS) - Jieyeon Woo, Kazuhiro Shidara,
Catherine Achard, Hiroki Tanaka, Satoshi Nakamura, and Catherine
Pelachaud. Adaptive virtual agent: Design and evaluation for real-time
human-agent interaction. International Journal of Human-Computer Studies,
2023f

1.5 Thesis Outline

The thesis is organized into 5 parts which are as follows.

Part I presents the theoretical background, discusses related work, and intro-
duces the corpus. More specifically, Chapter 2 establishes the background knowl-
edge around SIA, human-agent interaction, nonverbal behavior, and adaptation.
Chapter 3 provides insight into existing approaches of sequence prediction, non-
verbal behavior generation, multimodal signal processing, and human-agent in-
teraction evaluation. Chapter 4 explains the corpus.

Part II focuses on human-human interaction analysis. Analysis of human-
human interactions around synchrony is done to propose new reciprocal adap-
tation measures in Chapter 5.

Part III is devoted to the behavior generation of SIA with reciprocal adaptation.
In Chapter 6, we present our ASAP model, a model that models the interpersonal
relationship (or reciprocal adaptation) rendering social and engaging SIA behaviors.

Part IV describes the development and evaluation of our real-time adaptive SIA
system. In Chapter 7, we detail the system architecture design and evaluate with
Cognitive Behavioral Therapy (CBT) and Social Skills Training (SST) as its proof-
of-concepts.

Part V demonstrates the modeling of reciprocal adaptation with intrapersonal
modality history. We propose our HI?>-ADAM model, Chapter 8, which captures the
reciprocal adaptation and intrapersonal relationship in an explicit way by model-
ing each modality history (or memory) of each interlocutor and learning from the
relation between these different histories.




Part 1

Background, Related Work, and
Corpus
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The interaction between SIAs and humans (Human-Agent Interaction or HAI)
is an important field that needs to be studied to ameliorate the use of embodied
agents. Like human-human interaction, HAI also consists of social signals, verbal
and nonverbal, exchanged between interlocutors, and the adaptation is present
throughout the interaction. In this chapter, we draw attention to the theoretical
background and definition of nonverbal behaviors, adaptation, and HAI to present
the founding concept of our work.
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2.1. NONVERBAL BEHAVIORS

2.1 Nonverbal behaviors

Nonverbal signals, which are also referred to as body language constitute a major
part of communication signals. While verbal communication transfers informa-
tion through language containing explicit content, nonverbal behavior can convey
information implicitly and send a stronger message when combined with verbal
context.

2.1.1 Terminology of nonverbal behavior

Nonverbal behavior is conveyed through "body language" including gestures, fa-
cial expressions, body movements, and gaze (Burgoon et al. [2011]). We consider
nonverbal behavior as multimodal social signals that transfer information implic-
itly or explicitly via actions that can indicate an individual’s attitudes or feelings
without using words (i.e. lexical information). Prosody (or vocal cues), such as
pitch and loudness of voice, is also a nonverbal signal that contains pertinent in-
formation.

2.1.2 Importance in communication

When transmitting a communication message, we intentionally or unintentionally
vary our behavior (Burgoon et al. [2011]). Such communicative intentions are
generally transferred via verbal messages. Nonverbal behaviors also covey such
intent consciously and unconsciously. Adding nonverbal signals to verbal cues can
transmit the same message more clearly and strongly to the interlocutor. Further-
more, the language barrier (an inevitable problem for verbal comprehension and
feedback) can be broken via gestures. The understanding of different languages
is not needed to manifest and recognize feelings and/or thoughts. Nonverbal be-
havior is fundamental and influential in communication.

2.1.3 Types

Nonverbal channels encompass the behavioral aspects with physical characteristics
that make up people’s physical appearance (Knapp et al. [2013]). These embrace
gestures, posture, facial expressions, eye behavior, and touch. They also include
speech characteristics which are vocal cues.

Gestures:

Gestures are body movements made up of a combination of head, arm, and hand
motions. They are frequently studied in two groups of gestures that are speech-
independent and those that are speech-related.

* Speech-independent gestures do not accommodate verbal cues. Neverthe-
less, they do transfer a direct meaning (via linguistic wordings or phrases
produced at the same time) which can be considered as a direct translation
of the verbal message. Such translated body signals, which are often culture-
specific (Kita [2009]), are signals that people abided by tacit agreement.
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They are represented by signs such as the head nod for agreement or the
hand sign of "V" for victory that are solely produced without verbal signals.

» Speech-related gestures are deeply linked with or assist speech. Such types
of gestures generally have the purpose of illustrating the content of what
is being said. These motions help the interlocutor to understand better the
message that is being transmitted. They can visually picture the information,
detect which word or phrase is being emphasized by the speaker, infer the
process or path of thought, or directly see which object or location is being
pointed at.

Posture:

The posture is the position of the body (in particular the torso). Its inclination in-
dicates the degree of engagement, attention, or involvement within an interaction.
The stance of leaning forward can be interpreted as a positive sign of engagement
and closeness while leaning back will be perceived as being bored or keeping a
distance from the other interacting partner (D’Mello et al. [2007]). The mimicry
or mirroring of posture may also reflect rapport (Sharpley et al. [2001]).

Facial expressions:

Facial expressions are critical in comprehending people’s actions and behavior.
They are the most representative cues for expressing emotional state and attitude
(Ekman and Friesen [1978], Argyle [2013]). Daily people make various faces
conveying emotions such as anger, disgust, fear, sadness, excitement, boredom,
sympathy, calmness, awkwardness, and confusion. By displaying such expressions
they provide feedback on the signal sender’s state. With the variation and enrich-
ment of the facial expressions the interaction flow is managed and the communi-
cation skills of the exhibitor are heightened (Halberstadt [1983]).

Eye behavior:

Eye behavior is the eye movement of where we are looking at. When observing,
not only does the point where we look matter but the duration (how long we look
at or away) and the timing (when we look) also carry weight in communication.
Especially during a conversation, the mutual gaze (interlocutors looking into each
others’ eyes; or eye contact) is an essential factor that serves as an indication of
social presence, interest, engagement, or impression (Mason et al. [2005], Kom-
patsiari et al. [2017]).

Touch:

Touch is another way of communicating especially affect. It can convey an ex-
tensive range of meanings. Jones and Yarbrough [1985] identified distinct and
relatively unambiguous meanings of social touch which are support, apprecia-
tion, inclusion, sexual interest/intent, affection, playful affection, playful aggres-
sion, compliance, attention-getting, announcing a response, greetings, and depar-
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ture. Touch is heavily dependent on the relationship between the touchee and the
toucher. It is effective for social bonding and disclosing emotions (Chatel-Goldman
et al. [2014], Hertenstein et al. [2009]).

Vocal cues:

Vocal cues (or speech prosody) are vocal expressions that convey meaning or in-
formation about the speaker’s emotions, intents, or attitudes. Prosody is similar
to facial expressions in the way that it is affected by the surrounding social com-
ponents (Scherer et al. [1991], Argyle [2013]). Vocal cues are vocalization char-
acteristics represented by various frequencies and intensities. We can change the
way we speak (tone of voice) through the choice of pitch (high or low), volume
(loud or soft; or loudness), speed (fast or slow; or pace of speaking or speech rate).
Moreover, the same phrase can be spoken differently, stressing words or phrases,
by changing the pronunciation, enunciation, or articulation. The rhythm can also
be modified by inserting break points with pauses or adding musicality. These
acoustic features hint at the state of the speaker containing pragmatic, synthetic,
emotional, and contextual information. In addition, depending on the prosodic
cues, the same utterance could be interpreted differently. For example, the word
"ok" could be understood as a positive or negative response depending on how it
is said.

2.2 Adaptation

During an interaction, behavior adaptation between interlocutors takes place. The
adaptation is done by coordinating (or synchronizing) one’s behavior to that of the
other and by constantly entraining and being entrained by the interacting part-
ner. Adaptation (e.g. behavior coordination or synchronization) involves complex
phenomena such as perceiving social signals and responding to these social signals
within a given time window (Chartrand and Lakin [2013], Burgoon et al. [1995]).

2.2.1 Reciprocal Adaptation

Conversation participants exchange by reacting to each other’s social signals. The
exchange is not simply alternated by taking turns between the participants (hav-
ing a single reactor at the time), but the coordination involves different processes
such as anticipating and producing behaviors. Condon and Ogston [1966] point
out that there are intrapersonal synergies that are formed between one’s behaviors
and these synergies are coordinated across the interlocutors. They split the coor-
dination into two types: intrapersonal coordination for the behavior coordination
within oneself and interpersonal coordination for behavior coordination between
multiple people in an interaction. To be coordinated these behaviors should match
each other in action and time (Hove and Risen [2009], Burgoon et al. [1995]). We
can note that Chartrand and Lakin [2013] used the term behavioral mimicry (a
type of adaptation) when referring to the display of the same behavior at the same
time by 2 or more participants. For interpersonal coordination, an essential aspect
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is that the behaviors are timely aligned (Delaherche et al. [2012]). This coordina-
tion of social signals may also be referred to as interpersonal synchrony. Pickering
and Garrod [2004] talk about alignment defined as the adaptation of interlocu-
tors’ verbal behaviors. The interpersonal coordination of behaviors is an ongoing
operation that turns automatically in time during a natural interaction (Schmidt
and Richardson [2008]). Thus, adaptation is dynamic.

It is also important to note that interpersonal coordination, which is done pas-
sively and unintentionally to match the interacting partner’s behavior, has a certain
delay in perception and adaptation. Chartrand and Bargh [1999], who state that
interpersonal coordination is caused by mimicry behavior, call this unconscious
adaptation (or mimicry) phenomenon the chameleon effect. This perception of
interlocutors’ signal is sensible to temporal alignment. For nonverbal signals, the
temporal alignment (or the mimicry time delay) is along a time window of 2 to 4
seconds (Leander et al. [2012]).

Continuous entrainment occurs between the interlocutors (Prepin and
Pelachaud [2011]). When a person shows a behavior, it entrains the mimicry
behavior of their interactant. The entrainment doesn’t end with a simple mimicry
but it also rentrains the initial signal sender to continue performing the same
behavior or to resend the same signal. We refer to this process of sequential
entrainment as entrainment loop.

Adaptation, notably synchrony and entrainment, is closely linked to interac-
tion (e.g. human-human, human-machine, and human-agent interactions) dimen-
sions. The dynamic mutual adaptation has been shown to boost the engagement
level of the interlocutor and to build a stronger rapport between the interlocutors
within the interaction Delaherche et al. [2012], Raffard et al. [2018].

EFo
‘ ‘E Reciprocal l

Adaptation

Figure 2.1 Illustration of reciprocal adaptation.

To encompass the diverse adaptation aspects, mainly interpersonal synchrony
and entrainment loop, we refer to the continuous, dynamic, and reciprocal behav-
ior adaptation as reciprocal adaptation (illustrated in Figure 2.1).

2.2.2 Definitions of relevant terms

For the rest of our work, we choose to define the following terms as:

Synchrony (or interpersonal synchrony): interpersonal coordination of social
signals that are timely aligned, as stated by Delaherche et al. [2012].
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2.3. HUMAN-AGENT INTERACTION (HAI)

Entrainment loop: looped process shown between interlocutors of continuously
entraining the mimicry behavior of their interactant one after another as
mentioned by Prepin and Pelachaud [2011].

Reciprocal adaptation: behavior adaptation of interlocutors during an interac-
tion that is continuous, dynamic, and reciprocal.

2.3 Human-Agent Interaction (HAI)

The domain of Human-Agent Interaction (HAI) derives from the research
on Human-Machine Interaction (HMI; Human-Computer Interaction or Man-
Machine Interaction Boy [2017], Dix [2003]) which studies how humans interact
with machines. To get a better picture of what HAI is, we need to go back to the
origins of HMI and see how it started. With the appearance of machines, their
advantage of automating manual work has raised the discussion on the difference
in the feasibility of tasks. The comparison between humans and machines in
whether the same assignment could be done and which performs better in terms
of perfection, speed, and cost-effectiveness became the interest of researchers.
Fitts [1951], one of the pioneers of HMI, attempted to distinguish humans and
machines by systematically characterizing each of their strengths and weaknesses,
via "humans are better at/machines are better at" (HABA-MABA) approach as
seen in Figure 2.2.

The efforts of separating tasks and allocating them to the one that fits best,
human or machine, have been made. Nevertheless, for certain tasks, the perfor-
mance of humans and machines overlapped. The variable task assignment area is
illustrated in Figure 2.3.

As complex tasks, such as medical surgery, require the capabilities of both hu-
mans (to make sophisticated judgments) and machines (to perform precise move-
ments), task allocation of to whom the task should be assigned eventually became
unclear. Researchers started to drive towards the cooperation of humans and ma-
chines to benefit from the distinctive advantages of each side, opening the doors to
research in Human-Machine Collaboration. For such collaboration, the system de-
sign of taking humans into the machine interaction loop (i.e. human-in-the-loop)
is a requisite. The interaction between a human being and a machine is referred
to as Human-Machine Interaction which focuses on ameliorating the design and
use of interfaces (of computers and agents) allowing human users to interact with
them in novel and convenient ways.

2.3.1 Terminology of HAI

HAI replaces the terminology of "machine" with "agent" representing a subdomain
of HMI. It focuses on the interaction between humans and embodied agents (or
Socially Interactive Agents; SIAs). In HMI, the agent is defined as "anything that
can be viewed as perceiving its environment through sensors and acting upon that
environment through actuators" (Russell [2010]). Russell thinks with an Artifi-
cial Intelligence (AI) perspective concentrating on the autonomy of entities that
compromise various systems. For our work, we take the definition of agents from
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HUMANS SURPASS MACHINES IN THE:

detection perception

judgment

induction

Improvisation

longterm
memory

Ability to detect small amounts of visual or acoustic energy

Ability to perceive patterns of light or sound

Ability to improvise and use flexible procedures

Ability to store very large amounts of information for long periods
and to recall relevant facts at the appropriate time

Ability to reason inductively

*  Ability to exercise judgment

TR

.

MACHINES SURPASS HUMANS IN THE:

replication

simultaneous
operations

memory

«  Ability to respond quickly to control signals, and to apply
great force smoothly and precisely
Ability to perform repetitive, routine tasks
Ability to store information briefly and then to erase it completely
Ability to reason deductively, including computational ability
Ability to handle highly complex operations, i.e., to do many different
things at once.

Figure 2.2 HABA-MABA approach of Fitts [1951].

Area of Variable
Task Assignment

—

Human Agent

Capabilities Capabilities

Figure 2.3 Perspective of human and machine/agent capabilities for adaptive allocation
and adjustable autonomy (Bradshaw et al. [2017]).

Lugrin et al. [2021] defining them as SIAs (or embodied agents) that are capable
of autonomously carrying out natural conversations with people in a socially in-
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telligent manner. With this definition of agent, we consider HAI as the interaction
between humans and SIAs.

2.3.2 Objective

Like HMI, the objective of HAI is to improve the interaction between the human
and the agent. The advancement of HAI focuses on myriad aspects such as en-
gagement (Oertel et al. [2020]), social presence (Pereira et al. [2014], Li [2015]),
and behavior realism (Ferstl et al. [2021]) of agents.

Within the human-agent interaction, numerous social signals of diverse modal-
ities are exchanged. As in human-human interaction, the human and agent send
and receive multimodal signals which they interpret and use the perceived infor-
mation for the production of their next behavior. The management of the exchange
of multimodal information is also a key aspect of HAI.
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In this Chapter, we present an overview of the relevant works addressing our
topic of interest of generating reciprocally adaptive nonverbal SIA behaviors from
multimodal signals. We start by introducing the techniques (i.e. computational
models) for the different aspects of sequence prediction, nonverbal behavior gen-
eration (capturing intrapersonal and interpersonal temporalities), and multimodal
signal processing. As for rendering SIA behaviors, as evaluating them is also im-
portant, we describe the evaluation methods employed for HAI.
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3.1. SEQUENCE PREDICTION TECHNIQUES

3.1 Sequence prediction techniques

Generating nonverbal behaviors can be considered a similar problem to forecasting
future nonlinguistic action sequences. It is thus interesting to investigate existing
sequence prediction techniques that could be applicable to nonverbal behaviors.

The methods of sequence prediction can be broadly split into two: offline and
online prediction. Offline prediction predicts by giving a sequence of data all at
once while online prediction refers to the inference method in which the data
are predicted sequentially one after another. We look into these two types to
pick the technique that suits best for generating smooth and continuous nonverbal
behavior.

3.1.1 Offline prediction

Offline prediction infers with the whole input data given from the start. The en-
tire sequence is predicted at once and this prediction is done in groups (or se-
quences) and is done independently without considering the previously outputted
prediction. Its application can be easily seen for sequence to sequence predic-
tions. Models for such predictions generally have the structure of an autoencoder
that encodes the inputted sequence and a decoder that predicts the resulting se-
quence by decoding the output of the encoder. Sequence to sequence prediction
models produce good results for machine translation (Sutskever et al. [2014],
Moslem et al. [2023]) and speech recognition (Li et al. [2018], Radford et al.
[2023]). The representative models that can be seen in the literature are Bi-
directional Long Short-Term Memory (BLSTM; Graves and Schmidhuber [2005]),
autoencoders (Greenwood et al. [2017], Ahuja and Morency [2019], Yuan and
Kitani [2020]), Generative Adversarial Network (GAN; Goodfellow et al. [2014],
Ferstl et al. [2019]), normalizing flow (Henter et al. [2020], Papamakarios et al.
[2019]), and Transformers (Vaswani et al. [2017], Bhattacharya et al. [2021],
Fares et al. [2022], Radford et al. [2023]).

3.1.2 Online prediction

Unlike offline prediction, online prediction renders the output in a sequential man-
ner predicting for each time-step separately. Among the appliance domains of on-
line prediction, the most representative one is the time series forecasting. Time
series forecasting has a wide range of applications such as weather forecasting
(Kumar and Jha [2013], Wan et al. [2019]), traffic flow forecasting (Lippi et al.
[2013], Tian and Pan [2015]), or stock market prediction (Kim [2003], Tsan-
tekidis et al. [2017]). Various models based on online prediction can be seen
in the literature such as Multilayer Perceptron (MLP), Recurrent Neural Network
(RNN), Long Short-term Memory (LSTM), Convolutional Neural Network (CNN),
and Temporal Convolutional Network (TCN; Palmer et al. [2006], Mohammadi
et al. [2018], Tian and Pan [2015], Tsantekidis et al. [2017], Wan et al. [2019]).

Online prediction can be separated into two types which are sliding window
prediction and adaptive online prediction. For sliding window prediction, predic-
tions are made independently for each time-step, using only the data of the current
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3.2. NONVERBAL BEHAVIOR GENERATION FOR HAI

sliding window, and thus without considering the previous output data. Adaptive
online prediction also predicts sequentially for every time-step but it uses a mem-
ory that is continuously updated during iteration. Thus, the whole sequence of
input data is considered to make the prediction at the given time-step and not
only the data of a sliding window. This update of the latent vector using the full
input data sequence allows adaptive online prediction to render continuous output
data.

The output continuity can be further enhanced for both online prediction tech-
niques, sliding window prediction and adaptive online prediction, by integrating
the past outputs as input for the future prediction. More precisely, the observa-
tions from previous time-steps are fed to a regression equation to predict the value
at the next time-step. Such technique that predicts by feeding the output back to
the model is called to be autoregressive.

3.2 Nonverbal behavior generation for HAI

The generation of the multimodal behavior of SIAs requires modeling the tempo-
rality of exchanged social signals. Both intrapersonal temporality (coordination
of the multimodal communicative behaviors within a single person) and interper-
sonal temporality (multimodal behaviors arising during dyadic or multi-person in-
teractions) are essential components of the reciprocal adaptation as we adapt our
behaviors depending on our prior behaviors and the behaviors shown by others.

3.2.1 Intrapersonal temporality

Previous works that modelize intrapersonal temporality proposed models that gen-
erate facial expressions and communicative gestures linked to speech. They focus
on the modeling of intrapersonal relationship for a single person (multimodality
within the same person). These works employ various Deep Learning (DL) tech-
niques. Several works employ the Feed-Forward Neural Network (FFN; Bebis and
Georgiopoulos [1994]) to compute communicative behaviors such as 3D facial
animations or head motion from audio (Karras et al. [2017], Ding et al. [2015]).
Other models such as the Bi-directional Long Short-Term Memory (BLSTM; Graves
and Schmidhuber [2005]) for head movement prediction from sliding temporal
windows of prosody features or 3D human body gesture generation from audio
utterances (Sadoughi and Busso [2018], Hasegawa et al. [2018]), the conditional
autoencoder, the Conditional Variational Autoencoder (CVAE) to predict head pose
with speech or to generate diverse body poses via DLow sampling method (Green-
wood et al. [2017], Yuan and Kitani [2020]), the Generative Adversarial Network
(GAN; Goodfellow et al. [2014]) for generating multiple plausible realizations of
real looking communicative gestures or head movements from each speech seg-
ment by sampling from a conditioned distribution (Ginosar et al. [2019], Ferstl
et al. [2019]), normalizing flow based model (MoGlow method) to speech driven
gesticulation generation (Alexanderson et al. [2020]). Recent models employ the
Transformers (Vaswani et al. [2017]) to generate emotive body gestures based on
text (Bhattacharya et al. [2021]) or face and upper body gestures based on visual,
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3.2. NONVERBAL BEHAVIOR GENERATION FOR HAI

speech, and linguistic modalities (Fares et al. [2022, 2023]). They have shown
that natural and human-like behaviors can be generated by modeling intraper-
sonal relationship.

3.2.2 Interpersonal temporality

Interpersonal temporality is the temporal relationship between participants within
an interaction.

The modeling of nonverbal behaviors for dyadic interactions started off with
rule-based systems such as manually designed rules that were used for predicting
backchannels (Truong et al. [2010]), decision trees for chatbot systems generat-
ing natural responses and their timing (Nishimura et al. [2007]), and multimodal
probabilistic models that predict backchannels via multimodal signals (Morency
et al. [2010]). The generation of nonverbal behavior such as facial expression,
head and body motion started to flourish with the rise of DL models. Feng et al.
[2017] modelized the relationship between a human user and a SIA. They gener-
ate the agent’s facial gestures using the agent’s and human’s previously predicted
facial gestures by creating a Feed-Forward Neural Network (FFN) model. They
solely use visual features (facial landmarks) and do not make use of the multi-
modal information present in the interaction. Also, it is exposed to the problem
of outputting discontinuous predictions between two time-steps. Grafsgaard et al.
[2018] learn by encoding the multimodal signals (facial expression, body motion,
and speech) using a Long Short-Term Memory (LSTM) model to predict the facial
expression and motion of a partner with the speech of both partners and their
facial expression and motion features. The interpersonal relationship is modeled
by encoding both partners’ behaviors; the multimodality is considered but their
behavior predictions risk to be not fluid. Dermouche and Pelachaud [2019b] also
study the interpersonal relationship by referring it as the interactive loop to gener-
ate the agent’s behavior. They additionally modelize the temporality of nonverbal
signals by introducing their Interactive Loop LSTM (IL-LSTM) that considers both
agent’s and user’s upper face behaviors to model the agent’s nonverbal behaviors.
Similarly, to the model in Feng et al. [2017], the IL-LSTM has the same issue of
only taking unimodal input features (facial gestures). As it generates using the
sliding window prediction it produces jerky movements and does not consider the
whole interaction context. Ahuja et al. [2019] integrates interpersonal and intrap-
ersonal dynamics via selective attention. They forecast body pose sequences based
on the human interlocutor’s audio and body pose and audio of the agent.

For motion generation, several works use generative models such as Generative
Adversarial Network (GAN; Goodfellow et al. [2014]) and normalizing flow-based
models to generate motions that are more diverse and realistic. An extended sys-
tem of MoGlow (Henter et al. [2020]) is used by Jonell et al. [2020] to predict the
agent’s facial expression based on the audio of both partners and the facial expres-
sion of the human by encoding all modalities using a RNN and passing their con-
catenation to a neural network at each time-step of the flow. Tuyen and Celiktutan
[2022] forecast the upper body motion (face, body, and hand landmarks) with a
context-aware model that consists of three components of context encoder, gen-
erator, and discriminator. The context encoder encodes the interacting partner’s
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nonverbal behaviors (body motion and audio) and passes the encoded contextual
information to the generator along with the target person’s body motion. Then the
actions outputted by the generator is injected into the discriminator with the con-
textual information to validate the motion. The two generative models employed
in Jonell et al. [2020], Tuyen and Celiktutan [2022] create various possible behav-
iors by modeling the two facades of interpersonal temporality and multimodality.
Nevertheless, they face the same problem of not establishing a continuous link be-
tween two sequentially but separately predicted outputs. With the emerging trend
of the Transformers model (Vaswani et al. [2017], Ng et al. [2022]) generate a
continuous 3D facial motion of the listener via an autoregressive transformation-
based predictor taking the output of the cross-modal attention that combines the
speaker’s facial motion and audio inputs and that of Vector Quantised Variational
AutoEncoder (VQ-VAE; Van Den Oord et al. [2017]) which discretizes the listener’s
past facial motion. Their architecture allows the modeling of interpersonal tempo-
rality and multimodality, and render continuous predictions via the autoregression.
One point that could be hindersome about the model is that transformer-like mod-
els require massive amount of data to train. Thus, it might not be suitable for all
applications that do not have sufficient amount of data.

3.3 Multimodal signal processing

The multimodality of signals that can come from words, prosody, and facial expres-
sion, is an important aspect that needs to be dealt with for the task of generating
nonverbal behavior to ensure an engaging interaction. The works presented in
the previous section use multimodal signals (audio, visual, and textual features)
for nonverbal behavior generation. Nevertheless, they do not all explicitly model
multimodality. Explicit modeling of multimodal signals can provide a deeper un-
derstanding of the exchanged information. Therefore, we observe how these mul-
timodal signals can be explicitly processed from models applied for different tasks,
including but not limited to nonverbal behavior generation. Chu et al. [2018]
propose a neural conversation model generating facial expressions alongside text.
Their goal is to add richness to their generation by exploiting modalities in a sep-
arate manner. Rather than concatenating both modalities, they use a RNN ded-
icated to each modality and then obtain the global description by concatenating
the history of each modality. Rajagopalan et al. [2016] extended the LSTM for
multimodal learning by proposing Multi-View LSTM (MV-LSTM) which explicitly
models modality-specific and cross-modality interactions. Thus, the model defines
four types of memory cells: modality-specific cells, coupled cells, fully connected
cells, and input-oriented cells. MV-LSTM shows promising results (high accuracy
for the engagement level prediction task) in exploiting multi-view relationships
for behavior recognition. Another approach that learns from multiple modalities
was proposed by Zadeh et al. [2018]. Their structure, named Memory Fusion
Network (MFN), learns view-specific dynamics in isolation by training a LSTM for
each modality and finds cross-view interactions by associating a relevance score to
the memory dimensions of each LSTM via an attention mechanism. It stores the
cross-view information over time in the Multi-view Gated Memory acting like a
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dynamic memory module. MFN has been tested on several multimodal databases
and performs highly in sentiment analysis, emotion recognition, and speaker traits
recognition. Sharma et al. [2021] modeled an attention-based multimodal for vi-
sual question answering of medical images. They use attention modules to focus
on the most relevant part of the medical images and questions. Their study shows
that the multimodal information can be better captured via the attention mecha-
nism and the interpretability of the results can also be obtained.

Existing models presented above show how we can consider the temporal co-
herence or explicitly model multimodal signals. Nevertheless, for the nonverbal
behavior generation, these two aspects of temporality and multimodality are not
fully considered. In an interaction both multimodal and temporal relations of ex-
changed signals can be observed simultaneously and are correlated. The different
modalities provide additional information and the capture of complementary in-
formation can be strengthened by explicitly modeling multimodal signals. These
multimodal signals also need to be temporally coherent with each other. The tem-
poral sync must be ensured not only between the different modalities of the same
person (intrapersonal temporality) but also between those of his/her interlocutor
(interpersonal temporality). Considering the two aspects together can further help
capture and understand the correlation between them. It will thus be interesting
to investigate how to embed their dynamics for engaging dyadic interactions.

3.4 HAI evaluation

The evaluation of SIA’s non-verbal behavior sequences is a difficult and ill-posed
problem. We do not display the same behavior all the time. For the same event,
depending on various factors such as the person that we are interacting with, the
time of day, and our mood, we communicate and react differently to our inter-
locutor. For example, we may or may not respond to a nonverbal signal (e.g.
smile), with more or less intensity and more or less latency. In the same way;,
head movements are important in maintaining engagement but they do not obey
strict and precise laws, and a multitude of movements are possible in response
to an interlocutor. However, not all occurring movements are perceived as social,
convincing, informative, or even carrying meaningful information. This is what
we want to learn during sequence generation: to generate multimodal behavior
sequences that convey the intended intention (e.g. maintaining engagement) and
are perceived as such by the human interlocutors.

3.4.1 Subjective measures

But how do we evaluate the quality of the generative behaviors models? There is
no unanimous answer to this question today. A large literature on human-agent
interaction evaluation has been done to qualitatively measure behavior quality.
Various aspects of the generated behaviors are assessed which are:

* Behavior naturalness (Fitrianie et al. [2021], Von der Piitten et al. [2010]):
e.g. "Is the behavior of the virtual agent artificial?";
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e Behavior human-likeliness (Fitrianie et al. [2021], Von der Piitten et al.
[2010]): e.g. "Does the virtual agent behave like a human?";

* Engagement (Fitrianie et al. [2021], Von der Piitten et al. [2010]): e.g. "The
virtual agent was engaged in the conversation?";

* Synchrony (Prepin et al. [2013], Louwerse et al. [2012]): e.g. “The virtual
agent and I were agreeing to each other?”;

* Rapport (Wang and Gratch [2009], Von der Piitten et al. [2010]): e.g. "I
think the virtual agent and I established a rapport.".

3.4.2 Objective measures

While some studies focus on evaluating only based on subjective study (Jonell
et al. [2020]), objective measures are also vital to fully assess the quality. We
present here some quantitative measures used in the literature (Feng et al. [2017],
Dermouche and Pelachaud [2019b], Grafsgaard et al. [2018], Ng et al. [2022]).

Behavior precision

Like any other regression model evaluation, we could accept a generated behavior
to be correct based on its quantitative closeness to the ground truth. In other
words, the accuracy is calculated using metrics such as Mean Squared Error (MSE;
Ding et al. [2015], Sadoughi and Busso [2018]), Root Mean Squared Error (RMSE
or L2; Feng et al. [2017], Dermouche and Pelachaud [2019b], Ng et al. [2022]),
Mean Average Error (MAE; Ginosar et al. [2019]), and Average Position Error
(APE; Hasegawa et al. [2018], Ahuja and Morency [2019], Ahuja et al. [2019])
for each sample.

Behavior likelihood

Various outcome behaviors could derive from the same surrounding signals. There
is not a fixed behavior (the ground truth) for a given situation and there are mul-
tiple plausible answers. A lot of solutions are used to estimate the quality of se-
quences generated using Generative Adversarial Network (GAN). They are often
based on the principle that several sequences are generated for the same test-
ing example. A solution consists of estimating the distribution over generated
sequences and then, calculating the log-likelihood of the ground truth sequence
(Sadoughi and Busso [2018], Jonell et al. [2020], Mao et al. [2021]). Another
solution is to measure the smallest distance between the generated sequences and
the ground truth one, and average these distances along the testing sequences.
Aliakbarian et al. [2021] estimate the diversity of the generated sequences as the
average distance between all pairs of generated sequences. At the same time, they
measure the quality using a binary classifier that discriminates between real and
generated sequences. Other authors use statistical measures of Inception Score
(ID) or Frechet Inception Distance (FID) to measure the generation fidelity of hu-
man motion (Aliakbarian et al. [2020], Cai et al. [2021]).
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Behavior Synchrony

All the previous measures assume that several sequences are generated for the
same test sequence or that we can estimate the distribution of real sequences. The
reciprocal adaptation leads us to a very specific case where the previous measures
cannot be applied. The mutuality of the adaptation must be evaluated and the
whole interaction must be taken into account. More importantly, a lot of temporal
dependencies exist between both partners and these phenomena are not observed
using the previous measures. Thus, we are also interested in the interpersonal
relationship and how to measure it.

While conversing, the speech and movement of the interlocutors are dynami-
cally coordinated (i.e. interpersonal synchrony). However, the detection of such
coordination is not so simple. In a real conversation, the signals do not always
happen simultaneously at the same moment. The signals generally are exchanged
one after another. The most common way to measure interpersonal synchrony
is via Pearson’s correlation (PCC; Campbell [2008], Delaherche and Chetouani
[2010], Reidsma et al. [2010], Zadeh et al. [2018], Ng et al. [2022]).

Each interlocutor can send or respond to a signal with a certain time delay (af-
ter a perception time (Chartrand and Bargh [1999])). For example, when a person
smiles, the interacting person can respond to this smile or not. This response is
perceived as a mimic of the first smile if it happens within a time delay of 2 to 4
seconds (Leander et al. [2012]). Thus, we need to take into account time shifts.
Several works address this by applying the time-lagged cross-correlation (TLCC;
Boker et al. [2002], Ashenfelter et al. [2009], Benus et al. [2011]). A hindersome
limitation of correlation is that a window length of interaction must be chosen to
perform the correlation. However, the window sizes can vary for each produced
motion and are not the same for interactors.

Another method of synchrony evaluation is the recurrence analysis (Shock-
ley et al. [2003], Varni et al. [2010]). The analysis assesses “recurrence points”
which are points in time where similar states (or patterns of change) are visited
by two different systems. The recurrent analysis depends on manipulable states
(e.g. posture state or affect state) and shows a graphical representation (a diag-
onal structure) of time periods when two systems visit the same state. For the
recurrent analysis, the evaluation requires a fixed length of system periods and
time shifts.

The mimicking behaviors can also differ in terms of duration and intensity.
This implies that the sequence comparison also needs to be invariant to dilations
when comparing the signals. A well-known technique that deals with such aspects
is Dynamic Time Warping (DTW; Miiller [2007]). The similarity between two
temporal sequences of different speed and length can be measured.

New indicators characterizing synchrony phenomena were introduced by
(Rauzy et al. [2022]). They consider the two signal timescales as oscillating
normal modes associated with the sum and the difference of the trajectories (g,
for symmetric mode and x4, for asymmetric mode). Based on the two, they
propose new indicators (mode characteristic periods, coupling factor, coefficient
of synchrony, and energy) to evaluate the synchrony.
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Model Interpersonal Modalities | Continuity Small
features dataset
Karras et al. [2017] a, e v
Alexanderson et al. [2020] a,v,s v v
Fares et al. [2023] a, vt
Feng et al. [2017] v %
Grafsgaard et al. [2018] v a, v
Dermouche and Pelachaud [2019b] v \Y% v
Jonell et al. [2020] v a, v v
Tuyen and Celiktutan [2022] v a,v
Ng et al. [2022] v a, v v
Our proposition v a,v v v

Table 3.1 SIA behavior generation models. Input modalities marked as a:audio, v:visual,
t:text, e:emotion, and s:style.

As an alternative to temporal methods, spectral analysis was suggested. The
evolution of relative phase for a stable time-lag between interlocutors is measured
(Oullier et al. [2008], Richardson et al. [2007]). It also renders information about
the coordination stability with the flatness degree of the phase distribution and
the overlapping frequency via the cross-spectral coherence. The synchrony can be
also measured in the time-frequency domain via cross-wavelet coherence (Hale
et al. [2020]).

3.5 Discussion

The generation of nonverbal signals is time-dependent like time series problems.
The memory retention present within recurrent networks such as RNN, LSTM,
and TCN, has shown great promise in time series forecasting. As human behaviors
heavily depend on previously performed ones, this aspect of memory is also impor-
tant for our situation. Moreover, as behavior must be continuous, it is preferable
to employ adaptive online prediction along with the aspect of predicting based on
the previous time-stamped data in an autoregressive manner (ref. Section 3.1).
The aforementioned models (ref. Sections 3.2 and 3.3), resumed in Table 3.1,
show how the relationship between the social signals of oneself (intrapersonal re-
lationship), the signals of the interlocutors (interpersonal relationship), and the
multimodal signals can be modeled. For our work, we want to model the recipro-
cal adaptation by considering the two facets of temporality (both intrapersonal and
interpersonal) and multimodality along with the continuity aspect for the genera-
tion of our agent’s nonverbal behavior. The multimodality modeling is absent in
Feng et al. [2017], Dermouche and Pelachaud [2019b] and the continuity is not as-
sured for Feng et al. [2017], Grafsgaard et al. [2018], Dermouche and Pelachaud
[2019b], Jonell et al. [2020], Tuyen and Celiktutan [2022]. While Ng et al. [2022]
meets all three of our criteria, it requires a lot of training data. In our case, we
use a small database (ref. Chapter 4), making their model not suitable for our
application. We propose a new model, Augmented Self-Attention Pruning (ASAP)
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3.5. DISCUSSION

model presented in Chapter 6, that renders continuous nonverbal behaviors (for
both speaker and listener) performing with a small dataset. It also learns to cap-
ture the interpersonal relationship between the interlocutors from the exchanged
multimodal signals to endow SIAs with the reciprocal adaptation capability. More-
over, we develop another model, Historical Intrapersonal Interpersonal ADAptive
Multimodal model (HI?-ADAM) model detailed in Chapter 8, which also captures
the reciprocal adaptation to generate adaptive and continuous nonverbal SIA be-
havior (for both roles) like the ASAP model. HI>-ADAM model better encodes the
adaptation between the interlocutors by explicitly modeling the intrapersonal re-
lationship with the modality histories (modality memory) and a deeper encoding
of the multimodal signals.

Various efforts have been made to quantify the quality of nonverbal behav-
iors (ref. Section 3.4). Nevertheless, there is not yet a perfect metric to evalu-
ate them. Especially several aspects of behavior quality such as naturalness and
human-likeness might be trivial for a human, but still very hard to access for a ma-
chine (Fitrianie et al. [2020, 2021]). Thus, human evaluation remains a critical
part of behavior evaluation (Feng et al. [2017], Karras et al. [2017], Chu et al.
[2018], Sadoughi and Busso [2018], Alexanderson et al. [2020], Jonell et al.
[2020], Yuan and Kitani [2020], Cai et al. [2021], Fitrianie et al. [2020]). To
better evaluate the interpersonal synchrony between the human and the agent and
to complement the subjective evaluation, we propose the use of new metrics for
agent behavior evaluation, presented in Chapter 6, and new reciprocal adaptation
measures (synchrony and entrainment loop measures), introduced in Chapter 5.
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This Chapter presents the corpus that we chose to use for our study of gen-
erating reciprocally adaptive behavior for human-agent interaction (consisting of
analysis in Chapter 5, reciprocal adaptation modeling in Chapters 6 and 8, and
real-time system in Chapter 7). We also explain the applied processes of feature
extraction and data processing along with the employed annotations.
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4.1. NoX1 CORPUS

4.1 NoXi Corpus

For our study, we use the NoXi database (Cafaro et al. [2017]), shown in Fig-
ure 4.1, which is a corpus of screen-mediated face-to-face interactions. It contains
natural dyadic conversations talking about a common topic. Each interacting dyad
consists of a pair of participants with two different roles which are called expert
and novice. The expert is the one who transfers information with the goal of shar-
ing his/her knowledge on a topic and thus who leads the conversation by talking
more frequently and for a longer time. The novice (the other interacting partner)
receives the information and responds to the sayings of the expert on the topic.

Figure 4.1 Snapshots of the NoXi corpus’s recording session.

The NoXi corpus consists of 3 parts depending on the recording location
(France, Germany, and UK). For our work, we only use the recording from
the French location which consists of 21 dyadic interactions performed by 28
participants (23 males and 5 females) with a total duration of 7h22min. The
participants’ age is in the range of 18 — 45 years old mainly consisting of 21 — 25
years.

4.2 Feature Extraction

We obtain nonverbal behavior features for both interacting participants through
feature extraction. For each time-step, the visual and audio features, listed in
Table 4.2, are extracted using opensource toolkits of OpenFace (Baltrusaitis et al.
[2016]) and openSMILE (Eyben et al. [2010]) (after a denoising phase explained
below) respectively.

4.3 Data processing

To clean up the data, we process the visual and audio features separately.

4.3.1 Visual data processing

We process the visual data on the extracted visual feature by firstly filtering out
unsuccessful extractions (with a success rate under 0.7) as there are some mo-
ments where OpenFace extracts the features with low accuracy extracting wrong
feature values. We interpolate (linear interpolation) to fill in the dropped values
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4.3. DATA PROCESSING

Feature Description

Head rotation around the z axis

Head rotation around the y axis

Head rotation around the z axis

Head translation around the z

Head Translation axis

Head translation around the y

axis

Visual T, Head translation around the z
axis

Gy Gaze around the x axis
Gy  Gaze around the y axis

AU1 Inner brow raiser

AU2  Outer brow raiser

AU4  Brow lowerer

U5 Upper lid raiser

AU6  Cheek raiser

AU7  Lid tighten

AU12  Lip corner puller for smile

AU15  Lip corner depressor

Fundamental Frequency (or F0  Predominant frequency repre-

8

Head Rotation

n

N| | |
<

8

B

Gaze (or Eye Movement)

Facial Action Units (Facial AUs
detailed in Appendix A in

Chapter 10; Ekman and Friesen
[1976])

Audio Pitch) senting the speech quality
Loudness Speech intensity from the audi-
tory spectra
Voicing probability Speech presence probability ex-

pressed as a probability score in
the range of 0 to 1

Mel-Frequency-Cepstral Co- Representation of the short-term

efficients (MFCC; Logan power spectrum of a sound; rep-

[2000]) resented by 13 M FCC features
(0-12)

Table 4.2 Extracted features from the NoXi corpus.

and smooth out the feature data by applying a median filter (with a window size
of 7 found after manual verification). Then, different scaling techniques, normal-
ization (shifting and rescaling values to make the data range between O and 1;
or Min-Max scaling) and standardization (setting the attribute mean to 0 and the
distribution to have a unit standard deviation) methods depicted in Table 4.3, are
applied depending on the characteristic of each feature. The scaling technique
of Type 1 (a standardization method) is applied to the head rotations (R, .),
head translations (7, .), and gaze (G,,) as their values are centered around the
mean with a unit standard deviation. For facial AUs (AU1, AU2, AU4, AU5, AU6,
AU7, AU12, and AU15), the Type 2 scaling technique (a normalization method) is
employed as their intensity values ranges from O to 5.
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4.4. ANNOTATIONS

4.3.2 Audio data processing

The audio processing starts with the denoising of the audio files, removing sur-
rounding sound, via Audacity’s noise reduction (Audacity [2017]). The denoised
audio is used to extract the audio features. The extracted audio features are pro-
cessed with their corresponding scaling technique similar to the preprocessing of
visual features as found in Table 4.3. The applied scaling techniques for different
audio features are as follows. Type 1 is applied to the 12 MFCCs (1-12) showing
data centers around a mean and different standard deviations of which we want
to scale to 1. Type 2 is applied to the pitch (F'0) ranging from 0 to each speaker’s
maximum pitch level. Type 3 (a normalization method) is applied to loudness also
ranging from 0 to each speaker’s maximum loudness value with different standard
deviations. To respond to the difference in standard deviation, the standardization
method (Type 3) includes a multiplication with « (feature standard deviation co-
efficient) which allows the different values of the same feature to share the same
standard deviation value. Type 4 (a normalization method) is applied to MFCCO
consisting of values varying between a minimum and maximum value.
All the features are adjusted to 25 fps for our study.

Scaling Technique Feature(s)
Type 1 = Ry Toyzr Gy, and MFCC's (1-12)
Type 2 f,,iz AUs(1,2,4,5,6,7,12,15) and FO
Type 3 = xQ Loudness
Type 4 F - Lmin_ MFCCO

Table 4.3 Scaling technique types corresponding to each feature. f corresponds to the
feature values, f,,, corresponds to the maximum feature value, f,,;, corresponds to the
minimum feature value, p corresponds to the mean of the feature values, o corresponds
to the standard deviation of feature values, and « corresponds to the feature standard
deviation coefficient.

4.4 Annotations

To analyze the human-agent interaction, we not only look into low-level signals
(i.e. extracted features) exchanged within human-human interactions of the NoXi
corpus but also study the high-level signals that are annotated. Annotations of
engagement and social dimensions of warmth and competence, annotated at the
signal level, are available for the NoXi corpus (available with the annotation tool
NOVA (Heimerl et al. [2019]) shown in Figure 4.2).

For the engagement annotations, the perception change of engagement was
characterized in Dermouche and Pelachaud [2019a] with five levels (0: strongly
disengaged; 1: partially disengaged; 2: neutral; 3: partially engaged; 4: strongly
engaged). In Biancardi et al. [2017], the continuous annotations of social di-
mensions of warmth and competence were done with scores ranging from O to 1
(0: very low degree of perceived warmth or competence; 1: very high degree of
warmth or competence). As the work of Biancardi et al. [2017] focuses on the
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Figure 4.2 NOVA annotation tool.

expert, we also use the annotations on the three aspects of engagement, warmth,
and competence of the expert.

We also get the annotations of the conversational state automatically by per-
forming voice activity detection (VAD), which is a binary classifier that detects the
presence of human speech in audio, on the denoised audio files.
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In this Chapter, we present the analysis of a corpus of dyadic human-human
interactions around adaptation. With the goal to better analyze human-agent in-
teractions, we propose new reciprocal adaptation measures.
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5.1. INTRODUCTION

5.1 Introduction

Research around SIAs mostly focuses on the development of creating a more so-
cial, engaging, and human-like SIAs. Not only is it important to develop such SIAs
but it is also essential to evaluate their quality. Nevertheless, the task of evaluating
the agent’s quality is challenging. In particular, the way of objectively evaluating
human-agent interactions is not evident. As SIAs are interacting with the human
users, the assessment must not only be done at the agent’s side but also at the
interaction level considering the human interlocutor. To address this problem,
we propose new measures of adaptation by looking into real human-human in-
teractions. Among the different aspects of adaptation, we focus on assessing the
synchrony and entrainment loop of dyads.

As a first step in studying our adaptation measures, we observe how synchrony
and entrainment loop participate in the perception perspectives of engagement
between interlocutors and interlocutors’ social attitudes. We hypothesize to see a
relationship between reciprocal adaptation (synchrony and entrainment loop) and
engagement levels. We also hypothesize that reciprocal adaptation may have an
impact on the perception of the social dimensions of warmth and competence of
the interlocutors.

In our study, we focus on smile, a social signal that may convey a great va-
riety of communicative and emotional functions (Niedenthal et al. [2010], Hess
et al. [2014]). Smiles are frequently observed during an interaction (Knapp et al.
[2013]). They can signal friendliness and positive emotions; they can be used as
a polite signal to greet an acquaintance; they can be indicated as agreement and
liking; etc. Smile is an important socio-emotional signal that has received a lot
of interest in affective computing domains. Previous studies have highlighted the
power of smiling SIAs to achieve such a goal (Wang and Ruiz [2021], Ochs and
Pelachaud [2013]).

We present new reciprocal adaptation measures that can be employed to objec-
tively evaluate the quality of the agent in human-agent interaction. Our ultimate
goal is to build socially interactive SIAs that are able to maintain user engagement
during an interaction. In the scope of this section, we are interested in studying
the reciprocal adaptation of smile behaviors in dyadic interactions. To do so, we
propose new objective measures that study the synchrony of behaviors including
their absence of response and behavior entrainment loop to better understand
how nonverbal behavior adaptation emerges during an interaction. We aim to in-
vestigate how they are displayed between the participants of an interaction and
how they participate in the perception of conversational engagement and social
attitudes of the participants. We look at the relation of reciprocal adaptation with
the engagement level and the social dimensions of warmth and competence.

5.2 Related Works and Limitations

During a conversation, interlocutors dynamically adapt by coordinating their
speech and behaviors (Condon and Ogston [1967], Burgoon et al. [1995],
Bernieri and Rosenthal [1991], Chartrand and Lakin [2013]). Among the various
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5.2. RELATED WORKS AND LIMITATIONS

social signals that are produced during an interaction, the smile is one of the
most important human interaction signals. The smile alone can express diverse
information (e.g. affect state, level of engagement, and intrinsic nature) to the
interacting partner in a variety of social contexts (Ekman [1992], Hess et al.
[2002]). The presence of a smile that incorporates such diverse implications can
impact the perception by other partners (e.g trust, intelligence, warmth, and
attractiveness) (Scharlemann et al. [2001], Lau [1982], Reis et al. [1990]). As
such, we want to check the influence of smiles between the interlocutors and thus
hold an interest in measuring the smile adaptation. To find out how to measure
the adaptation of smiles, we investigate related measures notably synchrony
measures (e.g. measures for nonverbal signals and biomedical signals).

Early works on synchrony started off with manual assessment done by trained
observers who were trained to perceive it directly in the data. Such evaluations
were based on behavior coding methods that evaluate the interaction behaviors
on a local scale by analyzing them in micro-units (Cappella [1997], Condon and
Sander [1974]). However, the training of observers is very labor-intensive which
led them to switch to a judgment method that uses a Likert scale to rate behaviors
on a longer time scale (Cappella [1997], Bernieri et al. [1988]). The problem
with manual annotations, that rely on perception by a third party, is that it is very
costly. Manual annotations are very time-consuming and there is a risk of being
biased as the label decision depends heavily on the annotator. Thus, we want an
objective evaluation technique that can automatically process and render a non-
biased synchrony measure.

Automatic measures enable us to avoid the tedious work of manual annotation
by automatically capturing relevant social signals that detect the presence of syn-
chrony. Measures that are frequently employed for interpersonal synchrony are
Pearson’s correlation (PCC; Campbell [2008], Delaherche and Chetouani [2010],
Reidsma et al. [2010], Zadeh et al. [2018], Ng et al. [2022]), time-lagged cross-
correlation (TLCC; Boker et al. [2002], Ashenfelter et al. [2009], Benus et al.
[2011]), and recurrence analysis (Shockley et al. [2003], Varni et al. [2010]).
Nevertheless, to perform such measures, a fixed window size is necessary. This
may be problematic as produced motions may vary in length and do not happen
exactly after a certain time but within a time delay (e.g. 2 to 4 seconds) (Char-
trand and Bargh [1999], Leander et al. [2012]).

The response of a smile is very dynamic. Each smile is not produced with
the same length, and as stated above, the timing of the smile varies. For example,
when we are asked to reproduce a smile that we have made, it is almost impossible
to recreate the exact same smile with the same duration and timing. To address
such dynamics, the measure must be invariant to dilations and shifts. A frequently
used technique to do so is the Dynamic Time Warping (DTW) (Miiller [2007])
which assesses the similarity between two temporal sequences of different speed
and length. Nevertheless, the DTW matches every index of a sequence with one or
more indexes from the other, which can be problematic for our case of nonverbal
behaviors as both cases of a behavior occurring or not are correct answers (i.e.
absence of response, for instance a person can reply with a smile or choose to not
reply but both cases are plausible responses) but the DTW will consider it as an
error.

37



5.3. SYNCHRONY MEASURES

The field of biomedical signal processing also holds a big interest in such
synchrony measures for applications such as detecting synchrony in EEG
(Bakhshayesh et al. [2019]). Various metrics are employed from point to point
measures such as correlation and coherence (a linear correlation computed in
the frequency domain via cross spectrum), correntropy coefficient (a correlation
measure that is sensitive to nonlinear relationship and high order statistics),
wav-entropy coefficient (a correntropy computed in the time-frequency domain
with wavelet transforms), to measures that are solely focused on synchronization
like phase synchrony (an amplitude-independent estimation of signal phase
relationship) and event synchronization (a measure calculated from the number
of occurrences of predefined signal events, counting events that are followed by
another event in the other signal within a specified time, and their symmetric
counterpart). Yet these measures are not suitable for our use as stated above for
point to point measures because the subsequences of a signal might have different
phase delays which could be troublesome.

In our work, we are interested in measuring how people adapt their behavior, in
particular their smiles, during an interaction. During an interaction, participants
may respond and adapt to each other’s behavior. These interactive behaviors may
serve not only to reinforce the relationship between the participants (their en-
gagement in the interaction) but also to display different social attitudes. We are
interested in measuring reciprocal adaptation as a function of synchrony patterns
and entrainment loop. Our measure of synchrony patterns includes when par-
ticipants respond or not to each other’s behaviors. The absence of response is
considered as an error by the point to point measures (e.g. correlation) and the
DTW approach and is completely ignored by the recurrent analysis, spectral analy-
sis, and cross-wavelet analysis. However, the absence of response may also convey
important information about the interaction. In order to study the impact of the
absence of response, we need to introduce a new measure.

5.3 Synchrony measures

To our knowledge, existing measures, mentioned above, are not suitable for our
problem, notably regarding the absence of a response and capturing the entrain-
ment loop. To overcome this limitation, we propose a new way to measure the
reciprocal adaptation for a dyadic pair that measures the synchrony of behaviors
including their absence of response while tolerating time swift, dilation, deletion,
and insertion, and capture the behavior entrainment loop. This measure is also
able to detect the addition (produced by oneself without the reaction of the other)
and the suppression (produced by the other without the reaction of oneself) of
signals as illustrated in Figure 5.1.

5.3.1 Definition

We first address the problem by taking into account the absence of response when
measuring synchrony. Our method derives from the classical sequence dissimilar-
ity quantification technique called edit distance or Levenshtein distance (Navarro
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5.3. SYNCHRONY MEASURES

- = -

PA [ [

PB [ _—

Synced Addition Suppression

| — o ——

7

Relation of PA w.r.t. PB

Figure 5.1 Illustration of synced pairs and unsynced pairs (i.e. addition and suppression).

[2001]). Its use can be mostly observed in fields such as natural language pro-
cessing (Lhoussain et al. [2015]) and bioinformatics (Chang and Lawler [1994])
as it compares the similarity between two strings (e.g. words) by counting the
minimum number of transformation operations that are required to convert one
string into the other. We grab the concepts of insertion and deletion of the edit
distance while we don’t use the concept of substitution.

We evaluate the synchrony with signal activation by converting continuous val-
ues to binary values and extracting subsequences corresponding to active signal
parts, with their starting (s) and ending (e) times. We choose to binarize the con-
tinuous values to better see the impact of absence of response. Let us consider an
active subsequence (sequence of 1) A from person PA and B from person PB.

To detail, we use the term smile to refer to AU12; though we are aware thaa
t smile may be produced by different facial AUs (e.g. AU11, AU13...) in combi-
nation with other AUs (such as AU6 or AU1, AU2; Ekman and Friesen [1982]).
The analysis studies the smile activation values which are obtained by binarizing
the continuous intensity value of smile (AU12) with the threshold of 1.5/5 which
is the minimal intensity (manually identified) for a smile activation.

s

o
vo)

|77 J

A SB eA eB

Figure 5.2 Illustration of two subsequences.

We consider that both subsequences are synchronized or paired (i.e. synced
pair) if:
lea —ep| + |sa — sp| < threshold (5.1)
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5.3. SYNCHRONY MEASURES

where s, and sp are the starting time points and e, and ep are the ending time
points of subsequences A and B respectively, and the threshold is set to twice the
mimicry time delay. The subsequences are illustrated in Figure 5.2. For our ap-
plication of measuring the synchrony of smile, we took the threshold of 4 seconds
(considering all responses that happen within a maximum of 4 seconds); actually
the literature on nonverbal behavior mimicry states that the mimicry time delay
can vary from 2 to 4 seconds (Chartrand and Bargh [1999], Leander et al. [2012]).

If several subsequences of a person check this condition with the same sub-
sequence of the other person, a synced pair is formed with the one that has the
minimum distance. The other subsequences are not paired.

Both paired subsequences and unpaired subsequences of persons A and B, il-
lustrated in Figure 5.1, are considered to estimate the synchrony:

PALPE — nb. of synced pairs

total nb. of events

PAGpp — b of unpaired subseq.s(seqA|seqB)

total nb. of events

PB&—PA — nb. of unpaired subseq.s(seqB|seqA)

total nb. of events

where the total number of events is the sum of the number of synced pairs and the
number of unpaired subsequences (i.e. unsynced pairs corresponding to addition
and suppression cases) of both persons A and B.

Each measure renders a probability that corresponds to:

* PA&PB: PA and PB responding to each other,
e PA&—-PB: PA is active but not PB,
e PB&—PA: PB is active but not PA.

P A& P B means that both participants smile simultaneously or with a small de-
lay corresponding to the reacting time; this measure represents the sync between
PA and PB. For PA&—PB and PB&—PA, only one of the person is acting (PA
smiles and PB does not smile, and vice versa), these measures indicate that PA
and PB are not in sync.

5.3.2 Analysis

Smile Statistics To start off, we wanted to visualize the statistics of smiles in
terms of their occurrence frequency and duration in our database depending on
the person’s role (expert or novice). We annotate Person 1 (novice in the NoXi
database; ref. Chapter 4) as P1 and Person 2 (expert in the NoXi database; ref.
Chapter 4) as P2.

With the visualization of the smile occurrence statistics in Figure 5.3 (left), we
note that P1 tends to smile more often than P2. The context of the dyadic inter-
action of the NoXi corpus is mainly friendly and positive. Participants were paired
between one who wanted to talk about a topic and one who wanted to learn about
this topic (Cafaro et al. [2017]). Within such an interaction context, having P1
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Figure 5.3 Number of smiles produced by P1 and by P2 (left) and Smile durations of P1
and P2 (right).

smiling more than P2 can be explained by P1 displaying positive backchannels or
showing actively his/her involvement when P2 is talking. Along with the number
of smiles produced by the participants, we also hold interest in the smile dura-
tion statistics. Figure 5.3 (right) shows that P1 generally maintains his/her smile
longer than P2. This can further support our analysis that P1’s smiles may have
the purpose of showing conversational involvement.

Smile Synchrony Statistics Going back to our initial objective of investigating the
reciprocal adaptation of smile and its relation with the perception of social atti-
tudes, we start by analyzing the smile with our measures of synchrony behaviors
including their absence of response.

We computed the probability densities, via our proposed measures, to visualize
the distribution of 3 cases: P1 and P2 responding to each other (P1&P2), P2
smiling to P1 but not reversely (P2&—P1), and P1 smiling to P2 but not reversely
(P1&—P2).

We can remark, in Figure 5.4, that during the conversation both P1 and P2
produce smiles that are in sync responding to one another (smiling at the same
time or following back within the mimicry delay of 4 seconds) and also smiles that
are not responded by the other partner. As seen in Figure 5.3, P1 has a higher
probability of smiling even during the absence of the other interacting partner’s
response (P1&—P2), because of his/her tendency to smile more than P2.

Synchrony Clustering To better investigate the synchrony between the two inter-
locutors, we decided to first check if the smile synchrony of the 21 video dyads of
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Figure 5.4 Probability of smiles that are in sync (P1& P2), P2 smiling without the response
of P1 (P2&—P1) and P1 smiling without the response of P2 (P1&—-P2).

the NoXi corpus can be classified into different groups. We performed a dendro-
gram hierarchical clustering to cluster the dyads using our obtained measures of
synchrony behaviors including their absence