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Introduction
Piezoelectric devices use the ability of a certain family of materials to couple electrical

and mechanical energy due to a strain-induced electric polarization. The advantage of piezo-

electric devices is the possibility of using the slow-propagating displacement field, which
allows to greatly reduce the size of devices, to insulate electrically inputs and outputs, to fine-

tune the frequency response of through standard lithographic means.

Acoustoelectronic devices belong to a small family of piezoelectric devices that non-
linearly couples acoustic waves (strain) to the free carriers in a semiconductor through a per-
turbation of their conduction/valence bands. This coupling phenomenon has been treated in

solid-state physics books for a long time and is explained by means of electron-phonon inter-

actions which causes the generation of a continuous electrical current transported by an acous-

tic wave. The electron-phonon interactions are responsible, for instance, for the electrical re-

sistivity of metal in temperature (Wiedemann–Franz’s law).

The use of the piezoelectric effect in combination with non-linearity has been used in

devices, starting between the 60s and the 70s, with the objective of developing microacoustic

convolvers, correlators and amplifiers for applications in radars and telecommunications.

The convolver is a device capable of performing a fully-analog time-domain convo-
lution between two contra-propagating acoustic signals under a conductive, nonlinear

medium. The signal is integrated on the nonlinear medium length via the electric response,

generating a convolution output signal at twice the input frequency. These devices were lim-

ited to frequencies of few hundreds of MHz (due to strong absorption) and they almost disap-

peared with the digital processing era. Recently, there has been an increasing interest in con-

volvers and acoustoelectronic devices, as they represent a very strong way to improve the per-

formances of existing microacoustic devices and to accurately manipulate charges. One can

note the manipulation of quantum emitters by the group of Paulo V. Santos in Berlin, the spin

transport in quantum wells by Christopher Baueler in Grenoble, the application in charge

metrology. Most of this work has been concentrated to acousto-electronic interactions in

piezo-semiconductor and piezo-dielectric/semiconductor heterostructures.

Meanwhile, the goal of my PhD was the development of a convolver device that
could work in the range of GHz frequencies. The final goal would be to treat analogically
massive data at a rate of GHz. For instance, this could be applied to perform the correlation or
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convolution of photoluminescent emitters originated from nitrogen vacancy centers in dia-

mond at 2.8-2.9 GHz.

With this purpose, this work combines surface acoustic devices that can be concen-

trated on a small, high-energy, self-guided Rayleigh waves at GHz frequencies and ‘massless’

graphene. Graphene is a 2D material which possesses exceptional properties, which severely

reduce the mechanical damping of acoustic waves in respect to ‘classic’ devices.

Then, to follow the objective of my PhD, I will present the methodology in the devel-

opment of my thesis during my three years at FEMTO-ST under the supervision of Dr.

Samuel Margueron. The work I did at the Renatech network of clean room facilities (MI-

MENTO) with the help of numerous engineers, in particular Dr. Djaffar Belharet. I wish to

thank Professors Yves Dumont and Joseph Scola, at laboratory GEMaC (Groupe d’Étude de

la Matière Condensée) of the Université de Versailles Saint-Quentin-en-Yvelines with. Fi-

nally, I cannot underestimate the help of Dr. Arthur De Sousa Lopes Moreira, Léa La Spina,

Professor Ausrine Bartasyte, as well as the researchers and engineers at the time&frequency

department, in particular, Jean-Michelle Friedt, Clément Lacroûte, Boudot, Yannick Gruson,

David Vernier, Professor Enrico Rubiola, Philippe Abbé.

This PhD is organized as follows:

- In Chapter 1, I present a review of the piezoelectric and acoustoelectronic effect, alongside

with the acousto-electronic devices present in the literature. In particular, a special atten-

tion is given to the different strategies, which made possible to attain a convolver in the

GHz frequencies by the use of 2D material such as graphene.

- In Chapter 2, I expose the experimental work I develop in cleanroom to transfer and process

graphene on LiNbO3 (GoL).

- In Chapter 3, I made an extensive characterization by Raman scattering of the processed

GoL devices. In addition, a study on the effect of spontaneous polarization in LiNbO3 and

doping the sources of defects at electrode contacts.

- In Chapter 4, I present an electrical characterization for measuring the resistivity, contact

resistance and mobility of GoL.

- In Chapter 5, I present the first AE current measurement under the frequency range 2.0 GHz

– 3.0 GHz,

- In Chapter 6, I present the preliminary results on GoL convolver.

- Finally, I conclude and give some perspective to this work.
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Glossary
We present a table of the most significant abbreviations throughout the thesis:

LiNbO3 Lithium Niobate

GoLN Graphene-on-Lithium Niobate

SAW Surface Acoustic Wave

BAW Bulk Acoustic Wave

PPLN Periodically-Poled Lithium Niobate

DC Direct Current (time-independent)

AE Acousto-Electric

RF Radio-Frequency

TLM Transmission Line Model

PLC Power Line Cycle

IDT Inter-Digital Transducer

CMA Combined-Medium Amplifier

SMA Separated-Medium Amplifier

GFET Graphene Field-Effect Transistor

DAGSF Degenerate Air-Gapped Semiconductive Film

CVD Chemical Vapor Deposition

RIE Reactive Ion Etching

D/2D Raman modes First and second order process of D modes

G/2G Raman modes First and second order process of G modes

2D Two dimensions (materials)

3D Three dimensions (plot)

CHE and QHE Classical/Quantum Hall Effect

ASK Amplitude-Shift Keying
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1 State of the Art

To develop high frequency acoustoelectronic devices, this chapter presents the basis of surface

acoustic devices (Section 1.1) and graphene (Section 1.2). At the end of the chapter, I provide

a review the acoustoelectronic devices available in literature. Particularly, I will discuss the

different strategies usable to develop a graphene-based acoustoelectronic convolver in the GHz

range (Section 1.3).

1.1 Acoustic Waves in Solids
Acoustic waves are represented by periodic fluctuations in the positions of atoms in a

material caused by a mechanical excitation. The objective of the first sections is to provide

some basic mathematical tools to understand the propagation of mechanical waves in standard

nonpiezoelectric materials by introducing the mechanical fields of displacement, stress and

strain, then proceeding in the description of the piezoelectric effect. In this explanation, for the

ease of notation, the x, y, and z axes will be respectively referred via the set 𝑒1, 𝑒2 and 𝑒3 and

Einstein’s summation convention is used unless specified otherwise.

1.1.1 Linear strain and stress
When a force is applied to an elastic body, it deforms, as shown in Figure 1.1, this is

mathematically represented as a certain transformation ψ from a generic point 𝑋 = 𝑥1 ,𝑥2 ,𝑥3 ,

in the undeformed space Ω0, to a point 𝑋′ = 𝑥′1 ,𝑥′2 ,𝑥′3 , in the deformed space Ω1:𝑋 → 𝑋’ = 𝜓 𝑋,𝑡 . (1.1)

The displacement field is represented by a vector quantity 𝑈 = 𝑢1 ,𝑢2 ,𝑢3 , equal to the

difference between the undisturbed 𝑋 and the transformed point 𝑋’:
𝑈 = 𝑋’ − 𝑋. (1.2)

The usage of the displacement U, rather than X or X’ allows defining the other

mechanical quantities using the frame of reference of the object, meaning that they are invariant

to its movement and rotation.
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Figure 1.1: The deformation of a point X in 𝜴𝟎 to X’ in 𝜴𝟏.
Strain is defined as the gradient displacement with respect to the undistorted coordinate

system. As the mechanical properties of a body are a function of the interatomic distances, it is

a nonlinear quantity, which is better discussed in Section 1.1.2. However, for the sake of

simplicity, this short introduction, we uses the small-amplitude approximation for the

displacement, which describes the strain 𝑆 as:

𝑆𝑖𝑗 = 12 ⋅  𝜕𝑢𝑖𝜕𝑥𝑗  + 𝜕𝑢𝑗𝜕𝑥𝑖 . (1.3)

This is a symmetrical second-rank tensor, therefore, with 6 independent components,

and of physical dimensions of strain is in m/m. The variation of the lengths within the lattice

caused by a displacement field causes a variation on the interatomic electrostatic potential

energy and force.

The force between the interatomic planes is represented by the mechanical stress 𝑇,
dimensionally expressed as N/m2, can be either caused by defects or an applied strain, through

the stiffness tensor c:

𝑇𝑖𝑗 = 𝑐𝑖𝑗𝑘𝑙𝑆𝑘𝑙. (1.4)

The stiffness sensor is a large 4th rank tensor, with 81 elements, however, it can be

demonstrated that the stress tensor is also symmetric, which, together with the symmetric nature

of S reduces the independent values to 21. The inverse relation of (1.4) similarly defines the

compliance tensor K as:
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𝑆𝑖𝑗 = 𝐾𝑖𝑗𝑘𝑙𝑇𝑘𝑙. (1.5)

1.1.2 Nonlinear strain
In the case of large oscillations, the linear approximation of strain in Equation (1.3) is

no longer valid. In fact, the strain defined in Equation (1.3) is a special case of the more general

strain Green-Lagrangian strain tensor [1]–[3]:

𝑆𝑖𝑗 = 12 ⋅  𝜕𝑢𝑖𝜕𝑥𝑗  + 𝜕𝑢𝑗𝜕𝑥𝑖 + 𝜕𝑢𝑘𝜕𝑥𝑖 ⋅ 𝜕𝑢𝑘𝜕𝑥𝑗 . (1.6)

In practice, for large displacement amplitudes, the nonlinearity of the strain is integrated

in higher order stiffness tensors [4]. This effect is not the source of Acousto-Electric effect, but

it is also a source of higher-order harmonics of propagating acoustic modes.

1.1.3 Equation of Motion of Acoustic Waves
The Equation of motion for acoustic waves is computed by considering the total force

applied to an infinitesimal mass inside the object. For the sake of brevity, we assume it to be

dimensionally equivalent to a small rigid cube, of mass 𝑑𝑚, position 𝑋 = 𝑥1 ,𝑥2 ,𝑥3 and edges

long 𝑑𝑥 (the same can be demonstrated in different shapes). This small cube is pulled on each

of its 6 faces, all of the area 𝑑𝑥2 and position 𝑥1 ± 𝑑𝑥/2,𝑥2 ,𝑥3 , 𝑥1 ,𝑥2 ± 𝑑𝑥/2,𝑥3 or𝑥1 ,𝑥2 ,𝑥3 ± 𝑑𝑥/2 , from the stress, so that the total force operating on a single face of the

object is found as:

𝐹𝑖 𝑥𝑖 ± 𝑑𝑥/2 = 𝑑𝑥2δ𝑖𝑗𝑇𝑖𝑗, (1.7)

where the δ𝑖𝑗 is the Kronecker delta, and 𝑥𝑖 ± 𝑑𝑥/2 subintends that the 𝑑𝑥 variation is only on

the i axis. Considering the total volume, the total force applied to the cube is:

𝐹𝑖 𝑋 = 𝑑𝑥3 𝜕𝑇𝑖𝑗𝜕𝑥𝑗 . (1.8)

Now, by considering 𝐹𝑖 = 𝑑𝑚 ⋅ ∂2𝑢𝑖 / 𝜕𝑡2 :

𝑑𝑚 𝜕2𝑢𝑖𝜕𝑡2 = 𝑑𝑥3 𝜕𝑇𝑖𝑗𝜕𝑥𝑗 . (1.9)
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Finally, by considering the mass density 𝜌𝑀𝑎𝑠𝑠 = 𝑑𝑚/𝑑𝑥3 and the definition of the

stiffness sensor (1.4), we find the displacement wave equation [5]:

𝜌𝑀𝑎𝑠𝑠 𝜕2𝑢𝑖𝜕𝑡2 = 𝜕𝑇𝑖𝑗𝜕𝑥𝑗 = 𝑐𝑖𝑗𝑘𝑙 𝜕2𝑢𝑘𝜕𝑥𝑗𝜕𝑥𝑙. (1.10)

The solutions of the Equation (1.10) describe a multitude of possible waves that can

propagate in the body. The velocity of propagation of the wave is strongly dependent on the

stiffness factors of the crystal, in the special case of an isotropic medium, where each

component 𝑐𝑖𝑗 = 𝑐 we find:

𝑣 = 𝑐𝜌𝑀𝑎𝑠𝑠. (1.11)

Depending on the direction of propagation, we distinguish different propagating modes

in surface acoustic waves (SAWs) and bulk acoustic waves (BAWs); both of which can be

further differentiated in different modes, depending on the wave polarization, as shown in

Figure 1.2 and described as:

· Pressure waves are represented by compression/relaxation in the propagation direction.

· Shear waves are a type of mechanical wave, where the displacement is transverse to the

direction of propagation.

· Love waves, named after Augustus Edward Hough Love, are a surface shear wave with

the direction of the displacement in the plane.

· Rayleigh waves, named after Lord Rayleigh, are a category of self-guided nondispersive

surface waves, composed of a partial pressure and shear wave and propagating velocity

similar to the latter.
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Figure 1.2: Representation of the Bulk pressure and shear waves and of surface Raleigh and

Love waves (modified from [6]).

1.1.4 Piezoelectric effect
The piezoelectric effect [5], [7], [8] is a physical property of certain materials where the

application of certain mechanical stress causes a charge imbalance, which creates an electric

field, as visualized in Figure 1.3. This effect is present in many organic molecular chains [9]

and non-centrosymmetric inorganic crystals, like the dielectric LiNbO3 [4], LiTaO3 [4], quartz

[10]–[12], but also various semiconductors such as GaAs [13]–[15], GaN [15], SiC [15], Ge

[16]. Some examples of organic piezoelectric materials are the poly-L-lactic acids (PLLA)

[17], the polyvinylidene fluorides (PVDF) [18] and various amino-acids [19].

Mathematically, the piezoelectric effect is described via the piezoelectric tensor, which

is a rank-3 tensor which can be defined as coupling the electric field 𝐸 with either the strain 𝑆
or the stress 𝑇, by virtue of Equation (1.4).

The strain definition of the piezoelectric tensor 𝑒 modifies (1.4) as:𝑇𝑖𝑗 = 𝑐𝐸𝑖𝑗𝑘𝑙𝑆𝑘𝑙–𝑒𝑘𝑖𝑗𝐸𝑘, (1.12)

where the E superscript denotes stiffness taken when the electric field is constant. Similarly,

the stress definition of piezoelectricity modifies (1.5) as:𝑆𝑖𝑗 = 𝐾𝐸𝑖𝑗𝑘𝑙𝑇𝑘𝑙 + 𝑑𝑘𝑖𝑗𝐸𝑘. (1.13)
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Figure 1.3: Representation of the piezoelectric effect in a non-centrosymmetric crystal.

As for the electric field, piezoelectricity modifies the definition of the electric

displacement 𝐷 in the piezoelectric as (1.14), for the strain-defined tensor, and (1.15) for the

stress-defined tensor, where the S and T superscripts denote the values taken under a constant

strain and stress respectively, and ε𝑖𝑗 are the components of the dielectric tensor of the

piezoelectric.𝐷𝑖 = 𝜀𝑆𝑖𝑗𝐸𝑗 + 𝑒𝑖𝑗𝑘𝑆𝑗𝑘. (1.14)

𝐷𝑖 = 𝜀𝑇𝑖𝑗𝐸𝑗 + 𝑑𝑖𝑗𝑘𝑇𝑗𝑘. (1.15)

This lets to rewrite the rest of the Maxwell equations for a piezoelectric as:

𝛻 ⋅ 𝐷 = 𝜕𝐷𝑖𝜕𝑥𝑖 = 𝜌𝐶ℎ𝑎𝑟𝑔𝑒 + 𝑒𝑖𝑗𝑘𝑙 𝜕𝑆𝑗𝑘𝜕𝑥𝑖 = 𝜌𝐶ℎ𝑎𝑟𝑔𝑒 + 𝑒𝑖𝑗𝑘 𝜕2𝑢𝑗𝜕𝑥𝑖𝜕𝑥𝑘. (1.16)

𝛻 ⋅ 𝐵 = 𝜕𝐵𝑖𝜕𝑥𝑖 = 0. (1.17)

𝛻 × 𝐻 = 𝐽 + 𝜕𝐷𝜕𝑡 . (1.18)

𝛻 × 𝐸 = − 𝜕𝐵𝜕𝑡 . (1.19)

The Equation (1.12) enables to modify the displacement wave Equation (1.10), by

expressing the electric field as the gradient of the electrostatic potential 𝑉 (𝐸𝑖 = − ∂𝑉/∂𝑥𝑖):𝜌𝑀𝑎𝑠𝑠 𝜕2𝑢𝑖𝜕𝑡2 = 𝜕𝜕𝑥𝑗 𝑐𝐸𝑖𝑗𝑘𝑙𝑆𝑘𝑙–𝑒𝑘𝑖𝑗𝐸𝑘 = 𝑐𝐸𝑖𝑗𝑘𝑙 𝜕2𝑢𝑘𝜕𝑥𝑗𝜕𝑥𝑙 − 𝑒𝑘𝑖𝑗 𝜕2𝑉𝜕𝑥𝑗𝜕𝑥𝑘. (1.20)

Equation (1.16) can also be rewritten in a similar manner as:

𝜀𝑆𝑖𝑗 𝜕2𝑉𝜕𝑥𝑖𝜕𝑥𝑗 + 𝜌𝐶ℎ𝑎𝑟𝑔𝑒 − 𝑒𝑖𝑗𝑘 𝜕2𝑢𝑗𝜕𝑥𝑖𝜕𝑥𝑘 = 0. (1.21)
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Finally, when computing piezoelectric-based effects, in non-magnetic materials, the

magnetic portion of the wave can usually be approximated to 0 [5], [7]. This quasi-static

approximation comes in virtue of the fact that the propagation velocity of the acoustic wave in

piezoelectrics, in the order of magnitude of 103 m/s, is much lower than the electromagnetic

wave, in the order of magnitude of 107m/s (𝜕𝐷/𝜕𝑡|𝐸𝑀 ≫ 𝜕𝐷/𝜕𝑡|𝑝𝑖𝑒𝑧𝑜).
Starting from Equations (1.14 – 1.21), it is possible to find the effective coupling

coefficient between the electrical and mechanical energies 𝐾𝑒𝑓𝑓, which is mathematically

defined as a function of the stiffness tensor, the piezoelectric tensor e and the dielectric tensor

[21]. In the case of an isotropic medium, we find:𝐾𝑒𝑓𝑓2 = 𝑒2𝑐ε. (1.22)

Table 1-1: SAW velocity and coupling coefficients for most common piezoelectric substrates

with crystal cuts and propagating direction [7], [20].

Material Crystal cut SAW axis SAW velocity [m/s]
𝑲𝟐𝒆𝒇𝒇
[%]

Quartz ST X 3158 0.11

LiNbO3 Y W 3488 4.5

LiNbO3 YX-128° X 3992 5.3

Bi12GeO20 110 1 1681 1.4

LiTaO3 Y W 3230 0.72

LiTaO3 36°-Y X 4160 5.0

h-SiC 0001 0001 6832 0.01

GaAs 1 110 <2841 0.06

h-ZnO 0001 0001 2691 1.12

Table 1-1 presents the electromechanical coefficient and SAW velocity of most

common piezoelectric materials with the most commonly used crystal cut and wave direction

[7], [20]. The data show an overall stronger coupling for piezo-dielectric material rather than

for piezo-semiconductors.
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1.1.4.1 Electrical and mass loading of a piezoelectric surface
When loading a piezoelectric substrate with a certain film, as represented in Figure 1.4,

two important effects are applied on the propagating wave:

1. the discontinuity causes some of the wave’s power to be either reflected back, or

dispersed in the crystal as BAWs,

2. the propagation parameters of the wave change due to a local variation in the electric

and mechanical properties.

The total change is a sum of both an electrically based effect, the electrical loading, and of

a mechanically based effect, the mass loading. Both effects are well represented through a

perturbation theory on the energy the wave [7], [22]:𝑣𝑓−𝑣0𝑣0 = 𝛥𝑣𝑣0 = 𝛥𝑊⋅𝑣02 𝑃 , (1.23)

where 𝛥𝑊, expressed in in J/m2, represents the perturbation of the surface energy density in the

elastic wave from the loading, 𝑣0 is the unperturbed propagation velocity of the acoustic wave,𝑣𝑓 is the final velocity after the application of the film and Δ𝑣 = 𝑣𝑓 − 𝑣0.
Through mass loading, the wave propagation is shared between the piezoelectric and

the film, meaning that the final wave velocity 𝑣𝑓 and the propagation loss factor 𝑎𝑓 are in

between the two materials. The change in velocity for a homogeneous amorphous film with a

defined thickness ℎ, mass density 𝜌𝑓, shear modulus 𝜇’ and first Lamé constant 𝜆’, is found as

[22]:𝑣𝑓−𝑣0𝑣0 = 𝛥𝑣𝑣0 = − 𝜔ℎ𝛽04𝑃 ⋅ 𝜌𝑓 𝑣20 𝑢𝑖 2 − 𝑎𝑓 𝑢1 2 − 𝜇′ 𝑢3 2 , (1.24)

where 𝑎𝑓 = 4𝜇’ ⋅ 𝜆’ + 𝜇’ / 𝜆’ + 2𝜇’ .

Figure 1.4: A thin film of thickness 𝒉 deposited on a piezoelectric substrate.
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As for the electrical loading, the application of a conductive film of homogeneous sheet

resistivity 𝜌□, the electric field component of the piezoelectric gets partially short-circuited,

causing an increase in damping and a relative decrease in the propagation velocity Δ𝑣/𝑣0
(piezoelectric stiffening). It can be demonstrated that, for a quasi-2D electron gas, both the

relative velocity variations Δ𝑣/𝑣0 and the added damping α are related to the electromechanics

coupling coefficient 𝐾𝑒𝑓𝑓2, the resistivity 𝜌□ and a factor ρ𝑀 which depends on the unperturbed

velocity 𝑣0 and the local dielectric constants, as Equations (1.25) and (1.26) [5], [7], [21], [23]:𝑣𝑓−𝑣0𝑣0 = 𝛥𝑣𝑣0 = − 𝐾𝑒𝑓𝑓22 ⋅ 11+ 𝜌𝑀/𝜌□ 2, (1.25)

𝛼 = 𝛽0 ⋅ 𝐾𝑒𝑓𝑓22 ⋅ 𝜌𝑀/𝜌□1+ 𝜌𝑀/𝜌□ 2. (1.26)

Interestingly, for low resistivity values, the added damping is null and the relative

velocity variation is purely dependent to 𝐾𝑒𝑓𝑓:
𝛥𝑣𝑣0 𝜌□ = 0 = − 𝐾𝑒𝑓𝑓22 . (1.27)

1.1.5 Pyroelectric effect
The pyroelectric effect is a secondary effect of piezoelectricity, which is appears in

some piezoelectric materials [15], [24]. This effect is similar to piezoelectricity, in the way that

it causes an electric polarization to arise due to temperature [25]–[28]. Differently than the

thermoelectric effect, pyroelectricity depends on the absolute temperature variation rather than

a thermal gradient, and is defined via the pyroelectric 1st rank tensor 𝑝 so that the pyroelectric-

caused electric displacement field 𝐷 is:𝐷𝑖 = 𝑝𝑖 ⋅ 𝑇 − 𝑇0 , (1.28)

where 𝑇 is the current temperature in K and 𝑇0 is the initial temperature.

Most physical discussions in this work follow a constant or quasi-constant temperature

approximation, so that the pyroelectric electric is negligible. However, pyroelectricity must be

taken into account and will be discussed in the device processing section, Chapter 2, and the in

the study of quantum Hall effect, because of the low temperatures required, Chapter 4.
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1.2 Graphene on Piezoelectric Substrates
Since its discovery, graphene and other 2D materials have been seen as a significant

opportunity to improve performances in AE-based devices because of its unique electrical and

mechanical properties [20], [29]. In fact, the low mass density and small thickness disturbs
only slightly wave propagation (1.24) and the exceptional electric properties can be used to

greatly improve the performances of micro-acoustic devices [20].

1.2.1 Graphene
Graphene is a carbon allotrope where each atom is tightly bound to the nearest three in

a 120° angles, forming a monolayer of carbon atoms arranged in a 2D hexagonal lattice, shown

in Figure 1.5(d), which gives it exceptional electric, mechanical and thermal properties

[30]–[33].

The C-C interactions in graphene are represented in Figure 1.5. Each carbon atom,

Figure 1.5(a), is bound to each other via interatomic 𝜎 bonds, Figure 1.5(e), which derives from

the 𝑠𝑝2 hybridization of the 2𝑠 and 2𝑝 orbitals, Figure 1.5(b) and (c), leaving one free electron

in the 2𝑝𝑧 𝜋 orbitals outside the plane, similarly to materials like cycloalkanes, which is free to

move and one of the principal causes of its electrical properties [30], [34].

A precise explanation of the properties of graphene is found by applying the tight-

binding approximation which, for this specific lattice, results in the electron band structure

shown in Figure 1.6(a) that, in the proximity of the defined K and K’ points, creates the linearly

dispersive Dirac cones Figure 1.6(b), with the Fermi energy level in the middle [30], [33]. The

specific Dirac cones make so that graphene is a semimetal with giant velocity for both electron

and hole charges, of 1/300 the speed of light, in pristine graphene [30], [31], [33]. The 0 eV

bandgap of pristine graphene makes it quite challenging to develop high-performance low-

power CMOS-like structures, however, it must be noted that some nanostructures of graphene,

like carbon nanotubes and some nanoribbons, can be engineered to create a small bandgap [33],

[35].

Overall, the properties of graphene have enabled several breakthroughs in quantum

research and in the development of high-speed electronics. For instance, the linear electron

dispersion near the K and K’ points is the cause of a unique half-integer quantum hall effect
[36]–[38], and twisted multi-layer structures possess unique superconductivity [39], [40].
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The 2D structure makes graphene extremely flexible and compatible with a variety of surfaces

[41], [42] and the high ambipolar charge mobility enables the high-performance nanoelectronic

devices [43]–[45].

Figure 1.5: (a) Atomic structure of a carbon atom. (b) Energy levels of outer electrons in

carbon atoms. (c) The formation of 𝒔𝒑𝟐 hybrids. (d) The crystal lattice of graphene, where

A and B are carbon atoms belonging to different sub-lattices, 𝒂𝟏 and 𝒂𝟐 are the unit-cell

vectors. (e) The 𝝈 bond and 𝝅 bond formed by 𝒔𝒑𝟐 hybridization [34].

Figure 1.6: (a) The band structure of graphene calculated via the tight-binding model,

highlighting the Dirac cones at the K and K’ points [34]. (b) The K and K’ points in the

reciprocal space [30].
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1.2.2 Production of Graphene
One of the challenges of graphene is its production and processing. Large-scale devices

are usually produced via Chemical Vapor Deposition (CVD) [46]–[48] and need to be

transferred, patterned, contacted via metal, etc. [49]. Depending on the substrate of destination,

the various processing steps need to be tuned specifically. In particular, the piezoelectric and

pyroelectric properties of substrates like LiNbO3 require extra care. For this reason, the state of

the art of production and characterization has been moved to the respective parts in Chapter 2,

Chapter 3 and Chapter 4, in order to better explain the reasoning for the steps taken.

1.3 Acoustoelectronic devices
Acoustoelectronic devices make use of the nonlinear coupling between electric charges

and acoustic waves inside a piezoelectric material. The strenght of interaction is measurable

via the Acousto-Electric (AE) effect, which is the physical phenomenon of the generation of
a small DC current in a piezoelectric semiconductor or a semiconductor/piezo-dielectric

heterostructure caused by the propagation of a mechanical displacement wave [8], [50].

Microscopically, the slow-moving piezoelectrically generated electric field couples with

the charges possessing a similar wave vector component in the direction of the acoustic waves,

as represented in Figure 1.7, generating a net current flow 𝐼𝐴𝐸. Mathematically, the generated

AE current depends linearly on the acoustic power 𝑃𝐴, a coupling factor 𝛼𝐴𝐸, the charge

mobility µ and the acoustic velocity 𝑣0 [51], [52]:𝐼𝐴𝐸   ≊   µ∙𝑃𝐴∙𝛼𝐴𝐸 𝑣0. (1.29)

By defining an AE coupling figure of merit 𝐹𝑂𝑀𝐴𝐸 = 𝑣0 ⋅ 𝐼𝐴𝐸/𝑃𝐴 = 𝛼𝐴𝐸∙µ, the

Equation (1.29) can be rewritten as:𝐼𝐴𝐸   ≊  𝐹𝑂𝑀𝐴𝐸 ⋅ 𝑃𝐴/𝑣0. (1.30)

The sign of the measured current depends on the propagating direction of the

propagation direction of the major charge carriers, indicating the possibility of using this effect

to analyze the doping type and the charge carrier mobility.

The inverse effect enables to amplify the acoustic wave through a DC current [8],

[53]–[55], which causes a distributed amplification process that is the piezoelectric
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equivalent to traveling wave tube (TWT) amplifiers and a complete theory of the phenomenon

is similarly explained [54]. A simplified model has also been developed, that shows the

dependency of the amplification on the drift velocity of the charge carriers 𝑣𝑑 relative to the

acoustic propagation speed 𝑣0 [19], [53]:
𝛼𝐴𝐸 = 𝛽0 ⋅ 𝐾𝑒𝑓𝑓22 ⋅ 𝛾𝜌𝑀/𝜌□1+ 𝛾𝜌𝑀/𝜌□ 2, (1.31)

where 𝛽0 = 𝜔0/𝑣0 is the wavenumber of the acoustic wave, γ is a factor which depends on the

acoustic velocity 𝑣0 and the charges drift speed 𝑣𝑑:𝛾 = 𝑣0−𝑣𝑑𝑣0 . (1.32)

Equation (1.32) reveals that the AE interaction is maximized when 𝑣0 ≊ 𝑣𝑑.
Interestingly, for some piezoelectric semiconductors, the AE coupling has been shown to

explain the unusual ohmic response, where the phonons generated through shot noise under

high electric fields couple with the moving charges causing a sharp variation in the IV curve

[21], [56], [57].

Figure 1.7: Representation acoustoelectronically coupled electrons (blue) and holes (red) in

a piezo-semiconductor, generating an Acousto-Electric current 𝑰𝑨𝑬.

1.3.1 Reports on AE current
The usage of semiconductive piezoelectric substrates for acoustoelectronic applications

has the advantage that the designs can be manufactured without adding extra thin films of

materials, avoiding phonon scattering due to discontinuities and mass loading effects. In

principle, this would cause lower acoustic damping and simpler processing. However, the low
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electromechanical coupling coefficient of piezo-semiconductors, as displayed in Table 1-1,

makes them overall unattractive for these kinds of applications. In fact, only few reports have

been performed in exploring the AE effect via the AE current 𝐼𝐴𝐸 in pure piezoelectric

semiconductors such as CdS [56] and Ge [16], [58], [59]. Instead, piezo-dielectrics show

considerably stronger electromechanical coupling coefficient 𝐾𝑒𝑓𝑓 [5], [7], which enables

engineering of heterostructures possessing far higher AE performances.

Several studies have been performed on acoustoelectrically generated current for

semiconductor/piezodielectric heterostructures on a variety of substrates like LiNbO3 [52],

AlGaAs [51], quartz [60]. The best results achieved for each substrate type are reported.

· Ingebrigtsen demonstrated a AE current of ~5 µA in a CdS thin-film on Y-cut quartz [60]

using for a 40 MHz SAW excitation and input power 1 W, as shown in Figure 1.8.

· As shown in Figure 1.9, Rotter et al. reported a strong AE current ~20 µA in a top-gated

GaAs/LiNbO3 heterostructures at an optimized gate voltage for a SAW signal of 10

dBm and frequency 344 MHz [52].

Figure 1.8: Characterization of 𝑰𝑨𝑬 vs (a) input power at 40 MHz for CdS/quartz (y-cut)

heterostructure for different doping values and (b) with the power dissipated from the

unperturbed propagation extracted [60].
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Figure 1.9: SAW attenuation and 𝑰𝑨𝑬 vs gate bias for a top-gated GaAs/LiNbO3

heterostructure, for input SAW signal at frequency 344 MHz and power +10 dBm. Curves

1 and 2 correspond to opposite directions of SAW propagation [52].
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Figure 1.10: 𝑰𝑨𝑬 vs input frequency for an GaAs/AlGaAs heterostructure and a SAW signal

between -18 dBm and -10 dBm input propagating in either positive and negative direction.

The data in (a) 0.3 K, (b) 5 K and 60 K show a temperature dependency in part due to

variations in (c) resistivity and mobility [51].

· Shilton et al. (Figure 1.10) performed a characterization of AE current on a GaAs/AlGaAs

heterostructure, they explored the variance of AE current at different temperatures via
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a hybrid Hall bar geometry and found 𝐼𝐴𝐸 ≈250 pA for a SAW frequency of 330 MHz

and input power between -18 dBm and -10 dBm [51].

The results shown demonstrate good coupling between piezoelectrics and semiconductors,

which is partially limited by mass loading.

1.3.1.1 Graphene devices
The extremely light nature of graphene monolayers, along with its exceptional electric

parameters, allows for graphene-piezoelectric heterostructures to possess the advantage of low

disturbance of the mechanical field present in air-gapped heterostructures, together with a

simpler production process [20]. In virtue of this, a fair amount of research has been dedicated

in exploring the AE coupling of graphene/piezoelectric heterostructures.

Figure 1.11: 𝑰𝑨𝑬 vs SAW frequency as applied to each input Inter-Digital Transducer (IDT)

for graphene on YX-128° LiNbO3. Inset: Peak AE current as a function of applied power to

the two IDTs [29].

The first studies of AE current on graphene have been performed for CVD graphene

transferred on a YX-128° LiNbO3 by Miseikis et al. (Figure 1.11) where they managed to

extract a peak current of 5 µA for 𝑃𝐴=20 dBm [29]. Other studies using a variety of substrates
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such as LiNbO3 [29], [37], [61]–[65], LiTaO3 [66], SiC [67] and Ca3NbGa3Si2O14 (CNGS)

[68].

All of the reported AE coupling experiments with graphene are reported in Table 1-2,

alongside with the substrate crystal type and cut, resistivity of the graphene 𝜌□, the extracted
mobility µ and the quality factor of the AE coupling 𝐹𝑂𝑀𝐴𝐸.

The data show an effective charge mobility for AE-generated currents considerably
lower than the values found via the Hall-effect characterization, possibly demonstrating an

incomplete understanding of AE effect on graphene heterostructures.

Unsurprisingly, the best coupling has been reported for graphene on YX-128° LiNbO3

substrates, due to the higher 𝐾2𝑒𝑓𝑓, although not much has been reported for other substrates.

For example, one would expect similar results of YX-36° LiTaO3, to YX-128° LiNbO3 in virtue

of the parameters shown in Table 1-1, however, Okuda et al. [66] demonstrated a much lower𝐹𝑜𝑀𝐴𝐸, probably due to the graphitic source or the process. Another important observation is

that the data available to demonstrate a trend between 𝝆□ and the SAW frequency, in

agreement with Equation (1.31). In fact, to improve AE coupling, two strategies can be adopted:

1. increase the resistivity 𝜌□ to the optimal 𝜌□ of the substrate (~800 kΩ/□ for YX-128°

LiNbO3),

2. increase the SAW frequency.

The resistivity increase has been achieved either by removing dopant gases through vacuum

[61], [69], cooling down the devices [37], [69] or doping through electric field through a top-

gated [63], [67] or a back-gated [37].

Gated structures show a tunability of the AE effect, however, they possess some notable

disadvantages. Indeed, the added complexity of a top-gate negates most of the advantages of

using graphene for the added mass loading, while the usage of bottom-gate has the secondary

effect of modifying the mechanical properties of the piezoelectric. The best results have been

achieved for graphene in vacuum by Bandhu et al., which reported a coupling factor of 23280

cm2/Vsm for the highest resistivity of 154 kΩ/□ for excitation frequency of 356 MHz [61].

Still, both approaches would be essentially unusable in a real commercial device. In order

to achieve significant results, a more effective strategy would instead be the tuning of the
resistivity directly in the production process and the usage of higher SAW frequencies.
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Table 1-2: Comparison of values of 𝜶 and µ. Values marked ‘-’ were not available from the

authors, values marked ‘*’ were computed from the data, values marked ‘**’ were estimated

assuming a SAW propagation velocity from available data regarding various crystal cuts.

Ref Substrate Cut
𝝆□

[kΩ/□]

𝛼𝐴𝐸
[m-1]

µ
[cm2/Vs]

FOMAE

[cm2/Vsm]
Freq.
[MHz]

[29] LiNbO3 YX-128° 4.8 29* 68* 2001* 110

[61] LiNbO3 YX-128°
154

(vac.)
2910* 8 23280

11,32,

97,18, 356

[69] LiNbO3 YX-128°
77*

(vac.)
1100 15 16500 11,32, 269

[62] LiNbO3 YX-128° - 150 5 750 332

[65] LiNbO3 YX-128° 10.5 205 10 2060* 356

[63] LiNbO3 YX-128° - (gate) - - 38.7* 337

[70],

[71]
LiNbO3 YX-128°

0.9-1.5

(gate)
- - - 331

[64] LiNbO3 YZ - - - 6.16⋅ 10−9* 114.5

[37]
LiNbO3/

SiO2/p-Si
-

- (gate,

4.2K)
- - 300-350** 1878

[67] SiC - - (gate) - - 30** 1990

[66] LiTaO3 YX-36° - - - 22 174

[68] CNGS Y - - 4 - 710

1.4 Surface acoustic wave devices
The coupling of mechanical and electromagnetic waves in piezoelectric solids has

enabled the development of several groundbreaking technologies that are at the heart of high-

end telecom systems [5], [7], [72]. By the transduction of the electromagnetic waves into

mechanical waves, it has been possible to greatly reduce the size of filters due to the much lower
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propagation velocity (∝4000 m/s vs ∝3⋅ 108 m/s), moreover, the interaction between the

coupled displacement-electric field and a separate conductor has been used in developing

nonlinear devices for signal processing [72], [73].

1.4.1 Linear SAW filters
For SAW-based devices, the transduction of energy between the electromagnetic and

mechanical fields is performed via specifically engineered mechanically resonating structures

called Inter Digital Transducers (IDTs). It can be demonstrated that the frequency response

of an IDT depends on the period of the structure λ and the aperture 𝐴, defined as the overlap

between fingers [5], [7], [74]. In particular, IDTs with periodically spaced fingers transmit

power around the frequency 𝑓 = 𝑣0/λ and the transfer function 𝐻 𝑓 is geometrically

determined by the space distribution of the aperture [7], [74]–[81].

Figure 1.12: Representation of (a) a symmetrical IDT with constant aperture A and equally

spaced fingers with period 𝝀. (b) Representation of the electric field in an IDT.
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Figure 1.13: A surface-wave band-pass filter. (a) Representative device geometry. (b)

Effective impulse response. (c) Representation for linear filter theory. [76].

Two IDTs can be placed in front of each other, as shown in Figure 1.13, creating a SAW
delay line [74], [76], [78], [81]–[83]. This can be used as a frequency filter with an high

electrical input-output insulation and a fixed response [7]:𝐻𝑡𝑜𝑡 𝑓 = 𝐻1 𝑓 ⋅ 𝐻∗2 𝑓 ⋅ 𝑒−𝑓⋅T. (1.33)

where 𝐻1 𝑓 and 𝐻2 𝑓 are the frequency response of the sender and receiver IDT, and T is

the propagation delay.

Another interesting design possibility of using IDTs is that, as it is possible to choose

their exact response through their geometries, it is possible to use a delay line as a fixed

frequency SAW convolver, to extract a specific phase or frequency encoded features from the

input [5], [7], [84], one example is reported in Figure 1.14, where the spacing in a receiver

transducer is hard-coded to receive a chirp-modulated input [5].
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Figure 1.14: A SAW delay line with a chirp-encoded receiver IDT [5].

As represented in Figure 1.12, IDTs are composed of several conductive fingers. As the

device is symmetric, IDT designs are usually a-directional, meaning that both converted

electromagnetic and mechanical waves are split equally in both propagating directions, as is

represented in Figure 1.12(a), meaning that delay lines using bidirectional IDTs possess an

insertion loss > 6 dB [5].

More complex designs can be used to achieve the unidirectionality of IDTs, mainly by

reflecting back the power from one side using a SAW reflector [5], [7], [85]. However,

depending on the coupling of the substrate, efficient SAW reflectors need to be quite large and

there is a cost in the dynamic response of the transducer [5].

1.4.2 Nonlinear devices
Nonlinear SAW devices either use a nonlinear mechanical response caused by a

deposited metal film [5], [7], [73], [86], [87] or the nonlinear interaction of the electric field

component of the piezoelectric wave with a semiconductor [54], [83], [88]–[90].
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1.4.2.1 AE Amplifiers
Non-reciprocal amplification of acoustic waves is achieved via the indirect AE effect

described in Section 1.3 and can be performed for BAWwaves in piezoelectric semiconductors,

like CdS [91]–[93] or GaN [94], or SAW waves through both piezo-semiconductors [93] or

piezo-dielectric/semiconductor heterostructures [55], [95]–[97]. Many types of SAW AE

amplifiers are possible, which can be integrated into more complex designs like SAW isolator

and gyrators [95].

Figure 1.15: Typical gain vs 𝒗𝒅/𝒗𝟎 and schematic representation for (a), (b) a mono-

directional AE amplifier and (c), (d) a bi-directional AE amplifier. (e) Bi-directional

amplification for a CdSe/LiNbO3 heterostructure [90], [99].

The simplest design is the non-reciprocal combined medium amplifier (CMA) shown

in Figure 1.15(b), which is based on a delay line and amplifies or attenuates SAW waves

depending on the direction of propagation of it and the electric current. With this design,
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researchers have achieved strong acoustic gain, for instance, as shown in Figure 1.16, Lemanov

et al. demonstrated a gain of ~70 dB/cm using a pure CdS substrate [8], or Hackett et al. found

a gain of ~1100 dB/cm, as shown in Figure 1.17, for a device of InGaAs/LiNbO3 cut YX-41°

[95].

Figure 1.16: Amplification of the acoustic field through AE coupling for a CdS substrate at

220 MHz [8].

Figure 1.17: AE amplification from a InGaAs/LiNbO3 heterostructure (YX-41° cut) [95].
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Figure 1.18: (a) An air-gapped 15.2 mm Si/gap/LiNbO3 YZ cut SAW amplifier and (b) results

for two different Si-LiNbO3 distances h [98].

The separated medium amplifier (SMA), shown in Figure 1.18(a), is a modification of

the simple non-reciprocal design where the semiconductor and piezoelectric are not in direct

contact, but kept distant through a small air gap, to couple only with the electric field, avoiding

power loss caused by mass loading [55], [88], [98]. However, the process of transferring a

semiconductor on the piezoelectric is more challenging than for a standard CMA and the

coupling can be somewhat limited by the distance. Notably, as shown in Figure 1.18(b), Lakin

et al. managed to achieve a gain of ~65 dB/cm at ~300 MHz for a 560 Å gapped Si//LiNbO3

heterostructure [98].

Another possible design is a bi-directional amplifier, shown in Figure 1.15(d), which

uses the fact that the AE amplification is usually stronger than AE attenuation (Figure 1.15(c))

[89]. This design was first shown by Soile et al. which reported a maximum gain of ~20 dB, as

shown in Figure 1.15(e) [90], [99].

1.4.2.1.1 Graphene-based AE amplifiers

Very few research efforts have been given to AE amplifiers using a graphene/piezo-

dielectric architecture. As of the time of writing, the literature available is divided into one

theoretical analysis by Nunes [100] for a graphene/GaN architecture, and some experimental

analysis by the groups of Insepol et al. [101], [102] and Malocha et al. [70], [71], using

completely different designs and analysis process. In particular, Malocha et al. proposed an

interesting architecture, shown in Figure 1.19, which was based on an array of 127 µm-long

and 300 µm-wide graphene field-effect transistors (GFET) on a YX-128° LiNbO3 substrate.
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They generated and measured the acoustic signals via IDTs operating at 311 MHz and achieved

a gain of ~0.4 dB for an applied 𝑉𝐷𝑆 of 2 V and an average resistivity of their processed

graphene of 975 Ω/□ from a 𝑉𝐺𝑆 of 0 V.

Figure 1.19: (a) The graphene/LiNbO3 amplifier architecture proposed by Malocha et al.

and (b) the representation of the structure of the GFET used [70], [71].

The design proposed by Insepol et al. is much simpler, as shown in Figure 1.20(a), their

device is composed of a delay line operating at 471 MHz using a Ca3TaGa3Si2O14 (CTGS)

substrate, a wide graphene sheet with contacted with 10 µm-wide Al contacts at a distance of

300 µm. Differently from the other reports, they measured the amplitude of the amplified wave

through an X-ray diffractometer, by looking at the variation in the rocking curves, in Figure

1.20(b), and reported an amplification of ~33 dB/cm, which was confronted with older reports

of [88], [92], [96].
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Figure 1.20: (a) The graphene/CTGS amplifier reported by Insepol et al. and their results

(b) in the form of the rocking curves from X-ray analysis and (c) as dB/cm vs other results

from Yoshida et al., Collins et al. and Hutson et al. [88], [92], [96].

Overall, currently available results did not show a significative improvement of AE

amplification using graphene-based heterostructures. However, as shown in Section 1.3.1 and
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Section 1.3.1.1, results of AE coupling of graphene/piezoelectric heterostructures has been

shown to be at least in the range of other semiconductors, which indicates that there is a fair

room for improvements.

1.4.2.2 Acoustoelectronic convolvers
Convolvers are a family of nonlinear acoustoelectronic device which allows for a fully-

analog computation of the convolution in the time domain between two arbitrary input waves

[5], [7], [73]. For SAWs, this is achieved through the nonlinear interaction between two

slowly propagating waves under a nonlinear medium which, through the piezoelectric and AE
effect, performs a space-averaging of the nonlinear contributes, corresponding to the

convolution integral [5], [7]. The nonlinearity used in convolvers is either mechanical,
introduced by the mechanical discontinuity caused through a metallic film, or electrical,
through the nonlinear response of semiconductors. The possibility of choosing the two

waveforms makes convolvers very flexible, as they can be used as arbitrary filters [5], [103],

[104], correlators [7], [73], [105]. For instance, Figure 1.22(a) shows the convolution output,

from a degenerate convolver, two square waves and (Figure 1.22(b)) a 13-bit Barker code.

Figure 1.21: Representation of a degenerate SAW convolver of length L and width W.

In reference to Figure 1.21, a simple demonstration for the response of the convolver

can be computed by considering the two input signals at the same frequency:𝑉1 𝑡 = 𝑒𝑗(𝜔𝑡−𝛽𝑥)  𝑉1 𝑡 − 𝑥/𝑣0 , (1.34)

𝑉2 𝑡 = 𝑒𝑗(𝜔𝑡+𝛽𝑥)  𝑉2 𝑡 + 𝑥/𝑣0 , (1.35)

where 𝑣0 is the speed of the SAW signal, 𝑉1 𝑡 − 𝑥/𝑣0 and 𝑉2 𝑡 + 𝑥/𝑣0 are the shape of the

propagating signals from port 1 and port 2. Assuming a pure quadratic response of the

convolver, we find:
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𝑉3 𝑡 ∝𝑒𝑗2𝜔𝑡∫𝐿0  𝑉1 𝑡 − 𝑥/𝑣0 ∙𝑉2 𝑡 + 𝑥/𝑣0 𝑑𝑥. (1.36)

By applying the change of variable 𝜏 = 𝑡 − 𝑥 𝑣0, Equation (1.36) becomes:

𝑉3 𝑡 ∝ − 𝑒𝑗2𝜔𝑡𝑣0∫𝜏00 𝑉1 𝜏 ∙𝑉2 2𝑡 − 𝜏 𝑑τ, (1.37)

that corresponds to the time-domain convolution, plus a time contraction. Through the Fourier

transform, this is equivalent to the product between the two signals at the sum frequency of the

inputs:𝑉3 2𝜔 ∝𝑉1 𝜔 ∙𝑉2 𝜔 , (1.38)

As described in Equation (1.38), the total power of the convolution output is bi-linear

in terms of the two input ports:𝑃3 2𝜔 = 𝐾𝑐𝑛𝑣 ⋅ 𝑃1 ω ⋅ 𝑃2 𝜔 , (1.39)

where 𝐾𝑐𝑛𝑣 is a bi-linear factor which defines the efficiency of the convolver, 𝑃1 and 𝑃2 are

acoustic power generated from port 1 and port 2 respectively at the interface with the

convolution plate, and 𝑃3 is the available power from port 3. The convolution efficiency 𝜂𝑐𝑛𝑣
is usually defined in logarithmic scale:

𝜂𝑐𝑛𝑣 = 10 ⋅ 𝑙𝑜𝑔10 𝑃3𝑃1⋅𝑃2, = 𝐾𝑐𝑛𝑣 𝑑𝐵. (1.40)

The open circuit voltage 𝑉3,𝑜𝑐 can be found from Equation (1.39) through the output

impedance of the convolver 𝑍𝑜𝑢𝑡:𝑉3,𝑜𝑐 2𝜔 = 4|𝑍𝑜𝑢𝑡| 𝐾1/2𝑐𝑛𝑣 𝑃1 𝑓 𝑃2 𝑓 1/2, (1.41)

Another important characteristic of a convolver is the time bandwidth (TB) product,

which is defined by the maximum interaction time of the waves, which derives from the

propagation velocity 𝑣0 and the length of the convolver 𝐿, and the bandwidth of the IDTs, which
is defined by the its geometry:𝑇𝐵 = Δ𝑓 ⋅ 𝐿/𝑣0. (1.42)
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1.4.2.2.1 Metallic film convolvers

Metal film SAW convolvers can be divided into three sub-categories:

1. degenerate,

2. nondegenerate,

3. waveguide.

The degenerate convolver is the simplest form of convolver, shown in Figure 1.21, it is

constituted of a single rectangular metallic film and works best when the input frequency at

port 1 and port 2 are the same. It has been demonstrated, under perfect impedance matching,

the efficiency is dependent on the geometries of the device and the properties of the substrate

as [7], [106]:𝐾𝑐𝑛𝑣 ≈  𝑀2𝑊2𝑒𝑞⋅𝑅𝑜𝑢𝑡, (1.43)

where 𝑀 is a constant depending on the substrate, 𝑅𝑜𝑢𝑡 the output resistance of the convolver
and 𝑊𝑒𝑞 is the minimum between the acoustic beam width and width of the convolver plate.

This suggests that in degenerate convolvers, to improve performance, it is convenient to reduce

the width 𝑊 of the convolver plate and to increase its length 𝐿. In reality, longer devices tend

to have higher losses, decreasing the output power as 𝑒−4⋅α⋅𝐿, moreover, decreasing the 𝑊 in

respect of the acoustic beam’s also decreases the overall output power and increases the 𝑅𝑜𝑢𝑡.
In practice, degenerate convolver designs have been shown to possess the lowest values of𝜂𝑐𝑛𝑣, specifically, values up to -95 dBm have been shown to be possible for LiNbO3 substrates,

and -70 dBm for KNbO3.

As a way to fix the low efficiency of degenerate convolvers, it is possible to focus the
acoustic beam, for instance via acoustic couplers, in an acoustic waveguide which is the main

principle of the waveguide convolvers, shown in Figure 1.23. Indeed, this has enabled a large

increase in the efficiency 𝜂𝑐𝑛𝑣 and the maximum reported value was -71 dBm (Figure 1.24) for

a 12 µs convolution time on a YZ cut LiNbO3 substrate [106].

A nondegenerate convolver, represented in Figure 1.25, is made from an IDT-like

structure with periodicity defined via the difference between the propagation constants of
the two inputs [7]. Therefore, the two inputs must be at different frequency, which can ease to

distinguish the nonlinear propagation of the single inputs from the outputs. Other advantages

of this structure are that, due to possessing a lower area and to how they connect, they possess
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a lower output capacitance in respect to degenerate convolvers and they are easier to connect

for testing because of the differential output. The main drawback of nondegenerate convolver

is the necessity to separately design the two input IDTs and that performances are effectively

not much higher than degenerate convolvers due to scattering at the multiple metallic interfaces

of the convolution plate.

Finally, it must be noted that degenerate convolvers have been demonstrated also for

piezo-semiconductors, like GaAs or CdS, their higher nonlinearity factor has enabled a fairly

large internal 𝜂𝑐𝑛𝑣 of ~-45 dBm, however high propagation losses, of 49 dB at 205 MHz, limit

sensibly the performance of such technology [73], [107].

Figure 1.22: Convolution output between (a) two rectangular pulses and (b) a 13-bit Barker

code [5].

Figure 1.23: (a) The differential waveguide convolver design of Colvin et al. [86] and (b) the

optimized waveguide convolver design of Defranould and Maerfeld [106].
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Figure 1.24: Insertion loss and convolution output power in a waveguide convolver for𝑷𝟏 = 𝑷𝟐 = 𝟏 𝐖 [106]

Figure 1.25: (a) Representation of a nondegenerate AE convolver and (b) the envelope of

the self-convolution output with two rectangular pulses (top) and of the inputs (bottom)

(colors inverted for better visibility) [105].

1.4.2.2.2 Semiconductive film convolvers

Semiconductive-film convolvers use the nonlinear voltage response of a
semiconductor coupled with the electric field component in the displacement wave of a

piezoelectric material, this has enables a variety of innovative convolver designs [5], [72], [73],

[90], [99], [104], [108].
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As displayed in Figure 1.26, the electric field in a propagating SAW can be separated

into a field component orthogonal to the surface of the piezoelectric 𝐸⊥ and one in-plane

component 𝐸𝑇. Therefore, dependently to the field component used by the design, the

semiconductive-film convolver architectures can be grouped in transverse-field convolvers

and orthogonal-field convolvers. The orthogonal field convolvers usually use an air-gapped

design, and available designs can be subdivided into degenerate convolvers and sampling
convolvers.

Sampling convolvers use an interaction between the waves and an array of Shottky

diodes near the surface of the surface of the piezoelectric [73], [87], [109]. Their work principle

is explained in Figure 1.27, the application of a voltage pulse on the diode array allows

capturing the electric polarization of a traveling SAW, which can thereafter be used in a second

moment as a reference for a correlation operation. This has the advantage that the response is

programmable and does not require for the two inputs to be synchronized. The drawback of

sampling convolvers is in the complexity of the design, which requires a large number of diodes

to satisfy Shannon’s theorem of sampling, which can be a processing and lithography challenge

for high frequencies.

Figure 1.26: Representation of the electric field in a SAW with a subdivision in an orthogonal

component 𝑬⊥ and a transverse component 𝑬𝑻.

Degenerate air-gapped semiconductive film (DAGSF) convolvers use the quadratic

voltage response of the voltage output from the electric field stimulus from the piezo-dielectric
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[73], [110]. In the model proposed by Kino et al. [73], the applied electric field causes the

formation of a field-proportional depletion layer of depth 𝑙𝑑:𝑙𝑑 = 𝐸⊥⋅ 𝜀𝑁𝐷⋅𝑞, (1.44)

where 𝑁𝐷 is the donor density, 𝑞 the electron’s charge and ε the dielectric constant of the

semiconductor.

This makes so that the generated voltage is:

𝑉3 = − 𝐸⊥ ⋅ 𝑙𝑑 = 𝐸2⊥⋅ε𝑁𝐷⋅𝑞, (1.45)

which demonstrates the quadratic response. This effect allows for DAGSF devices to have

some of the highest values of 𝜼𝒄𝒏𝒗, as high as -40 dBm, however, also requiring for the device

to be quite close, which can be challenging to manufacture.

Figure 1.27 Representation of the operation of a storage convolver [87].

Finally, transverse field convolvers use a similar effect as DAGSF convolvers, with the

difference of using the transverse electric field component, for which the semiconductor is

placed in direct contact with the piezoelectric substrate. A theory for this kind of device was

provided by Wang and Das [110]. They demonstrated how, differently than DAGSF devices,

the transverse field 𝐸𝑇 is odd in respect to the direction of the SAW, meaning that the amplitude

of the transverse-field nonlinear effect is proportional to 𝑃1–𝑃2. However, they also showed

that, when a DC current is applied, such symmetry is broken, allowing for the device to be

effectively used as a convolver. Thus, Solie et al. realized the first transverse field convolver
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through a symmetric AE amplifier design via a CdS/LiNbO3 technology [90], [99]. The applied

current caused a double effect of amplification and mixing, which allowed them the highest

ever reported convolution efficiency of -8 dBm for two input signals of 125 MHz. This is the

highest convolution efficiency ever reported. However, the results show that there is still a

considerable research work that can be directed in the study of more performant convolvers.

Specifically, air-gapped devices possess good response due to the lack of mass loading effects.

However, they are quite challenging and expensive to produce. Direct-contact devices have

shown to possess even better characteristics, but the mass damping is a relevant performance-

reducing factor.

In conclusion, the best option for high frequency convolvers is to have a massless

conductor to piezoelectric substrate. There are currently numerous 2D materials that could be

tested but the most mature material on large scale is graphene. This PhD concentrates on the
use of transfer graphene on LiNbO3 (GoL) for high frequencies acoustoelectronic devices.
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2 GoL : Graphene on LiNbO3

In this chapter, I review the transfer of graphene as well as the development I made to

optimize the transfer, patterning and annealing of graphene on LiNbO3.

Indeed, since the discovery of graphene in 2004 [1], achieved through the exfoliation of

pyrolytic graphite, several production techniques have been developed to obtain high-quality

graphene flakes such as photoexfoliation, ultrasound-aided liquid-phase exfoliation, molecular

beam epitaxy [2]. The size of flakes produced through these techniques and electronic

properties varies from paper to paper. However, the size of the flakes is not large enough to be

used in the developement of acosustoelectronic SAW devices such as amplifiers and

convolvers, which are in the scale of several mm. The production of high-quality
monocrystalline single and few-layer graphene sheets can be achieved through epitaxy by

annealing at high-temperature (∝1600°C) monocrystalline SiC wafers [3], [4]. However,

as they cannot be grown through standard highly scalable methods, they can only be grown

using Chemical Vapor Deposition (CVD), which makes SiC wafers quite expensive.

CVD has proven to be well-scalable technique that has enabled researchers to grow

electronic grade graphene on a variety of substrates [5]. For instance, CVD graphene has been

grown directly on a variety of substrates like Cu [6], Ni[7], Al2O3 [8]. The drawback is that the

produced films are polycrystalline. Grain boundaries represent a limitation on the performance,

causing a decrease in mobility. However, the development of a technique for direct growth of

graphene on LiNbO3 would require significant optimization efforts and was out of the scope of

this thesis work.

Finally, in the presented process, CVD-grown graphene using copper monocrystalline
seeds (that can be found on large scale), and pre-transferred to a plastic film was used as they

were ready to be transferred.

2.1 Graphene processing
The transfer of graphene and its processing can be challenging because of its fragility.

Numerous factors affect its properties: graphene is sensible to strain, holes and residual material

from the process, which affect the electrical resistivity, the doping, the mobility of charge

carriers. Indeed, the sensitivity of graphene to environmental condition has conducted to the

development of several kinds of sensors [9] [10]–[13]. The specific shape and the size of the
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devices also play a significant role, and it can be chosen to introduce a bandgap in nanoribbons

with an “armchair” configuration [14], [15].

The properties of graphene will then depend on several process techniques, as our devices

are large enough, the electrical response will be an average of many contributions quote above.

The quality of the process will be determined by final device resistivity and compared to

manufacturer specifications.

2.1.1 Graphene on Si/SiO2

Transfer of graphene on Si/SiO2 is well documented. The temperature stability and the

low reactivity with various standard chemical agents make it widely compatible with existing

cleanroom processing techniques. Because of this, graphene has been individuated as a possible

material for the “post-silicon era”, so that it has been exploited by researchers in the

development of high-performance transistors [16], sensors [10], [16], [17], solar cells [17],

mixers [18], [19].

A typical process for graphene on Si/SiO2 substrates involves at least 4 steps:

· the deposition of metal contacts,

· the transfer of graphene,

· the patterning (via Reactive Ion Etching (RIE) using oxygen ions).

· The annealing of graphene.

These steps and the cleaning methods differs between each process. One can note more

advanced processing, involving the deposition and patterning of a gate structure, stacking with

hexagonal Boron Nitride (hBN) monolayers, etc., which can be found in literature but are out

of the scope of this work.

2.1.2 Challenges for LiNbO3

Although LiNbO3 is largely compatible with Si processing, its use as a final substrate

introduces some processing challenges. The risk factors individuated for the usage of LiNbO3

were:

1. The strong piezoelectric effect,

2. The pyroelectric effect,

3. The chemical reactions and temperature stability.
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The piezoelectric nature of the substrate imposed some restrictions on the mechanical

handling of the devices in order to reduce damage due to the formation of strong electric fields

during the process. The pyroelectric effect presents similar risks as the latter, but for

temperature treatment. In order to alleviate this problem, the main strategy adopted was to use

black-type LiNbO3, Black LiNbO3 is achieved via reducing the oxygen content in the crystal

by heat treatment in a vacuum, and is ideally non-pyroelectric.

As for the chemical reactions and temperature stability, all clean room processes should be

optimized to use low temperatures and low temperature gradients as much as possible,

especially because, as discussed in Section 2.2.5, graphene and LiNbO3 could react chemically,

damaging the devices.

2.1.3 Metal-graphene contacts
The graphene-metal interfaces can be a considerable portion of the total resistance of

the device. The value of contact resistance can be tuned technologically through the choice of

the metal, the geometry of the graphene-metal interface, the uniformity of graphene-metal

interface. Experimental studies have shown that, as the current flow between the graphene and

metal is concentrated on the edges between the two [20]–[22], the value of the contact resistance𝑅𝐶 is inversely proportional to the width as:

𝑅𝐶 = 𝜌𝐶/𝑊 (2.1)

where 𝜌𝐶 is the linear contact resistivity expressed in Ω ⋅ µ𝑚, and 𝑊 is the contact width inµ𝑚.

As a consequence, a substantial decrease of contact resistance can be achieved by

increasing the effective contact length through patterning [21], [23], for example Smith et al.

reported a 32% decrease in Cu-graphene contacts [21]. The introduction of defects in the

graphene, located to the contact area, can have a similar effect, and has been demonstrated

through UV-ozone treatment [24], or a low-power O2 plasma etching [25]. Another way to

improve the contact is to decrease the distance between the graphene and the metal via the

execution of a thermal annealing [21].

The graphene interacts strongly with the contact metal, causing a strong charge doping

and a local variation of sheet and contact resistivity, which even extends after contacts [22],
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[26]. Depending on the phenomenon of interaction, we distinguish physisorption and

chemisorption. Physisorption occurs when the variation of the electrical properties of graphene
is purely due to the difference in work function between graphene and the metal, which is for

instance the case for noble metals like Au [23], [27]–[29], Cu [21], [25], [28], Pt [25], [28], Ag

[30], Co [30].

Chemisorption instead, describes a scenario where the carbon atoms in graphene and

the metal interact chemically, thus changing the electrical configuration, this is the case of Ni

[28], [30], [31], Pd [21], [25], [28], [30], [32]–[34], Ti [22], [24], [25], [30], Cr [22], [30]. Of

course, the work function difference between a semiconductor and a metal also causes the

formation of a rectifying Schottky barrier. However, as represented in Figure 2.1, because of

the lack of bandgap, due to its semi-metallic nature, the contact between ideal graphene and a

metal remains purely ohmic [22], [35]. Indeed, the process, and effects such as the non-ideality

of the source graphene and strain does introduce a small bandgap [14], [15], [36], however, it

must be noted that, in the data available in the literature, this effect is usually either very minor,

or hidden under the noise level.

Figure 2.1 : Energy band diagrams for (a) metal-semiconductor, (b) metal/metal, and (c)

metal-graphene contacts. EC and EV are the energies for the conduction and valence bands,

respectively. Image reproduced from [22].

Interestingly, graphene-semiconductor junctions are well described by a Schottky-Mott

model [37], [38], where graphene constitutes the metal contact, and have been used in the

development of high-performance diodes and solar cells [17], [37], [39]–[41].
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Graphene can be contacted to the metal via bottom contacts, top contacts, sandwich

contacts and edge contacts. Top contacts are usually the worst quality due to the resist residue,

bottom contacts are less resistive, but also more fragile, as they leave graphene exposed. A

sandwich contact combines both and can achieve a decrease in contact resistivity up to 40%

compared to top contacts [32], [42].

The results reported in the literature show a significant variance in contact resistivity, not

only dependently on the metal, but also within the same metal, this not only highlights the

importance of having a clean surface, but also of the quality of the deposited metal. On this

subject,Watanabe et al. performed a study on graphene contacts using a variety of metal species

[30]. Interestingly, they found out a correlation between the contact resistivity and grain sizes

of the metal, in particular, contact with smaller grain sizes were the ones with the least contact

resistance.

2.2 Description of the Process
The process has followed some iterations before being finalized. A base process has been

developed starting from an analysis of the current literature for graphene on silicon and was

then adapted considering the particularities of LiNbO3 substrates, and is displayed in Figure

2.2. The process is divided in several steps, executed in order as described in the list below:

1. Wafer cutting and substrate cleaning;

2. Deposition of a ground back electrode;

3. 1st UV lithographic process (liftoff);

4. Bottom metal deposition;

5. 1st Lift-off;

6. Graphene transfer;

7. Graphene cleaning;

8. 1st annealing;

9. 2nd UV lithographic process (patterning);

10. Graphene etching;

11. Graphene cleaning;

12. 3rd UV lithographic process (liftoff);

13. Top metal and contact pads deposition;

14. 2nd Lift-off;

15. 2nd annealing.
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In the following sections, every step of the process is discussed with the operational

parameters, highlighting eventual differences between different iterations and the reasoning

behind each change.

Figure 2.2: Simplified representation of the process of macro-steps.

2.2.1 Wafer cutting and substrate cleaning
During this step of the process, a 4-inch wafer is diced into smaller samples and cleaned,

to be ready for the next steps. Before dicing the wafer, a protective layer of S1813 photoresist

was spin-coated on the wafer, as represented in Figure 2.3. Afterwards, the wafer was placed

on a UV-active adhesive in order to keep the pieces in place during the cutting. After the dicing,

the strength of the UV adhesive was reduced through UV light, using the EVG®620 aligner

with the recipe “Flood4inch.rcp”.



58

Figure 2.3: Representation of the dicing process. Spin coating (a), cutting (b), cleaning (c),

drying (d).

The samples were then mechanically separated from the adhesive and the residue was

cleaned chemically as described in the following recipe:

1. Wash the sample in acetone for 10 min, to remove the photoresist,

2. Put the samples in Iso-Propyl Alcohol (IPA) for 10 min, this process has to be performed

quickly to avoid acetone drying too fast, creating streaks on the sample,

3. Rinse samples in De-Ionized (DI) water for 5 min,

4. Dry the samples with the N2 gun,

5. Create the piranha solution and let it cool down for 5 min,

6. Put the samples in the piranha solution for 5 min, to remove all remaining organic

materials on the substrate,

7. Rinse the samples in DI-water, move gently the beaker to facilitate the dilution of the

piranha in water,

8. Exchange DI water and repeat 4 times,
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9. Dry the samples with the N2 gun,

10. Put each sample in a separate box.

The shape and size of the samples had the double functionality of easing the transfer of

graphene and help identifying the crystal orientations in the sample in respect to the original

wafer. The practical upper limit for the samples was dictated by the sample holder for the UV

aligner.

The specific shape of the samples followed some iterations, the first samples were cut as a

rectangle (20 mm × 18 mm for z-cut substrates, 20 mm × 22 mm for YX128°) and, in order to

help visually identifying the reference axis. To identify the top face, they were marked manually

with a diamond tip on a corner. However, the mark was poorly visible and required a

microscope to allow for a proper identification of the side it was on. Therefore, it was opted to

cut the samples in an axial-asymmetric shape, in particular 5°-skewed parallelogram tall 18

mm and wide 20 mm.

2.2.2 Lithographic process
A lithographic process has the purpose of creating a photoresist pattern to be used in a

later production step, for instance the definition of the metal layers through liftoff or the creation

of a etch mask for the patterning of graphene in dry etching.

During each of the lithographic processes, photoresist was deposited uniformly onto the

substrate, baked, illuminated, and finally developed. The deposition of the photoresist was done

through a spin-coating process, by using the RC-8 spin coater [Karl Suss], depending on the

specific process, the baking was performed on a programmable hot plate or in an oven, the

impression of the geometries from a mask was achieved through the EVG®620 mask alignment

system [EVG Group] or the Electron Beam (EB) lithography machine [Raith Voyager].

As represented in Figure 2.4, the spin-coater is programmed by the user to reach a target

angular velocity ωs through a constant angular acceleration ωṡ , and hold motion for a certain

spinning time τs. For each process, the acceleration 𝜔𝑠̇ was set to 1500 rpm/s and the target

angular velocity was chosen in function of the desired resist thickness. The spin-coater holds

the sample on-place through a vacuum contact and before starting the process it is necessary

for the sample to be well centered, in order to balance the centrifugal force in the sample. This
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results in a uniform distribution of the resist, and in a reduced risk for the sample to be projected

away during spinning.

Figure 2.4: Typical operation of the spin-coater.

After a baking process, the sample is left to cool down for at least 4 min. The choice of

a lithographic machine and the resist is based on the smallest feature size required, in particular

the UV setup available allows a minimum resolution ~1 µm, while the EB setup can go down

to 10 nm, but is also much slower. After the exposure, the resist was developed with a specific

developer solution, washed in DI-H2O to remove any remaining developer and gently dried

with the N2 gun. Finally, each sample was quickly checked on the microscope to ensure a good

quality of the result. The machines used were all placed in the sections with the highest air

quality [43] and were illuminated with yellow or red lights to avoid unwanted impressing of

the photoresists.

2.2.2.1 UV Lithographic process for Liftoff
A liftoff process works best with thick resist layers with undercut walls for the impressed

geometries as the negative slope of the walls, as shown in Figure 2.5, favors the deposition of

the metal on the top rather than on the walls, simplifying liftoff process. The recipe was derived

from a standard liftoff process in MIMENTO, and uses the AZnLOF2000 0.62 photoresist

[44]. The step-by-step process is described as follows:

1. Pre-heat the hot plate to 110°C 20 min before processing;

2. Spin-coat the AZnLOF2000 resist;
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3. Bake for 1 min 30 s;

4. Impress the photoresist;

5. Bake for 3 min;

6. Develop the photoresist.

The resist was spin-coated with the following parameters:

- 𝜔𝑠 = 3700 rpm,

- 𝜔𝑠̇ = 1500 rpm/s,

- 𝜏𝑠 = 30 s.

Figure 2.5: Representation of section a certain pattern as impressed on a positive (a) or a

negative (b) resist.

In order to start the exposure, the aligner machine was set to use the

“topside2inchm4.rcp” recipe, with the following parameters:

- Exposure mode = “Constant time”,

- Contact mode = “Vacuum contact”,

- Separation = 200 µm,

- Stop after contact = “ON”,

- Vacuum contact pressure = 800 mbar.
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The dose of UV (ultraviolet) energy density required was 65 mJ/cm2 and the exposure

time was computed each time from a measure of the output power density of the mercury lamp

in mW/cm2. After the exposure and the second baking, the samples are finally developed by

submersion in the MF26A solution for 1 min 30 s, rinsed in DI-H2O for 5 min and gently dried

with the N2 gun.

The first batch of samples were made with a slightly different version of the process,

which started with the deposition of a layer of the titanium-based adhesion promotor, Ti

Prime [45], in order to improve stickiness between it and the liftoff photoresist. The deposition

of the Ti Prime on the substrate was performed through spin-coating and baking on a hot plate

at 110°C for 2 min, the parameters used for the spin-coater were the following:

- 𝜔𝑠 = 3000 rpm,

- 𝜔𝑠̇ = 1500 rpm/s,

- 𝜏𝑠 = 20 s.

However, the usage of this resist was afterward tested to be unnecessary, as following

tests with only the AZnLOF resist were just as effective. The usage of Ti Prime was finally

dropped starting from the 2nd batch of characterization samples, to simplify and speed up the

process, and to avoid eventual Ti residue.

2.2.2.2 UV Lithographic process for Patterning
The patterning process has been optimized for different resist types. The idea has been

to exploit the process itself as a way to optimize the electrical response of the devices. Indeed,

researchers have proved that the electrical parameters of processed graphene depend

significantly to the doping and scattering caused by photoresist residue [9], [46]. As a

consequence, the possibility of tuning the electrical parameters of graphene through the

resist was explored experimentally as a way to improve AE coupling. The patterning process

was made in two variations, by using either the positive S1813 [47] or the negative

AZnLOF2000 [44] photoresist.

The process for the AZnLOF2000 is functionally identical to what described in Section

2.2.2.1, while the deposition and lithographic process for the S1813 was optimized starting

from a standard patterning process. The refined step-by-step process for the S1813 is described

as follows:
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1. Pre-heat the hot plate to 110°C 20 min before processing;

2. Spin-coat the S1813 resist;

3. Bake for 3 min 30 s;

4. Impress the photoresist;

5. Develop the photoresist.

The parameters used in the spin-coater for a 1.5 µm-thick layer of S1813 were the

following:

- 𝜔𝑠 = 3500 rpm,

- 𝜔𝑠̇ = 1500 rpm/s,

- 𝜏𝑠 = 30 s.

For the UV exposure, the recipe “topside2inchm4.rcp” was used, with the following

parameters:

- Exposure mode = “Constant time”,

- Contact mode = “Vacuum contact”,

- Separation = 200 µm,

- Stop after contact = “ON”,

- Vacuum contact pressure = 800 mbar.

The exposure time was computed from the defined energy dose of 50 mJ/cm2 and the

output power density of the mercury lamp in mW/cm2. The resist was then developed through

submersion in the NF26A solution for 1 min 10 s.

The soft-baking temperature and time, and the energy dose during exposition received

some iterations to reduce the amount of residue stuck on graphene after processing, which was

substantial enough to cause a 3x increase in resistivity. In particular, the first version used a

120°C soft-baking for 2 min, on a hotplate and exposure energy density of 65 mJ/m2.

2.2.2.3 Electron Beam Lithographic process for Liftoff
Some of the geometries necessary for the acoustic designs were considerably smaller

than what was achievable under UV lithography. Specifically, the 2.5 GHz IDTs required for

a resolution of less than 288 nm, which could be achieved only through EB lithography. The

EB lithographic process used the resists CSAR 62 AR-P 62000.09 [48], the Ti Prime [45], and
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the Electra 92 [49], the former is an EB-compatible resist capable of resolution < 10 nm, the

second is used to improve the adhesion between the substrate and the e-beam resist, the latter

allows for the implanted charges to flow away from the substrate, reducing the risk of

deformation due to proximity effects from the primary charges stuck on a nonconducting

surface. The Ti Prime was needed to guarantee adhesion between CSAR and the substrate. The

parameters for the spin-coat deposition of the resists are shown in Table 2-1 and the process

steps are described as follows:

1. Heat up the oven at 150°C before processing,

2. Spin-coat the Ti Prime,

3. Spin-coat the CSAR resist,

4. Bake in oven for 30 min,

5. Cool down oven to 85°C,

6. Spin-coat the Electra resist,

7. Bake in oven for 20 min,

8. Impress the resist through EB lithography,

9. Develop the resist.

Table 2-1: Spin-coating parameters for the resists used in EBL.

Resist

Ti Prime
CSAR 62 AR-P

62000.09
Electra 92

𝝎𝒔 [rpm] 4000 2000 2000𝝎𝒔̇ [rpm/s] 2000 2000 2000𝝉𝒔 [s] 30 30 30

Before the exposure, the electron gun was set to generate a current in the range of 2.41-

2.44 nA with an accelerating potential of 50 kV, and the resist was impressed with a dose of

150 µC/m2. For the development, first the Electra layer was dissolved away by bathing the

samples 3 times in deionized water for 10-15 s each, afterwards, the impressed CSAR was

removed via a 1 min bath in Amyl-Acetate, followed via a 30 s bath in a solution composed of

MIBK and IPA with ratio 1:3. The timings in the last step are critical for a good result.
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2.2.3 Metal Deposition and Liftoff
The production process includes three different steps of metal deposition, one for the

bottom graphene contacts, one for the top graphene contacts and one for the back-gate. Both

the bottom and top metallic contacts have been deposited via the MEB600 e-beam evaporation

machine (Plassys), while the bottom ground electrode was deposited via the MP700S sputtering

machine (Plassys).

2.2.3.1 Liftoff
In the liftoff process, a metal thin film is deposited on the sample after the creation of

the lithographic hard mask through the process defined in Section 2.2.2.1. After the deposition,

the mask is removed chemically through a solvent, which mechanically lifts-up the excess

metal from the sample. If the metal film is also continuous on the vertical walls, the removal

needs to be aided mechanically, generally through the propagation of ultrasounds in the liquid

solvent. However, ultrasounds can also damage the IDTs and the graphene. Therefore, the
strategy used to facilitate the liftoff was to perform the lithography through negative
photoresist and to deposit the metal through an EB-assisted thermal evaporation. The main

advantage of this approach is that the resulting metal deposition is anisotropic and favors the
direction orthogonal to the face of the sample.

The metal deposition process must be performed right after the lithographic step, in

order to keep a good quality of the liftoff resist, the samples were placed on a holder dish and

held there by tape. The dishes were placed upside-down on a holder, the vacuum chamber was

then closed and the vacuum pump was activated. The recipe is then selected and launched when

the vacuum reaches 10-6 mbar. When the deposition is complete, the samples are then taken

from the holders and placed vertically in beakers with remover solution at 75-80 °C, and left

overnight. The day after, as the resist is fully dissolved in the solution and the metal is still

partially attached to the rest and must be removed through a non-invasive mechanical method.

The method used for the first batches of samples is described as follows:

1. Prepare a beaker full of fresh remover solution, one full of IPA, and one full of DI-H2O,

2. Grab the sample with a sharp, flat tweezer, holding it vertical,

3. Gently move the sample up and down to ease the separation of the metal,
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4. Put it in the second beaker of remover solution, still holding it with the tweezer,

5. Gently move the sample up and down, left and right to remove the remaining metal,

maintain the sample vertical,

6. Put it in the IPA-filled beaker, still holding it with the tweezer,

7. Gently move the sample up and down, left and right to remove the remaining metal, still

maintain the sample vertical,

8. Leave the sample vertically in IPA for 3 min,

9. Put the sample vertically in the DI-H2O beaker, hold it still waiting at least 20 s, for the

IPA bubbles to get removed,

10. Place the sample vertically for at least 5 mins,

11. Gently take the sample and put it on a tissue,

12. Gently dry sample with N2 gun, taking care not to flip it,

13. Refresh the beakers every 3-4 samples.

This method was good in creating clean samples, however, it did not work as well on

samples with a high density of devices and took the risk of damages caused by the samples

falling from other users bumping on the beakers. Therefore, starting from the production of the

acoustic series, the “rocket bubbles” method was used, which had the aim of decreasing the risk

of damaging the sample and the amount of solvents necessary. The method is illustrated in

Figure 2.6 and explained as follows:

1. Take a pipette, prepare a beaker of remover solution, one of acetone and one of IPA, the

liquid should be high about 1 cm,

2. Transfer a sample horizontally on the beaker of remover,

3. Use the pipette to gently blow bubbles on the sample,

4. Transfer the sample in the acetone beaker,

5. Blow bubbles on the sample,

6. Quickly transfer the sample in IPA,

7. Blow bubbles on the sample,

8. Gently dry IPA through the N2 gun.
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Figure 2.6: Representation of the rocket bubbles method.

The recipes used in the characterization samples were slightly different in respect to the

acoustic samples. In particular, the characterization samples have been made using an

Au/graphene/Au sandwich contact, with the bottom contact composed of a Ti/Au stack to

improve adhesion to the substrate and because the top portion needed to be purely of Au, the

adhesion, or lack thereof, to the sample depended on the presence of the bottom metal. Since

the exposure speed of the EBL is considerably slower, this was not possible without sacrificing

the throughput, and therefore number, of the samples. Therefore, for the acoustic samples, it

was instead chosen to keep the lithographic areas minimal and to make the top metal of a Cr/Au

stack instead.

For both the characterization and acoustic devices, the bottom contacts were composed

of a Ti/Au stack of 10 nm/30 nm of Ti, while the top metal was 50 nm in the characterization

devices and 150 nm in the acoustic devices.
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2.2.3.2 Backside electrode
The function of the backside electrode is the creation of an easy-to-access voltage

reference, which can also be used as a gate for doping the graphene via the electric field. Since

the back electrode does not need particular geometries, the MP700S has been chosen because

it is faster, and it does not require for the samples to be held upside-down.

Before starting the deposition, a 1.5 µm-thick layer of S1813 photoresist was spin-

coated in order to not damage the front face of the sample, and then the samples were put on

the shuttle with the protected side down. The shuttle was then put inside the machine, and the

chamber was brought to vacuum (< 5e-6 mbar), in the meantime, the user recipe is selected.

The recipe consisted in the following steps:

1. A standard pre-deposition cleaning with O2 or Ar ions,

2. The deposition of 10 nm of Cr and 100 nm of Au.

Before each operation, the recipe was checked to be compatible with the current

deposition rates and eventually updated to match the current values. In fact, the user sets the

deposition time for each material, while the machine operates at given deposition rate which

depends on various factors and are provided by the operator. After the deposition, the samples

are then taken back from the machine and re-cleaned through the same technique described in

the Section 2.2.1.

2.2.4 Graphene Transfer
Transfer of CVD-grown graphene from a donor substrate to the final substrate can be

achieved through several means [50]. Although direct transfer of graphene to the final substrate

can be achieved through direct transfer techniques [51], [52], this cannot be easily achieved on

most substrates, therefore, various transfer techniques use an intermediary medium to carry the

2D material from the source to the destination. Most transfer techniques use a liquid solution,
usually water-based, as an intermediary between the transfer, and employ the deposition of a

thin layer of protective resist to ensure the mechanical stability of the graphene during the

process, this kind of techniques are usually categorized under the name of wet transfers and
bubble transfer.

On the other end, dry transfer techniques are used to directly transfer graphene between

solid substrates to minimize the use of chemical agents. Those kinds of techniques usually



69

involve the deposition of a mechanically strong, sticky material that sticks to the graphene and

can be detached after placing the graphene on the end substrate. Researchers had success in

developing techniques using several different materials, for example by using thermal release

adhesives [53], water-soluble thin films [54], [55], pressing of various polymer at high

temperature [51].

For wet transferring techniques, the graphene is put afloat the liquid surface by means

of a total etch of the source substrate in a certain solution, the specifics of the technique depend

on the nature of the substrate, for example, etching of Cu and Ni substrates for graphene transfer

is usually performed through FeCl3 or HCl solutions . The main positive aspects of using a wet

transfer is the relative ease of optimization, with the negative side that residue of the etchant

solution can damage the final substrate and cause doping of the graphene, therefore requiring

to transfer the graphene/resist stack multiple times in clean water in order to avoid

contamination.

During bubble transfer, the graphene layer is detached from a substrate through gas

bubbles. The necessary gas can be either generated chemically [50], [56] or through

electrochemical decomposition of H2O [50]. The main advantage of this approach is the ability

to reuse the substrate to perform other growth of graphene, however, this can require

significant optimization work to achieve the best results. Overall, because of the small-scale of

production and the relative flexibility, the type of process adopted in the presented work is in

the category of wet transfer.

2.2.4.1 Process with the “easy transfer kit”
Most of the samples production was carried out using commercial “easy transfer kit”

from Graphenea (Spain) [57]. Each kit is composed of a single packaged 12 mm × 12 mm CVD

graphene monolayer that had been grown on copper, been covered with a thin layer of PMMA

and then pre-transferred to a holder composed of dust-free paper covered with a water-soluble

polymer (PVA). The transfer process was a modified version of the basic process provided by

the producer, the changes made were made with the idea of better quality for the devices. The

steps for the transfer are represented in Figure 2.7 were:

1. Fill 2 big beakers full of deionized water and cover them,

2. Dissolve the PVA in water,

3. Move the graphene/PMMA in clean water,
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4. Cover the bottom surface of a beaker with a clean cellulose towel,

5. transfer on the final substrate,

6. dry sample,

7. remove protective resist.

Before operating the transfer, a transfer-aiding substrate of Si/SiO2 was cleaned, on the

SiO2 side, with O2 plasma through the RIE machine (recipe “residue_removal”). This had the

added benefit of improving the adhesion of water, which created a water pillow between the

graphene/PMMA foil and the substrate, reducing the risk of damage between the multiple

transfers.

While removing the PVA, the detachment of graphene from the holder was aided

mechanically by tilting slightly the holder with an angle of ~45°. Afterwards, the beaker was

covered and the graphene was left to rest for 10 min to let PVA residue dissolve completely in

the water. The foil was then grabbed through the transfer substrate, transferred to the second

water beaker, and left for another 10 min. Finally, the graphene was carefully taken with the

final substrate and then left to dry overnight in a vertical position inside the beaker with the

towel. The vertical position favors the water to flow naturally downwards so that it can get

absorbed in the towel, which also makes easier for the samples to remain vertical more easily

due to the added drag.
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Figure 2.7: Representation of the traphene transfer and cleaning process.

After the samples were dry, a beaker of acetone with a depth slightly higher than that of

the samples (of ~5 mm), and the PMMA is cleaned off by submerging the samples vertically in

acetone, and leaving them vertically, using the edge of the beaker as support, for 4h. The

acetone cannot be removed immediately, as the fast evaporation can damage both the graphene

and the substrate, therefore needs to be first dissolved in IPA, and then in clean water. For this,

a beaker is filled with IPA with roughly the same depth as the acetone and, after letting the

beaker rest covered to dissipate the waves, the sample is grabbed from the acetone beaker and,

while keeping it vertical, is quickly placed in the IPA beaker, and left to rest for 20 min. Finally,

a beaker filled with deionized water is prepared, and the sample, while still being held vertically,

is taken from the IPA beaker and placed in the water beaker. Differently from the last step,

before leaving the sample in position, it is held still with the tweezers for ~1 min, while

underwater, until the bubbles of IPA stop surfacing. After 20 min in water, the sample is taken

from the water beaker, placed on a clean cellulose tissue and then gently dried with the N2 gun.
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2.2.4.2 Process With CVD Graphene on Cu Substrates
A process for wet transfer of graphene has been studied starting from the available

literature. The CVD graphene has been grown on single-crystal Cu substrate and was provided

in foils of various sizes. During the CVD process, graphene was deposited on both sides,

however, due to several factors, the quality of the two sides were different, in particular, the

graphene on a specific face was less homogeneous. Therefore, for the best quality of the

transferred graphene, the process requires to take good care not to damage the good side, and

to remove the graphene on the other side before carrying out the transfer. The process is

composed of the following steps:

1. Deposit the protective resist for the transfer,

2. Clean the backside,

3. Etch the Cu,

4. Clean the etch residues,

5. Transfer the graphene on the substrate,

6. Dry sample,

7. Remove the protective resist.

Figure 2.8 : A piece of graphene/Cu with the protective resist (Az10xt) deposited.

The deposition of the protective resist was performed through a spin-coating process. With

this purpose, the graphene/Cu foils were cut in smaller pieces (~15 mm × 15 mm) that were big

enough to be processed with the destination substrate. The cut foil piece was then placed at the

center of a 4’’ SiO2/Si wafer, and fixed through Kapton tape, as shown in Figure 2.8. The wafer
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was then placed on the spin-coater, some drops of resist were put on the foil and spun at a certain

velocity in order to achieve a certain thickness. Two different resist types were tested for the

transfer of graphene because of their good availability, the AZ10xt-1000cP [58] and PMMA-

A4 [59], each required different process parameters. The thickness vs. spin-speed curves of the

resists is shown in Figure 2.9; in particular, Figure 2.9 (a) shows the curves for AZ10xt-1000cP,

and Figure 2.9 (b) shows the curves for PMMA. In both cases, the resist was spun at the speed

of 2000 rpm, with acceleration 3000 rpm/s, achieving a thickness of ~5 µm for the AZ10xt-

1000cP and ~4 µm for the PMMA-A4. The thickness of the resist layer was chosen as a way to

decrease the risk of damage to the graphene during the rest of the process and as a way to

improve visibility during the transfer.

After the deposition was complete, the samples were covered to avoid dust and were left to

dry overnight at room temperature, this was done as a way to reduce as much as possible the

residue of resist on the graphene’s surface through reduction of the stickiness between them.

Figure 2.9: Film thickness vs. spin speed for the resists AZ10xt (a) and PMMA (b).

Afterward, the samples were flipped, assured on a SiO2 wafer through Kapton tape and

then placed in the RIE machine to completely remove the graphene on the backside through
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exposure in O2 plasma at 75W for 60s. After being removed from the RIE machine, the edges

of the foil that were left uncovered by the protective resist, have been cut away from the rest,

so that the samples were finally ready for the transfer.

For the presented process, it was chosen to use FeCl3 as etchant and for optimizing the

concentrations used, several tests were performed by etching the Cu of several 13 mm × 13 mm

foils in beakers with different concentrations of FeCl3. The solutions have been prepared by

diluting a saturated solution of etchant with pure H2O, the solutions were prepared in ratios 1:0,

1:20, 1:5 and the quantity of liquid in the beaker was kept above 3 cm to ease the manual

scooping the monolayer with a small substrate.

Figure 2.10: Representation of the etching process of the Cu.

The etching process is represented in Figure 2.10, the foil was placed floating on the

surface of the solution with the resist up, and the samples were left at room temperature and

periodically checked every 10 min until the Cu was completely removed, which was indicated

by the color of the sample. Afterwards, the residue etchant on graphene/resist was diluted away

by transferring it in a beaker full of pure H2O and then left for 10 min, this operation was

performed 2 times. In the first etching trial, the Cu was etched away very quickly, in less than

5 min, it was considered that this could damage the graphene, the final optimization step, the

etching time was of ~20 min for a ratio of 1:5. After the second water bath, the

substrate/graphene/resist, was left to dry overnight, and then cleaned from the residual resist

via the same technique as described in Section 2.2.4.1.
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(a) (b)

Figure 2.11: Microscope image of the edge of a small (~13 mm × 13 mm) graphene

transferred from a Cu substrate onto a white LiNbO3 substrate. (a) includes the protective

AZ10xt, in (b) the resist was cleaned off.

Figure 2.11(a) and Figure 2.12(a) show the graphene with the protective resist

(respectively AZ10xt and PMMA-A4) transferred to a white LiNbO3 substrate, while Figure

2.11(b) and Figure 2.12(b) show the same sample after cleaning, the damage was mostly due

to mechanical handling during the transfer, and the thicker AZ10xt is visibly less damaged due

to the higher mechanical strength from the thicker resist.

(a) (b)

Figure 2.12: Microscope image of the edge of a small (~13 mm × 13 mm) graphene

transferred from a Cu substrate onto a white LiNbO3 substrate. (a) includes the protective

PMMA-A4, in (b) the resist was cleaned off.

Finally, this technique was tested for foils of bigger dimensions (~25 mm × 20 mm),

however, the bigger size of the sheet and the thick resist used were the cause of some problems.
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Specifically, the resist could crack, and some bubbles could be formed during the transfer

process. Those bubbles can be formed either while moving the sheet between each bath, or

during the final transfer to the destination substrate. Once they were made, it was impossible to

remove the bubbles without creating cracks. The protective resist prevented the bubbles from

popping off during transfer Figure 2.13(a), however, once cleaned off, they exploded, tearing

locally the graphene’s surface Figure 2.13(b).

(a) (b)

Figure 2.13: Microscope image of the edge of a big (~25mm× 20mm) graphene transferred

from a Cu substrate onto a SiO2 substrate. (a) includes the protective AZ10xt coating layer

and highlights the air bubbles, in (b) the resist was cleaned off, creating holes in the graphene

layer.

2.2.5 Graphene Annealing
In the production of graphene-based devices, the annealing process has the role of

strengthening the adhesion between it and the substrate, improving the quality of the metal-

graphene contacts, decomposition of photoresist residue [9]. Standard graphene annealing

procedures are performed at a temperature range either under vacuum, or in an inert atmosphere,

like nitrogen, or argon.

In this case, the annealing was performed through a controlled-atmosphere furnace machine

capable of executing the annealing in a specific atmosphere. The annealing process was

performed and was executed as follows:

1. The samples were placed on a holder (a Si wafer),

2. The holder, with the samples on, was put inside the machine,

3. The process recipe was selected and executed.
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The recipe was composed in the replacement of the atmosphere, a slow rise time to the

target annealing temperature, which is held for a defined amount of time, after which the oven

is let to cool down at ambient temperature.

(a) (b)

Figure 2.14: Picture of a z-cut Black LiNbO3/graphene sample after annealing at 450 °C for

1 h (a) and another after annealing at 120 °C for 2 h.

The process was tested with both N2 and Ar atmospheres with similar results. The recipe

was optimized in terms of the annealing temperature and annealing time. In particular, the final

recipe is composed of an annealing temperature 120 °C for 2 h under Ar atmosphere.

It must be noted that first version of the recipe has been performed considering

temperature 450 °C and annealing time 1 h, to also help in the removal of the resist residue.

Interestingly, as displayed in Figure 2.14, this caused significant damage to the sample, as the

black, z-cut, LiNbO3 substrate changed color to white, and the graphene effectively

disappeared. Afterward, trials at 250 °C (1 h) and 150 °C (2 h) were also performed, however,

the first one still returned with damaged graphene and the substrate still changed color, which

also happened in the latter.

The change in color in the crystal could have been caused by a segregation of the Li ions

in the crystal, diffusion of O2 molecules adsorbed on the crystal, or diffusion of Ti residue

because of the usage of Ti prime. Regarding the removal of graphene, not much has been

reported for reactivity specifically between graphene and lithium niobate. However, Konar et

al. reported the formation of Li2C2 from the reaction between LiH and graphite in the

temperature range between 400°C and 800°C [60] while exploring ion intercalation of Li

between the graphene planes. Indeed, even a very small reaction speed between the Li in
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LiNbO3 and graphene would at least significantly damage the monolayer over the annealing

time.

2.2.6 Graphene Patterning
Because of their thickness, etching of graphene monolayers is relatively easy to perform

through the RIE method. This is usually done by using O2 plasma and has been reported via

different RF power, gas pressures, and process time, for instance Hsu et al. used an etching

time of 30 s, but did not report other process parameters [61],Watanabe et al. performed etching

over 15 s under 100 W of RF power and pressure 10 Pa [30]. Of course, the parameters of the

process change from machine to machine and require a specific optimization. Furthermore, as

black LiNbO3 substrates were chosen as the main substrates, the process must be tuned to

minimize the doping of the substrate through oxygen implantation.

Table 2-2: Process parameters for graphene etching.

Temperature 20 °C

RF power 80 W

Pressure 100 mTorr

Time 27 s

The etching process was optimized to use the Corial 200R [62], the RIE was performed

with oxygen plasma and the optimized parameters are reported in Table 2-2. The dose of

implanted oxygen did not alter the properties of the substrate significantly.

2.3 Description of Other Methods
A modified version of the GoL process was developed for studying the effect of a

periodically poled LiNbO3 (PPLN) substrate. The poled structures were impressed on a white

Z+ cut LiNbO3 substrate by applying a strong electric field locally, capable of inverting the

crystal domains.

In order to invert the domains, a coercive electric field of ~21 kV/mm [63] was applied

to the setup in Figure 2.15 in a patterned area of a thick S1828 photoresist layer. The poling

setup used was composed of Trek 20/20C [64] High-Voltage Amplifier (HVA), capable of

providing a DC voltage of up to 20 kV with currents of ±20 mA, a R&S®HMF2525 [65]
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function generator to generate the voltage stimulus necessary to drive the amplifier, and a

R&S®RTB2002 oscilloscope [66] to visualize the voltage provided to the HVA and its output

current during the poling process through its auxiliary outputs. All was controlled by the user

via a computer provided with a specific LabVIEW program.

In order to assure the best compatibility with the LiNbO3 substrate and assure the best

uniformity of the electric field inside the crystal, the end electrodes to the substrate were made

of a conductive aqueous solution of a Li salt (LiCl) dissolved in H2O and non-poled regions

were achieved through a thick patterned photoresist layer.

The recipe for the deposition and patterning of the S1828 used was the following:

1. Spin-coat the Ti-Prime adhesion promoter (ω𝑠 = 4000 rpm; 𝜔𝑠̇ =1000 rpm/s, τ𝑠=30 s),
2. Spin-coat the S1828 (ω𝑠 = 4000 rpm; 𝜔𝑠̇ =1000 rpm/s, τ𝑠=30 s),
3. bake in oven at 90° C for 30 min,

4. Expose resist with dose 90 mJ/cm2 (use hard-contact between mask and sample).

After processing the sample was placed in the enclosure as represented in Figure 2.16 so

that the poling could be performed. After the poling, a graphene monolayer was then transferred

and cleaned on the PPLN using the same techniques as previously described in Section 2.2.4.

The final sample is shown in Figure 2.17.



80

Figure 2.15: Photo of the setup used in the poling process [63].

Figure 2.16: Schematic of the contact enclosure used for poling.
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(a) (b)

Figure 2.17: Picture of the transferred graphene film, (a) with (b) and without protective

resist, on a z+ white PPLN sample.

2.4 Visible-light microscopy
The transferred and processed graphene was characterized using visible-light optical

microscopy, with a Leica DM8000 [67], to check for the uniformity of graphene samples by

visually checking for the presence of holes or folds of the graphene surface. This is done by

checking the contrast between the color of the graphene area and the substrate. This is especially

useful for graphene transferred to SiO2 thin films, as the difference in refractive index between

the two causes a high contrast change which greatly enhances the visibility of graphene mono

and multi-layers [68], [69]. The experiments of transfer on SiO2 (Figure 2.13) agree with this

principle and defects in the uniformity of the layers were easily visible. While visibility on

white LiNbO3 is lower than the former, graphene is still relatively well visible if the optics are

well focused, as shown in Figure 2.11 and Figure 2.12. Black LiNbO3 samples are considerably

worse in this sense, and also required for optimization of the image capture parameters,

specifically of the light intensity, the aperture of the diaphragm, the incidence angle of the

microscope light, the exposure time, the numerical saturation and color gamma. Table 2-3

describes the specific settings used for imaging using a 20x objective; it must be noted that the

values used could vary due to the specific objective used, the microscope, and the sample.
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Table 2-3: Typical image acquisition settings for a GoL device with a black-type substrate,

using the Leica DM8000 microscope.

Acquisition type Bright Field

Exposure time ~30 ms

Light intensity ~6000

Diaphragm aperture 14 (MAX)

Gamma 6-7

Saturation 0.95

Numerical Gain 1

Finally, Figure 2.18 shows a graphene device on a black substrate (YX-128° cut), with

different image capture settings, both images were taken using a 20x objective and diaphragm

aperture set to the maximum. The unoptimized photo, displayed in Figure 2.18(a), shows a

slightly lighter color tone where the graphene is present, which is highlighted in Figure 2.18(b),

with the optimized settings applied.

(a) (b)

Figure 2.18: Microscope images of the same graphene device without optimization (a) and

with optimized image capture settings (b).

2.5 Improvements of the process
While good results were overall achieved for the produced devices, in line with the current

state of the art for CVD graphene on other substrates, there is some margin for improvement.

Some techniques can be used to further improve the quality of the process and will be explored

in future works. In particular, the following points are presented:
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· Graphene transfer,

· Graphene patterning.

The transfer of graphene onto LiNbO3 substrates was part of the process most prone to

error. As previously discussed, this was because multiple long cleaning steps were needed to

ensure a good quality necessary for the following steps of process. In order to alleviate this

problem, a dry transfer process could be developed [53], [70], [71], or graphene monolayers

could be grown directly on LiNbO3 substrates through deposition. Direct CVD growth of

graphene on LiNbO3 would be favorable for achieving the best yields and performance.

However, some research efforts are also being directed in developing novel growth techniques,

in particular, Xu et al. [72] recently demonstrated growth of multi-layer graphene through

annealing of carbon ions implanted in Cu thin-films on LiNbO3 and they claim that monolayer

growth is achievable through this method.

The patterning process of graphene could also be improved by reducing the quantity of

photoresist residue on it. This can be done by limiting contact between graphene and

photoresists through a prior deposition of a sacrificial layer. For this purpose, researchers have

demonstrated the usage of thin films of aluminum [61] and nickel [73], yielding a higher quality

of devices in respect to standard processes. This was partially explored also in this work, with

partially good results, however, this process still needs further optimization as the etch rate of

Al was too aggressive, which lead to the detachment of graphene from the substrate.
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3 Raman spectroscopy of GoL
As previously discussed, microscope images of graphene samples are a fast and powerful

tool for checking the presence of damages in the devices, however, as visibility is usually quite

low, Raman spectroscopy is a much more effective tool for checking the quality of the

graphene. Moreover, due to resonance effect, it is possible to detect a single layer or
multilayers very quickly. Researchers have studied the Raman peaks of graphene and their

ratios in function of the number of layers [1]–[3], doping [4], [5], strain [4], [6] and defects in

the crystal, such as dislocation, vacancies and edges. In this chapter, I will characterize the films

that will be used in the next section.

3.1 Elements of Theory
Raman spectroscopy is a powerful analytical technique which enables to collect

information on material through the light scattered from the material, using a monochromatic

source, typically a laser focused on the sample. This process is, for the most part, linear

(Rayleigh scattering), however, some photons are inelastically scattered and their energy

changes due to an electron-phonon process. The energy of the scattered photon shifts due to the

emission of a phonon, in a Stokes Raman scattering, or the absorption of a phonon, in an anti-

Stokes Raman scattering. The Raman scattering process, represented in Figure 3.1, results in a

frequency dispersion of the reflected light that is collected in several peaks, each corresponding

to a unique phonon, which is a unique signature of the interatomic and intermolecular bonds of

the material.

Figure 3.1:Representation of Rayleigh and Raman scattering process.
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3.2 Graphene
The Raman peaks in graphene that are used the most for the characterization of the

samples are theG, theD and the 2D. Although, it must be noted that the naming and the physical

origin of some of the peaks that are discussed in the following have changed over the years,

which may be the cause of confusion. Therefore, all of the named peaks are accompanied by

their frequency so that the reader may use that as a reference when referring to other works.

In order to understand the information that is carried in the graphene peaks, a brief

explanation of the origin of the discussed peaks is hereby provided. Researchers have computed

the normal modes for the graphene’s crystal structure [7]–[9], which allows for 3 acoustic and
3 optical normal modes:𝛤𝑣𝑖𝑏 = 𝐴2𝑢⨁𝐵2𝑔⨁𝐸1𝑢⨁𝐸2𝑔 . (3.1)

As described in Figure 3.2, the modes are subdivided in two doubly degeneratemodes [7],𝑩𝟐𝒈 and 𝑬𝟐𝒈, and two nondegenerate modes, 𝑨𝟐𝒖 and 𝑬𝟏𝒖 [8]:

· 𝑩𝟐𝒈 is Raman-active, it is represented by an out-of-plane optical wave,

· 𝑬𝟐𝒈 is Raman-active, it is represented by an in-plane optical wave,

· 𝑨𝟐𝒖 is infrared-active, it is represented by an acoustic out-of-plane wave,

· 𝑬𝟏𝒖 is infrared-active, it is represented by an in-plane acoustic in-plane wave.

The phonon scattering processes are represented in Figure 3.3, and the corresponding

Raman peaks for graphene on Si/SiO2 are represented in Figure 3.4.

TheG-band corresponds to a single-phonon scattering process of 𝐸2𝑔 and lies at Raman

shift 𝛚 𝑮 ~1581 cm-1. The G-band is a resonant mode and therefore its measured

characteristics do not change much with the incidence angle of the laser [1].

The D-band lies at 𝜔 𝐷 ~1340 cm-1, it corresponds to the breathing mode of a 6-atoms

ring, as displayed in Figure 3.3(e), for symmetry reasons, it cannot be excited on

monocrystalline graphene single layers, the only possibility for this mode to appear in the

Raman plot is in the presence of defects [1]. In the Raman process of the D peak, displayed in

Figure 3.3(c), the charge is bounced between the edges of the K and K’ zones.
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Figure 3.2: Visualization of the normal phonon modes in graphene (a) 𝑩𝟐𝒈, (b) 𝑬𝟐𝒈, (c)𝑨𝟐𝒖 and (d) 𝑬𝟏𝒖.

Figure 3.3: Visualization of the energy transitions in a Raman process describing the (a) G

band, (b) the D’ band, (c) the D band and the 2D band. (e) represents the “breathing” phonon

of the D band.
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We must note that, in GoL, the D peak was on the same region of a considerably bigger

LiNbO3 peak in z-cut substrates (Figure 3.5(a)) and in YX-128° substrates (Figure 3.5(a)). Of

course, the latter may be extracted as background before interpolating the peaks, however,

given the low intensity of the D peak and the noise level it was considered that the estimation

error could become too big. Instead, we chose to use the D’’ peak, as it follows similar rules as

the D.

The 2D-band is the overtone of the D band and it lies at 𝜔 2𝐷 ~2695 cm-1 and its

process is represented in Figure 3.3(d), differently from the D peak, it is always present [1].

TheD’-band lies at 𝜔 𝐷′ ~1620cm-1, it is similar to the D band, but its process happens

within the same K zone, as in Figure 3.3(b).

The D’’-band lies at 𝜔 𝐷′′ ~2450 cm-1, it is formed by the combination of a D phonon

and a longitudinal acoustic phonon.

3.2.1 Estimation of layer number and defects
Researchers have demonstrated that 2D, D and G peaks can be used as an indicator for

estimating the number of layers [1], [3], [4], [10], [11]. The effects of the increase in the layer
count are explained in Figure 3.4. The data clearly shows that for mono to few-layer graphene

systems, the amplitude of the G peak 𝐼(𝐺) increases sharply, up to ~20 layers [12], [13].
Another interesting effect is on the 2D band, where its amplitude 𝐼(2𝐷) decreases with

the number of layers, and its shape changes completely, as it divides into a number of sub-

peaks coinciding with the total of graphene layers. Finally, the intensity of the D’’ and the D

peaks (𝐼(𝐷’’) and 𝐼(𝐷)), remain relatively stable with the layer number, as shown in Figure

3.4(d) and (d) respectively, however, their Full-Width Half-Maximum (FWHM) widens

considerably.
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Figure 3.4: Raman peaks for samples from single-layer graphene to graphite (graphene on

SiO2/Si). The data in (a), (b) and (c) are from [11] and the data in (d) and (e) are from [12].
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All of this suggests to use the I(D)/I(G), I(D’’)/I(G), or the I(2D)/I(G) ratio to estimate

the number of layers, in particular current literature usually uses the latter, as I(D) ~ 0 in ideal

graphene, and it suggests that graphene samples with I(2D)/I(G) > ~1.8 are monolayers and

samples with I(2D)/I(G) > ~1 are bilayers. However, the bands and their peak values change

significantly also due to factors such as doping, strain and edge defects in smaller devices [4],

[5] and therefore, for values of I(2D)/I(G) ~1.8, other factors should be used as reference, such

as the FWHM of the peaks and the number of sub-peaks in the 2D region.

Doping and strain can be monitored through the value of 𝜔 𝐺 , FWHM(G) and𝜔 2𝐷 [4]–[6], [13], [14]. In particular, Das et al. [5] demonstrated experimentally that the

shift in ω 𝐺 is always positive in respect to both positive and negative charge doping, while

the opposite is true for ω 2𝐷 . On the other end, they also demonstrated a sharp decline in

FWHM(G) from ~20 in pristine conditions and saturates at ~8 for doping 𝑛 ≈ ± 1013cm-2.

Strain causes similar effects, but the different sensitivities of the G and 2D bands allow

to distinguish the two effects. This is usually expressed through the ratio Δ𝜔 2𝐷 /Δ𝜔 𝐺 ,
which has been reported to be much greater when applying tensile strain ( Δ𝜔 2𝐷 /Δ𝜔 𝐺 |𝜖𝑢𝑛𝑖𝑎𝑥𝑖𝑎𝑙 = 2.2 ± 0.2), than for doping ( Δ𝜔 2𝐷 /Δ𝜔 𝐺 |𝑛ℎ𝑜𝑙𝑒 = 0.7 ± 0.05).
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Figure 3.5: Typical Raman plots of a GoL sample using a Z-cut substrate (a) and a YX-128°

substrate (b).
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3.3 Description of the Experiments
The unpolarized Raman spectra and a mapping of graphene on LiNbO3 have been done

in backscattering geometry using 532 nm excitation (Monovista, S&I). The acquisition time

for the spectrum was 20 s, using a laser power of 10 mW and an objective with a magnification

of 100X. For acquiring the Raman map, some zones with graphene were identified beforehand

as described in Section 2.4, and the presence of graphene was confirmed manually by acquiring

the Raman spectrum at the corners of the defined map, and by taking some sample points in the

middle. After the acquisition, the background was extracted and the peaks have been

interpolated using pseudo-Voigt profiles (1/2 Gaussian and 1/2 Lorentzian) and the processed

values for the G, 2D and D’’ peaks were saved and analyzed.

The uniformity of the samples was visualized through a statistical analysis of the

extracted values, and the presence of holes or folds was visualized through a 3D plotting of the

values. For each Raman point, qualitative analysis of doping and residual strain was performed

throughFWHM(G) and theΔ𝜔 2𝐷 /Δ𝜔 𝐺 ratio considering the thresholds defined in Section

3.2.1:

Δ𝜔 2𝐷Δ𝜔 𝐺 = 𝜔 2𝐷 −𝜔 2𝐷 0𝜔 𝐺 −𝜔 𝐺 0 , (3.2)

where 𝜔 2𝐷 0 and 𝜔 𝐺 0 are the value of respectively 𝜔 2𝐷 and 𝜔 𝐺 at 𝑛 = 0, and the

values used for the calculations were the ones found in the literature from pristine graphene.

The characterization has been performed for each sample type (transfer tests, low

frequency, RF, AE characterization series, and AE convolvers) and the results have been

confronted with the state of the art and the other samples that were already produced and

characterized. Figure 3.5 displays a typical Raman plot after the complete production cycle.

The set of results of the Raman maps for a GoL device processed using the AZnLOF and the

S1813 photoresist during patterning are shown respectively in Figure 3.6 and Figure 3.7.
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Figure 3.6: Histograms of the interpolated values of the (a) (b) (c) intensities, (d) (e) (f) shifts

and (g) (h) (i) FWHM of the graphene peaks. (j) is the histogram of the I(2D)/I(G) ratio. The

data was taken from a sample with graphene patterned using the AZnLOF as hard mask.

As shown in Figure 3.6(j) and Figure 3.7(j), the graphene resulted in both process

variations is of good quality and the I(2D)/I(G) ratio stays mostly above the defined threshold

of ~1.8 for undoped monolayers (~4.4 for AZnLOF and ~2.1 for S1813). As demonstrated by

the 3D plot of the Raman maps, in Figure 3.8, the value of I(2D)/I(G) remains fairly constant

within the surface of the sample and drops out at the edges.
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Figure 3.7: Histograms of the interpolated values of the (a) (b) (c) intensities, (d) (e) (f) shifts

and (g) (h) (i) FWHM of the graphene peaks. (j) is the histogram of the I(2D)/I(G) ratio. The

data was taken from a sample with graphene patterned using the S1813 as hard mask.
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Figure 3.8: 3D plot of the I(2D)/I(G) ratio vs. position for (a) an AZnLOF and (b) an S1813

patterning-type sample.

The differences between the two processes can be attributed to variation within the

graphene sheets used and the doping caused by the photoresist residue and the local atmosphere.

This hypothesis was first confirmed through the FWHM(G) < 20 in Figure 3.6(i) and Figure

3.7(i), and then through the plot of 𝜔 𝐺 vs 𝜔 2𝐷 in Figure 3.9, which shows the points to

align with the hole doping line 𝚫𝝎 𝟐𝑫 /𝚫𝝎 𝑮 = 𝟎.𝟕. Interestingly, the points in the S1813
plot, Figure 3.9(b), are slightly displaced from the curve, indicating a slight tensile strain [15].

This was possibly due to higher resist residue or an higher amount of dust on the substrate.

Figure 3.9: Plot of 𝝎 𝑮 vs 𝝎 𝟐𝑫 for (a) an AZnLOF and (b) a S1813 patterning-type

sample.

The set of results of the Raman maps for the graphene transfer tests using PMMA and

Az10xt, described in Section 2.2.4.2, are shown respectively in Figure 3.10 and Figure 3.11.

As shown in Figure 3.10(j) and Figure 3.11 (j), the graphene used is a uniform monolayer and
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the I(2D)/I(G) ratio is ~2 for both samples. Although, the sample transferred using Az10xt
seems the most uniform between the two. This could have been due to the specific zone

analyzed, the mechanical handling of both samples, or the resist used. As demonstrated by the

3D plot of the Ramanmaps, in Figure 3.12, the value of I(2D)/I(G) remain fairly constant within

the sample’s surface and drop out at the edges.
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Figure 3.10: Histograms of the interpolated values of the (a) (b) (c) intensities, (d) (e) (f)

shifts and (g) (h) (i) FWHM of the graphene peaks. (j) is the histogram of the I(2D)/I(G)

ratio. The data was taken from a graphene sheet transferred from Cu using PMMA.



106

Figure 3.11: Histograms of the interpolated values of the (a) (b) (c) intensities, (d) (e) (f)

shifts and (g) (h) (i) FWHM of the graphene peaks. (j) is the histogram of the I(2D)/I(G)

ratio. The data was taken from a graphene sheet transferred from Cu using Az10xt.
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Finally, the FWHM(G) < 20 for both samples (Figure 3.10(i) and Figure 3.11(i))

indicate the presence of doping. The plot of 𝜔 𝐺 vs 𝜔 2𝐷 in Figure 3.13, seems to confirm

a slight p-doping of the graphene, alongside to a significative tensile strain, as the points

mostly follow the direction described by the line Δ𝜔 2𝐷 /Δ𝜔 𝐺  =  2.2. This is likely due to
the lack of annealing before the measure.

Figure 3.12: 3D plot of the I(2D)/I(G) ratio vs. position for graphene transferred using (a)

PMMA and (b) AZ10xt.

Figure 3.13: Plot of 𝝎 𝑮 vs 𝝎 𝟐𝑫 for transferred graphene using (a) PMMA and (b)

AZ10xt as a protective layer.
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3.3.1 Analysis of the uniformity of the Hall bar devices
The uniformity of the device was analyzed via a large Raman map of the whole device

after the Hall effect characterization discussed in Chapter 4.2. The interpolated results from the

Raman map, shown in Figure 3.14, are in line with the other samples processed with the S1813

resist in the patterning step (see Section 2.2.6). The values of FWHM(G), in Figure 3.14(i), and

the distribution of ω 2𝐷 vs ω 𝐺 , in Figure 3.15(a), indicates that the sample is hole-doped.

It must be noted that the doping was probably mostly due to the local atmosphere in
the Raman setup, however, as the points match quite well with the pure-doping line, this

indicates the samples are not much strained, which closely matches the other S1813-processed

devices. The plot of the ratio I(2D)/I(G) in Figure 3.14(j) show that the ratios are closely packed

around 3, however, the peak is somewhat less sharp than other S1813-processed, indicating a

higher defect rate. This is visually confirmed via the color map in Figure 3.15(b), which shows

the presence of some defects near ports 6 and 11 which likely acted as scattering centers during

the Hall effect characterization.
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Figure 3.14: Histograms of the interpolated values of the (a) (b) (c) intensities, (d) (e) (f)

shifts and (g) (h) (i) FWHM of the graphene peaks. (j) is the histogram of the I(2D)/I(G)

ratio. The data was taken from the Hall bar after Hall effect measurements.
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Figure 3.15: Plot of (a) 𝝎 𝑮 vs 𝝎 𝟐𝑫 as an indicator of doping, (b) 2D distribution of

I(2D)/I(G) over the Hall bar and (c) picture of the Hall bar before the Hall Effect

measurements, with the same orientation as (b) and the reference port number for each pad.

3.3.2 Results for graphene on PPLN
The technique described has been used to characterize the graphene transferred to a

Periodically-Poled Lithium Niobate (PPLN) structure. The objective of this experiment was to

find out the influence of the crystal cut on the properties of graphene. With this objective, a

PPLN sample has been produced with the technique described in Chapter 2.3.

The graphene-on-PPLN sample was characterized through a linear Raman map via the

previously described technique as described in order to visualize the effects of the periodic

structure on the graphene monolayer. The analysis was divided in two linear mappings

performed over a length of 5 mm on the graphene-covered area. The distribution of the

interpolated peaks computed from the first Raman map, in Figure 3.16, and from the second

one, in Figure 3.17, are compatible. The values of FWHM(G) collected indicate the presence
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of doping and the ω 2𝐷 vs ω 𝐺 plots from Figure 3.18 also indicate the presence of some

residual strain.
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Figure 3.16: Histograms of the interpolated values of the (a) (b) (c) intensities, (d) (e) (f)

shifts and (g) (h) (i) FWHM of the graphene peaks. (j) is the histogram of the I(2D)/I(G)

ratio. The data was taken from the first mapping of graphene transferred to z-cut white

PPLN.
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Figure 3.17: Histograms of the interpolated values of the (a) (b) (c) intensities, (d) (e) (f)

shifts and (g) (h) (i) FWHM of the graphene peaks. (j) is the histogram of the I(2D)/I(G)

ratio. The data was taken from the second mapping of graphene transferred to z-cut white

PPLN.
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Figure 3.18: Plot of 𝝎 𝑮 vs 𝝎 𝟐𝑫 for the same graphene on PPLN device (a) first

mapping and (b) second mapping.

The variation of the Raman shift, the Raman intensity, the FWHM of the peaks, and the

ratios are represented in Figure 3.19 and Figure 3.20, this shows a certain periodicity in I(G),

I(2D) the ratio I(2D)/I(G) and Δ𝜔 2𝐷 /Δ𝜔 𝐺 . The periodic pattern in the 𝐼(𝐺), 𝐼(2𝐷), and𝐼 2𝐷 /𝐼 𝐺 can be explained by a different sensitivity of the two peaks with respect to the

incident angle of the laser and the Δ𝜔 2𝐷 /Δ𝜔 𝐺 variations, albeit small, indicate a variation

in the strain due to the structure. No considerable difference due to the difference in the crystal

face could be found.

In conclusion, I investigated all the GoL samples produced as described in Chapter 2.

The main results are all the samples are single layer of graphene and p-doped. The study of

PPLN demonstrates that the spontaneous polarization of LiNbO3 does not induce a significative

change of carrier or properties of graphene. There is, however, some slight stress observed

close to the electric contact of devices or PPLN domains but that may be attributed to the

physical step of the contact.
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Figure 3.19: Study of the 2D and G peak vs. laser position of (a) (b) the Raman shift (c) (d)

intensity, (e) the ratio I(2D)/I(G) and (f) relative shift 𝜟𝝎 𝟐𝑫 /𝜟𝝎 𝑮 . The data was taken

from the first mapping of graphene transferred to z-cut white PPLN.
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Figure 3.20: Study of the 2D and G peak vs. laser position of (a) (b) the Raman shift (c) (d)

intensity, (e) the ratio I(2D)/I(G) and (f) relative shift 𝜟𝝎 𝟐𝑫 /𝜟𝝎 𝑮 . The data was taken

from the second mapping of graphene transferred to z-cut white PPLN.
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4 DC electrical analysis
In this chapter, I conducted a low-frequency and DC analysis of the graphene films. The

analysis is divided in two parts. In the first part, I will describe the resistive measurements of

the film performed before Radio Frequency (RF) and Acousto-Electric (AE) measurements. In

the second part, I will present the Hall effect measurements conducted to investigate the type

carriers as compared to the Raman analysis. Hall measurements were conducted in the

laboratory GEMaC (Groupe d’Étude de la Matière Condensée) of the Université de Versailles

Saint-Quentin-en-Yvelines thank to Professors Yves Dumont and Joseph Scola.

4.1 DC Resistivity of Graphene and Contacts
The resistivity of graphene and of the metal contacts can be a very important factor in the

overall performance of the device’s performances, in fact, as discussed in Section 2.1.3, the

graphene-metal contacts may be a significant contribute to the total resistivity. For the devices

produced, and especially for the acoustoelectronic devices, the precise knowledge of the

electrical properties of the processed devices is quite important. Because of this, the sheet

resistivity and the contact resistivity of processed devices have been characterized separately

through the Transmission Line Method (TLM).

4.1.1 Theory
The TLM method, ideated byW. Shockley [1], is a standard analysis technique used for

estimating the resistivity of a conductive material probed at different distances with some

electric contacts, as shown in Figure 4.1 (a). The idea of the model stems from the fact that the

charge transfer between the tested material and the metal happens continuously on the contact

overlap, which causes a current gradient at the “internal” interface, as represented in Figure

4.1(b). Therefore, the contact interface is described by a transmission line-like model, via a per-

unit-of-length contact inductance L, capacitance C, conductance G, and resistance R:

· the inductance L, expressed in H/m, and the capacitance C, expressed in F/m, depend

on the materials used and the production process;

· the resistance R, expressed in Ω/m, depends on the sheet resistivity of the probed

material 𝜌□, in Ω/□, and the contact width W, in m, as described in Equation (4.1);
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𝑅 = 𝜌□𝑊 , (4.1)

· the conductance G, expressed in S/m, depends on the contact area resistivity 𝛬𝐶 between
the metal and the probed material, in Ω ⋅ m2, and the contact widthW, in m, as expressed

in Equation (4.2).𝐺 = 𝑊𝛬𝐶, (4.2)

The field distribution is found through the telegrapher’s equations considering the

steady state of the DC limit (∂/∂𝑡 → 0, ω → 0) for a linear propagation (∂/∂𝑦 = 0, ∂/∂𝑧 = 0):
𝛻2𝑉–𝐿𝐶 𝜕2𝑉𝜕𝑡2 = 𝑅𝐶 + 𝐺𝐿 ⋅ 𝜕𝑉𝜕𝑡 + 𝐺𝑅 ⋅ 𝑉 ⇒ 𝜕2𝑉𝜕𝑥2 = 𝐺𝑅 ⋅ 𝑉 = 𝜌□𝛬𝐶 ⋅ 𝑉, (4.3)

𝛻2𝐼–𝐿𝐶 𝜕2𝐼𝜕𝑡2 = 𝑅𝐶 + 𝐺𝐿 ⋅ 𝜕𝑉𝜕𝑡 + 𝐺𝑅 ⋅ 𝑉 ⇒ 𝜕2𝐼𝜕𝑥2 = 𝐺𝑅 ⋅ 𝐼 = 𝜌□𝛬𝐶 ⋅ 𝐼, (4.4)

Figure 4.1: (a) Representation of a TLM characterization device, (b) visual representation

of the distributed current transfer.

The solutions of Equation (4.1) and Equation (4.2) are in the form 𝐶0 ⋅ 𝑒γ𝑥 + 𝐶1 ⋅ 𝑒−γ𝑥,
where 𝛾 = 𝐺 ⋅ 𝑅 = 𝜌□/𝛬𝐶, more specifically, from the consideration that away from the

contacted area the current flowing is null, the voltage drop along the at the whole contact is:𝑉0 = 𝐼0𝑊 𝜌□∙𝛬𝐶 ⋅ 𝑐𝑜𝑡ℎ 𝛾 ⋅ 𝑙𝑐 , (4.5)
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where I0 is the current and 𝑙𝑐 the contact length. This lets us define the contact resistance RC as:

𝑅𝐶 = 𝑉0𝐼0 = 𝜌□∙𝛬𝐶𝑊 ⋅ 𝑐𝑜𝑡ℎ 𝛾 ⋅ 𝑙𝑐 . (4.6)

For increasing values of γ and 𝑙𝑐, 𝑐𝑜𝑡ℎ γ ⋅ 𝑙𝑐 tends exponentially towards 1 and RC

becomes invariant to the contact length 𝜌□∙𝛬𝐶𝑊 the charge transfer is essentially restricted at the

edge between the two materials over an effective channel length 𝐿𝑒𝐶𝐻 ≈ γ−1. In this scenario,

instead of estimating 𝛬𝐶 and 𝜌□ separately, it can be more convenient to instead introduce a

linear contact resistivity 𝜌𝐶:𝜌𝐶 = 𝑅𝐶 ⋅ 𝑊 ≅ 𝜌□∙𝛬𝐶 (4.7)

Figure 4.2: Measurement setup for the contact-end resistance [2].

The value of γ can be estimated through the measurement of the contact end resistance𝑅𝑒 [2], which can be measured as shown in Figure 4.2. The value of 𝑅𝑒 is described as a function
of γ, 𝜌□, 𝛬𝐶, W and 𝑙𝑐:𝑅e = 𝑉1𝐼0 = 𝜌□∙𝛬𝐶𝑊 ∙ 𝑠𝑖𝑛ℎ 𝛾⋅𝑙𝑐 (4.8)

Therefore, the value of γ can be computed from the ratio 𝑅𝐶/𝑅𝑒 as:𝑅𝐶𝑅𝑒 = 𝑐𝑜𝑠ℎ 𝛾 ⋅ 𝑙𝑐 ⟹ 𝛾 = 1𝑙𝑐 ⋅ 𝑎𝑐𝑜𝑠ℎ 𝑅𝐶𝑅𝑒 . (4.9)
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4.1.2 State-of-the-art graphene
Current literature treats graphene-metal contacts as following the “current-crowding”

case described in Equation (4.5). Researchers have performed experimental analysis of the γ
factor [3]–[5] for CVD graphene, and found estimated value of ~714 mm-1 for Au, stable with

electric field doping, and of ~434 mm-1 for Ni/Au contacts. The actual graphene resistivity𝜌□ and contact resistivity ρ𝐶 depends mainly on the processing and material chosen.

4.1.3 Design of the characterization devices
The TLM characterization devices have been designed to be compliant with the

resolution of the lithographic process and to guarantee a contact size greater than the effective

channel length of Au-graphene contacts of ~2.8 µm [3], [4]. Figure 4.3 shows the TLM design

for a 180 µm-wide graphene bar and the dimensions are defined through a scaling factor 𝐿0 as

defined in Table 4-1. The first TLM design consisted of a 120 µm-wide graphene bar probed

with 8 differently spaced Au contacts and the others are replicated from the first one with a

scaling factor of 2 and 0.5 respectively. This was done to evaluate size-related effects on

devices, like dust, or holes, and the contact types manufactured and tested have been in either

a bottom metal or “sandwich” configuration.

Table 4-1: Dimensions of the TLM devices.

W/L0 LC/L0 LS/L0 L1/L0 L2/L0 L3/L0 L4/L0 L5/L0 L6/L0 L7/L0

12 0.8 21 1 2 4 8 12 18 24
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Figure 4.3: Layout of 180 µm-wide TLM device. The graphene zone is textured in teal stripes

and the green zone is textured in green.

4.1.4 Description of the experiments
The resistive measurements have been performed in the controlled environment of the

clean room and the resistance have been measured with the 4-points method using the Keithley

6221 [6] and Keithley 2182A [7] combo. The separated current source and voltage

measurement enables for higher flexibility in the measurements, allowing extracting both 𝑅𝑐
and 𝑅𝑒. Both instruments have been controlled via a specifically-made LabVIEW program,

whose interface, represented in Figure 4.4, allowed to easy setup a measurement through a

continuous mode and a pulsed mode. With reference to Figure 4.5, each measurement was

composed of:

· a defined number of steps to be averaged N,

· the time interval between pulses PI, defined as multiples of the power line cycles (PLC),

· the current pulse width TCP,

· the source delay TSD,

· the number of low-current measurements (NLCM),
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· the low-current 𝐼𝑙𝑜𝑤, defining the current while not measuring,

· the high-current 𝐼ℎ𝑖𝑔ℎ, defining the current during the measure.

The value of 𝐼ℎ𝑖𝑔ℎ could be set either as constant, or defined through a ramp. The source

delay time TSD sets when the voltage measurement is performed after the current is switched to𝐼ℎ𝑖𝑔ℎ. If NLCM > 0 the system voltage measurement before switching the current from 𝐼𝑙𝑜𝑤 to𝐼ℎ𝑖𝑔ℎ (NLCM = 1), or both before and after (NLCM = 2). Before actually performing the

measurements and saving the data, a current sweep was performed on a test resistance to check

for the presence of a Schottky-type voltage barrier which was either completely absent from

the devices, or under the noise level of the setup.

Figure 4.4: The LabVIEW measurement interface.
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Figure 4.5: Representation of a pulse-type measurement.

Before each measurement session, the samples were left to rest for 1-2 weeks inside the

sample boxes at 20 °C in a dark environment after the production was complete. This was done

in order to let transitory effects dissipate, like accumulated pyroelectric charges and various

gases adsorbed on the graphene during the productions.

In order to let the heat dissipate in between the measurement, each point was stimulated

with a current amplitude of 100 nA, which was in pulsed with pulse width TCP = 500 µs and

total delay between each pulse 400 ms. The results were averaged over N=100 measurements,

and the uncertainty for each averaged point was in the range few percent points.
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Figure 4.6: Distribution of the processed graphene’s sheet resistivity between the AZnLOF

process variation (in blue) and the S1813 process variation (in orange).

Figure 4.7: Distribution of contact resistivity between graphene and Au for devices made

with the AZnLOF process variation (in blue) and the S1813 process variation (in orange).
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Figure 4.8: A typical TLM plot from a sandwich-type Au-contacted device made with the

AZnLOF process variation. The sheet resistivity 𝝆□ is 664 𝛀/□ and the contact resistivity 𝝆𝒄
is 413 𝛀 ⋅ µ𝐦.

Figure 4.6 and Figure 4.7 show respectively the distribution of the sheet resistivity and

contact resistivity for both AZnLOF-process (in blue) and the S1813 (in orange), while Figure

4.8 shows a complete TLM measure plot. The data show how the graphene resistivity most

close to the range of values declared by the manufacturer for clean graphene on Si/SiO2 [8]

were the ones corresponding to the AZnLOF process variation, which is also in agreement

with the Raman measurements in Section 3.3. The S1813 allows for a resistivity increase up to
~4 times in respect to the AZnLOF process, at the price of a higher contact resistivity and more

variability in the results. It must be pointed out, however, that other factors could have

contributed to the higher resistance, for example, aging of the graphene monolayers, of the

chemicals used during the process, or the mechanical handling of the devices.

As reported in Table 4-2, the estimation of the effective channel length of the processed
devices was found to be in the range [2.7, 23] µm and the large uncertainty in the results is

largely uncorrelated to both 𝜌𝑐, 𝜌□, and the dimensions of the devices, but instead is to be

attributed to misalignment between the lithographic processes for the top and bottom contacts
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in the range of 1 µm [1]. The reported values for 𝐿𝑒𝐶𝐻 suggest that the length of the contact

resistance can be an important factor in determining the overall resistivity of the devices.

Still, the reported values are in the same order of magnitude as other estimated values

for Au-graphene contacts via the photocurrent method of 1.6 µm for top-contacted graphene

[3].

Table 4-2: The estimated values of 𝜸 and of channel length 𝑳𝒆𝑪𝑯.

Sheet resistivity
[Ω/□]

Contact resistivity
[Ω μm]

𝜸 [mm-1]
𝑳𝒆𝑪𝑯
[µm]

Device width
[µm]

664.3 413.1 375.5 2.7 60

717.0 383.8 280.5 3.6 60

506.0 1300 42.8 23.4 180

592.1 4605 147.2 6.8 180

490.3 1190 70.0 14.3 120

592.1 4605 147.2 6.8 180

652.8 1922 62.0 16.1 180

4.2 Hall effect
The Hall effect is a physical phenomenon of moving charges inside a conductive material

immersed in a magnetic field. It was first discovered by Edwin Hall in 1879 by applying

magnetic fields on a thin Au leaf and it finds use as a powerful characterization technique,

enabling to evaluate both the number of charge carriers, their sign (electrons or holes) and their

mobility [9].

For 2D systems, Hall effect is a quantum effect [9]–[14] that finds practical applications

for both the fields of metrology [10], [12] and material characterization, to extract the effective

mass of moving charges [15].
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4.2.1 Hall effect Theory

4.2.1.1 Classical Hall effect
The classical Hall effect (CHE) phenomenon is visualized in Figure 4.9, where a certain

current 𝐼𝑥 flows in a simple rectangular (Hall bar) structure. In the case of no magnetic field,

the charges move straight between the top and bottom electrodes, causing a voltage drop 𝑉𝑥, as
shown in Figure 4.9(a). However, in the presence of an orthogonal magnetic field 𝐵𝑧, the
cyclotron momentum causes the charges to accumulate on a side rather than another, causing

in term a certain voltage differential 𝑉𝑦 which can be directly measured via a standard voltage

probe.

In systems where the charge propagation is purely of one type, holes or electrons, the

voltage, the voltage 𝑉𝑦 in equilibrium condition can be computed via Faraday’s law:

𝐹𝑦 = 0 = 𝑞 ⋅ 𝐸𝑦 + 𝑣𝑥𝐵𝑧 ⟹ 𝑉𝑦 = − 𝑞𝑣𝑥𝐵𝑧𝑤, (4.10)

where 𝑤 is the width of the Hall bar and 𝑣𝑥 is the propagation velocity of the charges along the
x-axis. The voltage values are linearly dependent on the applied current, therefore, it is more

useful to instead consider the resistances 𝑅𝑥𝑥 = 𝑉𝑥/𝐼𝑥 and 𝑅𝑥𝑦 = 𝑉𝑦/𝐼𝑥. The value of 𝑅𝑥𝑥 is

defined via the sheet resistivity 𝝆𝒙𝒙, the device’s length 𝑙 and its width 𝑤 as in Equation (4.11).

Finally, by applying the definition of 𝐼𝑥 in terms of charge propagation velocity 𝑣𝑥,
surface charge density 𝒏𝒔 and the electron charge q in Equation (4.12), and of 𝑣𝑥 in terms of

the charge mobility 𝝁𝒙 and electric field component 𝐸𝑥 Equation (4.13), the 𝑅𝑥𝑦 is defined as
in Equation (4.14).𝑅𝑥𝑥 = 𝑉𝑥/𝐼𝑥 = 𝜌𝑥𝑥 ⋅ 𝑙/𝑤 (4.11)

𝐼𝑥 = 𝑛𝑠 ⋅ 𝑞 ⋅ 𝑣𝑥 ⋅ 𝑤 (4.12)

𝑣𝑥 = 𝜇𝑥 ⋅ 𝐸𝑥 (4.13)

𝑅𝑥𝑦 = 𝑉𝑦𝐼𝑥 = −𝐵𝑧𝑛𝑠 ∙𝑞 (4.14)
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Finally, the resistivity 𝜌𝑥𝑥 is found from 𝑅𝑥𝑥 when 𝐵𝑧 ≃ 0 as:

𝜌𝑥𝑥 = 𝑅𝑥𝑥 ⋅ 𝑤𝑙 = 1𝑞 ∙𝜇𝑥∙𝑛𝑠. (4.15)

This allows estimating 𝑛𝑠 and 𝜇𝑥 respectively as:𝑛𝑠 = 𝐵𝑧𝑅𝑥𝑦 ∙𝑞, (4.16)

𝜇𝑥 = 𝐵𝑧𝜌𝑥𝑥 ∙𝑞. (4.17)

It must be noted that experimentally, as the injected charges propagate in a shorter

effective width due to the applied 𝐵𝑧, the value of 𝑅𝑥𝑥 rises for increasing values of 𝐵𝑧. In
particular, in the case of a perfectly uniform sample, 𝑅𝑥𝑥 − 𝐵𝑧 = 𝑅𝑥𝑥 + 𝐵𝑧 , however, the

position of the 𝑉𝑦 probes and scattering introduced by the non-uniformities in the samples cause𝑅𝑥𝑦 to pour into 𝑅𝑥𝑥, and the measured resistance is:

𝑅′𝑥𝑥 = 𝑅𝑥𝑥 + 𝛼 ⋅ 𝑅𝑥𝑦, (4.18)

where 𝑹’𝒙𝒙 is the uncorrected resistance and 𝛂 is a constant whose value can be found

through numerical optimization.

Figure 4.9: Representation of the charge motions in a semiconductive Hall bar without (a)

and with (b) the application of a magnetic field.
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4.2.1.2 Quantum Hall effect
Differently from the classical effect, the quantum Hall effect (QHE) is limited to 2D or

quasi-2D electron gases at low temperature. The result is the quantization of the Hall resistance

in plateaus, as described in Figure 4.10:𝑅𝑥𝑦 = ℎ𝜈∙𝑞2, (4.19)

where 𝜈 is the filling factor of the electron energy levels. Depending on the value of 𝜈, we
distinguish an integer QHE, when 𝜈 is an integer, and a fractional QHE, where 𝜈 has a fractional

value. The integer QHE was first discovered by Von Klitzing in 1980 [12], the physical

explanation of this phenomenon is to be found in the modification of the electron energy states

caused by the quantization of the cyclotron frequency at strong magnetic fields, called Landau

quantization, as displayed in Figure 4.11:𝜔𝑐 = 𝑞⋅𝐵𝑧𝑚∗ . (4.20)

This restricts the electron states in bands around the energy levels:𝐸𝐿 𝑗 ≈ 𝐸0 + 𝑗 + 1/2 ⋅ ℏ𝜔𝑐, (4.21)

where j is an integer value. For integer QHE, the filling factor is therefore defined as the number

of Landau bands J with energy 𝐸𝐿 𝐽 less than the Fermi energy 𝐸𝐹, multiplied by a factor 𝑔𝑠
that takes into account the degeneracy, for standard semiconductors like Si, 𝑔𝑠 = 2 due to ±1/2

spin electrons:𝜈 = 𝑔𝑠 ⋅ 𝑗. (4.22)

At the absolute temperature of 0 K the peaks are delta functions, in reality the width of

each of the generated bands depends on the average scattering-free time 𝜏𝑖 as 𝛤𝑖 = ℏ/𝜏𝑖. As 𝜏𝑖
depends on both the uniformity of the samples and the temperature, QHE is effectively

restricted to uniform samples and at low temperatures.
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Figure 4.10: Representation of 𝑹𝒙𝒚 in an integer QHE with 𝝂 =  𝟐 and 𝝂 =  𝟒.

Figure 4.11: Representation of the density of electron energy states (a) for Landau splitting

and high temperature, causing no visible plateau in 𝑹𝒙𝒚, (b) Landau splitting at low

temperature, causing a resistance plateau at 𝑹𝒙𝒚 = 𝒉/𝟒∙𝒒𝟐, (c) Landau splitting at low

temperature and a higher incidence field, causing a plateau at 𝑹𝒙𝒚 = 𝒉/𝟐∙𝒒𝟐.
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4.2.1.3 Quantum Hall effect in graphene
Due to the particular band structure of massless Dirac charges in graphene, the resulting

Landau levels are not equidistant and are described by [15]–[17], as represented in Figure 4.12:𝐸𝐿 𝑛 = 𝑣𝑓 ⋅ 2𝑗𝑞ℏ𝐵𝑧, (4.23)

where 𝑣𝑓=106 m/s is the Fermi velocity. The formula for the Hall resistance follows a similar

schema as (4.19), however, because of the particular band structure, one must take into account

also for the valley degeneracy (𝑔𝑠 = 4) and the Landau level 𝐸𝐿 0 = 0, therefore:
𝜈 = 𝑔𝑠 ⋅ 𝑗 + 12 . (4.24)

Figure 4.12: Representation of Landau levels for (a) a standard material and (b) a Dirac

massless electron material.

Researchers have demonstrated both classical Hall and effects on graphene

monocrystalline flakes [10], [15], [17], [18] and in CVD-grown graphene [19], [20]. Exfoliated

monocrystalline graphene devices exhibit the best results, for example, Novoselov et al.

demonstrated a room temperature QHE plateau at ν = 2 after applying a sufficient electric field

doping [17]. CVD-grown graphene instead has usually worse performances due to grain-

boundary scattering, a quantized value is usually detectable for fields in the range of 10-20 T

for undoped graphene in temperature < 2 K, however, more values can be visible when a strong

electric-field doping is applied [19], [20].
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4.2.2 Description of the experiment

Figure 4.13: The 100 µm × 630 µm Hall bar used for characterization (a) microscope image

and (b) layout.

The measurements were carried out through a Physical Property Measurement System

by Quantum Design PPMS® [21] which was able to stimulate the sample with magnetic fields

in the range of [-9, 9] T and cool down the sample down to the temperature of 2 K. The system

was furnished with 3 IV bridges of which:

· bridge 1 was connected to an internal thermistor,

· bridge 2 was connected to provide 𝐼𝑥 and measure 𝑉𝑦 ,

· bridge 3 was connected to measure 𝑉𝑥.
The sample used was a 100 µm × 630 µm Hall bar, represented in Figure 4.13. It must

be noted that, as a consequence of the pyroelectric nature of the substrate and the wide

temperature range the device had to sustain, a significant electric field can arise which could

damage the devices. Therefore, in order to reduce this risk as much as possible, the strategy

adopted was to cool down the sample as slowly as possible, with a cooling rate of 0.01 K/min.

After the production, the sample had to be diced in pieces large around 1 cm × 1 cm, in

order to fit on the sample holder without covering the pads. Before the measurement, a specific

Hall bar was chosen with the aid of a microscope and resistive measurement, considering the

devices not damaged during the cut, then the sample was placed on the sample holder and kept

in place with the aid of a thermal grease, as represented in Figure 4.14(a), after that, the
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corresponding contacts have been wired bonded to the holder (Figure 4.14(b)). The

characterization was performed via the following steps:

1. Insert the sample in the machine;

2. Activate vacuum;

3. Connect the bridges to the device (Figure 4.14(c));

4. Measure and save the resistance of the Hall bar;

5. Select the optimal excitation ports for 𝐼𝑥 and measure ports for 𝑉𝑥 and 𝑉𝑦;
6. Stabilize temperature to 295 K;

7. Sweep 𝐵𝑧, start Hall measures, save response, to calibrate the factor α (4.18);

8. Cool down to 273 K;

9. Test the linearity of the contacts;

10. Sweep 𝐵𝑧, start Hall measures, save response, counter check α;
11. Cool down to 100 K, measure and save variations on 𝑅𝑥𝑥 and 𝑅𝑥𝑦 at 𝐵𝑧 = 0;
12. Sweep 𝐵𝑧, start Hall measures, save response;

13. Cool down to 10 K;

14. Sweep 𝐵𝑧, start Hall measures, save response;

15. Cool down to 5 K;

16. Sweep 𝐵𝑧, start Hall measures, save response;

17. Cool down to 2 K;

18. Sweep 𝐵𝑧, start Hall measures, save response.

Table 4-3: Room-temperature DC resistance of the measured device (applied current 5 µA).

I+ I-
/

V+

13 5 3 6 12 14

// //

V-

3 - 21 Ω 1589 Ω 1600 Ω
// // 4 20.4 Ω 0.02 Ω - 1591 Ω
// // 6 - - 1613 Ω -

// // 14 - - 30.6 Ω -
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Figure 4.14: Image of the sample transferred on the sample holder (a) before (b) and after

wire-bonding. Figure (c) shows the connection setup to the bridges.

Table 4-4: Connections for the measurement setup, N.A. stays for Not Available.

Bridge 2 Bridge 3

I+ I- V+ V- I+ I- V+ V-

13 5 12 14 N.A. N.A. 3 14

In reference to Figure 4.13(b), the measured resistance are the ones shown in Table 4-3

and the final connections to bridge 2 and bridge 3 are described in Table 4-4. The polarity of

the voltmeter in Bridge 2 and Bridge 3 and of the current source in Bridge 2 were chosen so

that hole doping would result in 𝑅𝑥𝑦 > 0 for 𝐵𝑧 > 0 and viceversa for 𝐵𝑧 < 0.
Afterward, the vacuum was activated and a certain amount of time was waited until it

stabilized to the target value. The presence of a diode barrier was checked at the temperature of

273 K by exciting the sample via a current of ±5 µA, as shown in Figure 4.15(c), and the results

for 𝑅𝑥𝑦 and 𝑅’𝑥𝑥 are shown in Figure 4.15(a) and Figure 4.15(b) respectively. The results show
a small resistance variation for both 𝑅𝑥𝑦 and 𝑅’𝑥𝑥, however, as the increasing trend is common
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to both the +5 µA and -5 µA branches and is quite continuous in between, this is rather an

indication of dopant gases still desorbing from the sample.

Figure 4.15: Measurement of (a) 𝑹𝒙𝒚 and (b) 𝑹’𝒙𝒙 under 𝑩𝒛 = 𝟎 and (c) current stimulus𝑰𝒙 = ±5 µA.
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Figure 4.16: Measurement at the temperature of 295 K of (a) the Hall resistance 𝑹𝒙𝒚, (b) the

uncorrected resistance 𝑹’𝒙𝒙 and (c) the corrected 𝑹𝒙𝒙. The excitation current was 5 µA and

the correction factor used was 𝜶 = 𝟎.𝟓𝟏𝟎𝟑.

The room-temperature characterization is shown in Figure 4.16, through that, it could

be found α = − 0.5103, the 0-field resistivity 𝝆𝒙𝒙 = 𝟏𝟎𝟒𝟒 Ω/□, carrier density 𝒏𝒔 = 𝟑.𝟕𝟓 ⋅𝟏𝟎𝟏𝟐 cm-2 and carrier mobility 𝝁𝒙 = 𝟏𝟓𝟗𝟒 cm2/Vs. The relatively big value of α was probably

caused by a difference in the resistivity of the device between the left and the right side in

between contacts. This was possibly confirmed via a Raman mapping performed after the Hall

effect measurements, shown in Section 3.1.4, which revealed some scattering centers on the

left side of the device.
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Figure 4.17: Measurement at the temperature of 273 K of (a) the Hall resistance 𝑹𝒙𝒚, (b) the

uncorrected resistance 𝑹’𝒙𝒙 and (c) the corrected 𝑹𝒙𝒙, (d) the local pressure vs. time, (e) the

applied magnetic field 𝑩𝒛 vs. time and (f) current temperature vs. time. The excitation current

was 5 µA and the correction factor used was 𝜶 = 𝟎.𝟓𝟏𝟎𝟑.

The characterization at the temperature 273 K is shown in Figure 4.17 and through that

it was found in a 0-field resistivity 𝝆𝒙𝒙 = 𝟏𝟎𝟓𝟏 Ω/□, carrier density 𝑛𝑠 = 𝟑.𝟓 ⋅ 𝟏𝟎𝟏𝟐 cm-2 and

carrier mobility 𝝁𝒙 = 𝟏𝟔𝟗𝟔 cm2/Vs. Interestingly, the resistance in Figure 4.17(c) experiences

a transitory effect, increasing slightly even during while 𝐵𝑧 = 0. However, this effect quickly
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dissipated, and the cause was probably a temperature difference between the thermistor and the

actual sample or electric-field doping caused by the pyroelectric effect of the substrate.

Figure 4.18: Measurement at the temperature of 100 K of (a) the Hall resistance 𝑹𝒙𝒚, (b) the

uncorrected resistance 𝑹’𝒙𝒙 and (c) the corrected 𝑹𝒙𝒙, (d) the local pressure vs. time, (e) the

applied magnetic field 𝑩𝒛 vs. time and (f) current temperature vs. time. The excitation current

was 5 µA and the correction factor used was 𝜶 = 𝟎.𝟓𝟏𝟎𝟑.
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The characterization at the temperature 100 K is shown in Figure 4.18, through it was

found a 0-field resistivity 𝝆𝒙𝒙 = 𝟓𝟎𝟐𝟕 Ω/□, the carrier density and mobility were found by

considering the range of 𝐵𝑧 = [− 0.3 , 0.3] T, distant from quantum effects, returning

respectively 𝒏𝒔 = 𝟒.𝟎𝟖 ⋅ 𝟏𝟎𝟏𝟏 cm-2 and 𝝁𝒙 = 𝟑𝟎𝟒𝟗 cm2/Vs.

Figure 4.19: Measurement of (a) 𝑹𝒙𝒚 and (b) 𝑹’𝒙𝒙 under 𝑩𝒛 = 𝟎 and 𝑰𝒙 = ±5 µA (c) during

the cooling from 100 K to 10 K.

In the data, a significant hysteresis effect is visible, especially in the portion

corresponding to 𝐵𝑧 > 0. This could be due to several factors, for example, some residual

doping from the big temperature difference and the pyroelectric could not have been completely

dissipated. In order to confirm this fact, the resistance was measured while cooling down the

temperature from 100 K to 10 K (Figure 4.19(c)), at 𝐵𝑧 = 0, Figure 4.19(a) and Figure 4.19(b)
show the captured data, which display several sharp peaks due to the accumulation of
charges and sudden discharges. The sharp discharges suggest that, even considering all of

the precautions taken, the pyroelectrically generated fields during cooling were strong enough

to overcome either the vacuum or the dielectric substrate. An additional reason might be found
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from the variation in local pressure during the measurement Figure 4.18(d), in particular, the

pressure variation is somewhat consistent with the variation in resistance between 𝐵𝑧 > 0 and𝐵𝑧 < 0.
Either way, the amplitude of the hysteresis was decreasing over time, accordingly with

the hypothesis presented, and the effects were expected to decrease in the experiments to follow,

which was then confirmed in the measurement of 5 K and 2 K.

The characterization at the temperature 10 K is shown in Figure 4.20, through it was

found a 0-field resistivity 𝜌𝑥𝑥 = 7087 Ω/□, the carrier density and mobility were found through

the range of 𝐵𝑧 = [− 0.3 , 0.3] T, distant from quantum effects, returning respectively 𝒏𝒔 =𝟑.𝟕𝟑 ⋅ 𝟏𝟎𝟏𝟏 cm-2 and 𝝁𝒙 = 𝟐𝟑𝟔𝟒 cm2/Vs. Interestingly, Figure 4.20(c) still shows a

considerable hysteresis which is compatible with what discussed above for the 100 Kmeasures.
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Figure 4.20: Measurement at the temperature of 10 K of (a) the Hall resistance 𝑹𝒙𝒚, (b) the

uncorrected resistance 𝑹’𝒙𝒙 and (c) the corrected 𝑹𝒙𝒙, (d) the local pressure vs. time, (e) the

applied magnetic field 𝑩𝒛 vs. time and (f) current temperature vs. time. The excitation current

was 5 µA and the correction factor used was 𝜶 = 𝟎.𝟓𝟏𝟎𝟑.
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Figure 4.21: Measurement at the temperature of 5 K of (a) the Hall resistance 𝑹𝒙𝒚, (b) the

uncorrected resistance 𝑹’𝒙𝒙 and (c) the corrected 𝑹𝒙𝒙, (d) the local pressure vs. time, (e) the

applied magnetic field 𝑩𝒛 vs. time and (f) current temperature vs. time. The excitation

current was 5 µA and the correction factor used was 𝜶 = 𝟎.𝟓𝟏𝟎𝟑.

The characterization at the temperature 5 K is shown in Figure 4.21, it was found a 0-

field resistivity 𝝆𝒙𝒙 = 𝟕𝟒𝟖𝟖 Ω/□, the carrier density and mobility were found through the range

of 𝐵𝑧 = [− 0.3 , 0.3] T, distant from quantum effects, returning 𝑛𝑠 = 𝟑.𝟓𝟓 ⋅ 𝟏𝟎𝟏𝟏 cm-2 and𝝁𝒙 = 𝟐𝟑𝟓𝟐 cm2/Vs.
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The sharp rise in 𝑅𝑥𝑥 shown in Figure 4.20(c) is from the measurements during the cool-

down from 100 K. Interestingly, Figure 4.20(c) still shows a considerable hysteresis which is

compatible with what discussed above for the 100 K measures.

Figure 4.22: 1st measurement at the temperature of 2 K of (a) the Hall resistance 𝑹𝒙𝒚, (b)

the uncorrected resistance 𝑹’𝒙𝒙 and (c) the corrected 𝑹𝒙𝒙, (d) the local pressure vs. time, (e)

the applied magnetic field 𝑩𝒛 vs. time and (f) current temperature vs. time. The excitation

current was 5 µA and the correction factor used was 𝜶 = 𝟎.𝟓𝟏𝟎𝟑.
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The 1st characterization at the temperature 2 K is shown in Figure 4.22, it was found

a 0-field resistivity 𝝆𝒙𝒙 = 𝟕𝟕𝟑𝟑 Ω/□, the carrier density and mobility were found through the

range of 𝐵𝑧 = [− 0.3 , 0.3] T, distant from quantum effects, returning respectively 𝒏𝒔 = 𝟑.𝟒𝟖 ⋅𝟏𝟎𝟏𝟏 cm-2 and 𝝁𝒙 = 𝟐𝟑𝟗𝟓 cm2/Vs. The QHE plateau of 𝜈 = 2 was found at 𝐵𝑧= 9 T, while the

Hall resistance value at 𝐵𝑧= -9 T is within 3%.

Figure 4.23: 2nd measurement at the temperature of 2 K of (a) the Hall resistance 𝑹𝒙𝒚, (b)

the uncorrected resistance 𝑹’𝒙𝒙 and (c) the corrected 𝑹𝒙𝒙, (d) the local pressure vs. time, (e)

the applied magnetic field 𝑩𝒛 vs. time and (f) current temperature vs. time. The excitation

current was 5 µA and the correction factor used was 𝜶 = 𝟎.𝟓𝟏𝟎𝟑.
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The 2nd characterization at the temperature 2 K is shown in Figure 4.23, it was found

a 0-field resistivity 𝝆𝒙𝒙 = 𝟖𝟎𝟒𝟕 Ω/□, tthe carrier density and mobility were found through the

range of 𝐵𝑧 = [− 0.3 , 0.3] T, distant from, quantum effects, returning respectively 𝒏𝒔 =𝟑.𝟐𝟒 ⋅ 𝟏𝟎𝟏𝟏 cm-2 and 𝝁𝒙 = 𝟐𝟑𝟗𝟓 cm2/Vs. The QHE plateau of 𝜈 = 2 was found at 𝐵𝑧= -9 T,

while the Hall resistance value at 𝐵𝑧= 9 T is within 3%.

This time the hysteresis effect is considerably reduced, compatibly to previously

discussed. Interestingly, it should also be noted that its maximum corresponds with the valleys

in pressure Figure 4.23(d).

4.3 Discussion of the results
The characterization of the resistivity through TLM demonstrates the possibility of tuning

the resistivity of graphene through processing, by choosing opportunely the process

photoresists it was possible to tune the resistivity of the graphene from ~600-700 Ω/□ using
the negative AZnLOF photoresist to 1400-2000 Ω/□ using the positive S1813 photoresist,
closer to the optimal value for AE coupling with YX-128° LiNbO3 of 800 kΩ/□.

The reported values of the effective channel lengths 𝐿𝑒𝐶𝐻 and contact resistivity 𝜌𝑐 are in
good agreement with the current state of the art, indicating a good quality of the process and

suggesting that, when necessary to reduce the overall contact resistance 𝑅𝑐, the designs of the
layouts should maximize both the overlap between the graphene and the metal contacts and the

contact length.

Figure 4.24: Extracted values of (a) the density of charge carriers and (b) their mobility vs.

temperature.
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The results from CHE characterization are summarized in Figure 4.24(a) and Figure

4.24(b). The data highlights a charge mobility higher than the value of 1500 cm2/Vs reported

for graphene on Si/SiO2 substrates from the same manufacturer [8]. The sign of the Hall voltage𝑉𝑥𝑦 reveals that the device is p-doped with a carrier density > 𝟑.𝟐 ⋅ 𝟏𝟎𝟏𝟏 cm-2.

A Raman characterization of the Hall bar device performed (see Section 3.1.4) shows

the presence of some defects near on the left side of the Hall bar (with reference of Figure 4.13),

which explains the relatively large value of α = 0.501.

The QHE measurements revealed the presence of a 𝟏𝟐 ⋅ 𝒉𝒒𝟐 valley for 𝑩𝒛~𝟗 T at the

temperature of 2 K, in good agreement with other experiments of undoped CVD graphene.

However, the data showed a significant hysteresis effect after cooling down the samples, this

effect dissipated partially over time and was likely because of the pyroelectric and ferroelectric

nature of the substrate.
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5 Acousto-Electric current measurements

5.1 Introduction
This chapter presents the experiments I performed for the characterization of the acousto-

electronic coupling of graphene on LiNbO3. The made with surface acoustic waves (SAW)

delay-line at 2.5 GHz measured with graphene on LiNbO3. These results are the object of a

paper that I reproduce and where you can find all the details and bibliographic references. This

work as compared to literature present several breakthroughs:

- Method of production,

- Experimental set-up

- Operation frequency higher than any other previously reported work thanks to graphene.

Finally, Section 5.3 presents the other measurements performed in the range 1.0 GHz – 3.5

GHz and a stress analysis of the transducers.

This work paves the way for the acoustic convolver presented in Chapter 6.

5.2 Paper : Acousto-electric measurements at 2.5 GHz
on graphene transferred onto YX128°-LiNbO3

5.2.1 Abstract
Surface acoustic wave delay lines with an operational frequency of 2.5 GHz have been

designed to measure the acoustoelectronic transport of carriers in graphene transferred onto

YX128°-LiNbO3 piezoelectric substrate. The monolayer of graphene on LiNbO3 presented

sheet resistance in the range of 733 to 1230 Ω/□ and ohmic contact resistivity with gold of
1880 to 5200 Ωµm. The measurements with different interaction lengths on graphene bars have

allowed the extraction of carrier absorption and mobility parameters from the acousto-electric

current. Graphene presented higher acousto-electronic interaction in the GHz range than

previously reported values in the range of 100s MHz with carrier absorption losses of 109 m-1

and mobility for acoustically generated charges of 101 cm2/Vs.
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5.2.2 Introduction
The development of micro-acoustic technologies have allowed major breakthroughs in

both the miniaturization and performances of analog filters operating in the radiofrequency and

microwave regimes [1], [2]. Passive linear micro-acoustic filters are at the heart of high-end

communication technologies, however, in order to enable more complex and performant

architectures, considerable attempts have been dedicated to the development of nonreciprocal

and nonlinear micro-acoustic devices.

The Acousto-Electric (AE) effect is the generation of a DC electric current from the propagation

of an acoustic wave. This phenomenon is present in piezoelectric semiconductors like CdS

[3]–[5], ZnO [5], GaN [6], or in heterostructures like GaAs/AlGaAs [7], [8] or GaAs/LiNbO3

[9]. On the other end, the indirect AE effect is at the base of AE amplifiers, which are

nonreciprocal devices able to perform both amplification or attenuation of acoustic waves by

applying a DC bias on a piezoelectric semiconductor or a semiconductor, in

semiconductors/piezoelectric heterostructures [10]. The gain applied to the acoustic field

depends on the majority charge carriers and the direction of the current with respect to the

acoustic field.

Acoustoelectronic convolvers can achieve analog signal convolution through nonlinear

interaction between two contra-propagating waves under a conductive medium [1], [11], which

can be a metallic film [12], or a semiconductive film [13]. However, the performance of such

devices is restricted by phenomena of mass loading, and, in particular, the frequency of

convolver devices is so far limited to 100s of MHz [1], [11]. To improve the performance of

such devices, it is necessary to use materials that would enable higher AE coupling and lower

power losses, while also providing high charge mobility. Since the discovery of graphene, some

research efforts have been devoted to the measurements of the AE effect in graphene-based

structures up to 1 GHz [14]–[23]. As graphene is not piezoelectric. Different heterostructures

have been developed: direct excitation on graphitized SiC [18], graphene transferred onto

LiNbO3 [15], [16], [19], [21], or integrated graphene/SiO2/Si with LiNbO3 by means of a flip-

chip technique [22]. Indeed, graphene is an appealing material for AE coupling and the

manipulation of electric charges by acoustic waves. Because of its low mass density, graphene

disturbs only slightly through mass loading the micro-acoustic waves propagating in

piezoelectric substrates [23]. Moreover, graphene possesses a high charge carrier mobility
which allows high-frequency operations. Even if the control of the electrical properties of

2D materials, along with the electrical contacts, remains challenging [24], its resistivity can be
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tuned either electrically or through processing in order to optimize the AE coupling. For

instance, Malocha et al. have recently demonstrated that graphene is a good candidate for AE

energy coupling devices and AE SAW amplifier architectures based on LiNbO3 with

operational frequencies of 145 and 933 MHz [25], [26]. Moreover, they succeeded in tuning

the resistivity from 975 to 1500 Ω/□ through a gate/oxide structure on a piezoelectric substrate.

Nevertheless, the potential interest of graphene for AE relies on its potential for ultra-high

working frequency. A real breakthrough would be if analog convolver performances would

exceed greatly the one achieved by digital processing. This work focuses on the micro-

fabrication process of SAW delay lines with an operational frequency of 2.5 GHz and integrated

with a graphene monolayer. Measures of AE current and SAW propagation losses were done,

and compared to the literature.

5.2.3 Microfabrication
The schematic representation of the studied AE device, consisting of a SAW delay line

and a graphene zone, is given in Figure 5.1. The SAW delay line consists of two interdigital

transducers (IDTs), each consisting of 14 electrode pairs with an aperture of 80 µm and a

periodicity of 1.35 µm, each digit having a width of 288 nm.

Figure 5.1: Schematic representation of AE device based on a SAW delay line and graphene

layer (gray zone). Numbered zones indicate the measurement pads.

The distance between IDT 1 and IDT 2 is 2 mm. Black YX-128° LiNbO3 substrates

(rotation of the Y axis by 128° around X, and wave propagation along X) were diced into chips

with the size of 20 mm × 22 mm and cleaned in acetone, sulfochromic acid, and de-ionized (DI)

water. Figure 5.2 gives the flowchart for the microfabrication of the SAW delay lines and its

integration with graphene. The samples, between each fabrication step, were cleaned by using
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acetone, Iso-Propyl Alcohol (IPA), and de-ionized (DI) water. The IDTs were patterned by

means of electron-beam lithography. The first step consisted in the microfabrication of the

IDTs and charge-collecting electrodes for graphene. A positive resist (ARP 6200.09), coated

by a conductive resist (Electra 92), was used for this purpose. After e-beam writing, the Electra

resist was dissolved in DI-water and the ARP 6200.09 resist was developed by submerging the

sample first in Amyl-acetate for 1 min and then in MIBK:IPA (with a ratio 1:3) for 30 s. The

surface was pretreated in O2 plasma for 5 s and Ti (10 nm)/Au (30 nm) layers were deposited
by means of e-beam evaporation. The remover 1165 solution was used for the liftoff process.

In the second step, the transfer of graphene was carried out by using a transfer kit of a 10 mm× 10 mm graphene sheet on a water-soluble polymer from Graphenea Foundry (Spain) [27].

To pattern the transferred graphene, a protecting positive S1813 photoresist was spun and

structured by means of ultraviolet (UV) lithography (EVG 680 aligner). The unprotected

graphene was etched by oxygen plasma for 30 s. The protective resist coating was dissolved in

remover solution 1165. The contact pads were fabricated by UV lithography using the

photoresist AZNLOF 2000 and a liftoff process of sputtered Ti (10 nm)/Au (200 nm). Finally,

annealing was done in argon atmosphere at 120°C for 90 minutes to improve the conductivity

of the graphene, the adhesion between the graphene and the substrate, and the graphene-metal

electrical contacts. It is to note that the graphene disappeared on LiNbO3 at temperatures greater

than 150°C, which is lower than annealing temperatures used for graphene on silicon wafers.

Unpolarized Raman spectra and a mapping of graphene on LiNbO3 have been done in

backscattering geometry using 532 nm excitation (Monovista, S&I). The acquisition time of a

spectrumwas 20 s using a laser power of 10 mW and an objective with a magnification of 100X.

Electrical characterization of ohmic contact and sheet resistance have been measured

by applying Transmission Line Model (TLM) method [28]. The resistive measurements were

performed using the 4-point probe method, through a Keithley 6221 current source and a

Keithley 6182 nano-voltmeter. In order to limit temperature changes due to power dissipation,

the current source was set to generate short pulses at ±50 nA, and the voltage measurements

were taken after the transient effects. Finally, Figure 5.3 shows the setup for the AE

measurements. It was composed of a high-power signal generator operating in the frequency

range from 100 kHz to 6 GHz (Keysight N5181B), connected through port 1 to the IDT 1, and

the AE current was measured through a Source Measurement Unit (Keithly 2636B), isolated

from the High-Frequency component of a 6 GHz bias-tee (ZFBT-6G+) connected to port 2,

which is then connected to pads 1-10. For the measurements of the scattering parameters, a
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Vector Network Analyzer (VNA Keysight P5004) was used, connecting port 1 to IDT 1 and

port 2 to IDT 2.

Figure 5.2: Flowchart of microfabrication of SAW delay line with integrated graphene

monolayer.

Figure 5.3: Representation of the setup used for the AE current measurements.
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5.2.4 Results
The first analysis of the homogeneity of the processed devices has been performed by

means of an optical microscope. As the visibility of graphene on LiNbO3 is quite limited (few

percent of contrast), more precise measures have been carried out by using Raman spectroscopy

[29]–[31]. The Raman spectra have been fitted using pseudo-Voigt profiles and the 2D and G

intensities and their ratio were mapped to check the homogeneity of the layer (Figure 5.4).

Figure 5.4(a) represents a typical Raman spectrum of graphene on LiNbO3 after processing.

The 2D/G ratio stays firmly above ~3.3 across all the transferred graphene zone and steeply

decreases where the graphene had been etched away (Figure 5.4(b)). This confirms that the

transferred graphene is monolayer [29], and uniform on all our devices. No imperfections such

as holes or folds along the graphene sheet have been observed.

Figure 5.4: Typical Raman spectra of graphene transferred onto LiNbO3 (a) and mapping

of 2D/G ratio on a 50 µm × 50 µm area made by collecting 25 × 25 points (b).
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In order to further confirm the high quality of graphene, the DC resistivity values have

been analyzed by applying the TLM method in which a sheet of graphene is contacted in

multiple differently spaced points. The resistance as a function of the distance between the

contacts (in the range from 10 µm to 135 µm) was recorded from a TLM device with a width

of 80 µm at ambient conditions (in air at 25°C). The resistivity of graphene and the contact

resistance were extracted from the fitting procedure, described elsewhere [28], [32]–[34]. The

measured resistance (that of graphene and contacts) was plotted as a function of pin-pin distance

(Figure 5.5). The intercept on the resistance axis represents the total contact resistance, which

is equal to:𝑅𝑡𝑜𝑡 =  2∙(𝑅𝑚 + 𝑅𝑖), (5.1)

Where the factor 2 originates from the two contact points, 𝑅𝑚 is the resistance of the

gold contact/layer, and 𝑅𝑖 is the resistance of the graphene-metal interface. Therefore, the value

of the contact resistivity has been estimated by multiplying the interface resistance by the length

of the gold/graphene contact. The resistivity of the graphene has been found by multiplying the

slope of the curve, which is the line resistivity in Ω/µm, by the width of the TLM device. The

resistivity of the graphene was 733.4 Ω/□ and the resistance of the gold contacts of ~21 Ω. The

contact resistivity between the graphene and gold was 1880 Ωµm. Further measurements on

other TLM devices revealed that the resistivity values can vary considerably on the same

sample, and the graphene sheets resistivity and contact resistivity have been found to be in the

range of 733-1230 Ω/□ and 1880-5200 Ωµm, respectively.

Figure 5.5: TLM plot for a 80 µm-wide graphene device with electrical gold contacts.
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The measurements of the scattering parameters of a SAW delay line with graphene have

been taken in the frequency range between 1 GHz and 4 GHz (Figure 5.6 (a) and (b) by using

a VNA and GS probes on IDT 1 and 2 with a wave impedance of 50 Ω (Figure 5.3). The

scattering parameters of the SAW delay line confirmed a first-order resonance around 2.5 GHz

with an insertion loss of value 30 dB. The secondary peaks visible in Figure 5.6 (b) are due to

bulk-guided modes and secondary SAW modes of the transducers. The high insertion losses

could be due to impedance mismatch and propagation losses. The total lost power, with respect

to the IDT1 input, has been computed from the scattering parameters as:

𝑃𝑙𝑜𝑠𝑡𝑃𝑖𝑛,1 = 𝑎1 2− 𝑏1 2− 𝑏2 2𝑎1 2 = 1 − 𝑆11 2 − 𝑆21 2, (5.2)

where 𝑎1, 𝑏1 and 𝑏2 are the Kurokawa wave parameters for the input electromagnetic wave at

port 1 and output electromagnetic wave at ports 1 and 2, respectively [35], and considering the

contact pads on each IDT as reference planes. The resulting lost power was plotted in Figure

5.6(c) and showed that a considerable portion of the acoustic power was lost during
transmission. This could be due to the long delay line (2 mm) and high-frequency losses of the

acoustic wave. Further characterization of other delay line devices operating in the 2.2 GHz -

2.7 GHz range yielded similar results, both in devices with or without graphene.

The acoustic current has been generated through a high-power signal generator

connected directly to IDT and the AE current has been measured by means of an ammeter,

connected to a probe placed on adjacent pads.
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Figure 5.6: S11 (a), S21 (b) and dissipated power (c) vs. input frequency of a SAW IDT line

based on 128°YX LiNbO3 with graphene, measured between IDT 1 and IDT 2.

In order to shield the instrumentation from the microwave electromagnetic field

component, both for protection of the instrumentation and for better accuracy, the probe was

first connected by a bias-tee whose RF branch was connected to an isolator and a load of 50 Ω,

while the DC branch was connected to the ammeter (Figure 5.3), the AE current collected have

been therefore logged. The AE currents of graphene as a function of input power (acquired with

different pins) are presented in Figure 5.7.

Figure 5.7: AE current in linear scale (a) and in logarithmic scale (b) as a function of input

power.
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During each measurement for the AE current generator has first been set up to generate

a signal at 2.5 GHz with low amplitude (0 dBm), the frequency has then been slowly tuned

manually while the AE current was monitored. The frequency that maximizes the current value

was found to be at 2.507 GHz, which was in line to the resonant frequency of the IDTs (Figure

5.6 (a) and (b)). Once the central frequency was found, the power has been gradually increased

up to 0.3 W. Afterwards the same power sweep has been also repeated for the other data points.

The central frequency did not show a significant shift with excitation power and we can neglect

dissipation and temperature effects.

5.2.5 Discussion and concluding remarks
In the absence of an external magnetic field, the current of a hybrid piezoelectric-2D

electron system for a short-circuited AE current loop [7]–[9] is described by the following

equation:𝐼𝐴𝐸   =   𝜇𝐴𝐸 ⋅ 𝑃 ⋅ 𝛼𝐴𝐸 𝑣0, (5.3)

where 𝜇𝐴𝐸 is the mobility of AE-coupled charge carriers, P - the acoustic power, 𝛼𝐴𝐸 - the

attenuation coefficient for the acoustic field due to the interaction with the charge carriers, and𝑣0 - the speed of the surface wave. For the 2D electron system on piezoelectric, assuming a

simple relaxation model for the SAW-charge carriers interactions, the value of 𝛼𝐴𝐸 can be

found as [7]:

𝛼𝐴𝐸 = 𝛽0 ⋅ 𝐾𝑒𝑓𝑓22 ⋅ ρ𝑀/ρ□1+ ρ𝑀/ρ□ 2, (5.4)

where 𝛽0 is the SAW wavenumber, 𝐾𝑒𝑓𝑓2 - the effective piezoelectric coupling factor (equal

to 0.056 for YX128° LiNbO3), 𝜌□ - the surface resistivity, and 𝜌𝑀 - a constant, equal to

approximately 800 kΩ for YX128° LiNbO3 (Chapter 1.3).

In order to correctly evaluate the power (Equation (5.3)), it is necessary to estimate the

different contributions to the decrease in the amplitude of the acoustic field from the IDTs to

the graphene. The power at the graphene interface can be calculated as:𝑃𝑖(∆𝑥) =  𝜂𝐼𝐷𝑇,𝑖∙𝜂𝑃,𝑖∙ 𝑃𝑖𝑛∙𝑒−2𝛼∙∆𝑥, (5.5)

where i identifies either port 1 or port 2, Pin is the input electrical power, 𝜂𝐼𝐷𝑇,𝑖 - the conversion
efficiency between the electrical signal at the IDT and acoustic power in the delay line, the



164

efficiency 𝜂𝑃,𝑖 - a factor representing the power loss due to the cables, probes and various

connectors between the input port on the VNA and the corresponding contact pads on the

sample, ∆x - the distance between the IDT and the first pad on the graphene, and α represents

the losses of the acoustic field due to damping. If assuming that the ohmic losses are negligible,

all of the input electric power is either reflected back or converted to SAW:𝜂𝑃,𝑖∙𝑃𝑖𝑛  = 𝑎𝑖 2 = 𝑏𝑖 2 + 2∙𝑃𝐴, (5.6)

where PA is the acoustic power generated at one side of the IDT and the factor 2 derives from

the a-directionality of our IDT design, meaning that the electrical power is split equally between

both the left and right sides. From Equation (5.6), the value of the 𝜂𝐼𝐷𝑇,𝑖 can be found from the

related scattering parameter Sii as:𝜂𝐼𝐷𝑇,𝑖  =  𝑃𝐴|𝑎𝑖|2 = 1−|𝑆𝑖𝑖|22 . (5.7)

At resonance, |S11| = -6 dB for port 1, which implies 𝜼𝑰𝑫𝑻,𝟏 = 0.37, while |S22| = -5.9

dB for port 2, which leads to 𝜼𝑰𝑫𝑻,𝟐 = 0.37. The values of 𝜂𝑃,1 and 𝜂𝑃,2 were measured

experimentally and their values were ~ 0.83. The α can be found from S11 and S21 by rewriting

Equation (5.6) in terms of the electric wave in port 2 instead of the acoustic power at port 1:

𝜂𝑃,1∙|𝑎1|2 = |𝑏1|2 + 2∙𝑒2𝛼∙𝐿∙ |𝑏2|2𝜂𝐼𝐷𝑇,2𝜂𝑃,2, (5.8)

where L is the length of the delay line and |𝑏2|2 𝜂𝐼𝐷𝑇,2𝜂𝑃,2 is the acoustic wave’s power on

IDT 2. Finally, (5.8) can be manipulated in order to find:𝛼 = 12∙𝐿 ∙𝑙𝑜𝑔 |𝑆21|−2 ⋅ 𝜂𝐼𝐷𝑇,2 ⋅ 𝜂𝐼𝐷𝑇,1 ⋅ 𝜂𝑃,2 ⋅ 𝜂𝑃,1 . (5.9)

By performing a characterization of a delay line without graphene, it was found α =
1550 m-1, which means that the acoustic wave, when it reaches the graphene is reduced by a

factor of ~0.053. Different sets of AE current measurements have been performed, the acoustic

current was recorded by using the ammeter between the pads 1-2, 2-3, 10-9, and 9-8. The

distances between the different couples of pads were 14.5 µm, 414 µm, 40.5 µm, and 344.3

µm, respectively. The data collected are represented in Figure 5.8. The AE current was always

oriented in the same direction as the propagation direction of the acoustic field. This indicates

that the major charge carriers are holes, due to the p-doping of the graphene caused by the
adsorption of O2 and H2O [31]. AE current varies linearly with the input power according to
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the Equation (5.3) (Figure 5.7(a)), and the maximum reached values for different distances

between the pads were 4.5 µA, 188 nA, 950 nA and 68 nA, respectively (Figure 5.7(b)). The

current values changed significantly with the increase of the measurement distance: the

maximum current measured from pads 1-2 is ~4.7 times higher than what was measured on

pads 10-9, and ~66.2 times higher than for pads 9-8. This effect could be due to the previously

discussed power losses on the delay line itself. To check this hypothesis, the AE current

amplitude at 0.3 W of input power, has been plotted with respect to the average distance to the

first contact pad (Figure 5.8), showing an exponential decrease with the distance.

Figure 5.8: Acoustic current at 0.3 W, 2.507 GHz vs. average distance from Pad 1.

By using (5.3) and (5.4), it is possible to find the values of the loss factor 𝛼𝐴𝐸 and charge

mobility from the data acquired. 𝜶𝑨𝑬 = 109 m-1 and µAE = 101 cm2/Vs were estimated for a

measured graphene resistivity of ~800 Ω/□ for the studied AE device. Table 5-1 reports a

comparison of AE parameters of graphene transferred to LiNbO3 in the range of 11 MHz to 2.5

GHz. The graphene DC resistivity varies from 0.8 kΩ/□ (this work) in air to 154 kΩ/□ in
vacuum [17]. Considering only values in air, the resistivity varies from 0.8 to 4.8 kΩ/□ in good

agreement with properties of CVD graphene transferred onto Si/SiO2 [36]. The DC mobility
µ of our graphene is expected to be of the order of 1500 cm2/Vs as compared to one in the

graphene/Si/SiO2, as well [16], [25], [27]. Meanwhile, the acousto-electronic mobility, given
in Table 5-1, differs significantly from DC mobility. Mobilities between 68 and 109 cm2/Vs

for low-resistivity graphene and from 5 to 15 cm2/Vs as measured through AE effect (Table

5-1). This shows that the mobility (5.3) and (5.4) is not the DC mobility. Four possible reasons

were identified for the discrepancies between the theoretical values and the results:
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- One of the main reasons is that the mobility in AE is due to the inhomogeneous electric

field (over the acoustic wavelength in the range of microns) and transverse electric field

accompanying the acoustic wave. As for DC mobility, it is measured with an electric

field longitudinal to the plane of graphene.

- The amplitude of the electric field in the graphene may differ from the one within the

piezoelectric dielectric material. Indeed, a dead layer forms on the ferroelectric surface

of LiNbO3 which may attenuate the amplitude of the electric field at the interface with

the graphene [37].

Table 5-1: Comparison of values of 𝛼𝐴𝐸 and µAE measured on graphene/YX128°-LiNbO3 at

room temperature with the literature data. The frequency and the typical feature size of the

devices are indicated, as well.

Ref. ρ [kΩ/□]
𝛼𝐴𝐸
[m-1]

µAE

[cm2/Vs]

𝑭𝒐𝑴𝑨𝑬 = 𝜶𝑨𝑬 ⋅µAE

[cm2/Vsm]

Size
[µm]

Freq.
[MHz]

[14] 4.8 29* 68* 2001* 30 110

[17] 154 (vac.) 2910* 8 23280
200, 300,

500

11,32,

97,18,

356

[16] 77* (vac.) 1100 15 16500 300
11,32,

269

[15] - 150 5 750 29 332

[25],

[26]

0.9-1.5

(gate)
- - - 127 331

This work 0.8 109 101 12000
14, 40,

344
2500

* are values computed from data

- is for data not available

- The difference in the mobility (109 cm2/Vs) measured at 2.5 GHz with the one (68 cm2/Vs)

extracted from the data by Miseikis et al. at 110 MHz [14]. As both papers consider

CVD graphene transferred onto LiNbO3 [38], one can consider dependence on the

wavelength of the acoustic field, which was 1.6 µm and 30 µm, respectively. However,
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this interpretation doesn’t follow Venugopal et al. [39] predictions. Indeed, they

reported a significant decrease in mobility for transport distances less than ~5 µm due

to a switch in the prevalent charge transport mechanism from quasi-ballistic to diffusive

one. In our case, the highest mobility was found with a wavelength of 1.6 µm which is

much smaller than the reported critical distance of 5 µm Venugopal et al. [39]. The

higher resistance due to defects and scattering of carriers may explain the lower mobility

observed by Miseikis et al.

- Finally, a fourth hypothesis is that we have separated the acoustic losses in the LiNbO3

substrate from the losses in graphene (Equations 5.5 – 5.9). Consequently, we have

estimated a lower loss factor, 𝛼𝐴𝐸, of graphene and increased mobility with respect to

the literature data measured at similar power but including acoustic losses.

Unfortunately, very limited information is available on this topic in the literature (Table

5-1).

Surface Acoustic wave delay lines operating at 2.5 GHz have been designed in order to

measure the AE transport of graphene. Even if the insertion loss of our device remained quite

high due to the unoptimized impedance matching at 50 Ω and wave damping in LiNbO3, the

results showed that graphene presents a very strong AE interaction in the GHz range. In the

previous discussion, a high uncertainty still exists in the definition of the AE mobility from the

DC mobility. The extracted AE mobility shows values much higher than the reported ones,

indicating a better AE coupling in the GHz frequency range. In the literature, the generic (5.3)

and (5.4) have been verified for classical semiconductors and piezoelectric structures but little

attention has been paid to the reliability of estimated values in the case of 2D materials. This

indicates that there is still experimental and theoretical work to be done in this direction.

5.3 Follow-up on AE Characterization
This section exposes further results of AE characterization performed for different

frequencies of the excited SAW signal and stress-testing of the IDTs to find their maximum

operable power range. The studies were first performed manually, as described in Section 5.2.4,

and then via the automated bench described in Section 5.3.3.
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5.3.1 Characterization at 2.0 GHz and 3 GHz
As visible in the response of the IDTs shown in Figure 5.6, two smaller side lobes around

2.0 GHz and 3.0 GHz could be present in some delay lines due to fabrication defects, which

have allowed to perform an AE characterization at said frequencies.

Because of the unreliability of the aforementioned peaks, the value of α computed from the

scattering parameters was unreliable due to a likely contribution of bulk waves to S21. Therefore,

when processing the data, the value of α used when applying (5.5) was the lowest value

measured in between all delay lines possessing a propagating peak at said frequency. It must

be noted that, because of this, the computed values for the mobility 𝜇𝐴𝐸 and of the defined

coupling figure of merit 𝐹𝑜𝑀𝐴𝐸 = 𝛼𝐴𝐸 ⋅ 𝜇𝐴𝐸 are underestimated.

For the test frequencies of 2.0 GHz, α was found to be in the [1300, 4000] m-1 range and for

3.0 GHz therefore the value used when computing was [1200, 1800] m-1, therefore, the values

of α used at ~2.0 GHz was 1300 m-1 and at 3.0 GHz 1200 m-1.

Figure 5.9 shows the scattering parameters of the device ‘R4_C8’ used in the 2.0 GHz AE

characterization shown in Figure 5.10 (a), using an input SAW at frequency of 2.017 GHz. The

data in Figure 5.9 (c) were computed via Equation (5.2). The data shows saturation around𝑃𝑖𝑛 = 0.5 W, which is preceded by an “overshoot”. This effect could be reproduced on many

of the samples and is further discussed in Section 5.3.2. and η𝐼𝐷𝑇,1 was ~0.46. Figure 5.10 (b)

tests the generated 𝐼𝐴𝐸 with the superposition of a DC current 𝐼𝐷𝐶 of -1.13 µA for a resistance

of 250 Ω and a sheet resistance of ~2000 Ω/□, which was chosen to cancel the current at 𝑃𝑖𝑛 =

+20 dBm and shows that, especially for higher values of 𝑃𝑖𝑛, the difference in current increases.
From a quick test of the device performed afterwards, its response for 𝐼𝐷𝐶 = 0µA did not

change, which probably indicated attenuation on the SAW of the contra-propagating DC

current. Because of how the setup was made at the time of measurement, it was not possible to

measure directly the output power at IDT 2, for which this effect was further explored in a

second moment, as described in Section 6.3.
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Figure 5.9: S11 (a), S21 (b) and relative dissipated power (c) vs. input frequency of the device

‘R4_C8’.

Figure 5.10: (a) Measurements of 𝑰𝑨𝑬 vs. SAW input power at 2.017 GHz for the device

‘R4_C8', showing the saturation effect for all probed distances. (b) shows the AE response

when applying a contra-propagating DC current of 1.13 µA (the black dotted line represents𝑰𝑨𝑬 + 𝑰𝑫𝑪 = 0 µA).

Figure 5.11 shows the scattering parameters of the device ‘R4_C7’ used for both a 2.0

GHz and a 3.0 GHz AE characterization, shown in Figure 5.12(a) and (b). The data confirms

the presence of a saturation effect around 300-400 mW. The values found for η𝐼𝐷𝑇,1 were 0.27

and 0.45 for 3.0 GHz and 2.0 GHz respectively.
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Figure 5.11: S11 (a), S21 (b) and relative dissipated power (c) vs. input frequency of the device

‘R4_C7’.

Figure 5.12: (a), (b) Measurements of 𝑰𝑨𝑬 vs. SAW input power at ~2.004 GHz and 2.995

GHz for the device ‘R4_C7'.

Finally, Figure 5.13 shows the scattering parameters of the device ‘R2_C8’ used for the

AE characterization at 2.994 GHz and 2.976 GHz, shown in Figure 5.14. The data confirms the

presence of a saturation effect around 300-400 mW, like other samples. The value of η𝐼𝐷𝑇,1
found at 3.0 GHz was 0.31.
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Figure 5.13: S11 (a), S21 (b) and relative dissipated power (c) vs. input frequency of the device

‘R2_C8’.

The results for AE coupling at different input frequencies are summed up in Table 5-2.

Overall, the data demonstrates the best reported AE coupling for GoL at the input frequency of

2.976 GHz and suggest an optimal input power range of 0 W – 0.3 W.

Figure 5.14: Measurements of 𝑰𝑨𝑬 vs. SAW input power at ~2.994 GHz and 2.976 GHz for

the device ‘R2_C8'.
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Table 5-2: Results for AE coupling of the devices tested.

Ref Device
𝝆□

[kΩ/□]
𝜶 [m-1]

µAE

[cm2/Vs]

FoMAE= 𝛼𝐴𝐸∙µAE

[cm2/Vsm]

Freq.
[GHz]

Figure 5.10 R4_C8 2.0 220 24.7 5440 2.017

Figure 5.12(b) R4_C7 0.9 159 23.4 3740 2.995

Figure 5.12(a) R4_C7 0.9 106 277.7 29570 2.004

Figure 5.14 R2_C8 0.8 132 509 67090 2.994

Figure 5.14 R2_C8 0.8 131 592 77550 2.976

5.3.2 Saturation power and breakdown of the IDTs
The data captured showed a certain nonlinear coupling for high levels of power. As

previously discussed for the results shown in Figure 5.10, Figure 5.12 and Figure 5.14, a

significative saturation effect starts to be visible for 𝑃𝑖𝑛 ~ 0.3-0.4 W. More interestingly, some

experiments, as visible in Figure 5.10, show a pronunced decrease in coupling after 0.5 W,

while some devices experienced a failure for a high enough power at the right SAW frequency.

Specifically, most failures were observed at the main peak of the IDTs, rather than the side

lobes. For instance, Figure 5.15 shows the measurement at 2.57 GHz performed for the device

‘R3_C7’, showing a critical failure at 0.25 W, after which there was still signal, but much

weaker.

The first hypotesis was that the IDT broke due to the strong input signal, to counter

check this argument the 𝑆11 of the IDT was remeasured after the AE characterization (Figure

5.16), demonstrating that the peak was considerably wider and shifted, confirming the

damaging of the transducers. This seems to indicate the stress of the IDTs as a major
contributing factor of the saturation effect, but it doesn’t confirm the exact cause. Various

possible causes have been individuated to explain the saturation and the breakdown:

· The samples could have been heated up locally due to mechanical or electrical

dissipation, shifting the resonant frequency to lower values and eventually breaking the

IDTs due to thermally generated strain between bulk LiNbO3, polycrystalline Au, and

Ti;
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· The metal could have detached from the substrate due to a combination of a high

displacement amplitude and frequency;

· The displacement could have been large for each digit of the IDTs to start touching each

other, eventually breaking;

· Scattering events from small dust particles in the air and on the substrate could have

attenuated the signal during propagation;

· The effect could be caused by other secondary effects (i.e., nonlinearity piezoelectricity,

nonlinear stiffness, electrostriction, flexoelectricity).

Figure 5.15: Measurements of 𝑰𝑨𝑬 performed on the device ‘R3_C7’ for a SAW frequency

of 2.5725 GHz, showing a failure at 𝑷𝒊𝒏 = 𝟎.𝟐𝟓 W.

Figure 5.16: 𝑆11 for the device ‘R3_C7’ before and after the breakdown.
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Figure 5.17: Analysis of the frequency shift for the same device from an input power of +20
dBm to +30 dBm (the dotted lines are the natural spline interpolation).

The most significative contribution seemed to be the temperature-related, in fact, by

performing an analysis of the resonant frequency vs. input power, shown in Figure 5.17, a

redshift of ~100 MHz was estimated when shifting from +20 dBm (0.1 W) to +30 dBm (1 W),

which is compatible with the hypothesis of thermal expansion.

Finally, some pictures of the damaged IDTs are shown in Figure 5.18 for further insight.

The failures are concentrated and fairly large, but they could be compatible with either a melting

of the metal or a local lack of adhesion with the substrate.
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Figure 5.18: Pictures of the broken IDTs after testing.

5.3.3 Automation of the setup
A LabVIEW program (interface shown in Figure 5.19) was made to automate the setup

of the AE coupling over a wide input frequency and power range, with a defined granularity.

Figure 5.19: The LabVIEW interface.
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The program was configured to:

1. Set a certain frequency;

2. Set the power;

3. Activate the generator;

4. Wait 30 s;

5. Measure the current;

6. Stop, wait 60 s.

The system would sweep all the power range and then increase frequency. The

measurements were performed on the samples ‘R2_C10’ and ‘R1_C10’ and the results are

shown in Figure 5.20 and Figure 5.21 respectively. Interestingly, the data clearly shows a
switch in sign for some frequencies, which was probably caused by a bulk wave
propagation outside the IDTs resonance. Like in Figure 5.10, some plots at certain

frequencies display an elongation, interestingly, in some cases the data at an adjacent frequency

does not. This seems to agree with the hypothesis of a frequency shift due to heating.

Figure 5.20: Wide-band AE characterization of the device ‘R2_C10’ (a) shows the peak 𝑰𝑨𝑬
for 𝑷𝒊𝒏 =0W – 0.5W and (b) shows the 3D plot of the full data set (black lines connect points

for which 𝑷𝒊𝒏 = const., and frequency = const.). The frequency resolution is 5 MHz and the

power resolution is 1 dB.
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Figure 5.21: Wide-band AE characterization of the device ‘R1_C10’ (a) shows the peak 𝑰𝑨𝑬
for the measured range 𝑷𝒊𝒏 = 0 W - 0.5 W and (b) shows the 3D plot of the full data set

(black lines connect points for which 𝑷𝒊𝒏 = const., and frequency = const.). The frequency

resolution is 10 MHz and the power resolution is 1 dB.

5.4 Conclusion
In conclusion, the results show a strong AE coupling for GoL in the frequency range

2.0 GHz - 3.0 GHz. The data showed a saturation effect around the input power of 0.4 W,

which was probably due to the heat up from the power dissipation. A breakdown of the IDTs

was observed for sufficiently strong outputs and the possible causes have been explored.

Finally, the setup used for an automatic wide-band AE characterization was described and the

results for the wide-band AE characterization are shown and discussed.
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6 Preliminary results on acoustoelectronic
convolvers

This chapter displays the numerical analysis and experimental results to perform nonlinear

Sourface Acoustic Wave (SAW) acoustoelectronic convolver and amplifier devices produced

using the GoL technology. The SAW signals are generated via Inter-Digital Transducers (IDT)

and the nonlinearity is excited via an applied DC current, which also serves an amplification

on the acoustic field.

6.1 Convolver
As stated in the introduction, SAW acoustoelectronic convolvers based on two contra-

propagation waves exits in degenerated and non-degenerate versions. The convolution is
achieved through a nonlinear mixing of the acoustic waves in a nonlinear medium. The

nonlinearity can either bemechanically caused, in the case of metallic thin film convolvers, or

electrically generated, in the case of semiconductive films.

Degenerate convolvers are well adapted for a thin metallic film technology, as their

manufacture is relatively straightforward, however, they introduce considerable damping and

scattering on the acoustic field. The semiconductive films can be coupled with an air gap,

reducing mechanical losses and enabling more complex architectures [1], [2], however, they

also possess a much more challenging and costly manufacture which usually overweights the

benefits [3], [4].

The convolver design implemented here overcomes the limitation of classical metallic-

film and semiconductive-film designs, through the use of the nonlinear electrical coupling

between a DC current in graphene and the electric field component in the SAWRayleigh waves

in piezoelectric substrates. This kind of convolver was first theorized byWang and Das in 1972

[5] and physically manufactured and demonstrated by Solie et al. in 1973 for a thin CdS film

on LiNbO3 [6], [7]. This simple design uses a DC current to both achieve bidirectional
amplification and convolution, reveling a very efficient and simple design.

The response of the device was modeled starting from the mathematical description of

the phenomenon from Wang and Das [5]. Modeling the nonlinear electric conduction of
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graphene on the piezoelectric LiNbO3 during the SAW propagation, while also including the

electron drift, channel modulation and secondary effects due to the metallic contacts is quite

complex. Figure 6.1 gives a hint of the complexity of the problem to be solved in the case of

acoustic propagating waves, with the radiated electric field and with charge

accumulation/migration. Indeed, the model proposed cannot take into account the effects
caused by the metallic Au contacts. Indeed, the mass loading and electrical loading of metal

films tend to guide the wave underneath [4], which could also be used for more interesting

designs.

Figure 6.1: Cross-section representation of the GoL convolver.

The convolver considered is shown in Figure 6.2. On the left, there is port 1, which is

used to generate the acoustic waves propagating to the right with 𝑘1 = 𝛽1 𝑥 and 𝜔1 through IDT
1, on the right, there is port 2, which, through IDT 2, is used to generate the contra-propagating

waves to the left, with 𝑘2 = − 𝛽2 𝑥 and 𝜔2, and finally, in between there is a non-degenerated
(Chapter 1.4.2.2) electrode pattern lattice underneath of the graphene for collecting the

charges to port 3. The convolver can be used in a degenerate mode, where a phase match is

ensured by the same propagating velocity of ω1 and ω2, so that 𝜔1 + 𝜔2 = 𝜔3 and 𝑘1 + 𝑘2 =𝑘3 ≅ 0. In Figure 6.2 the shiny surface is constituted by the gold electrodes. Graphene is only

in the center part of port 3. For the ease of access, both the positive and negative electrodes of

port 3 are carried outside of the IDT area via two microstrip waveguides, designed to possess

wave impedance ~50 Ω. On both sides of the device, a gold damping stop has been inserted to
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both limits the backscattered acoustic waves and reliably identify the timing of scattering-

related events.

Figure 6.2: Photo of a GoL SAW convolver device, the distance between the two IDTs is 1.4
mm and the convolver plate is 1 mm long.

6.2 Numerical simulation of the devices

6.2.1 Description of the algorithm
As the output of the signal is expected to be distorted by the propagating losses of waves

in GoL at 2.5 GHz, the response of the device was simulated to understand exactly the shape

and the timings of the signals to be expected. The complete response of the device (port 3) is

represented mathematically as:

𝑉3 𝑡 = 𝑘0 𝑡 +∫𝐿0 ∑𝑁𝑖=1 𝑘 𝑖 ⋅ 𝑉1 𝜔𝑡 − 𝛾𝑥 + 𝑉2 𝜔𝑡 + 𝛾𝑥 𝑖𝑑𝑥, (6.1)

Where 𝒌𝟎 𝒕 is a DC voltage given by the AE effect and is a function of the envelope of the

signal 𝑉1 and 𝑉2 generated by port 1 and port 2, 𝛾 is the propagation constant of the waves and𝑘𝑖 are values which depend on:
1. The linear and the nonlinear response of the LiNbO3 crystal;
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2. The AE coupling;

3. The nonlinear coefficients of the signal generators and amplifiers.

Numerically simulating the response of the convolver means to solve the space-like integral for

the two moving inputs at each time point. For the sake of simplicity and speed, only the

frequency components of the carrier 𝑓0 and at 2 ⋅ 𝑓0, are considered (N=2). As represented in

Figure 6.3, the mechanical waves are numerically treated as an array of M elements and the

convolver plate is defined as an array of P elements, each element of the arrays correspond to

a finite length dx, which is bound to a finite time resolution dt via the speed of the acoustic

wave:𝑑𝑡 = 𝑑𝑥/𝑣0. (6.2)

It must be noted that, in order to reduce numerical errors, the value of dx is chosen to be

an integer fraction of the acoustic wavelength 𝜆:
𝑑𝑥 = 𝜆𝑖 ,  𝑖 ∈ ℕ − {0}. (6.3)

The algorithm of the simulation is as follows:

1. Define the input waveforms 𝑉1 𝑡 and 𝑉2 𝑡 ,

2. Pre-multiply the inputs by the 𝑒−𝛼𝑡/𝑣0 to take into account the propagation loss,
3. Convert 𝑉1 𝑡 and 𝑉2 𝑡 to their discrete M-long array 𝑉1 𝑖 , 𝑉2 𝑖 ,

4. Define the convolver window function 𝐶𝑊,

5. Compute the response at the instant 𝑖 = 0,
6. Shift 𝑉1 𝑖 and 𝑉2 𝑖 ,

7. Compute the response at the instant 𝑖 = 1,
8. Apply propagation loss (𝑉1 𝑖 𝑉1 𝑖 ⋅ 𝑒−𝛼⋅𝑑𝑡/𝑣0 , 𝑉2 𝑖 𝑉2 𝑖 ⋅ 𝑒−𝛼⋅𝑑𝑡/𝑣0),
9. …

10. End after M+P steps.

The window function of the convolver is 𝐶𝑊 is defined by the size of the convolver plate,

its pattern, and the AE amplification/attenuation. The response at each time step 𝑖 ⋅ 𝑑𝑡 are

multiplied through the linear and quadratic response weighted by 𝐶𝑊:

𝑉3 𝑖 ⋅ 𝑑𝑡 =∑𝐶𝑊𝑗=1 𝑘1 ⋅ 𝑉1 𝑗 + 𝑉2 𝑗 + 𝑘2 ⋅ 𝑉1 𝑗 + 𝑉2 𝑗 2 ⋅ 𝐶𝑊 𝑗 , (6.4)
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where ∑𝐶𝑊𝑗=1  denotes the sum over the length of 𝐶𝑊.

Finally, 𝐶𝑊 is built to include the contributes of a nonlinearly spaced convolver which will be

used in the simulation of more complex designs.

Figure 6.3: Representation of the numerical simulation.

6.2.2 Simulated results
As discussed more in detail in Section 6.2.3, the convolvers were tested via amplitude-

modulated waveforms on a 2.55 GHz carrier. Before performing the experiments, the outputs

of the waveforms used to have been simulated numerically assuming the standard propagation

speed for x-propagating SAW waves on YX-128° LiNbO3 𝑣0 = 3992 m/s. Both the ideal case

of null propagation velocity 𝛼 = 0 m-1, and the case of the previously measured 𝛼 = 1550 m-1,

symmetrical for both directions of propagation, have been considered, and the results are

confronted and discussed.

The self-correlation, equivalent to the self-convolution for the time-symmetric input of the 250

ns wide square pulse is shown in Figure 6.4. Considering a delay time between the trigger event

at 0 ns and the arrival of the SAW at the convolver plate at ~240 ns, the ideal response in Figure

6.4(a) displays a triangular wave peaking at ~490 ns. However, when considering the

mechanical propagation losses in the crystal, as shown in Figure 6.4(b), the amplitude of the

output shrinks considerably and the shape gets slightly distorted and a small quadratic response

from the single inputs 𝑉1 𝑡 and 𝑉2 𝑡 gets visible. Most importantly, however, the peak

position does not shift in time.
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Figure 6.4: Simulated self-correlation output from a defined 250 ns pulsed input (insert in

(a)). (a) Displays the ideal case of null propagation loss (𝜶 = 𝟎 m-1) and (b) considers the

measured propagation loss of 𝜶 = 𝟏𝟓𝟓𝟎 m-1.

The self-correlation of the Amplitude-Shift Keying (ASK) modulated input is displayed in

Figure 6.5. The ideal response in Figure 6.5(a) displays three peaks; the main central peak is

caused by the complete overlap of the waves, and is centered at ~490 ns. The secondary peaks

are at ~345 ns and ~519 ns respectively and represent a partial overlap of the inputs. When

considering the mechanical propagation losses in the crystal, in the results in Figure 6.26(b),

similarly as the previous case, the amplitude of the output shrinks considerably and each

consecutive peak gets progressively smaller due to the propagation loss, as much as the first

sidelobe gets bigger than the second, which was the opposite of the ideal case.

Figure 6.5: Simulated self-convolution output from the defined ASK waveform (insert in

(a)). (a) Displays the ideal case of null propagation loss (𝜶 = 𝟎 m-1) and (b) considers the

measured propagation loss of 𝜶 = 𝟏𝟓𝟓𝟎 m-1.
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6.2.3 Description of the experiments
The setup for exciting the convolver and collecting the results is explained in Figure 6.6

and pictured in Figure 6.7. The signals at the two inputs Port 1 and Port 2 were generated and

synchronized via the same arbitrary waveform signal generator, the Tektronix AWG7122B [8],

which was capable to drive two output channels with a sample rate of 12 GS/s, a 10-bit voltage

resolution and a power available 𝑃𝑎 of 3 dBm at of the each outputs. Both outputs from the

generator were amplified via a Mini-Circuits ZX60-V62+ [9] and filtered via a Mini-Circuits

VLFG-3500+ [10] 3.5 GHz low-pass filter, for a total gain of ~12 dBm at 2.5 GHz. This was

enough to cancel out spurious outputs from the generator, which otherwise were visible on the

output.

Figure 6.6: Block diagram of the measurement setup.

The splitting of the DC current 𝐼𝐺𝑟 and the output signal was performed via a Bias-Tee

which connected the 0 MHz – 50 MHz band with the “DC” port and the 50 MHz – 6000 MHz

with the RF port. The detection of the output signal from the convolver was performed from

the RF port via a heterodyne system composed of a VHF-3500+ [11] 4 GHz high-pass filter

mixer, which had an insertion loss < 1 dB at 5 GHz and 30 dB at 2.5 GHz, a double-balanced

mixer (Mini-Circuit ZX05-63LH-S+ [12]) to lower the signal frequency to the a desired 𝑓𝐼𝐹
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through mixing with the output of a sinusoidal signal generator, the Keysight N5181B [13],

which was phase-stabilized through an H2 MASER reference and was capable of generating a

reference 𝑓𝐿𝑂 6 kHz - 6 GHz.

The converted output was then filtered with a 300MHz low-pass filter (Crystek CLPFL-

0300 [14]), fed to a low-noise amplifier (Mini-Circuit ZX60-P103LN [15]), filtered with a

second 300 MHz low-pass filter (Crystek CLPFL-0300 [14]) and finally monitored via an

oscilloscope [16]. The total conversion gain from the heterodyne setup was estimated ~15

dB for 𝒇𝑰𝑭 = 𝟐𝟎 𝐌𝐇𝐳.

Figure 6.7: Photo of the setup.

Before starting performing the convolution tests, the VNA (Keysight P5004) was
calibrated via the Short-Open-Load-Through (SOLT) method at the Port 1 and Port 2
level and the crosstalk between the SG and GS probes was both tested by using the on-
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sample open circuit standard and leaving the probes floating at the same distance < 600 µm.

The measured values were < -50 dB over the frequency range 0 GHz – 2.7 GHz and remained

< -44 dB until ~5.4 GHz.

Afterwards, the ~1 mm electrical length of the 50 𝛀 SG and GS probes were de-

embedded via software through the characterization of a known an Open and Short a

characterization of the scattering parameters 𝑆11, 𝑆21, 𝑆22, 𝑆12 of the delay line was performed

(distance between probes ~1.7 mm), shown in Figure 6.8, which reveal a SAW propagation

peak at ~2.55 GHz, plus other secondary peaks, caused by bulk wave propagation and

secondary modes from the IDTs. The SAW propagation peak was then confirmed via the
AE current, finding ~1 µA for a 2.547 GHz input signal of amplitude 17 dBm at IDT 1.

Following a second calibration, the VNA was connected to the graphene convolver

plate to measure the 𝑆11, in order to find the impedance of convolver plate at the Port 3 level,

shown in Figure 6.9, demonstrating an impedance of ~40 Ω at the second harmonic (5.1 GHz)

and 52.545 + 18.78𝑖 Ω at the carrier (2.55 GHz). The same procedure was repeated for a

AZnLOF-process type sample (sample B) and a S1813-process variation sample (sample F).

The main discussion is based on the results of the latter and the results of sample B are described

in Section 6.2.4.

Figure 6.8: Amplitude in dB of (a) 𝑺𝟏𝟏, 𝑺𝟐𝟐 and (b) 𝑺𝟐𝟏, 𝑺𝟏𝟐
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Figure 6.9: Impedance of the graphene convolver plate at Port 3.

The first convolution tests were performed in self-correlation mode of a 250 ns-wide
pulse, which, considering a room-temperature propagation velocity of Rayleigh waves in YX-

128° LiNbO3 and a SAW velocity 𝑣0 = 3992 m/s, was equivalent to a ~1 mm length, that was

enough to cover the entire convolution plate, maximizing the output.

The testing of the device was divided in three phases:

1. Measurement of the linear averaging,

2. Measurement of the single-port nonlinear response,

3. Convolution and current optimization.

The measurement of the linear response, in Figure 6.10, was performed by tuning 𝑓𝐿𝑂 =𝑓𝑅𝐹 − 𝑓𝐼𝐹. The measured output enabled to confirm the compatibility of the timings with the

theory, confirm the linear averaging of the samples and choose the optimal 𝑓𝐼𝐹 to maximize the

output. First of all, the optimization of the local oscillator output found that the strongest output

signal was for 𝑓𝐼𝐹 = 20 MHz and 𝑓𝐼𝐹 = 80 MHz and input power from the local oscillator +13

dBm (the maximum defined by the manufacturer).
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Figure 6.10: (a) The defined 250 ns pulsed input signal fed to the signal generator and the

corresponding linear response on the graphene generated from input (b) IDT 1, (c) IDT 2

and (d) IDT 1 and IDT 2 with and without the current on graphene (sample F). The insert in

(a) is a zoom showing the time resolution of the generator. The timings of the Trigger event,

start and stop of the signal generation and time of arrival of the generated SAW at the

convolver plate are indicated through the dashed lines.

The timings of the Trigger event, start and stop of the signal generation and time of

arrival of the generated SAW at the convolver plate are highlighted. After a delay of ~190 ns
following the trigger signal, caused by the amplifiers and the filters in the inputs, the sum of the

propagation delay in the output waveguides, the cables, the mixer, the amplifier and the filters,

and a certain setup time of the generator. This event is immediately visible in the output

(Figure 6.10(b) and Figure 6.10(c)), likely because of an electrical cross-talk between the
input ports and the output port caused by the short distance between the probes, which was

lower than 300 µm. Instead, the propagation of the SAW between the IDTs and the convolver

plate causes an additional ~52 ns between before the acoustically-coupled signal starts to be

visible on the output.
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Interestingly, both the beginning and end of the electrical generation are accompanied

by a sharp delta. As the filters in the input should not let pass frequencies > 4 GHz, this could

have been caused by a nonlinear response at the load level, or by the heterodyne amplifier.

When activating both of the inputs (Figure 6.10(d)), the delta events for the input and output of

the waves cancel out and the total amplitude of the signal decreases considerably, as they were

chosen to interfere destructively.

The high propagation delay, together with the high losses in the acoustic field, makes

difficult to see the signal exiting from the convolution plate.

When the current is activated, both the amplitude of the signal and its phase changes

slightly, which was due to the AE amplification and the local heating-up of the sample.

Figure 6.11: The 2nd harmonic output response on the graphene from the defined 250 ns
input pulse on (a) IDT 1 and (b) IDT 2 (sample F). (c) and (d) are the numerically filtered

output of (a) and (b) respectively (1st order Butterworth band-pass 10 MHz – 30 MHz). The

timings of the Trigger event, start and stop of the signal generation and time of arrival of the

generated SAW at the convolver plate are indicated through the dashed lines.
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The monitoring of the second harmonic was performed by changing the 𝑓𝐿𝑂 to 2 ⋅𝑓𝑅𝐹 − 𝑓𝐼𝐹 and it was performed with and without the current on the graphene, as shown in

Figure 6.11. The data demonstrates a strong nonlinear coefficient from the small current of 50

mA. Interestingly, the outputs of the signal from port 1 and port 2 are different. In particular, as

shown in Figure 6.11(b) and Figure 6.11(d), when 𝐼𝐺𝑟 = 50 mA, the signal propagating from

IDT 2 has a stronger nonlinear output than for IDT 1, which begins immediately at ~235 ns. As

demonstrated by Figure 6.11(a), and in the filtered Figure 6.11(c), the signal propagating from

IDT 2, instead, is less intense, starts between 10 ns – 40 ns afterwards and is nonzero even when𝐼𝐺𝑟 = 0 mA. The difference was probably caused by slightly different propagation properties

of the SAW in the two directions, the different relative direction of the current in graphene, or

other structural asymmetries.

Figure 6.12: Raw and numerically filtered (1st order Butterworth band-pass 10 MHz – 30
MHz) self-correlation output from the defined 250 ns input pulse on the graphene when

applying the DC current (a) 𝑰𝑮𝒓 = 𝟎 𝐦𝐀, (b) 𝑰𝑮𝒓 = 𝟑𝟎 𝐦𝐀, (c) 𝑰𝑮𝒓 = 𝟑𝟓 𝐦𝐀 and 𝑰𝑮𝒓 =𝟓𝟎 𝐦𝐀 (sample F). The timings of the Trigger event, start and stop of the signal generation

and time of arrival of the generated SAW at the convolver plate are indicated through the

dashed lines.
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Finally, the convolution output is shown in Figure 6.12, and the Figure 6.13, offers a

confront between the measured data and the simulated semi-ideal output frequency-shifted to𝑓𝐼𝐹, following the configuration of the setup described in Section 6.2.3.
For 𝐼𝐺𝑟 = 0 A, the response is comparable to the nonlinear propagation for the signal

from port 1 shown in Figure 6.11(a). When the current is set to 50 mA, a small convolution

peak is already visible at ~490 ns. However, when tuning the current to 30 mA – 35 mA, the

response changes and is closer matches the simulated convolution peak shown in the

simulations of Section 6.2. Switching the polarity of the DC bias on the graphene did not cause

a significant variation on the convolution output.

Figure 6.13: The semi-ideal simulated output and self-correlation output from the defined

250 ns input pulse on the graphene using the DC current (a) 𝑰𝑮𝒓 = 𝟎 𝐦𝐀, (b) 𝑰𝑮𝒓 = 𝟑𝟎 𝐦𝐀,

(c) 𝑰𝑮𝒓 = 𝟑𝟓 𝐦𝐀 and 𝑰𝑮𝒓 = 𝟓𝟎 𝐦𝐀 (sample F).

After confirming the convolution peak, the next step was to test a more complicated

Amplitude-Shift Keying (ASK) waveform. The ASK waveform was chosen to fill the entire
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length of the convolution plate and is shown in Figure 6.14. The output shown in Figure 6.15(a),

shows a convolution peak around 490 ns, however, the output at 𝑓𝐼𝐹 = 20 MHz does not possess

enough time resolution to visualize the two side lobes. Switching to 𝑓𝐼𝐹 = 80 MHz (Figure

6.15(b)) does display a secondary peak at ~300 ns, corresponding to the single-port quadratic

responses, however, both the first convolution side-lobe at 395 ns is virtually undistinguishible

from the primary peak, while the one at ~570 ns is considerably less intense due to propagation

loss and is under the noise floor.

From the result shown and considering the propagation loss α = 1550 m-1 for SAWs at

2.55 GHz, the convolution efficiency internal convolution efficiency of the convolver 𝜂𝑐𝑛𝑣 was
estimated to be ~-34 dBm. This is among the highest values ever reported for a SAW convolver

[2]–[4], [6], [7].

Figure 6.14: The ASK input waveforms used (a) and its time reverse (b) (sample F).
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Figure 6.15: The raw and filtered data for the auto-convolution of an ASK waveform

performed with (a) 𝒇𝑰𝑭 = 𝟐𝟎 𝐌𝐇𝐳 (1st order Butterworth band-pass 10MHz – 30MHz) and

(b) 𝒇𝑰𝑭 = 𝟖𝟎 𝐌𝐇𝐳 (1st order Butterworth band-pass 70 MHz – 90 MHz) (sample F).

6.2.4 Difference between batches variations
The same was tested with an AZnLOF processed sample (sample B). The difference in

resistivity and contact resistivity of the device caused a different electrical and AE response. In

particular, the lower resistance displayed in Figure 6.16 allows for better matching, but also led

to a lower output voltage and the optimal current was found to be ~65 mA, as visible in Figure

6.17 and Figure 6.18.

However, most of the characterization was performed on the S1813 sample and the

testing procedure for this sample was not as well optimized.

Figure 6.16: Impedance of the graphene convolver plate at Port 3 (sample B).
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Figure 6.17: The auto-convolution of an ASK waveform performed with 𝒇𝑰𝑭 = 𝟐𝟎 𝐌𝐇𝐳 on

sample B for (a) 𝑰𝑮𝒓 = 𝟎 𝐦𝐀 and (b) 𝑰𝑮𝒓 = 𝟔𝟓 𝐦𝐀 (band-pass 10 MHz – 30 MHz) (sample

B).

Figure 6.18: (a) Raw and numerically filtered (band-pass 10MHz – 30MHz) self-correlation

output from the defined 250 ns pulsed input on the graphene using the DC current 𝑰𝑮𝒓 =𝟔𝟓 𝐦𝐀 and (b) confront with the semi-ideal simulated output (sample B).

6.2.5 Explanation of the optimized current
The presence of an optimized current is explained via the mobility of the charges in

graphene, which for the sample F is 𝜇 ≊ 1600 cm2/Vs = 0.16 m2/Vs (see Chapter 4.2), and

the velocity of the SAW wave 𝑣0 ≊ 4000 m/s. From this assumption, via the definition of

mobility via the drift velocity 𝑣𝑑 and electric field 𝐸:
𝑣𝑑 = 𝜇 ⋅ 𝐸. (6.5)

If 𝑣𝑑 = 𝑣0, then 𝐸 = 𝑣0/𝜇 = 24.98 V/mm. Considering that the interdigital distance of

the structure was 𝑑 = 50 µm, this corresponds to a DC electric potential drop over the graphene:
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𝑉0 = 𝐸0 ⋅ 𝑑 = 1.25 V. (6.6)

As 𝑣𝑑 must be similar in value as 𝑣0 [6], the corresponding resistance is:𝑅0 = 𝑉0/𝐼0 = 𝑑 ⋅ 𝑞𝑊𝜇⋅ 𝑛𝑠 −1, (6.7)

where 𝐼0 = 𝑞𝑊𝜇𝐸0𝑛𝑠, and 𝑛𝑠 is the surface charge carrier surface density, q is the electron’s

charge and W is the width of the convolver plate.

Finally, for a measured optimal current 𝐼0, Equation (6.7) can be rewritten as:𝐼0 = 𝑞𝑊𝑣0𝑛𝑠, (6.8)

Experimentally, for the sample F, the optimized response was around 35 mA, therefore

it is safe to assume 𝐼0 ∼ 35 mA, meaning that 𝑅0 = 35.68 Ω.

Through a TLM analysis of nearby devices, it was estimated that the actual total DC

resistance of the graphene sheet was 70 Ω, and that the total contribution of the contact

resistance was 20, in part due to the narrow 0.75 µm-wide Au contacts. This lines up very well

with what observed experimentally.

As for the sample B, the resistivity is roughly half as much, which, by virtue of Equation

(6.8), seems to indicate a higher doping.

6.3 AE GoL SAW amplifiers
The testing of the amplifiers has been performed in a modified three-port variation of the

setup, where the third port could be connected to the second end of the delay line, allowing

measuring the gain on the acoustic field from the DC current in graphene. In order to extract

the gain, first a characterization of the scattering parameters 𝑆11, 𝑆21, 𝑆22 and 𝑆12 at 𝐼𝐺𝑟 = 0

was performed for a null 𝐼𝐺𝑟, to find the resonance of the IDTs and identify frequency range

corresponding to the SAW propagation, where the amplification effect should be visible. The

optimal frequency found from the scattering parameters was 2.553 GHz (Figure 6.19(a)), which

was then re-tested through the AE coupling, confirming the latter hypothesis. Afterwards,

several values of currents were tested and the changes in the scattering parameters were saved

after the response was stabilized. Indeed, the results shown in Figure 6.19(b) display a
certain variation in respect to the current, however, the data demonstrate that the
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amplification is overshadowed by a combination of thermal dissipation and reflected bulk
waves. Some possible solutions to improve the accuracy of the measurements could be:

- pulse the current of graphene,

- search for the most temperature-stable propagation peak in 𝑆21 and measure the amplitude

of the acoustic wave through the IDTs in the time domain,

- use the direct AE effect to measure the amplitude of the wave before and/or after the

distributed amplifier.

Figure 6.19: The (a) 𝑆11 (blue) and 𝑆22 (red) parameters of the device ‘R2_C1’.

6.4 Conclusions
In conclusion, the first GoL SAW convolver was manufactured and demonstrated. The

device exploited a GoL architecture which allowed for high performances and lower losses

than for other thin film materials, achieving one of the highest ever reported convolution
efficiency at the highest ever reported operational frequency of 2.55 GHz. A numerical

model was proposed, and the simulated results are quite close to the experimental data. Finally,
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AE amplifiers are also shown, however, the relatively low resistivity of the graphene film, plus

the thermal deviation of the sample, did not allow to reliably extract the amplification data.
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7 General conclusion

During the course of this work, I have been involved in numerous devices microfabrication and

characterization to develop acoustoelectronic devices and convolvers. The main results can be

grouped as:

- Graphene transfer and processing represent a crucial step to achieve good quality devices and

I succeeded in the development of a robust microfabrication process. One of the mayor

elements is that graphene-LiNbO3 chemical interaction limits the annealing temperature as

compared to silicon transfer technology. Still, the film presents state-of-the-art mobility

and conductivity.

- The results of the Raman analysis of graphene on periodically-poled LiNbO3 show that the

physical properties of graphene have little to no variation from the different polarization of

LiNbO3.

- Concerning the properties of GoL, we confirmed by Raman scattering, Hall mobility and

acoustoelectronic effect that the graphene is hole-doped. There is likely a local change of

the properties near the electrodes over small distance, that can be attributed to a localized

strain from the step and charge transfer between graphene and the doping metal contact.

- Finally, I succeeded in making state-of-the-art Acousto-Electric current measurements in the

2.0 GHz – 3.0 GHz range. Our device presents a strong interaction for the charges in

graphene and the phonons in the piezoelectric, as described in Chapter 5. A review and

confront with other data in the literature show that acoustoelectronic coupling strongly

depends on the quality of the devices. The results for graphene/piezoelectric are somewhat

different from what defined in the theory, but I hope to have given the details of

methodology for a rigorous evaluation of charge carriers interactions.

- The characterization performed on the GoL acoustoelectronic amplifiers were limited by

thermal effects.

- The produced convolver designs show excellent nonlinear properties, it enables to achieve

one of the highest ever reported convolution efficiency of -34 dBm at the highest ever
reported carrier frequency of 2.55 GHz, for a relatively low-power 12 dBm input. The
results show that a higher signal could be extracted if using higher amplitudes of input

signals.

In conclusion, the work of my thesis could be expanded upon in terms of testing methodology

and manufacturing.
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For testing, it would be very interesting to perform a test of the manufactured convolver devices

in a proof-of-concept of real-time communication.

As for manufacturing, the geometries of the convolvers and the amplifiers could be further

optimized. Moreover, one could consider using other 2D materials in combination with

graphene, like hexagonal-Boron Nitride (hBN), or in substitute, like black phosphorous, 2D

transition metal-dichalchogenids, etc. Also, a direct growth of 2D material on LiNbO3 would

simplify the manipulation and the adhesion of graphene to the substrate.
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8 Summary of my research and teaching
activities

I defend my PhD on my personal work conducted at FEMTO-ST on the acousto-electronic of

GoL. Meanwhile, I have been involved in numerous projects and collaborations on energy

harvesting, modeling, RF measurements and IoT.

Below, you will find a list of my current publications, presentations and posters where I

contributed during my PhD (2020-2023). I was also involved in numerous teaching activities

at SUPMICROTECH, H-KA and FEMTO-ST.

8.1 List of presentations and publications

On RF/microwave micro-acoustics and acousto-electronics:

[Paper 1] Mario Costanza, Léa La Spina, Arthur De Sousa Lopes Moreira, Djaffar Belharet,

Ausrine Bartasyte, and Samuel Margueron. “Acousto-Electric measurements at 2.5 GHz on

graphene transferred onto YX128°-LiNbO3”. In: Nanotechnology 34.32 (2023), p. 325202.

[Oral] Mario Costanza, Lea La Spina, Ausrine Bartasyte, Samuel Margueron, Graphene-

Based Surface Acoustic Wave autocorrelator on LiNbO3. IEEE Int. Ultrasonic Symposium

2023, Montreal, September 3-8.

[poster] Mario Costanza, Arthur De Sousa Lopes Moreira, Joseph Scola, Yves Dumont,

Ausrine Bartasyte, Samuel Margueron “Electrical properties of Graphene Transferred on

Lithium Niobate substrates”, HOWDI 2022, Low dimensional Van Der Waals heterostructures,

May 9 - 13 2022.
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[poster] Mario Costanza, Arthur De Sousa Lopes Moreira, Ausrine Bartasyte, Samuel

Margueron “Graphene transferred on LiNbO3 for high-frequency non-linear microacoustic

devices”, JNTE 2022

[poster] Mario Costanza, Samuel Margueron, Djaffar Belharet, Laurent Robert, Arthur De

SousaLopes Moreira, Ausrine Bartasyte, “Etude des proprietes du graphene transferé sur

LiNbO3”, OPTIQUE Dijon 2021

[poster] Mario Costanza, Samuel Margueron, “Graphene for micro-acoustic high speed

calculators”, General assembly femto-st 2020

[poster*] 32.8°Y-LiNbO3 Thin Film Grown by DLI-CVD for High-Frequency Bulk Acoustic

Resonators Sondes Boujnah, Quentin Micard, Lilia Arapan, Mihaela Ivan, Valérie Soumann,

Mario Costanza, Samuel Margueron, Vincent Astié, Jean-Manuel Decams, Ausrine

Bartasyte . IEEE Int. Ultrasonic Symposium 2023, Montreal, September 3-8.

(*poster where I helped on RF modeling)

On piezoelectric Energy Harvesting in piezoMEMS group at FEMTO-ST:

[paper 2**] Giacomo Clementi, Mario Costanza, Merieme Ouhabaz, Ausrine Bartasyte,

Bernard Dulmet, Samuel Margueron 2D+1 degree of freedom equivalent circuit model for

LiNbO3/metal/LiNbO3 bimorph bending cantilever. In: Sensors and Actuators A: Physical

(2023) 362, 1 114606.

(**paper where I conducted equivalent circuit modeling with Micro-Cap 12)
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[paper 3***] Namanu Panayanthatta, Giacomo Clementi, Merieme Ouhabaz, Mario
Costanza, Samuel Margueron, Ausrine Bartasyte, Skandar Basrour, Edwige Bano, Laurent

Montes, Catherine Dehollain, et al. “A Self-Powered and Battery-Free Vibrational Energy to

Time Converter for Wireless Vibration Monitoring”. In: Sensors 21.22 (2021), p. 7503.

(***paper where I contributed to the programming of STMmicrocontroller for ultra-low power

consumption)

[oral] Samuel Margueron, Giacomo Clementi, Merieme Ouhabaz, Mario Costanza, Ausrine
Bartasyte, Namanu Panayanthatta, Skandar Basrour, Edwige Bano, Laurent Montes, Catherine

Dehollain, et al. “Lead Free Piezoelectric Wireless Self-Powered Sensor Nodes”. In: EASS

2022; 11th GMM-Symposium. VDE. 2022, pp. 1–3.

[oral] Namanu Panayanthattaa, Giacomo Clementi, Merieme Ouhabaz, Mario Costanza,
Samuel Margueron, Ausrine Bartasyte, Skandar Basrour, Edwige Bano, Laurent Montes,

Catherine Dehollain, et al. “A smart battery free system for wireless condition monitoring using

piezoelectric energy harvester”. In: 2022 Smart Systems Integration (SSI). IEEE. 2022, pp.

1–4.

On IoTwith STMicroelectronics: (papers and conferences issued frommymaster trainee)

[paper 4] Roberto La Rosa, Patrizia Livreri, Catherine Dehollain,Mario Costanza, and Carlo

Trigona. “An energy autonomous and battery-free measurement system for ambient

light power with time domain readout”. In: Measurement 186 (2021), p. 110158.

[paper 5] Roberto La Rosa,Mario Costanza, Andreas Burg, Catherine Dehollain, and Patrizia
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Livreri. “Intrinsically Self-powered, Battery-free, and Sensor-free Ambient Light Control

System”. In: 2021 Ieee Sensors. IEEE. 2021, pp. 1–4.

[paper 6] Roberto La Rosa, Catherine Dehollain, Andreas Burg,Mario Costanza, and Patrizia

Livreri. “An energy-autonomous wireless sensor with simultaneous energy harvesting

and ambient light sensing”. In: IEEE Sensors Journal 21.12 (2021), pp. 13744–13752.

[proceeding 1] Roberto La Rosa,Mario Costanza, Catherine Dehollain, Patrizia Livreri, and
Carlo Trigona. “A Self-powered Ambient Light Power Measurement Platform with Time

domain Readout”. In: 2021 IEEE International Instrumentation and Measurement

Technology Conference (I2MTC). IEEE. 2021, pp. 1–5.

[proceeding 2] Roberto La Rosa, Catherine Dehollain, Mario Costanza, Angelo Speciale,

Fabio Viola, and Patrizia Livreri. “A Battery-Free Wireless Smart Sensor platform with

Bluetooth

Low Energy Connectivity for Smart Agriculture”. In: 2022 IEEE 21st Mediterranean

Electrotechnical Conference (MELECON). IEEE. 2022, pp. 554–558.

[proceeding 3] Roberto La Rosa,Mario Costanza, and Patrizia Livreri. “Advanced techniques
for powering wireless sensor nodes through energy harvesting and wireless power transfer”.

In: 2020 AEIT International Conference of Electrical and Electronic Technologies

for Automotive (AEIT AUTOMOTIVE). IEEE. 2020, pp. 1–6.
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8.2 Teaching activities

Part of my classes have been recorded and are available on youtube (4h):

https://youtube.com/playlist?list=PLqoB6gU-

q5mQ5wYgPYPeKdvvMkiztu1Uj&feature=shared

Lectures given at Supmicrotech-ENSMM in Besançon:

2021-2023 -Android Programming for IoT

I held introductory classes to the Android Studio IDE. The lectures were divided into a

brief theoretical section introducing the program and practical sessions. (36 h)

2021-2023 - STM32 Programming for IoT:

I held the lab hours for the STM32 microcontroller programming classes. (48 h)

Lectures given at H-KA (Karlsruhe):

2022-2023 - Basics on STM32 & Low-Power programming

I held lectures on ARM-based microcontrollers and the ST software suite. The lectures were

divided into an introduction to the hardware inside a microcontroller, in the context of ultra-low-

power optimization, introduction to STM32CubeIDE, followed by some practical sessions. (24

h)

https://youtube.com/playlist?list=PLqoB6gU-q5mQ5wYgPYPeKdvvMkiztu1Uj&feature=shared
https://youtube.com/playlist?list=PLqoB6gU-q5mQ5wYgPYPeKdvvMkiztu1Uj&feature=shared
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Résumé : L’interaction acoustoélectronique des
charges mobiles avec des ondes acoustiques est
un phénomène au cœur des propriétés
électroniques des matériaux. Depuis quelques
années, cette interaction non linéaire est étudiée
pour manipuler des dispositifs électroniques ou
photoniques à l'aide d'ondes acoustiques. En
particulier, les matériaux bidimensionnels,
comme le graphène, ont le potentiel d’améliorer
la réponse des dispositifs microacoustiques non
linéaires du fait de leur forte mobilité et leur
faible masse. L’objective de cette thèse a ainsi
été de démontrer qu’une architecture de
graphène sur niobate de lithium pour des
dispositifs à ondes acoustiques de surface permet
de réaliser un dispositif fonctionnel de type
convolueur opérant à plusieurs GHz. Pour cela,
le transfert de graphène sur niobate de lithium a
été optimisé en salle blanche. Les films
transférés ont été caractérisés électriquement,
par

des mesures Hall classique et quantique ainsi
que par spectroscopie Raman. Les résultats ont
montré que nous avons obtenu des films de
graphène transférés dopés de type p. Les
caractérisations du courant acoustoélectronique
sur composants microacoustiques à ondes de
surface à 2,5 GHz ont confirmé un fort couplage.
Finalement, des amplificateurs et convoleurs
non dégénérés basés sur l’effet
acoustoélectronique ont été développés. Les
résultats montrent une forte sensibilité des
dispositifs avec l’échauffement induit à forte
puissance acoustique dont les amplificateurs
sont particulièrement sensibles. L’effet de
convolution de signaux contrapropagatifs sur
électrode en graphène est cependant clairement
démontré. Ces résultats confirment la possibilité
de réaliser des composants tout-analogique
fonctionnant à plusieurs GHz pour le traitement
de signaux spécifiques.
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Abstract: The acoustoelectronic interaction of
mobile carriers with acoustic waves is a
phenomenon at the heart of the electronic
properties of materials. For several years, this
non-linear interaction has been at the heart of
developments intended to manipulate the
response of electronic or photonic devices with
acoustic waves. In particular, two-dimensional
materials, such as graphene, have the potential
to improve the response of non-linear
microacoustic devices due to their high mobility
and low mass. The objective of this thesis was
then to demonstrate that a graphene on lithium
niobate architecture for surface acoustic wave
devices makes it possible to produce a
functional convolver device operating at several
GHz. For this, the transfer of graphene onto
lithium niobate was optimized in a clean room.
The transferred films were characterized

electrically, by classical and quantum Hall
measurements as well as by Raman
spectroscopy. The results showed that we
obtained p-type doped transferred graphene
films. Characterizations of the acoustoelectronic
current on micro-acoustic surface waves
components at 2.5 GHz confirmed strong
coupling. Finally, non-degenerate amplifiers
and convolvers based on the acoustoelectronic
effect were developed. The results show a high
sensitivity of the devices with the heating
induced at high acoustic power of which the
amplifiers are particularly sensitive. The
convolution effect of counterpropagative signals
on a graphene electrode is clearly demonstrated.
These results confirm the possibility of
producing all-analog components operating at
several GHz for the processing of specific
signals.
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