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ABSTRACT 

English 

Studying the dynamic of particles in the thermosphere – ionosphere and in the exosphere of 

bodies in the Solar System allows to deepen our understanding of these critical regions that are 

the bridge between a planet and space.  

The aim of my thesis was to develop, build and test a neutral particles energy analyser for 

studying the upper planetary atmospheres: INEA (Ion and Neutral Energy Analyser). The 

instrument aims to measure the energy structure of the neutral and ion constituents present in 

the upper atmosphere. To achieve this challenging task, INEA relies on two concepts: an 

innovative ion source that is based on a carbon nanotube array as an electron emitter and an 

electrostatic energy analyser that is able to image directly the energy distribution of the 

particles.  

During these three years of thesis, a numerical model of INEA was developed to meet the 

instrument objectives imposed by the measurements needed to characterize the upper 

atmospheres. At the same time, I have been working on the development of an ion source, also 

necessary for the optimal operation of INEA, and based on the use of carbon nanotubes as 

electron emitters. The development of the detector, another important part of the instrument has 

also been conducted. Following the numerical modelling and the work achieved on the different 

parts of the instrument, a first prototype of INEA has been designed and assembled. This 

prototype being currently tested. 

With the work achieved during this thesis, we have been able to propose two instruments 

for future space missions: M-INEA on the M-MATISSE mission proposed for the ESA M7 call 

for project, recently selected for a phase A study up to mid-2026, and PSEE, an electron emitter 

dedicated to the control of PRELUDE SAT, a 6U CubeSat developed by two Japanese 

universities and scheduled to be launched mid-2025. 
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Français 

L'étude de la dynamique des particules dans la thermosphère - ionosphère et dans 

l'exosphère des corps du système solaire permet d'approfondir notre compréhension de ces 

régions critiques qui sont l’interface entre une planète et l'espace.  

Le but de ma thèse était de développer, construire et tester un analyseur en énergie pour 

l'étude des hautes atmosphères planétaires : INEA (Ion and Neutral Energy Analyser). 

L'instrument vise à mesurer la structure énergétique des constituants neutres et ioniques 

présents dans cette région. Pour réaliser cette tâche difficile, INEA s'appuie sur deux concepts : 

une source d'ions innovante, basée sur l’utilisation de nanotubes de carbone comme émetteur 

d'électrons et un analyseur en énergie électrostatique, capable d'imager directement la 

distribution en énergie des particules.  

Au cours de ces trois années de thèse, un modèle numérique de INEA a été développé afin 

de répondre aux objectifs instrumentaux imposés par les mesures nécessaires à la caractérisation 

des hautes atmosphères. Parallèlement, j'ai travaillé au développement d'une source 

d'ionisation, également nécessaire au fonctionnement optimal de INEA, et basée sur l'utilisation 

de nanotubes de carbone comme émetteurs d'électrons. Le développement du détecteur, une 

autre partie importante de l'instrument, a également été réalisé. Suite à la modélisation 

numérique et aux travaux réalisés sur les différentes parties de l'instrument, un premier 

prototype d’INEA a été conçu et assemblé, ce prototype étant actuellement testé. 

Avec le travail réalisé au cours de cette thèse, nous avons pu proposer deux instruments 

pour de futures missions spatiales : M-INEA sur la mission M-MATISSE proposé pour l'appel 

à projet M7 de l'ESA, récemment sélectionnée pour une phase A jusqu’en 2026, et PSEE, un 

émetteur d'électrons dédié au contrôle de PRELUDE SAT ; un CubeSat de 6U développé par 

deux universités japonaises devant être lancé mi-2025. 
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RESUME EN FRANCAIS 

Dans une exosphère, la couche la plus externe d'une atmosphère, les collisions entre 

particules sont négligeables. Sur Mars, cette région est peuplée de particules thermiques et non 

thermiques, ces dernières étant produites dans la haute atmosphère martienne et potentiellement 

une signature de la perte de l’atmosphère de Mars au cours des 4 derniers milliards d’années. 

Parmi ces populations exosphériques non thermiques, l'oxygène atomique est particulièrement 

pertinent pour reconstruire l’histoire de l'eau sur Mars. Les missions précédentes, ayant étudié 

la planète rouge, ont fourni une assez bonne image des processus d'échappement. Cependant, 

aucune mesure directe de la structure énergétique de la couronne neutre de Mars n'a été 

effectuée à ce jour, ce qui limite notre capacité à extrapoler avec précision et dans le temps 

l'efficacité de ces processus pour éroder l'atmosphère de Mars. Les mécanismes décrits ici sont 

essentiellement contrôlés par notre Soleil. Il est donc essentiel de comprendre comment le 

forçage solaire influe au travers du vent solaire et de son flux radiatif, mais aussi, quelle est la 

contribution de la basse atmosphère. 

De la même manière, sur Terre, dans la basse ionosphère-thermosphère, ‘low thermosphere- 

ionosphere’ (LTI), située entre ~100 et 200 km, des processus d'interaction couplent 

l'atmosphère neutre aux populations chargées. Avec ses propriétés uniques, la LTI est couplée 

au vent solaire et à la magnétosphère terrestre, et à divers types d'ondes atmosphériques 

produites dans les couches plus profondes de l’atmosphère, en dessous de 100 km. Jusqu'à 

présent, la plupart des informations sur cette région proviennent de la télédétection, y compris 

la télédétection par satellite, et d'observations au sol combinées à quelques mesures in situ 

sporadiques effectuées à partir de fusées sondes. Pourtant, seules des études in situ permettront 

d'obtenir les mesures souhaitées à ces altitudes critiques. Une image complète de la 

thermosphère et de l’ionosphère est cruciale en raison de son impact direct sur les activités 

technologiques modernes. Cette connaissance est essentielle pour prédire avec précision l'orbite 

des satellites et leur désorbitation, pour assurer un fonctionnement fiable des réseaux électriques 

et pour maintenir la stabilité des systèmes de communication.  

Ce qui ressort d’une brève analyse du besoin de mesures dans ces régions de Mars ou de la 

Terre est qu’il n’existe pas encore d’instrument capable de couvrir le domaine en énergie allant 

du domaine thermique à quelques eV. Pour cela, un instrument doit pouvoir mesurer les 

caractéristiques atmosphériques sur une gamme allant de quelques dixièmes d’eV à environ 10 

eV avec une résolution supérieure à 0.1 eV, une gamme de masse de 1 à 60 amu avec une 

résolution de ~20, et avec une sensibilité capable de mesurer des densités entre 108 et 

102 𝑐𝑚−3. La caractérisation de la thermosphère – ionosphère nécessite également des 

instruments capables de mesurer les vents et la température avec des résolutions respectives 

d’environ 5 m/s et 10 K. La spectrométrie de masse, couplée à des techniques d’analyse en 

énergie est la seule méthode adaptée à ces objectifs. 

INEA (Ion and Neutral Energy Analyser) s'appuie sur un nouveau concept qui associe un 

émetteur d'électrons à cathode froide utilisant des nanotubes de carbone et un spectrographe en 

énergie capable de mesurer instantanément la distribution en énergie des particules neutres, 

ainsi que leur masse. 
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Les travaux réalisés au cours de ma thèse et détaillés dans ce manuscrit commencent en 

décrivant le fonctionnement théorique de l'analyseur en énergie à plaques parallèles qui est le 

cœur de INEA. A partir du modèle théorique, une version mécanique de laboratoire de 

l'analyseur d'énergie a été construite et assemblée, y compris l'électronique associée qui 

contrôle les tensions des électrodes de l'analyseur en énergie. Les dimensions de l'analyseur ont 

été obtenues en utilisant les équations théoriques de Green et Proca (1970), et en choisissant 

des paramètres appropriés afin que les dimensions totales de l'analyseur restent raisonnables 

pour un instrument spatial dont la masse ne doit pas dépasser quelques kgs. Un modèle 

numérique de l'analyseur a également été développé. Le modèle a permis d'estimer les 

performances "idéales" de notre prototype, et de prendre en compte les défauts électrostatiques 

inhérents à un modèle mécanique de l’instrument.   

La section suivante détaille le fonctionnement du détecteur de INEA et les enjeux liés à 

l’utilisation de galettes à micro canaux (MCP). Pour obtenir une efficacité de détection 

suffisante, les ions doivent être accélérés avant d'impacter la face avant de la MCP. Il faut donc 

y appliquer un potentiel négatif de l'ordre de quelques centaines de volts. Un tel potentiel 

perturbe une région supposée sans champ électrique, ce qui entraîne une diminution du pouvoir 

de focalisation de l’analyseur à l’entrée du détecteur. Un modèle numérique du sous-ensemble 

EA/détecteur a donc été développé dans le but de trouver une solution limitant cette 

perturbation. Le modèle suggère qu'une grille relativement épaisse (transparente à seulement 

~50%) doit être placée à l'entrée du détecteur afin que le potentiel appliqué à l'entrée de la MCP 

soit suffisamment écranté. De plus, la structure à petite échelle du champ électrique entre les 

grilles du détecteur modifie les trajectoires des particules et élargit la distribution des impacts, 

un effet que nous avons cherché à limiter également.  

Suite à la modélisation numérique, un prototype de détecteur a été construit en tenant 

compte des principales conclusions tirées de la simulation. Afin de détecter la position d'impact 

des particules, un collecteur pixelisé est utilisé avec son électronique associée. La sortie des 

pixels est reliée à un ASIC qui a été initialement conçu par le Laboratoire de Physique des 

Plasmas (LPP). L'ASIC permet de détecter les impulsions de charge de chaque pixel 

indépendamment et simultanément. L'ASIC convertit ensuite les impulsions détectées en 

sorties numériques qui sont finalement lues à l'aide d'un DPU dédié. Comme le détecteur avec 

ASIC a nécessité un long temps de développement, une électronique du détecteur plus simple 

a été également conçue. Cette dernière ne comprend qu'un amplificateur de charge (CSA) qui 

convertit l'impulsion de charge provenant de la MCP en impulsions de tension lisibles par un 

oscilloscope. L'amplificateur de charge peut être branché à la sortie du pixel désiré.  

Nous avons réalisé une série de simulations permettant de comprendre le fonctionnement 

de la source d’ion. Ces simulations ont mis en évidence l'effet de la grille d'extraction sur le 

champ électrique et l'émission d'électrons au sommet du réseau de nanotubes de carbone. Les 

résultats de ces simulations ont mis en évidence l'importance de la géométrie de la grille afin 

d'obtenir un champ d'émission homogène. Les simulations sur l'ensemble de la source 

d’ionisation ont montré que pour un fonctionnement en laboratoire de INEA, il est possible 

d'extraire des ions du volume grâce à leur vitesse thermique et à l'effet de la bulle de potentiel 

à proximité de la grille de sortie. Des tests expérimentaux effectués avant la thèse ont montré 

la présence d'électrons primaires dans l’espace entre le volume et la lentille d'ion. Pour réduire 
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le nombre de ces électrons, il a été décidé d'étendre le volume d’ionisation le long de l'axe de 

visée de l'instrument.  

Un modèle mécanique de la source d'ions a été construit et testé. Une électronique de mesure 

dédiée a été conçue afin de réaliser les expériences sur la source d’ion seule. Les tests réalisés 

sur la source d'ions nous ont permis de mieux comprendre son fonctionnement et de mesurer 

une sensibilité de 1.6 × 10−4  𝑐𝑜𝑢𝑛𝑡/𝑠/𝑐𝑚−3 dans une configuration de laboratoire. En 

utilisant SIMION, cette valeur a pu être interpolée à une sensibilité en vol de 

1.1 × 10−3 𝑐𝑜𝑢𝑛𝑡/𝑠/𝑐𝑚−3. 

La dernière section décrit le modèle numérique complet de INEA, comment il a été construit 

et les modules développés pour simuler les différents types de fonctionnement de l’instrument. 

Le modèle numérique a permis d'estimer ses performances, c’est à dire : une résolution en 

énergie meilleure que 0.1 eV et une résolution en masse de ~22 ainsi qu’une capacité de mesure 

de la température et de la vitesse avec des résolutions supérieures à 50K et 20 m/s 

respectivement.  

Dans le même temps, le prototype de INEA a été assemblé et placé dans sa chambre à vide. 

Les premières mises en fonctionnement ont été réalisées mais faute de temps et en l’absence 

des deux circuits nécessaires à l’utilisation de l’ASIC, seuls des tests préliminaires de INEA 

ont pu être réalisés pour l’instant. 

INEA est proposé dans le cadre d’une mission spatiale dédiée aux mesures multipoints de 

la thermosphère et de l'ionosphère martiennes. La mission Mars - Magnetosphere Atmosphere 

Ionosphere and Space Weather Science (M - MATISSE), actuellement proposée à l'Agence 

Spatiale Européenne dans le cadre de l'appel à projets M7, fournira pour la première fois, des 

observations continues et simultanées du système martien. Deux orbiteurs, l'un principalement 

dans la magnétosphère et l'autre principalement dans le vent solaire, assureront une couverture 

simultanée de la haute et de la basse ionosphère et de l'atmosphère neutre (grâce à INEA). Notre 

instrument est proposé dans le contexte de M-MATISSE comme une suite de trois instruments, 

dont un analyseur d'électrons et un détecteur de particules solaires, partageant un DPU commun. 

M-MATISSE a été selectionné par l’ESA pour une phase A compétitive en Octobre 2023. Cette 

phase durera jusqu’à mi-2026. 

En plus de la mission M-MATISSE, les progrès sur l'émetteur d'électrons ont permis de 

proposer un système de contrôle du potentiel d'un microsatellite japonais. Les universités 

Shizuako - Ken et Nihon construisent un CubeSat de 6U, PRELUDE-SAT, pour caractériser 

les perturbations du champ électrique ionosphérique, précurseurs potentiels des tremblements 

de terre. En raison de la petite surface totale du satellite, la collecte d'ions dans l'environnement 

est beaucoup moins efficace que la collecte d'électrons pendant le fonctionnement de 

l'instrument. Par conséquent, le potentiel du satellite serait amené à des valeurs négatives 

importantes et variables. La solution proposée consiste à assurer l'équilibre global du CubeSat, 

en émettant un courant d'électrons dans l'espace. Ce dispositif, appelé Prelude-Sat Electron 

Emitter (PSEE), repose sur l'utilisation d'une cathode à émission de champ utilisant des 

nanotubes de carbone, similaire à la source d'ions de INEA. PSEE est une version améliorée du 

prototype d'émetteur d'électrons utilisé dans cette thèse. Il se compose d'un réseau circulaire de 

nanotubes de carbone et de deux grilles, qui permettent respectivement l'extraction des électrons 

et le blindage du potentiel électrique. À la fin de ma thèse, j'ai eu l'occasion de travailler sur la 
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conception de ce système et de participer aux premiers tests. PRELUDE-SAT doit être lancée 

à la mi-2025. 
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The exploration of celestial bodies within our Solar System is a compelling endeavour, 

driven by the quest for scientific knowledge and the potential for profound insights into the 

origins, evolution and future of both Earth and the wider Universe. This multidisciplinary 

enterprise offers a unique opportunity to unravel the mysteries of planetary formation, planetary 

dynamics and, ultimately, the potential for life beyond our home planet. It also promises to 

advance technology and foster international collaboration to expand our understanding of the 

Universe. 

The study of planets and celestial bodies provides a window into the dynamic processes that 

have shaped our Solar System. Comparative planetology, a cornerstone of modern astronomy, 

allows researchers to trace the divergent paths of planetary evolution, shedding light on the 

mechanisms that governed their formation, differentiation and geological activity. For example, 

the starkly contrasting surfaces of Venus, Earth and Mars provide invaluable insights into the 

influence of tectonic activity, magnetic activity and atmospheric dynamics on planetary 

evolution. 

In addition, a crucial aspect of planetary exploration is the study of the upper atmospheres, 

an often overlooked but important region. This frontier acts as a bridge between a planet's core 

dynamics, surface conditions, and the wider celestial environment. On Mars, where the 

atmosphere is particularly thin, a comprehensive understanding of the upper atmosphere is 

crucial to unravel the planet's historical climate and the presence of water in its distant past. The 

complex interplay between Mars and the Sun exerts a profound influence on the Martian upper 

atmosphere. This interaction shapes the planet's current atmospheric conditions and has 

probably played a key role in its climatic evolution over geological epochs (Jakosky & Jones, 

1997). 

While the scientific attraction of distant celestial bodies is undeniable, it is important not to 

overlook the importance of Earth's near-space environment. The study of the regions adjacent 

to our planet, its upper atmosphere, remains essential to protect our technological infrastructure 

and to understand the complex interactions between Earth and the surrounding space 

environment. The study of phenomena such as solar radiation, geomagnetic storms and cosmic 

rays in these near-space regions is essential to mitigate the potentially damaging effects on 

satellite operations, GPS systems and even power grids (Sarris et al., 2023). Furthermore, the 

knowledge gained from studying Earth's near-space environment not only strengthens our 

resilience to space weather events, but also provides invaluable insights into the broader 

astrophysical processes that govern planetary atmospheres and magnetic fields. As we venture 

outwards, it is imperative that we continue to prioritise the exploration of Earth's immediate 

neighbourhood, as it underpins not only our scientific endeavours, but also our societal well-

being. 

In the vast field of planetary exploration, the importance of in-situ measurements for 

characterising the upper atmospheres cannot be overstated (Benkhoff et al., 2010; Jakosky et 

al., 2015; Taylor et al., 2017; Sanchez-Cano et al., 2022). This methodology involves direct 

observations and data collection in the target environment. Unlike remote sensing, which 

provides valuable but sometimes limited perspectives, in situ measurements provide access to 

measurements that would be inaccessible otherwise. 
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Among the instruments used for in-situ characterisation, one category is particularly well 

suited to measuring the gas envelopes (neutral or ionised) of planetary objects. Mass 

spectrometry makes it possible to identify the constituents of a medium over a wide range of 

masses and resolutions. Embedded mass spectrometers on board orbiters provide crucial 

insights into the composition and dynamics of the space environment, including the exosphere 

and ionosphere (Barabash et al., 2009; Berthelier et al., 2006; Young et al., 2004) 

Successful mass spectrometers have already demonstrated the importance of such 

instruments for characterising the upper atmosphere. For example, the ROSINA (Rosetta 

Orbiter Spectrometer for Ion and Neutral Analysis) instrument onboard the European Space 

Agency's Rosetta spacecraft has made several pioneering discoveries about the activity, 

dynamics and solar interaction of comets (Balsiger et al., 2007). 

The aim of this thesis is to contribute to the development of a new type of spectrometer 

dedicated to the analysis of the neutral and ionised constituents of the upper atmosphere. While 

most spectrometers on board spacecraft are dedicated to mass analysis, the Ion and Neutral 

Energy Analyser (INEA) aims to analyse the energetic structure of particles. With its unique 

differential analysis capability, the instrument could provide significant insight into the 

processes acting on neutral and ionised particles in the upper atmospheres of Solar System 

bodies. 

This manuscript begins with a presentation of the issues involved in studying the upper 

atmospheres using two examples, the Earth's lower thermosphere and ionosphere and the 

atmospheric escape occurring in the Martian exosphere; two very different objects but yet with 

much similarities when focusing on the missing observations. In the second chapter, which is a 

review of the technique to analyse neutral particles in terms of mass and energy and an overview 

of the existing instruments, we will highlight the need for an instrument, like INEA, to 

characterise the neutral constituents. This chapter also emphasis on the performances required 

for such measurements. The third and last chapter describes the work carried out on the different 

parts of INEA in order to produce a first prototype. The last part of this manuscript concludes 

with the possible improvements of the instrument and gives an insight into its future.  
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CHAPTER 1  

NEUTRAL AND IONISED 

PLANETARY ENVIRONMENTS 
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The interest in studying Mars’ upper atmosphere and the Earth’s lower thermosphere – 

ionosphere lies in the fact that they are two atmospheres associated with radically different 

magnetic and electric environments. However, as explained below, the composition of the 

upper atmosphere of these two bodies is relatively similar, allowing their observations to be 

made with a comparable instrument approach.  

1. MARS 

1.1. Mars’ atmosphere 

The Martian atmosphere is dominated by carbon dioxide, which makes up 95% of its total 

volume. In addition to 𝐶𝑂2 , there are traces of other gases such as molecular nitrogen (2.7%), 

argon (1.6%), and small amounts of oxygen and water vapour (Montmessin et al., 2007). The 

average surface pressure is about 7 millibars and is subject to seasonal variations. The Martian 

atmosphere can be divided into several distinct layers, each characterised by unique thermal 

and compositional properties. The troposphere, between the surface and 50 km, experiences a 

temperature decrease with altitude at a rate of 2 − 3 𝐾. 𝑘𝑚−1  and is the layer where weather 

phenomena such as dust storms occur. The next layer, the mesosphere, has the lowest 

temperature. CO2 in the mesosphere acts as a cooling agent by efficiently radiating heat into 

space. From 100 km, the thermosphere extends to the outer limits of the atmosphere. In this 

region, the temperature gradient is positive due to the absorption of EUV/UV solar radiation. 

Another characteristic of the thermosphere is the homopause (typically around 110 km), which 

marks the boundary below which the atmosphere is turbulent and well mixed, and above which 

the different components of the atmosphere are structured in density with altitude as a function 

of their mass (Fig. 1.1) 

 

Figure 1.1:Density profiles of nine neutral species in the upper Martian atmosphere measured 

by NGIMS/MAVEN (Mahaffy et al., 2015) 
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In the absence of a global magnetic field (Acuna et al., 1999) the solar wind, interacts at high 

altitudes within Mars’ upper atmosphere and generates an induced magnetosphere (Fig. 1.2). 

The region where solar wind energy dissipates, which occurs at altitudes of ~100 – 500 km is 

the ionized counterpart of the thermosphere: the ionosphere. As a medium made of charged 

particles, the ionosphere is sensitive to magnetic and electrodynamics. A particular feature of 

Mars is that the ionosphere-solar wind interaction is more complex over a region of the southern 

hemisphere where highly non-uniform crustal magnetic fields are located (Acuna et al., 1999). 

These fields, which are of the order of a few tens to hundreds nT at ∼400 km (Langlais et al., 

2019), can interact directly with the solar wind producing a “hybrid magnetosphere” (Dubinin 

et al., 2023). A myriad of interactions exists in the Martian thermosphere – ionosphere among 

which current systems, forcing from atmospheric waves, or the effect of precipitating particles 

can be cited. Reviewing the processes that occurs in this region is not within the scope of this 

paragraph. (Section 2 of this chapter will give a detailed description of similar processes that 

occurs on Earth). However, Fig. 1.2 gives an overview of the mechanisms present in the 

thermosphere – ionosphere system. 

 

Figure 1.2: Schematic of Mars’ plasma system with the main physical processes known to occur 

at Mars (Sanchez – Cano et al., 2021). 
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The ion composition measured on Mars’ ionosphere revealed the presence of 22 ion species 

(Fig. 1.3) with major constituents being 𝑂+, 𝑂2
+. At low altitudes (below 220 km) 𝐶𝑂2

+ is the 

second most abundant species after 𝑂2
+ (Benna et al., 2015). 

 

Figure 1.3: Altitude profiles of the averaged density of ionospheric ions measured by NGIMS 

between altitudes of 150 km and 500 km (Benna et al., 2015). 

About water on Mars  

The geological record on Mars suggests that the planet had an abundant amount of liquid 

water on its surface early in its history (Carr, 2007). The presence of an active hydrosphere 

would in turn have required a thick (~ 1bar) wet atmosphere (Wordsworth et al., 2017), which 

would have provided sufficient greenhouse warming to maintain atmospheric temperatures that 

allowed for liquid water reservoirs on the surface. Over time, Mars appears to have lost this 

thick early atmosphere and now has a 𝐶𝑂2 - dominated atmosphere with pressures of only a 

few mbars. To quantify the early water loss from the planet, we need to understand the 

mechanisms by which atmospheric constituents can be lost and how these scale over time. 

Atmospheric mass can be lost in two directions: upwards into space and downwards into the 

subsurface. For the downward direction, at most an equivalent 12 mbar of sequestered CO has 

been identified in exposed carbonate mineral deposits (Edwards & Ehlmann, 2015). 

On the upward side, for atmospheric particles to escape into space, they must reach the non-

collisional region of the upper atmosphere (150-200 km): the exosphere. At these altitudes, the 

temperature varies between ~200 - 300K (Stone et al., 2018), which allows a fraction of the 

hydrogen atoms to thermally escape, thus removing a component of the water molecules. 

However, oxygen is too heavy to thermally escape from the planet. Thus, non-thermal 

mechanisms need to provide sufficient energy to overcome the relatively low gravitational pull 

of Mars. Quantifying these escape processes, which occur in the upper Martian atmosphere and 

particularly in the outermost region: the exosphere, and their drivers is fundamental to 

understand the evolutionary history of the Martian atmosphere (Jakosky et al., 2018). In 

particular, the lack of an Earth-like global magnetic field is often thought to make the Martian 

atmosphere susceptible to intense escape due to the close interaction between the ionosphere 

and the solar wind (Ramstad & Barabash, 2021). 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/mineral-deposit
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1.2. The Martian exosphere 

The exosphere is the outermost layer of the atmosphere. It is defined as the region where 

the particle density is low enough to allow neutral particles to move without colliding with each 

other. As a result, particles are only bound to the planet by gravity. The lower boundary of the 

exosphere is called the exobase. It can be defined as the height at which the mean free path of 

a particle is equal to the height scale of the species to which it belongs. Above the exobase, a 

particle has a probability to make less than one collision. For Mars, the exobase is between 180 

and 230 km, depending on the species, local time and solar activity (Fu et al., 2020). In 

principle, the exosphere covers distances where particles are still gravitationally bound to Mars, 

i.e. particles still follow ballistic orbits that return them to the planet. The upper boundary of 

the exosphere has been defined for atomic hydrogen as the distance at which the influence of 

the solar radiation pressure on atomic hydrogen exceeds that of the gravitational pull of Mars, 

which has been observed beyond 10 𝑅𝑚 (Chaffin et al., 2015). In theory, an exosphere extends 

to infinity. 

The exospheric population is usually divided into a population at the temperature of the 

exosphere 𝑇𝑒𝑥  (of the order of 200K (Stone et al., 2018) at minimum solar activity on Mars), 

the thermal population, and a so-called suprathermal population composed of particles whose 

kinetic energy is larger than 5 to 10 times 𝑇𝑒𝑥. Unlike Earth or Venus, whose gravitational 

constant is sufficient to restrain the suprathermal population, a significant fraction of the 

particles in the Martian corona have a velocity larger than the escape velocity (√
2𝐺𝑀

𝑟
 , where G 

is the gravitational constant, M is the mass of the planet and r is the distance of the particle from 

the centre of the planet). This results in a significant atmospheric escape, which has important 

consequences for the long-term evolution of the atmospheric content. 

1.3. The atmospheric escape 

The theory of planetary exospheres and atmospheric escape was developed in the 1960s 

(Chamberlain, 1963). According to this theory, three classes of particles populate the region 

above the exobase, corresponding to three types of trajectory: ballistic trajectories, satellite 

trajectories (particles that are gravitationally bound to the planet and whose trajectories never 

cross the exobase) and escape trajectories. The density profiles of these populations above the 

exobase were calculated using Liouville's equation. This theory applies to the component of an 

atmosphere that is thermalized at the temperature of the atmosphere.  

 Neutral thermal escape  

If an atmospheric particle, above the exobase, has a velocity larger than the escape velocity, 

it is likely to escape into the interplanetary medium. Using the Chamberlain model, it is possible 

to determine the flux escaping from the atmosphere as a function of density and temperature at 

the exobase; this is the Jeans escape. The tail of the velocity distribution at the exobase is then 

slowly emptied of energetic particles and repopulated by collisions. In the asymptotic behaviour 

of the Jeans escape, it can also happen that the flow of light gas is so large that it drags heavier 

particles to escape. This effect is known as hydrodynamic escape. However, such an escape 

requires strong solar activity (e.g. primitive solar conditions). Today, only the lightest particles 
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(H and He) in the Martian atmosphere escape to any significant extent via the Jeans escape 

(Chaufray et al., 2007). Estimates from MAVEN observations suggest that the current loss rate 

of H varies in the range ∼ 1 − 11 × 1026 𝐻 𝑎𝑡𝑜𝑚𝑠. 𝑠−1 (Jakosky et al., 2018), a rate strong 

enough for all the atomic hydrogen in Mars’ atmosphere to be lost in 3,000 to 30,000 years.  

Hydrogen atoms form a very extended exosphere as observed by MAVEN (Fig. 1.4). 

 

Figure 1.4 : Observations of the Martian H corona during IUVS/MAVEN insertion orbits 

(Chaffin et al., 2015). 

 Neutral suprathermal escape  

The Martian exospheric suprathermal population is thought to be formed by two main 

processes, atmospheric sputtering of planetary ions and photochemical reactions in the 

ionosphere. This suprathermal population is particularly interesting because it represents a 

significant portion of the oxygen atomic population present in the Martian corona, a key tracer 

of Mars' past water atmospheric escape.  

Atmospheric Sputtering consists of the ejection of neutral atmospheric particles into the 

exosphere by collisions with energetic ions impacting the atmosphere. Pickup planetary ion 

formation occurs after solar EUV and photoelectron ionisation in the Martian corona. In the 

absence of a large permanent magnetic field, these newly ionised particles can be accelerated 

by the partially deflected fields frozen in the solar wind. They move along gyroscopic radial 

trajectories in the direction of the Martian tail, but a fraction re-enter the atmosphere and collide 

with neutral particles with sufficient energy to eject atoms and molecules. Since these collisions 

occur mainly near the exobase, the species that are able to reach this altitude are most affected 

by atmospheric sputtering. Sputtering is a collisional process. For this reason, Johnson, (1990) 

proposed two possible scenarios. Either the particle collides with another particle near the 

exobase and the recoiled particle may be ejected into the exosphere (case 1 in Fig. 1.5), or the 

incident particle generates a cascade of collisions, some of which are likely to produce recoiled 

particles that may escape (case 2 in Fig. 1.5). 
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Figure 1.5: Typical scenario induced by an impacting particle in the atmosphere (Johnson, 

1994). 

A planetary pick-up ion will impact the atmosphere at high speeds, up to twice the solar wind 

speed (or nearly 1000 km/s), and can transfer its momentum to atoms in the vicinity of the 

exobase via collisions and eject them into space. This sputtering process can be very effective 

at removing heavy neutral atoms (Luhmann et al., 1992), and is expected to be the most 

important mechanism for removing inert gases such as argon ( Jakosky et al., 1994;  Jakosky et 

al., 2017). Measurements from MAVEN/STATIC (McFadden et al., 2015) and MAVEN/SWIA 

(Halekas et al., 2015), through observations of the properties of precipitating ions (Leblanc et 

al., 2015, 2018; Fig. 1.6), and combined with a 3D atmospheric model (Leblanc et al., 2017), 

have been used to estimate the efficiency of sputtering to eject atmospheric species. At present 

day, the inferred mean loss rate of neutral O due to sputtering is ∼ 3 × 1024 𝑂 𝑎𝑡𝑜𝑚𝑠. 𝑠−1 

(Jakosky et al., 2018). 

 

Figure 1.6: Differential particle flux of the precipitating ion as measured by MAVEN between 

200 and 350 km and over almost 2 years of measurements (Leblanc et al., 2018), averaged over 

Mars (a) and over the dayside and nightside (b)   

Dissociative recombination (DR) is a chemical reaction that takes place in the 

thermosphere – ionosphere in which a molecular ion 𝐴𝐵+ present in the atmosphere recombines 

with an ambient electron to form a metastable neutral AB**, which quickly separates into two 

neutral species A* and B*. The escape probability of an atom produced by DR depends on three 

main factors: the initial energy of the atom, the column density and the composition of the gas 

above the height at which it is "born". As the most abundant molecular ion in the thermosphere 
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is 𝑂2
+ (Benna et al, 2015), DR is particularly relevant to the escape of O atoms. There are four 

channels leading to the production of neutral oxygen from the DR of 𝑂2
+, which are given in 

Table 1.1 (Fox & Hać, 2010). 

Table 1.1: The four branches of the 𝑂2
+ Dissociative Recombination reaction and their 

likelihoods.  

Initial State Final State Likelihood 

𝑂2
+ + 𝑒 → 𝑂( 𝑃) + 

3 𝑂( 𝑃) 
3 + 6.99 𝑒𝑉 26.5% 

 𝑂( 𝐷) + 
1 𝑂( 𝑃) 

3 + 5.02 𝑒𝑉 47.3% 

 𝑂( 𝐷) + 
1 𝑂( 𝐷) 

1 + 3.06 𝑒𝑉 20.4% 

 𝑂( 𝐷) + 
1 𝑂( 𝑆) 

1 + 0.83 𝑒𝑉 5.8% 

In the case of the DR of 𝑂2
+, for 74% of the recombination the energy is sufficient to give each 

of the resulting neutral O atoms an amount of energy (as kinetic energy) larger than the escape 

energy of Mars (1.98 eV at the exobase). If the recombination occurs close to the exobase, so 

that the ascending atom is unlikely to be backscattered or slowed below the escape velocity by 

subsequent collisions, it will escape.  

 

Figure 1.7: O loss rates due to dissociative recombination, derived by MAVEN over most of a 

Mars year (Lillis et al., 2017).  

Similar to the sputtering estimates, MAVEN is not able to directly measure these escaping 

neutral atoms. However, it does measure the ion composition and electron abundance in the 

upper Martian atmosphere, from which the rate of DR that can occur can be inferred and, by 

modelling the fate of such atoms through the atmosphere, the escape flux can be derived (Fig. 

1.7). The yield loss of DR is estimated to be between in the range 3.5 − 7 × 1025 𝑂. 𝑠−1 

(Cravens et al., 2017; Lee et al., 2017; Lillis et al., 2017; Rahmati et al., 2017). 

 Ion loss 

Ion loss occurs via the acceleration of ions by the solar wind electric field. The electric field 

can be generated around Mars by many different processes, including the moving magnetic 

field of the solar wind (Luhmann & Kozyra, 1991), plasma pressure gradients in the ionosphere 

(Collinson et al., 2015), plasma flow shear near the strong crustal magnetic fields (Dubinin et 

al., 2008) movement of ions and electrons around the magnetic field in magnetic cusp regions 

(Ergun et al., 2016) or acceleration due to magnetic tension forces associated with the draping 

of the external fields around the Martian solar wind "obstacle" and with magnetic reconnection 

involving the crustal magnetic fields (Ma et al., 2018). These processes may start in the lower 
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ionosphere (Ergun et al., 2016; Riousset et al., 2013). MAVEN observations (Fig 1.8) estimate 

the net global loss rate of both 𝑂+ and 𝑂2
+ ions to be 5 ×  1024. 𝑠−1 (Jakosky et al., 2018). 

 

Figure 1.8:MAVEN observations of escaping oxygen ions from Mars (Dong et al., 2015). 

 Total escape at present day 

As we have seen in the last paragraphs, the most recent measurements related to 

atmospheric escape were obtained thanks to a year of observation of the Martian corona with 

instruments on board the Mars Atmosphere and Volatile EvolutioN (MAVEN) mission 

(Jakosky et al., 2015). The loss rate for Jeans escape obtained during this year of observation is 

similar to that of previous missions (i.e. Mariner 6,7 & 9, Mars Express), with a mean loss rate 

of 5 × 1026 𝐻. 𝑠−1. (Fig. 1.9)  

 

Figure 1.9: H loss rate derived from observations made from different spacecraft. (Jakosky et 

al., 2018). 

For O losses, the loss rate derived from MAVEN and combining all the different processes has 

been estimated to be about ∼ 6 × 1025 𝑂. 𝑠−1. As shown in Fig. 1.10, the majority of O losses 

identified today (either as neutrals or ions) are due to photochemical losses (dissociative 

recombination).  
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Figure 1.10:O loss rate as determined from MAVEN observations for each of the loss 

processes (Jakosky et al. 2018). 

1.4. Next needed measurements  

Although direct measurements of ion loss have been conducted during previous and current 

missions to Mars (i.e., Mars Express, MAVEN) (Brain et al., 2015; Jakosky et al., 2018), there 

are currently no dedicated in-situ measurements of the suprathermal neutral atoms in the 

exosphere. Currently, only indirect estimations have been made of the rate at which dissociative 

recombination (DR) and sputtering contribute to atmospheric escape, utilizing proxy indicators 

and modelling. Atmospheric loss due to DR is far more efficient when compared to present 

sputtering (Jakosky et al., 2018; Lillis et al., 2015) However, sputtering is considered to have 

been potentially dominant during the early stages of solar conditions (Jakosky et al., 2018). 

Therefore, to confirm or refute MAVEN's main conclusions, it would be highly beneficial to 

directly measure a signature of these two non-thermal processes, in particular their 

dependencies with solar activities, a key information to extrapolate back in time. 

It is well known that escape mechanisms vary in intensity along Mars’ seasons and the solar 

cycle, which control the ion – neutral chemistry in the thermosphere – ionosphere but also the 

rate of ionization in the exosphere and therefore the intensity of the reimpacting flux of 

planetary pickup ions. Recently, it has been shown that, as on Earth, the lower atmosphere also 

controls the state of the thermosphere and therefore the escape efficiency (Chaffin et al., 2022). 

As on Earth, understanding Mars’ interactions with our Sun passes therefore through the 

characterization of the thermosphere – ionosphere system. 

A direct measurement of the low-energy distribution of the neutral particles in the 

Martian corona will enable, for the first time, a direct identification of processes behind Mars' 

atmospheric erosion and their relation to solar conditions. This is one of the key scientific and 

measurement objectives of the mission M-MATISSE, in competition in the frame of the M7 

ESA call for project (Sanchez-Cano, 2023). 
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2. THE EARTH 

2.1. The Earth’s atmosphere 

The Earth's atmosphere is made up of different layers, which are distinguished by their 

temperature profile (Fig. 1.11). At the bottom of the atmosphere is the troposphere, where we 

live. This part of the atmosphere has an average temperature of 288K and gets colder with 

altitude, by about 6.5K per kilometre. The troposphere contains about 75% of the total air in 

the atmosphere and almost all of the water vapour (which forms clouds and rain). The top of 

the troposphere is called the tropopause. It is lowest at the poles, where it is about 7-10 km 

above the Earth's surface. It is highest (about 17-18 km) near the equator. From the tropopause 

up to about 50 km is the stratosphere. It contains most of the ozone in the atmosphere. In this 

region, the temperature increases with height due to the absorption of ultraviolet (UV) radiation 

from the Sun by the ozone, with a maximum temperature of about 300K. The ozone layer is 

formed by the photodissociation of 𝑂2 molecules. Between 50 and 80 km, the temperature drops 

again to 130-190 K. In this part of the atmosphere, the density is low and the atmospheric 

constituents lose some of their energy by emitting infrared radiation without heating the 

medium. This transitional region is called the mesosphere (which does not exist on Mars). 

Above 80 km, the temperature rises rapidly due to the absorption of solar ultraviolet and 

extreme ultraviolet radiation by atmospheric constituents. The temperature in this region 

depends on solar activity and electrodynamic processes in the magnetosphere. It varies from 

750 K at low solar activity to over 5000 K at high solar activity. This region is known as the 

thermosphere. It typically extends up to 600 km, above which the exosphere begins. 

 

Figure 1.11:Temperature profiles from the WACCM-X model at three different geographic 

latitudes (30, 60 and 75° N). (Palmroth et al., 2021). 
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2.2. The thermosphere – Ionosphere on Earth 

Above the stratosphere, i.e. above an altitude of 50 km, the atmosphere is characterised by 

a high density of free electrons and free ions, produced mainly by the energetic photo-ionisation 

of UV and X-rays from the Sun, and to a lesser extent at high latitudes by corpuscular ionisation. 

This region of the atmosphere, from the mesosphere to the exosphere (above 600 km), is called 

the ionosphere. There are three main layers in the ionosphere, called the D, E and F layers. The 

heights at which they occur vary throughout the day and from season to season. The D region 

is the lowest, starting at about 60 or 70 km and rising to about 90 km. This is followed by the 

E region, which begins at about 90 km and extends to 120 or 150 km. The uppermost part of 

the ionosphere, the F region, starts at about 150 km and extends well upwards. The upper limit 

of the ionosphere is more difficult to define, but a compromise would be up to 1000 km, where 

the ionosphere is identified as a transition region to the plasmasphere (Fig. 1.12).  

During the day, the solar X-rays and UV light increase the ionisation of the ionosphere, creating 

the D and E layers, and splitting the F region into 2 layers, 𝐹1 and 𝐹2. On the night side, due to 

the lack of ionising photons, the D layer disappears completely and the E layer is greatly 

weakened. The F layer, on the other hand, still exists on the night side thanks to cosmic rays. 

Because the ionosphere is made up of charged particles, it also reacts to the changing magnetic 

and electrical conditions in space. These events, such as solar flares, coronal mass ejections or 

geomagnetic storms, are called space weather and are usually related to solar and geomagnetic 

activity. Apart from the regular weather here on Earth, space weather is the other major factor 

affecting the ionosphere. 

The neutral component of the D region consists mainly of 𝑁2, 𝑂2, 𝐴𝑟, 𝐶𝑂2, 𝐻𝑒 (Fig1.12) and a 

highly variable amount of 𝑂3 and 𝐻2𝑂. The ionised component of the D region consists mainly 

of 𝑁𝑂+ as the major positive charge carrier, with electrons, 𝑂2
− and possibly other negative ions 

as the negative charge carriers. 

 

Figure 1.12: Typical example of the density altitude profiles of the major ion and neutral 

species obtained from the NRLMSISE-00 and IRI-2012 models (Palmroth et al., 2021). 
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2.3. The Lower Thermosphere and Ionosphere  

The lower thermosphere/ionosphere (LTI), located between 100-200 km above the Earth, 

is a region where the interaction between neutral and ionised gases is a key driver. In this region, 

the energy and momentum of charged particles, driven by solar wind and magnetospheric 

interactions, is converted into heat and motion of the neutral atmosphere by plasma-neutral 

interactions. Geomagnetic disturbances in this region can be sudden, caused by solar 

phenomena such as flares or coronal mass ejections. 

Terrestrial activity plays also an important role in shaping LTI properties. This involves the 

emission of variable wave fluxes from the lower atmosphere that converge in the LTI. 

Terrestrial events can range from short-lived, episodic events such as those caused by 

hurricanes, earthquakes and volcanic eruptions, to more periodic disturbances associated with 

tides and the cycle of day and night. 

The diverse and dynamic energy sources lead to significant changes in the characteristics of the 

LTI (Fig. 1.13). This includes its vertical and horizontal structure, which are shaped by physical 

processes that often exhibit irregular and turbulent behaviour (Sarris et al., 2020) (see Fig. 1.14).  

 

Figure 1.13:Simulated key variables in the LTI as a function of altitude: temperature at quiet 

and active solar conditions: (a) neutral (b) and ion (c) constituents. The altitude range from 

100 to 200 km shows the largest rates of change in most variables (Sarris et al., 2020). 

The lower thermosphere and ionosphere are characterised by a complex set of different physical 

processes, some of which are unique to this region. To achieve a comprehensive understanding 

of the LTI, it is important to understand how these processes work together as a coherent 

system. This knowledge is essential to gain critical insight into the Earth's atmosphere-space 

interface. Interestingly, most of these processes occur in different ways and intensities on Mars, 

as they also determine the fate of the Martian thermosphere – ionosphere. A more detailed 

overview of the various processes occurring in the LTI is given in the following sections (see 

also Fig. 1.14). These physical processes are divided into three groups: 

Energetics: This includes all processes and interactions between the charged particles and 

the neutral constituents that lead to heating and/or energy exchange between species. This 
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category includes the precipitation of energetic particles and the dissipation of electromagnetic 

energy by Joule heating. 

Electrodynamics is the set of processes associated with the motion of charged particles in 

the presence of neutral species. Reference is made to Pedersen conductivity, ionospheric Hall 

currents, auroral and equatorial electrojets, and field-aligned currents. 

 Dynamics refers to the processes associated with the motion of neutral gases within the 

LTI. The processes in this category include the effects of plasma-neutral interactions such as 

ion drag, but also the various forcings from the lower atmosphere (i.e. gravity waves, planetary 

waves, thermal tides, ...) that dissipate energy on the LTI.  

 

Figure 1.14:Overview of the energy deposition pathways in the LTI. (Sarris et al., 2020). 

 Heating processes 

Within the LTI, there are three primary mechanisms for depositing energy into the 

thermosphere – ionosphere system: Joule heating (JH), particle (electron and proton) 

precipitation, and atmospheric forcing. Current understanding suggests that Joule heating is the 

dominant sink for this energy (Lu, 2016). The effects of this energy deposition on local 

transport, thermal structure and composition within the LTI altitudes are not well understood at 

present.  

Joule heating occurs in a normal conductor when an electric current is passed through the 

material with finite resistance. As a result of collisions within the materials, some of the 

electromagnetic energy is converted to thermal energy, i.e. heat. In the LTI, the same process 

takes place, but on a planetary scale. Within the LTI, charged particles are transported 

horizontally through the ionosphere along the geomagnetic field lines. These particles collide 
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with the neutral constituents, causing a heating of the region. The energy deposition process 

peaks in the LTI and has a global effect on the structure of the upper atmosphere (Richmond & 

Lu, 2000), as can be seen in Figs 1.15.  

Current estimates of Joule heatinf are mainly based on ground-based measurements associated 

to global models (Baloukidis et al., 2023), which provide only a subset of the measurements 

needed to resolve the Joule heating in the LTI (i.e. lack of neutral wind measurements), with 

limited spatial resolution and lower accuracy compared to in situ measurements. 

Precipitating energetic particles are another important source of heat in the 100-200 km 

region. High energy particles, such as solar energetic particles, have the ability to ionise the 

lower thermosphere, extending into the lower mesosphere and even the upper stratosphere in 

the case of solar particles. This ionisation process is crucial as it generates a significant excess 

of electron density in the LTI. 

The effects of energetic particles on the electrodynamics of the LTI are localised, but vary 

considerably with altitude. The heating of the neutral gas by direct absorption of the kinetic 

energy of incoming particles represents a heat source estimated by Lu et al., (1995) to be on 

average about a quarter of the typical Joule heating, although it can be more significant during 

large auroral events (Thayer & Semeter, 2004).  

Energetic particle precipitation also ionises and dissociates neutral molecules through collisions 

(Sinnhuber et al., 2012). These particle collisions have a direct effect on the chemical 

composition of the atmosphere via ion chemistry, leading to the production of hydrogen (HOx) 

and nitrogen oxide (NOx) (Codrescu et al., 1995; Seppälä et al., 2007).  

 

Figure 1.15: Height integrated joule heating (bottom) and Particle heating (top), during two 

times on 1997 January 10th: 0255 UT (left), a quiet period, and 1105 UT (right), an active 

time.  



 

 

21 

 

 Dynamic mechanisms 

LTI dynamics refers to the motion of plasma and neutral gases in relation to the forces that 

drive and affect them. In the LTI, external influences from the magnetosphere, atmosphere and 

solar effect have a significant and far – reaching effect. These influences are closely linked to 

the exchange of momentum between charged and neutral elements, resulting in vertical and 

horizontal momentum transport. 

Atmospheric waves emanating from the lower atmosphere are considered to be the main 

driver of LTI neutral particle dynamics. The excitation of such waves can take the form of 

thermal tides synchronised with the regular solar differential heating, with periods 

corresponding to the 24h diurnal periods (and harmonics, i.e. 12h semi-diurnal). Atmospheric 

waves also result from the gravitational interaction of the Earth-Moon system with a period of 

12.4h. The wind amplitude due to the lunar tidal effect is about 0.03 𝑚. 𝑠−1 at the surface and 

increases with altitude up to about 110 km, where it reaches an amplitude of the order of 10 

𝑚. 𝑠−1 (Hagan et al., 2003).   

Small-scale gravity waves, induced either by topography or by meteorological (and geological) 

events (Fritts & Alexander, 2003) are at the origin of momentum deposition in the LTI.  Their 

amplitudes increase exponentially with altitude due to the decrease in atmospheric density 

(Andrews et al., 1987). These large wave amplitudes lead to wave breaking, which causes a 

change in temperature in the LTI region. As a result of this forcing, LTI transport is known to 

be affected, for example by the formation of vertical wind shears above the mesopause (Fig. 

1.16) (Liu, 2007) and by the triggering of plasma instabilities in the equatorial ionosphere 

(Hysell & Kudeki, 2004; Kelley, 1989). 

Thus, gravity waves have a significant impact on the momentum budget of the LTI. 

Understanding their influence depends on quantifying their power at different spatial scales. 

While current high-resolution models consider larger scales (200 km and above), the 

intermediate scales (20-200 km) play a crucial role in the global momentum budget. Smaller 

scale gravity waves (2-20 km) may also be important, as suggested by regional simulations 

(Becker, 2004). There are no comprehensive and systematic observations of the neutral-ion 

coupling in the LTI. 

 

Figure 1.16: Daytime zonal winds observed with ICON/MIGHTI during one orbit on Mars 20th 

2020. (England et al., 2022). The latitudes of observations are in the 30°N - 40°N range. The 

alternating positive and negative wind direction highlights the significance of the vertical 

shears present in the 100 -150 km region. 
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The atmospheric dynamo is a pattern of electrical currents created in the Earth's 

ionosphere by a variety of effects, most the solar wind, but also the Moon's and Sun's tides. 

Atmospheric currents are generated by the motion of neutral gases, or winds (Fig. 1.17). These 

winds, through collisions with ions, drag the ionospheric plasma along the surrounding 

magnetic field. This process leads to the creation of a current density. In the lower ionosphere 

(at altitudes of 90-140 km), the behaviour of ambient ions is mainly determined by collisions. 

Electrons, on the other hand, are influenced by the magnetic field. Tidally driven neutral winds 

form a fundamental system of global dynamo currents in the LTI region between 100-140 km 

altitude (Richmond, 1979). However, due to a lack of measurements, their properties are not 

understood, including how their associated polarising electric fields and field-aligned currents 

influence the plasma motions at higher altitudes. 

 

Figure 1.17: TIE-GCM simulation results for magnetically quiet equinox conditions (Kp=0), 

at 12:00 UT. The Top panel is the neutral winds at 110km while the bottom panel gives the 

current distribution at the same altitude. Adapted from (Yamazaki & Maute, 2017). 

The magnetospheric forcing in the LTI is due to the interaction of the geomagnetic field 

with ionospheric charged particles. There is a diverse and complex landscape of these 

interactions, which are detailed in Fig. 1.18. These include the auroral electrojet (a system of 

horizontal electric currents at high latitudes), the field-aligned currents that electrodynamically 

link the magnetopause, the inner magnetosphere and the ionosphere. Another broad category 

of magnetospheric effects includes various waves (e.g. Alfven waves, electromagnetic 

cyclotron, ...) that are driven by the solar wind-magnetosphere interaction and drive energetic 

particle precipitation. 
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Figure 1.18: The magnetospheric driven current system in the ionosphere polar regions (Sarris 

et al., 2023). 

Solar flares and coronal mass ejections are also known to enhance the electron density 

and hence the JH in the LTI (see Fig. 1.18). The modification of the auroral electrojets by solar 

flares can be of an extreme enhancement. The European Incoherent Scatter (EISCAT) radar 

observations suggest that even the height of the JH can be modified by these events (Forme et 

al., 1998). It is quite possible that the height of the ionospheric current also changes, but no 

measurement method has been proposed to prove this. 

2.4. Measurement gaps in the LTI 

Scientific studies of the lower thermosphere-ionosphere (LTI) have faced challenges due to 

the limited in situ data available. In the 1970s, the Atmosphere Explorer (AE) satellites made 

some of the first measurements in this region, reaching altitudes as low as 140 km (Spencer et 

al., 1973). However, interpretation of measurements at these altitudes was complicated by the 

measurement conditions, particularly for composition. Since then, in situ measurements within 

the LTI have been sporadic, mainly from sounding rockets (Abe et al., 2006; Cohen et al., 2020; 

Earle et al., 2013), and have provided only snapshots at specific locations. Density 

measurements down to 130 km have been estimated from the decay of low-altitude sounding 

satellites (Ching & Rugge, 1975), providing insights into the lower thermosphere. However, 

details of the electrodynamics and composition of the transition region between 100 and 200 

km remain unclear. At higher altitudes, spacecraft such as CHAMP (Alken & Maus, 2010), 

DEMETER (Berthelier et al., 2006), GRACE (Tapley et al., 2006) and C/NOFS have provided 

data on electric fields and density (Fejer et al., 2013). 

Consequently, much of our information about this region comes from remote sensing, including 

satellite-based observations and ground-based experiments such as lidars (Chen & Chu, 2023). 

While these techniques have contributed significantly to the LTI science, they have limitations. 

For example, measurements of neutral density, composition and temperature are 

currently difficult or inaccurate at 100-200 km due to weak radiance and non-thermal effects. 

Determination of the major species composition relies on a combination of ultraviolet, infrared 

(Mlynczak et al., 2018) and Fabry-Pérot interferometer measurements (Nakamura et al., 2017), 
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but there's a gap in the profiles available at about 100-200 km due to a lack of suitable emissions 

to observe. In addition, different observational methods can give significantly different 

estimates of key parameters in the LTI, such as conductivity, ion drifts and neutral winds, 

without a standard dataset for comparison. 

Three main questions remain to be answered to gain a better understanding of the Earth's lower 

thermosphere and ionosphere: 

1. What is the mechanism and extent of energy deposition by Joule heating in the LTI? 

How does this heating affect and interact with the thermal structure, local transport 

and composition within the LTI heights? Furthermore, how does the magnitude, extent 

and how the evolution of this heating affect the neutral density? 

 

2. How does energetic particle precipitation (EPP) affect the ionisation and composition 

of the LTI? To what extent does EPP extend its influence into the lower atmospheric 

layers? 

 

3. What factors contribute to the momentum balance within the LTI, considering the 

different contributions of magnetospheric, solar and atmospheric forcing? How do 

these external forcing affect the fluid and electrodynamics at high, middle and low 

latitudes? How do collisions between charged particles and neutral gases in the LTI 

influence the density, composition, winds and drifts in this region?  
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SUMMARY  

In an exosphere, the outermost layer of an atmosphere, collisions between particles no 

longer have a significant effect on the fate of the particles. At Mars this region is populated by 

thermal and non – thermal particles, the latter being produced by the mechanisms potentially at 

the origin of Mars’ past evolution. Among these non – thermal exospheric populations, the 

atomic oxygen is particularly relevant to reconstruct the past fate of Mars’ water. Previous 

missions to Mars have provided a fairly good picture of the escape processes acting at Mars. 

However, no direct measurements of the energetic structure of the suprathermal neutral corona 

of Mars have been made to date, limiting our capacity to accurately extrapolate back in time 

the efficiency of these processes to erode Mars’ atmosphere. The atmospheric escape 

mechanisms are indeed essentially controlled by our Sun and occurs in Mars’ thermosphere – 

ionosphere. Understanding how the solar forcing, but also the lower atmosphere, influences this 

region is essential to reconstruct Mars’ present and past climate. 

At the Earth, we have highlighted the importance of a similar key region, the lower ionosphere-

thermosphere. In this region, located between ~100 – 200 km, interaction processes couple the 

neutral atmosphere to the charged populations. As at Mars, the LTI is forcibly coupled from 

above by interactions with the solar wind and the Earth's magnetosphere, and from below by 

energy transport from various types of atmospheric waves. Until now, much of our information 

about this region has come from remote sensing, including satellite remote sensing, and ground 

observations combined with some sporadic in-situ measurements from scientific rockets. 

However, only in-situ investigations will provide the desired measurements at these critical 

altitudes, with the necessary range of spatial and temporal scales. A complete picture of the 

Lower Thermosphere and Ionosphere (LTI) is crucial because of its direct impact on modern 

technology-based activities.  

Overall, the characterisation of thermospheres – ionospheres and exospheres appear 

fundamental to both space science and practical applications, with implications for various 

aspects of space exploration (not only at Mars and the Earth), and on our broader understanding 

of the Solar System. 
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CHAPTER 2  
MASS SPECTROMETRY FOR 

SPACE EXPLORATION  
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1. INSTRUMENT OBJECTIVES 

1.1. At Mars 

In the previous chapter we described the environment of two planetary bodies with very 

different interaction with the solar wind: The Earth and Mars. In the case of Mars, the erosion 

of its atmosphere remains a fundamental question for understanding the evolution of the planet. 

One of the first difficulties in reconstructing atmospheric escape is to be able to determine the 

physical mechanisms behind them. In the region’s most suitable for observing these phenomena 

(the exosphere and the upper atmopshere), particles of different types coexist:  supra-thermal 

and thermal. Using Argon as a tracer to determine the density profile induced by either the 

thermal contribution or the suprathermal populations, it has been showed using 

MAVEN/NGIMS (Mahaffy, Benna, et al., 2014) that below 350 km, the thermal component 

dominates while at higher altitude, as illustrated in Fig. 2.1, the measured Ar is mainly due to 

non-thermal populations (Leblanc et al., 2019). 

 

Figure 2.1: Comparison between a density profile measured by NGIMS (black line) and the 

Exospheric Global Model (EGM) simulated density profiles. The green, light blue, and red 

symbols depicts the thermal, pickup sputtering, and induced dissociative recombination 

simulated components of Ar respectively. The darker blue symbols are the sum of the three 

populations. (Adapted from Leblanc et al., 2019). 

Moreover, simulations with the Exospheric Global Model (EGM) suggest that atomic oxygen 

in the exosphere due to sputtering (see Section 3.2 of Chapter 1) is difficult to identify on the 

dayside. With the dissociative recombination (see Section 3.2 of Chapter 1) being the main 

driver of hot O escape by at least 2 orders of magnitude compare to sputtering, it remains 

difficult to detangle the two processes. However, in the night side, DR efficiency is strongly 

reduced. The ionospheric density being much smaller, the rate of DR and the flux of escaping 

O atoms due to DR is much reduced with respect to the dayside.  As a consequence, EGM 

simulations showed that the exosphere might be dominantly populated by sputtering at high 

Solar Zenith Angle (SZA) where nonthermal processes are less efficient (Fig 2.2) (Leblanc et 

al., 2017).  
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Figure 2.2: Equatorial density of 𝑂 atoms simulated by the EGM with the sum (left) of 

dissociative recombination (middle), sputtering (right) and thermal populations (not showed). 

Adapted from Leblanc et al., 2017. 

The simplest approach to observe these supra-thermal particles is therefore to carry out a high-

altitude measurement. This however, corresponds to altitudes where the densities become very 

low (between 10 and 105 𝑐𝑚−3, see Fig. 2.2). The only way to be sure of measuring 

suprathermal particles is to be able to achieve a differential measurement that distinguish the 

energy signature of the non-thermal particles from the thermal population. 

Moreover, it is possible to disentangle the contribution of each escape process by looking at 

their energy distribution. According to Cipriani et al., (2007), dissociative recombination's 

energy distribution is limited to 5eV while sputtering reaches beyond 15eV (see Fig 2.3). By 

measuring particle energy levels ranging from 0.1-10 eV, distinction between the two processes 

and their corresponding contributions can be made.  

 

Figure 2.3: Energy distribution of hot atoms and molecules created by sputtering (right side) 

and dissociative recombination (left side) at 200 km at high solar activity (Cipriani et al., 2007).

All terms DR Sput 
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Thus, to directly characterize the neutral hot population in the Martian upper atmosphere and 

exosphere we need an instrument able to: 

• Determine the nature of the majority constituents in the upper atmosphere 

and exosphere, i.e. their mass, with a resolution of the order of 20.  

• Measure energies over a range from 0.1 to ~10 eV to differentiate between 

thermal and suprathermal particles. A resolution better than 0.1 eV is 

required to reconstruct the distributions as suggested by Cipriani et al. 

(2007). 

• Measure in environments with low densities (from 108  to 102𝑐𝑚−3). 

1.2. At the Earth 

Measurements required to characterise the Earth’s LTI (Section 2, Chapter 1) requires a 

broad range of different instruments. Ground-based remote sensing facilities have been 

providing continuous measurements of key LTI parameters as a function of altitude and local 

time, and are currently the main source of information on the ion-neutral interactions across the 

LTI (Günzkofer et al., 2022; Tesema et al., 2022). There are however limitations of remote 

sensing methods in addressing the science questions outlined in Chapter I. Table 2.1 outlines 

the geophysical observables needed to address the science questions listed previously (Pfaff et 

al., 2009). 

Table 2.1 : Observables needed to address the LTI science questions. The orange box 

corresponds to the quantities targeted for our applications. 

Observable Range Resolution 

 

Electric field 

 

0 – 500 mV/m 

 

0.1 mV/m 

Magnetic field  0 – 65000 nT 10 nT 

Energetic electrons 

0 – 20 eV 

20 eV – 30 keV 

30 keV – 300 keV 

 

108 – 1012 eV/cm2/s/st/eV 

106 – 1010 eV/cm2/s/st/eV 

104 – 108  eV/cm2/s/st/eV 

 

𝛥E/E = 0.15 

𝛥E/E = 0.15 

𝛥E/E = 0.25 

Energetic ions 

20 eV – 20 keV 

20 keV – 1 MeV  

 

105 – 109  eV/cm2/s/st/eV 

103 – 107  eV/cm2/s/st/eV 

 

𝛥E/E = 0.15 

𝛥E/E = 0.25 

Plasma density 102 – 107 cm-3 ± 1% 

Ion & Electron temperature 300 -10000 K ± 5% 

Neutral Density 106 – 1012 cm-3 ± 10% 

Neutral temperature 300 – 5000 K ± 5% 

Neutral & Ion composition Relative concentration ± 1% 

Ion velocity 0 – 3 km/s 3 m/s  

Neutral velocity 0 – 5 km/s 5 m/s 
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The distribution and magnitude of the neutral winds is a key parameter in accurately estimating 

the energy budget and determining the dynamics in the LTI: for example, Joule heating has a 

neutral wind contribution which can be either positive or negative (Lu et al., 1995), and which 

can be significant. As some rare co-located in situ rocket and trail-gas measurements indicate 

(Sangalli et al., 2009), the effects of the neutral winds can be significant but can only be 

evaluated by temporal and spatial measurements of all the relevant parameters, which cannot 

be provided by ground-based remote sensing measurements.  Furthermore, an in-situ platform 

allows to examine neutral density structuring and compositional changes and, importantly, to 

determine the causes of these variations, which cannot be determined remotely.  

Summarizing the requirements described at Mars and at the Earth, such instrument should 

ideally achieve the performances listed in Table 2.2: 

Table 2.2: Instrumental objectives to achieve for the characterization of both the Earth and 

Martian thermosphere – ionosphere. 

Observable Range Resolution 

Density 102 − 1012 𝑐𝑚−3 10% 

Temperature 150 – 2000 K ~10K 

Velocity 0 – 3 km/s  ~5 m/s 

Composition 0 – 60 amu ~20 

 

As we shall see in the following, these are very challenging instrument performances to achieve 

with the existing space instruments. We can classify into two categories such instruments, 

remote sensing ones, which do not answer the need to combine several observations as 

highlighted for the Earth, or in-situ instruments. We will therefore focus on this latter category 

and in particular on mass and energy spectrometry, the only measurement technic able to 

address the measurement objectives listed in Table 2.2. 
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2. EXISTING MASS AND ENERGY SPECTROMETRY 

TECHNICS 

A mass spectrometer dedicated to the measurements of neutral atmosphere consists of two 

parts: the ionisation source and the analyser. The source is used to ionise the compound so that 

it can then be analysed. The analyser part determines the mass and/or energy of the particles 

entering the instrument using various methods.  

2.1. Mass analyser 

 Magnetic sector mass spectrometer 

A magnetic sector mass spectrometer is a type of mass spectrometer that uses magnetic 

fields to separate and analyse ions based on their mass-to-charge ratio (m/z). It is called a 

"sector" mass spectrometer because it employs magnetic (B) sectors to achieve this separation.  

 

Figure 2.4: operating principle of a magnetic sector mass spectrometer (Clark and Fritz; 

1997). 

The motion of particles in the instrument is ruled by the Lorentz force law: 

�⃗� = 𝑞𝑐(�⃗� × �⃗⃗�) 2.2.1 

with 𝑞𝑐 the particle charge, �⃗� its velocity and �⃗⃗� the magnetic field in the magnetic sector. Thus, 

the magnetic field bends the ion beam in an arc where its radius r depends upon the momentum 

of the ions 𝑚𝑐�⃗� (𝑚𝑐 being the ion mass).  

𝑟 =
𝑚𝑐𝑣

𝑞𝑐𝐵
 2.2.2 

As a consequence, ions with larger momentum will follow an arc with a larger radius.  The 

inconvenient of such instrument is that its resolution is strongly affected by the energy 

distribution at the entrance of the magnetic sector. Thus, usually this type of instruments is 

coupled with a narrow band electrostatic filter and an acceleration optic which homogenize the 

ion beam velocity. The other con of such concept, that is specific to space application, is the 

extensive size and mass of the instrument (i.e. DFMS with dimensions of 63 x 63 x 26 cm and 
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a mass of 16.2 kg, excluding the DPU, see also Section 3.2.1) (Balsiger et al., 2007). However, 

such architecture of mass spectrometers allows to reach very high resolution (>3000 for DFMS) 

on a broad mass range (0 – 150 amu for DFMS). 

 The quadrupole  

A quadrupole is made of 4 rods with a cylindrical or hyperbolic cross-section placed 

symmetrically and that are positioned equidistant from a centre axis. Each pair of opposite rods 

is connected to each other. Between the two pairs of rods, an electrical voltage consisting of a 

DC component 𝑈 and an AC portion with amplitude 𝑉 at frequency 𝑓 =
𝜔

2𝜋
 is applied.  

𝑈𝑞𝑢𝑎𝑑(𝑡) = 𝑈 + 𝑉. cos𝜔𝑡  2.2.3 

The variation −𝑈𝑞𝑢𝑎𝑑(𝑡) is applied to the other pair. The ions are introduced at one end of the 

analyser along the axis of the quadrupole. The high-frequency continuous fields, whose 

directions are perpendicular to the filter axis, impart an oscillatory lateral movement to the ions. 

The movement of the ions is described by the so-called Mathieu equations (March, 1997), being 

in a certain m/z ratio band having a stable trajectory and reaching the other end of the analyser, 

the other ions being intercepted by the electrodes. This m/z ratio depends on the distance 

between the electrodes, the frequency 𝑓 and the voltages 𝑈 and V.  

 

Figure 2.5: Trajectories of stable (blue) and unstable ions in a quadrupole mass spectrometer 

(Arevalo Jr et al., 2020). 

In practice, since d and 𝑓 are constant, only the voltages U and 𝑉 vary. By sweeping the 

amplitudes of the DC and high-frequency voltages applied to the electrodes, the ions are 

detected successively in ascending order of the values of the m/z ratio, with constant resolution. 

The disadvantage of this instrument, is that it has to scan in voltage to be able to cover a range 

in mass. The resolution R of quadrupole mass analysers is directly proportional to the number 

of RF cycles (n) that an ion undergoes. Increasing the RF frequency is a means by which 

quadrupole resolution can be optimized. R is defined as follow:  

𝑅 =  𝑛2 =
𝑚𝑐𝑓

2𝐿2

𝑞𝑣𝑐
 2.2.4 

Where 𝑚𝑐 is the ion mass, 𝑉𝑐 its velocity and L the rod length. 

For space applications, typical resolution is the unit mass resolution over the full measurement 

range that is ~1 – 150 amu; i.e. CASSINI/INMS (Waite et al., 2004), MAVEN/NGIMS 
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(Mahaffy, et al., 2014a), LADEE/NMS (Mahaffy, et al., 2014b). The main advantages of this 

type of instrument are its high reliability and relatively small size. 

 Time of flight analyser 

A Time-of-flight (TOF) analyser operates on the simple principle that ions accelerated to 

the same kinetic energy (E = ½mv2) will separate according to their respective m/z ratio in a 

field-free drift region. The speed of the particle after being accelerated is linked to the 

acceleration voltage. The particle's potential energy is transformed into kinetic energy: 

𝑈 × 𝑞 =
1

2
𝑚𝑐𝑣𝑐

2 2.2.5 

Where U is the acceleration potential, q the particle charge, 𝑚𝑐 its mass and 𝑣𝑐 its velocity. 

 

Figure 2.6: A simplified diagram of a time-of-flight mass spectrometer (Credit: JEOL USA). 

Lower m/z ions travel at larger velocities than higher m/z ions, resulting in separation based on 

the time it takes for each species to reach the detector (Fig. 2.6). Unlike quadrupole and sector 

field instruments, TOF mass spectrometers do not scan across a mass range to collect a mass 

spectrum but rather collect an entire spectrum via pulsed operations. Knowing the distance 

between the analyser input where a stopwatch is started when the particles enter the analyser 

and the arrival at the detector where the stopwatch is stopped, the m/z ratio can be determined, 

as:  

𝑚

𝑧
=
2𝑈𝑡2

𝐿2
 2.2.6 

Where 𝑡 is the elapsed time between the entrance of the particle in the analyser and its arrival 

on the detector, L is the length travelled by the particle and U the acceleration voltage (see Fig 

2.6).  

Ideally, given the same extraction or acceleration potential U and a fixed length of field-free 

drift path L, ions of different m/z derived from the same pulsed source will arrive at the detector 

at distinct but predictable times. However, in reality, ion arrival times at the detector also 

contain variances stemming from the exact timing and positioning of individual ion formation, 

as well as divergent initial velocity vectors (direction and magnitude) with respect to the 

detector, i.e, nonuniform temporal, spatial, and initial kinetic energy distributions, respectively 

(Wiley and McLaren, 1955). The influence of each of these deviations may be minimized 

L 

U 
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through specific combinations of hardware but the cumulative effect of these delays contributes 

to the width of spectral peaks, thereby controlling the mass resolution, which is defined as: 

𝑅 =
Δ𝑚

𝑚
=

𝑡

2Δ𝑡
  2.2.7 

where Δ𝑡 is the peak width measured at FWHM (Satoh et al., 2005). 

To improve the resolution, an ion optic device called a reflectron (or ion mirror) can be used. It 

makes use of an electrostatic field to reflect ions through a small angle towards a detector. On 

one hand, the particles travel a larger distance than in the case of a linear time of flight analyser, 

which makes it possible to better separate the arrival times at the detector. On the other hand, 

ions with the same m/z ratio but with a slightly higher kinetic energy penetrate deeper into the 

reflector, delaying their time of arrival at the detector relative to the slower low-energy ions 

(see Fig. 2.7). This results in improved resolution and increased mass accuracy. 

 

Figure 2.7: Trajectories of ions through a reflectron analyser. The temporal distribution of the 

ions with different m/z ratio is represented by the width of the coloured box. We can observe 

that after passing through the reflectron, ions TOF are more separated and the boxes’ width 

are smaller. (Credit: Auburn University).  

The team of MASPEX/Europa Clipper (Brockwell et al., 2016) has pushed the concept of the 

reflectron time of flight to its extreme by developing an instrument capable of modulating the 

number of backs and forth using a dual reflectron. In the highest resolution mode, they have 

achieved resolution slightly lower than 24000 with ~60 bounces. More classical RTOF 

instruments achieved resolution varying between 40 and – 500 depending on the scientific 

objectives (Scherer et al., 2006).  
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 The ion trap  

Ion trap mass spectrometers use a combination of electric or magnetic fields to capture or 

“trap” ions. There are multiple configurations of ion traps including 3D ion traps (the Paul ion 

trap), and electrostatic trap (Orbitrap), or a magnetic field-based trap (ion cyclotron resonance).  

The 3D ion trap basically works on the same principle as a quadrupole mass analyser, 

using static DC and RF oscillating electric fields, but the hardware is configured differently, 

where the parallel rods are replaced with two hyperbolic metal electrodes (end caps) facing 

each other, and a ring electrode placed halfway between the end cap electrodes; ions are trapped 

in a circular flight path based on the applied electric field.  

 

Figure 2.8: Schematics of 3D ion trap (Credit: Stefani N. Thomas) 

An orbitrap mass spectrometer consists of an inner spindle-like electrode and an outer 

barrel-like electrode. The orbitrap stores ions in a stable flight path (orbiting around the inner 

spindle) by balancing their electrostatic attraction by their inertia coming from an RF only trap. 

The frequency of the axial motion (z axis in Fig. 2.9) around the inner electrode is related to the 

m/z ratio of the ion. This technique is highly efficient since mass resolution up to 1 000 000 

where achieved (Denisov et al., 2012) 

 

Figure 2.9: Sectional view of an orbitrap analyser, consisting of an internal electrode (a), an 

external electrode (b) split in two and held together by a ceramic ring (c). (Credit: American 

laboratory). 

Since 2009, a series of R&T programs has been undertaken by a consortium of five French 

laboratories (LPC2E, LISA, LATMOS IPAG, and CSNSM) to evaluate the potential of in situ 
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planetary investigation using an Orbitrap. A mass resolution of about 474,000 has been 

achieved with the laboratory model LAB-Cosmorbitrap (Briois et al., 2016). 

The last ion trap, the ion cyclotron resonance (ICR) traps use a strong magnetic field to 

induce a radial orbit of ions, where the frequency of orbit in the magnetic field is a function of 

the m/z ratio. For both orbitrap and ICR traps, their strength is the ability to trap all ions at once 

and detect them on the basis of their detected frequencies—a Fourier transform algorithm is 

required for this signal processing. Mass spectrometers that include an ion trap analyser are 

most commonly used for qualitative work (identification of the composition).  

2.2. Energy analyser 

Different methods are used to measure the kinetic energy distribution in a charged particle 

beam onboard satellites. The first involves applying a retarding electrostatic field along the 

beam. Then, only particles with kinetic energies larger than the retarding potential difference 

multiplied by the particle charge will pass through this field. By changing the retarding potential 

difference and measuring the current at the detector placed behind the field region, one can 

analyse the distribution of the kinetic energy in the beam. At present, most charge particle 

energy analysers, for space applications, use the second method: deflecting particles in 

electrostatic fields. Electrostatic fields are most suitable to cover large ranges of energy from 

eV to keV, retarding potential analyser targeting ionospheric plasma at low energies. Magnetic 

energy analysers are used only for measuring kinetic energy distributions in high-energy beams, 

in which case achieving the necessary electrostatic field strengths is technically difficult. 

 Retarding potential Analyser 

Retarding Potential Analysers (RPA) are built using three to four mesh grids (Fig 2.10). 

These grids are arranged in alignment within a conductive housing, and with a collector 

positioned behind them to serve as a detector.  

 

Figure 2.10:Schematic of a 4 grids RPA (Ferda, 2015). 

The first grid is grounded. The second grid in the RPA is held at a negative potential, which 

repels the electrons while allowing ions to pass through. The third grid of the RPA has a variable 

voltage applied, starting from zero volts and increasing to a high positive voltage. This voltage 

sweep discriminates between ions of different energies. Initially, at low potential, all ions pass 

https://www.sciencedirect.com/topics/physics-and-astronomy/electromagnetic-fields
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through. However, as the potential increases, lower energy ions are gradually blocked, resulting 

in fewer ions passing through all four grids. The fourth grid in the RPA is considered optional. 

It serves as a secondary electron repulsion grid, stopping any electrons that may have been 

created by the particle bombardment within the RPA and repelling any secondary electrons 

produced on the collector. This fourth grid push back secondary electrons to the collector 

elecctrode and thus provide an accurate current. Finally, after passing through all the grids, the 

ions encounter a detector and generate a current on the collector. This current is measured in 

relation to the voltage of the discriminator grid (third grid). 

The relationship between the energy distribution function 𝑓(𝐸) and the measured current as a 

function of the discriminator voltage 𝐼𝑐(𝑉𝑑) is given by: 

𝐼𝑐(𝑉𝑑) =  −
𝑞𝑐
2𝑛𝑖𝐴𝑝𝑟𝑜𝑏𝑒

𝑚𝑖
 ∫ 𝑓(𝐸) 𝑑𝐸

∞

𝑞𝑐𝑉𝑑

2.2.8 

where 𝑛𝑖 is the ion density, 𝑚𝑖 the ion mass and 𝐴𝑝𝑟𝑜𝑏𝑒 the RPA aperture. 

By differentiating Eq. 2.2.8, the energy distribution can be reconstructed (see Fig. 2.11). 

 

 

 

 

Figure 2.11: Examples of different IV curves and the estimated ion energy distributions using 

an RPA (Izquierdo-Reyes et al., 2022). 

Retarding potential analysers have been used for space mission such as the instrument IAP on 

board DEMETER (Berthelier et al., 2006) which was designed to measure the characteristics 

of the thermal ions in the Earth ionosphere (i.e. ram velocity and temperature). 
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 Cylindrical energy analyser  

Electrostatic optics are generally used to deflect the ion beam for energy scanning (same 

process as for magnetic analysers, expect that the deflection is based on energy rather than 

momentum). The simplest geometry is the circular electrostatic analyser (CEA), which allows 

energy selection with a certain bandwidth. The analyser consists in two curved parallel plates 

with the outer shell being at a higher potential than the inner one. The resulting E – field is then 

radially oriented toward the axis of symmetry of the cylinder (see Fig. 2.13). Ions enter the 

analyser at one end and either reach the other end or collide with the walls of the analyser, 

depending on their initial energy. In this type of analyser, only the radial velocity component 

of the charged particle is affected since the potentials between the plates only varies in the radial 

direction. 

 

Figure 2.12: Operating principle of a cylindrical energy analyser. The dotted arrows illustrate 

the direction of the electric field. 

This type of analyser is more often used in its 3D version: the hemispherical energy analyser in 

the top-hat configuration. This geometry, illustrated in Fig 2.13, was designed by Carlson et al. 

(1983).  The "top hat" consists of two spherical electrodes where the particles enter the 

instrument and are deflected according to their energy. It is based on the same principle as the 

cylindrical energy analyser, but offers a field of view of 360° around the axis of revolution and 

a few degrees of angular aperture. At the output of the analyser, a detector is placed to define 

the direction of arrival of the particles in the plane perpendicular to the axis of symmetry. It is 

also possible to complete the top hat analyser by adding a mass spectrometer after the energy 

anlyser (i.e. Mars 96/DYMIO (Berthelier et al., 1998); MSA/BepiColombo (Delcourt et al., 

2016); CASSINI/CAPS (Young et al., 2004)).  

https://en.wikipedia.org/wiki/Radius
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Figure 2.13: Major components and a typical ion trajectory for a top hat electrostatic analyser 

(Victor et al., 2006). 

The most important criterion of the ‘top hat’ analyser is the ratio of the mean channel radius 𝑅𝑐 
of the spherical electrodes to the gap distance between the two electrodes 𝛥𝑅, which defines 

the so-called analyser constant 𝐾 (Victor et al., 2006):  

𝐾 =
𝑅𝑐
𝛥𝑅

 2.2.9 

This constant K determines few parameters of the analyser among which its energy resolution. 

The relationship between the deflection voltage 𝑉𝑑, the analyser constant and the measured E/z 

ratio is (Victor et al., 2006):  

𝐸

𝑧
 =  −

𝐾𝑉𝑑
2
 2.2.10 

Usually, the top hat instruments are designed to let enter only a narrow energy bandwidth to 

achieve the highest energy resolution. As a counterpart, the instrument has to sweep along the 

entire desired energy range to reconstruct the energy distribution.  
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 Parallel plates energy analyser 

The parallel plates energy analyser is the only type of electrostatic analyser that gives an 

instantaneous image of the energy distribution of the charged particle beam. Its operation is 

simple. Two parallel plates are separated by a distance d and a potential difference is applied 

between the two plates. Ions entering the analyser at a precision source point travels in the 

deflecting region along a parabolic path. Thus, the particles are discriminated depending on 

their energy (Fig. 2.14). A complete description of the parallel plate analyser is given in the 

next chapter since it is the type of spectrograph that we developed during this thesis.  

 

Figure 2.14: Schematic of a parallel plate energy analyser (Thesis of M. Walter, 2005). 
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3. MASS AND ENERGY SPECTROMETERS FOR 

PLANETARY EXPLORATION 

In the following, we present few examples of recent mass and energy spectrometers 

operating on board various planetary space missions. 

3.1. A wide field-of-view ion mass spectrometer: MSA  

MSA (Mass Spectrum Analyzer) is a time-of-flight mass spectrometer coupled to a top hat 

spherical electrostatic analyser. Its design is inherited from the Cassini/CAPS instrument 

(Young et al. 2004). Installed on the Mercury Magnetospheric Orbiter (MMO) module of the 

BepiColombo mission, MSA will provide, with a spinning spacecraft, a 3D view of the ion 

magnetosphere (Delcourt et al., 2016). MSA’s energy analyser features 32 windows each 

defining a 11.25° azimuth angle. 4 are obstructed for mechanical support and 7 sectors cannot 

be used due to the presence of another instrument located at the vicinity of MSA. Thus, 21 

windows are useful for measurements. Since MMO spin axis is in the same direction as the spin 

axis of Mercury, measurements of the full 3D ion distribution function are obtained after one 

spacecraft spin. 

 

Figure 2.15: Schematic illustration of MSA principle of operation (Delcourt at al., 2016) 

After entering the instrument, ions travel in a spherical top-hat electrostatic analyser (ESA) 

which allows to select specific energy per charge ratio from a few eV/q up to ~38 keV/q. At the 

exit of the ESA, ions are accelerated towards a TOF linear field mass spectrometer. At the 

entrance of the TOF analyser, ions impact a thin carbon foil that is used as the start time for the 

TOF measurement but also gives indication of the azimuthal sector from the incoming ion 

(association of a microchannel plate and a delay line is used to retrieve the azimuthal sector).  

As a result of charge exchange, ions may exit the carbon foils as neutrals, positive, or negative 

ions.  An electric field is applied inside the TOF chamber that varies nearly linearly along the 
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instrument main axis from -13kV (at the carbon foil), up to +13 kV. Under the action of this 

electric field, positive ions are reflected back towards the top of the TOF chamber, while the 

largest fraction (~80%) of incoming particles exits the carbon foil as neutrals or negative ions. 

These particles have straight trajectories toward the bottom end of MSA TOF chamber, where 

their STOP signal is measured. Using this instrumental concept, MSA performances achieved 

an energy resolution of 8% and a mass resolution of 40 with respective ranges of 1eV/q – 38 

keV and 1 – 60 amu. The angular resolution of the instrument is 5° × 11.25° with a 5° × 260° 
field of view.  

3.2. Neutral particle analysers 

Neutral mass spectrometers differ from ion mass spectrometers in that neutral particles must 

first be ionised before they can be manipulated and thus separated by mass (and/or by energy). 

There are several technics for achieving ionisation, depending on the energy range of the 

particles to be measured. The ion source is the device that transforms the neutral particles of 

the environment into measurable ions. It relies on two technics to ionize the particles:  

• Ejection or capture of an electron by electronic, photonic, ionic or atomic impact (E <10 

eV) 

• exchange an electron with a particle or group of particles. (E > 10-15eV) 

Examples of instruments using both technics are described in the following. 

 ROSINA: An instrumental suite for cometary exploration 

ROSINA (Rosetta Orbiter Spectrometer for Ion and Neutral Analysis), on board the 

ROSETTA mission is an instrument suite composed of 3 instruments along which two 

spectrometers.  

DFMS (double focusing magnetic mass spectrometer) is a neutral mass spectrometer 

consisting of a filament ionisation source and a mass analyser using a double electrostatic and 

magnetic focusing, according to the Mattauch – Herzog geometry (Fig. 2.16). It is a 

combination of a 90° electrostatic analyser and a 60° magnetic deflector. In the neutral mode, 

the neutral particles are firstly ionized in the ion source using energetic electrons (in the range 

10 – 90 eV). The newly formed ions are then extracted from the ionization volume and 

accelerated towards a transfer optics with a potential of 1kV. The transfer lens has the objective 

of focusing the ion beam onto the entrance slit of an electrostatic sector which determines the 

high- or low-resolution mode (14µm in high resolution and 200µm for low resolution). 

Following a corrective lens element accomplished by a pair of biased plates, the ions fly through 

the electrostatic sector which allows to select specific energies to be mass focused on the 

detector. Then, charged particles pass through the magnetic sector and a system of zoom lens 

(only active in high resolution mode) to finally reach the detector. 
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Figure 2.16 :Three-dimensional view of the main ion optical elements of DFMS. The ion path 

is the dotted line along the instrument main axis (Bälsiger et al., 2007). 

DFMS in high resolution mode achieves a mass resolution as high as 3000 at 1% peak height 

in the range 12 – 150 amu. Moreover, its 20° × 20° field of view allows cometary gas with 

wide angular spread in the flow direction to enter the ionization region. With the adequate 

potentials, DFMS can be tuned to a narrow field of view of ± 2° for determination of the gas 

flow direction. 

To complement DFMS, the ROSINA package includes a second mass spectrometer based 

on the reflectron time-of-flight (RTOF) technique. This instrument has the advantage of 

recording the entire mass spectra at once. The instrument has been designed to extend the mass 

range of the DFMS and to provide higher sensitivity, allowing measurements in less dense 

regions. The RTOF ion source consists of a high transmission storage ion source. As the 

electron beam continuously produces new ions, these are trapped in the ionisation volume until 

an extraction voltage is applied. After extraction, the ions are accelerated and focused to form 

a beam at the exit of the ion source. The next optical element is the reflectron analyser with 

triple ion reflection. The first reflector uses a gridless reflectron to narrow the width of the time-

of-flight distribution, while the second reflector (called hard mirror) is used to increase the time 

of flight of the particles before they reach the detector. In this way, the ions fly first towards the 

gridless reflectron and are reflected towards the hard mirror, which reflects a second time 

towards the reflectron. The ions are finally directed to the detector after passing again through 

the reflectron (Fig. 2.17). 
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Figure 2.17:  Ion optical principle of ROSINA/RTOF (Bälsiger et al., 2007; Scherer et al., 

2006) 

With the combination of both DFMS and RTOF, the ROSINA package reached 

measurement capabilities in a wide mass range between 1 amu and 300 amu with a high mass 

resolution exceeding 3000 (giving the ability to resolve CO from 𝑁2 and 𝐶 
13  from 𝐶𝐻) 

12 . The 

high sensitivity of the instruments also provided measurement capability in ultra-high vacuum 

condition with pressure as low as 10−17mbar (10−15 for DFMS). 

 NGIMS: Neutral Gas and Ion Mass Spectrometer 

NGIMS is a mass spectrometer dedicated to the observation of the Martian upper 

atmosphere on board the MAVEN mission. Its operating principle relies on the quadrupole 

mass analyser. NGIMS has its direct heritage from previous planetary mass spectrometer such 

as Cassini/INMS (Waite et al., 2006). The key part of the instrument lies on its double ion 

source (Fig. 2.18). The closed ion source, developed specifically for upper atmosphere 

investigations (Spencer & Carignan, 1988), is composed of a spherical antechamber with an 

off-axis exit. This configuration avoids the particle to have a direct line of sight with the 

ionizing electron beam, thus when neutrals enter the antechamber, they undergo a series of 

collision with its walls which thermalize the particles resulting in a mass dependent ram density 

enhancement in the source. The resulting interesting features of the closed ion source is its 2𝜋 

steradian field of view as well as the 50% measurement duty cycle. The open source, in turn, is 

dedicated to the measurement of reactive species such as 𝑂 and 𝑁 which otherwise would be 

destroyed or transformed by the collisions in the closed source. The open source accommodates 

a repeller grid to reject the lower energy thermalized ions from the surrounding environment. 

The last electrostatic part of the instrument, located at the exit of the quadrupole rods is a set of 

4 ion focusing lens which direct the ion beam into the detector. 
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Figure 2.18 : A schematic of the ion and gas flow into and through the NGIMS (Mahaffy et al., 

2014). 

During measurement sequences, NGIMS alternate between a set of closed and open ion source 

measurements with integration period of 30 ms so that the sample of a full range of species is 

completed in about 1 second. The mass range is between 1 and 150 amu with a unit mass 

resolution over the full range. Finally, NGIMS is mounted on an articulated pointing platform 

(APP) which allows pointing of the instrument independent of the solar array attitude. The APP 

allows the ion source to operate in its nominal condition; with its axis of sight aligned with the 

spacecraft ram velocity. Furthermore, even though NGIMS was initially dedicated to mass 

analysis, the articulated pointing platform allowed wind velocities measurement from the 

observed modulations of neutral and ion fluxes as the instrument pointing direction changed. A 

typical uncertainty of ±20 𝑚/𝑠 has been achieved with this mode of measurement (Roeten et 

al., 2019).  

 STROFIO: STarting FRom a ROtating Field mass 

spectrOmeter 

STROFIO (Orsini et al., 2021) is a neutral particles mass spectrometer which investigates 

the exospheric gas composition of Mercury on board the MPO module of the BepiColombo 

mission. The instrument measures the m/z ratio by a time of flight technique. STROFIO consists 

of two 180° apertures, each with an angular opening of 20° (Fig. 2.19). Neutral particles are 

ionised by electron impact, electrons being produced by a heated filament and then accelerated 

toward an ionization volume. The ions are then directed into the time of flight analyser after 

passing through an acceleration and focusing optics. To achieve time of flight measurements, 

STROFIO uses an unprecedented technique for the START signal. At the entrance of the TOF 

analyser, a rotating electric field imprint the START time to the particle trajectory by bending 

the trajectory in a specific plane. Thus, the time difference between the instant when the particle 

arrives at the detector and the time when the field was pointing in the appropriate direction is 

equal to the travel time through the field free region of the Time of Flight analyser. This unique 
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technique allows to remove any dead time and the instrument is therefore able to analyse every 

ion that enters the analyser increasing consequently its sensitivity.  

 

Figure 2.19: Cross-sectional view of STROFIO with the ion path inside the instrument (red 

line) (Adapted from Orsini et al., 2021). 

 CENA: Chandrayaan – 1 Energetic Neutral Atoms imager 

CENA is a neutral atom mass spectrometer on board the Chandrayaan-1 lunar probe 

(Barabash et al., 2009; Kazama et al., 2007). Particle detection is based on the conversion of 

incoming neutrals into ions by surface interaction with charge exchange. At the entrance to the 

instrument, the electrostatic deflector rejects the charged particles from the environment, 

allowing only the neutral particles to enter the instrument. After passing through the deflector, 

the neutrals impact an ionising surface of highly polished silicon, which converts the neutrals 

into positive ions. The newly created ions then pass through a wave-shaped electrostatic 

analyser. The electric field is such that the charged particles have to follow wave-like 

trajectories to pass through the analyser. The aim of this electrostatic optics is to reject all 

uncharged particles (mainly photons) from the measurement part. The 'wave' analyser also 

provides a coarse energy analysis capability. The ions leaving the analyser are then accelerated 

at a potential of 1.5 kV to reduce the energy spread caused by interaction with the conversion 

surface and finally enter a TOF mass spectrometer (Fig. 2.20). CENA does not use a carbon 

foil as a START reference for the time of flight measurement, but rather a so-called 'START 

surface' at a grazing angle of 15°. When the accelerated ions hit the surface, secondary electron 

emission occurs. These electrons are then deflected towards an MCP for the START time, but 
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also for the  determination of incoming azimuth angle. The ions are reflected towards an MCP, 

where they are detected and produce a STOP pulse for electronic timing. 

 

Figure 2.20 : Cross-sectional 3D view of CENA with typical particle trajectory shown as solid 

line (Barabash et al., 2009). 

The CENA instrument is thus capable of measuring neutral particles in the energy range 

10 eV - 3.2 keV with a resolution of 50%. However, Futaana et al., (2012) showed that there 

are large systematic uncertainties when the energy of the neutral particles is below 25 eV. The 

mass analysis capability of the instrument is between 1 and 56 amu. Furthermore, with its 7 

azimuthal sectors, CENA has a field of view of 15°×160° and an angular resolution of 9°×25° 

for neutral particles with energy larger than 50 eV. 

 C/NOFS ram wind sensor 

The Ram Wind Sensor (RWS) is an instrument flown on board the C/NOFS mission 

dedicated to the characterisation of the Earth ionospheric F region (Fig 2.21). The instrument, 

mounted on the front face of the instrument and with its aperture perpendicular to the satellite 

ram velocity, was designed to measure the neutral flow along the track of the satellite. The 

instrument concept of the RWS is based on the Retarding potential analyser technique 

(classically used for plasma diagnostic) coupled to an electron impact ion source. Thus, the 

neutral beam enters the ionisation chamber where it intersects an electron beam and are turned 

into positive ions. The newly formed ions directly pass through the grid stack of the RPA and 

are detected with a channeltron. The number of counts on the detector is therefore directly 

proportional to the retarding voltage applied to the filtering grid. Using a RPA analysis 

technique, the neutral wind velocity incident to the spacecraft can be inferred. As the ram 

velocity is precisely known at all time, the wind drift velocity can be determined. 
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Figure 2.21:Cross sectional view of the ram wind sensor showing the main functional elements 

(Earle et al., 2007). 

According to Earle et al. (2007), using a concept of ionization source and Retarding Potential 

Analyzer (RPA), it is possible to reach an accuracy of ±60 m/s on the determination of the 

neutral ram velocity (in the case of a pure atmosphere).  
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4. LESSONS FROM PREVIOUS OBSERVATIONS ON 

BOARD SPACE MISSIONS 

In the previous section we outlined the principle of operation of several instrument concepts 

capable of characterising the neutral and ion constituents of upper planetary atmospheres. These 

instruments represent the state of the art for such measurements. Many information related to 

the challenges that an instrument has to face to perform the measurements of low energy 

particles in very low-density regions can be derived from these instruments and their 

measurements.  

The ROSINA instrument has highlighted the fact that the spacecraft in space emits gases 

continuously over time scales of several years.  The ROSINA team has shown that any variation 

of the spacecraft temperature leads to the release of volatile molecules, especially water 

molecules, from the outer walls of the spacecraft (Schläppi et al., 2010). The spacecraft then 

retains a residual atmosphere with densities of 𝐻2𝑂 up to 107 𝑐𝑚−3. The significance of the 

densities measured even after 6 years of cruise is surprising and remains poorly explained. Such 

a detrimental effect has also been observed by (Mahaffy et al., 2015) aboard the MAVEN Mars 

probe with a strong background in the egress part of the orbit, due to atmospheric gases trapped 

on the instrument walls at periapsis. A third example is the result of very recent observations 

onboard BepiColombo showing clear signatures of the local atmosphere in the measurements 

made by the mass and ion energy ion spectrometers (Fränz et al., submitted, 2023) 

The STROFIO instrument showed another limitation associated with the use of hot filament. 

When strong currents are emitted from the hot filament, space charge effect limit the ion source 

efficiency (Orisini et al., 2021). This effect ultimately blocks the newly created ions but also 

potentially changes their energy in the ion source limiting not only the efficiency of the ion 

source but also the capability to measure the energy of low energetic neutral particles. 

Instruments such as CENA, measured the energy of incoming neutral atoms. However, this 

type of instrument, which uses conversion surface to convert the neutral particles into ions, is 

dedicated to energetic neutral atoms (ENA). Albeit, the instrument is able to measure neutral 

with an energy as low as 10eV, it has been shown that the efficiency of this technique induces 

large uncertainties at energies lower than 25 eV (Futaana et al., 2012). Other instruments 

dedicated to neutral energy measurements, i.e. RWS on C/NOFS succeeded to measure the 

neutral wind velocity. However, on a satellite, the imperfection of the RPA grids might lead to 

significant uncertainties as large as 180 m/s (Chao et al., 2003; Davidson et al., 2010; Klenzing 

et al., 2008, 2009). Finally, original techniques were used to measure thermospheric neutral 

wind in the Martian atmosphere using NGIMS. The instrument was not initially designed to 

achieved this type of measurement but achieved remarkable velocity resolution as low as 20 

m/s. The counterpart lies in the long 30s integration time (Roeten et al., 2019). 
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SUMMARY 

Several characteristics of the upper atmosphere of Mars and the Earth remains unobservable 

with the existing instruments. We believe that an instrument able to measure low energies 

ranging from a few tenths of an eV to ~10eV with a resolution better than 0.1eV, masses in the 

range 1 – 60 with a resolution of ~20, and a sensitivity capable of measuring low densities 

would achieve unprecedented observations of these regions. The characterization of the upper 

atmospheres also needs instruments with wind and temperature measurements capability with 

respective resolutions around 5 m/s and 10K. Moreover, the instrument must be able to 

differentiate the contribution of the thermal contribution from the non-thermal one. Mass 

spectrometry and in particular the energy analysis technics are the only analysis method suited 

to these objectives. A review of the state-of-the-art space planetary instrument available in the 

last section of the chapter as well as the solutions that have been proposed over the last few 

decades highlighted a number of limitations making the measurement of low energy neutral 

particles a challenging task.  
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CHAPTER 3  

ION AND NEUTRAL ENERGY 

ANALYSER: INEA 
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1. Instrument objectives  

As we saw in Chapter 2, there is currently no space instrument capable of imaging the 

neutral particles energetic structure from thermal to few eVs in low density environment with 

enough energy resolution to solve key open questions related to Mars and the Earth upper 

atmospheres. This is the main motivation for the design of the instrument called Ion and Neutral 

Energy Analyzer (INEA). This instrument can be described as an energy spectrograph. Indeed, 

thanks to its electrostatic design, INEA has the capability to instantaneously image the 

distribution of the particle’s energy.  

Classically, instruments use heated filaments that thermally emit electrons to ionise the 

neutral atmospheric particles. The density and average energy of the electrons are to increase 

the probability of ionisation of neutral particles. The main drawback of these cathodes is that 

they consume a lot of current to emit electrons. The second problem is the heating of the 

filament environment, which can induce the outgassing of a neutral population, from the 

vicinity of the filament, at the risk of polluting the measurement, in particular at low energy.  

INEA is being designed to measure particle with energies in the range 0.1-10 eV.  One of 

the challenges to image the differential energy distribution of the local atmospheric species with 

an energy resolution better than 0.1 eV, in such range, is to suppress any source that could 

change the energy distribution from the entrance of the instrument up to the detector. To avoid 

altering the energy of the particles inside the instrument, 2 aspects needed to be overcome. First 

one is the extraction of newly formed ions from the ion source towards the measurement optics. 

Classical approaches for the ion source are usually not compatible with this requirement. In 

INEA, particles entering the ion source are extracted thanks to the relative speed of the 

spacecraft with respect to the planet’s atmosphere, so that their energy remains unchanged. 

Beside the extraction of newly formed ions, space charge would also change the energy of the 

ions formed from atmospheric particles limiting the accuracy of the measurement of their 

energy distribution. As explained in Section 4 of this chapter, INEA uses a cold cathode based 

on a carbon nanotube (CNT) array. The advantage of using CNT is the large emitting surface 

which reduces space charge. Moreover, using a cold cathode reduces significantly the 

outgassing from the instrument’s walls as it does not produce heat. 

In the following sections of this chapter, we will first investigate the principle used to 

measure instantaneously the energy spectrum and how we moved from a theoretical model of 

energy analyser to a prototyped mechanical model. Then we will investigate the operation of 

the detector. Thirdly, we will detail the operation of the ion source, its associated numerical 

analysis and its measured performances. Finally, we will discuss about INEA’s expected 

performances and first experimental results. 
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2. Energy Measurement  

2.1. Theory  

 Motion of the particles  

The core of the instrument, which allows to discriminate the particle’s energies is called a 

parallel plate energy analyser or spectrograph. A parallel plate energy analyser consists of two 

parallel metal plates (respectively base plate and top plate) with an electric potential difference 

applied between them. When charged particles enter the analyser, they experience an electric 

field between the plates. The electric field causes the charged particles to deflect, and their 

trajectory depends on their kinetic energy and charge. By varying the potential difference 

between the plates, the analyser can be tuned to detect particles within a specific energy range. 

The theoretical arrangement of this type of analyser is described in Fig. 3.1 and was detail by 

Green & Proca, (1970). Here, we consider a distance d between the base plate and the top plate. 

The base plate is at 𝑦 =  0 and the top plate at 𝑦 =  −𝑑. The source point is located below the 

base plate at 𝑥 =  0, 𝑦 =  ℎ. The mean ray direction, at the source point, is taken to be at angle 

−𝜃 to the 𝑥 axis.  

 

Figure 3.1: Theoretical arrangement of the parallel plate energy analyser and the trajectory 

of a particle from the source point up ot the focal plane. 

In the configuration displayed in Fig. 3.1, the charged particle moves along a straight line from 

the source point S to the entrance slit (point A) in a field free region. After crossing the entrance 

slit, the particle is deflected along a parabolic trajectory due to the electric field E between the 

two plates and return to the base plate at a displacement along x at point B. After exiting the 

deflecting area, the particle travel in a straight line back in a field free region.  
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As particles travels in a straight line from S to A, we have:  

{
x1(t) = Uc 𝑐𝑜𝑠 θ t

y1(t) = h − Uc 𝑠𝑖𝑛 θ  t
 3.2.1 

With t the time, 𝑈𝑐 = √
2𝐸𝑐

𝑚𝑐
 (𝐸𝑐 being the particle energy and 𝑚𝑐 its mass), the particle’s 

velocity. At point A, we have 𝑦1(𝑡𝑂) = 0, giving  

xA = h 𝑐𝑜𝑡 θ  3.2.2 

From Newton’s 2nd law, the trajectory of particles between the two plates (between point A and 

B in Fig. 3.1) is described as: 

{
 
 

 
 d2x2

dt
= 0

d2y2
dt

=  
qcE

mc

 3.2.3 

With 𝑞𝑐 the charge of the particle. Thus, the particle trajectory is written:  

{

x2(t) = Uc 𝑐𝑜𝑠 θ  t + xA

y2(t) =  
qcE

2mc
t2 − Uc 𝑠𝑖𝑛 θ t + yA

3.2.4 

With (𝑥𝐴, 𝑦𝐴) = (ℎ 𝑐𝑜𝑡 𝜃, 0). We can now determine the coordinates of point D, which is the 

vertex of the parabola. At point D, we have:  

ẏ(tD) =  
qcE

2mc
tD − Uc 𝑠𝑖𝑛 θ = 0 

→ tD =
mc

qcE
UC 𝑠𝑖𝑛 θ  3.2.5 

Therefore,  

{
 
 

 
 xD = 

mC

qC

UC
2

E
sin cos +  𝑥A =

Ec 

qcE
𝑠𝑖𝑛 2θ 

yD = −
mC

2qC

UC
2

E
sin2+ 𝑦A = − 

Ec 

qcE
 sin2θ

3.2.6 

Now looking at point B, we have:  

{
xB = 2(xD − xA) + xA = 2

Ec
qcE

𝑠𝑖𝑛 2θ + xA

yB = 0

 3.2.7 
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Finally, after exiting the energy analyser, particles travel again (between points B and C) in a 

straight line with the same speed as they entered the energy analyser so similarly as Eq. 3.2.2: 

xC = yC 𝑐𝑜𝑡 θ  3.2.8 

As a result, the total displacement of a particle entering at the source point S and arriving at 

point C is the sum of Eq. 3.2.2, 3.2.7 & 3.2.8:  

xTotal = (h + yc) 𝑐𝑜𝑡 θ + 2
Ec 

qcE
𝑠𝑖𝑛 2θ  3.2.9 

 Focusing condition 

Minimizing the angular aberration (
𝑑𝑥𝑇𝑜𝑡𝑎𝑙

𝑑𝜃
= 0 )  particles are focused along a straight line 

(called focal plane in Fig. 3.1). Using equation 3.2.9, we find that 
𝑑𝑥

𝑑𝜃
= 0 when  

(h + yc)  = (
4Ec 

qcE
 ) 𝑐𝑜𝑠 2θ 𝑠𝑖𝑛2 θ  3.2.10 

The equation of the foci for various initial energy 𝐸𝑐 is therefore  

xc =
h + yc
𝑡𝑎𝑛 θ

× [1 +
1

𝑐𝑜𝑠 2θ
] 3.2.11 

Thus, the intersection between the focal plane sits at the coordinates (𝑥𝑚𝑖𝑛, 0) and is found 

using Eq. 3.2.11 for 𝑦 =  0. This point (𝑥𝑚𝑖𝑛 ,0) corresponds to the minimum detectable 

energy. From Eq. 3.2.10, we can also derive the angle 𝛼 between the focal plane and the base 

plate which is:  

𝑡𝑎𝑛 α =
𝑡𝑎𝑛 θ 𝑐𝑜𝑠 2θ

1 + 𝑐𝑜𝑠 2θ
 3.2.12 

One can see with Eq 3.2.11 that the upper limit of 𝜃 is 45°.  For values of 𝜃 larger than 45°, the 

focal line is in the space between the two plates. 

 Correction of the angular aberration  

While first order focusing is satisfied, second, third, etc. order focusing are not. This leads to 

an angular aberration on the focal plane. The latter can be estimated using two rays with the 

same energy but entering the energy analyser with respective angles of 𝜃 and  𝜃 + Δ𝜃. Green 

& Proca (1970) showed that the angular aberration 
Δ𝑥

𝑥
 depends on the angular opening Δ𝜃 but 

more importantly on the angle 𝜃. As we can see in Fig. 3.2, for both Δθ = 2.5° and Δ𝜃 = 5°, the 

angular aberration is minimized for a value of 𝜃 equals to 30°.  
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Figure 3.2: Variation of the angular aberration with respect to the mean angle 𝜃 for angular 

dispersion 𝛥𝜃 of 2.5° and 5° (Green and Proca,1970). 

As illustrated in Fig. 3.2, Green and Proca (1970) also demonstrated that the angular 

aberration also depends on the angular range being accepted. One can see that for a mean angle 

𝜃 = 30°, the angular aberration remains very low compare to 𝜃 = 45° (which is in agreement 

with the previous observation). Following the results described by Green & Proca, 1970, we 

chose to use a mean angle 𝜃 = 30° associated to an angular dispersion Δ𝜃 =  ±3°. The 

mechanical design that allows to recreate these conditions is described in Section 2.2.2. Thus, 

using Eq. 3.2.12, the focal plane of our energy analyser sits at an angle 𝛼 = 10.9° relative to the 

base plate.  

 Magnification  

In theory, the source point of the energy analyser is a perfect point (in the mathematical 

sense) without any width. In reality, such a configuration is impossible. Because of the steep 

rays with respect to the focal plane, there is a magnification of the spot on the focal plane and 

that is induced by the width of the source ‘slit’ along the y axis. Hence, Green & Proca, (1970) 

showed that the magnification M only depends on the mean angle 𝜃 with the following relation:  

M = (1 + 𝑐𝑜𝑠 2θ) 3.2.13 

For 𝜃 = 30°, one finds a value of M equals to 1.5 

 Transverse image 

In the context of a parallel plate analyser, the transverse image refers to the spatial 

distribution of the particles on the focal plane in a direction perpendicular to the mean direction 

of the particle flow (z direction on the reference frame detailed on Fig. 3.1). To fully describe 

the transverse motion and the resulting image on the focal plane, we need to consider 3 cases. 
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1- The particles are emitted at a distance 𝑧0 but parallel to the main plane [X, Y, 0]: 

In this configuration, the trajectories can be deduced simply by translating into [X, Y, 0] 

plane, so the impact point x is preserved. 
Δ𝑥

𝑥
= 0 

𝑧 = 𝑧0 3.2.14  

2- The particles are emitted from z = 0 at an angle 𝜙 relative to the plane [X, Y]:  

Here, we can define the velocity of the particle to be 𝑉′ = 𝑉0 cos𝜙, which is the 

particle’s velocity in the [X, Y] plane and 𝑉𝑧 = 𝑉0 sin𝜙. For small angles 𝜙, we can 

approximate 𝑉′ = 𝑉0 (1 −
𝜙²

2
) and  𝑉𝑧 = 𝑉0 𝜙. From there, we have the energy 

𝐸′ =  𝐸(1 − 𝜙2), because 𝐸′ ∝ 𝑉′². Thus, we have: 

 

 
Δ𝑥

𝑥
=
Δ𝐸

𝐸
=  −𝜙2 

𝑧 = 𝜙𝑥 3.2.15   

3- The particles are emitted at a distance z0 and in the direction of the point of impact of 

the central trajectories in the plane [X, Y, 0]. 

We can write (using a small angle approximation) 𝜙 =
𝑧0

𝑥
. From the results in case 2, 

we have:  
Δ𝑥

𝑥
=  − (

𝑧0
𝑥
)
2

 

𝑧 = 𝑧0 −
𝑧0
𝑥
𝑥 ≈ 0 3.2.16 

From the three possible cases studied, theoretically, the transverse image on the focal plane 

should not affect the energy analyser resolution for small angular dispersion in the [𝑋, 𝑍] plane.   

 Energy range  

As we chose 𝜃 to be 30°, Eq. 3.2.11 of the focal line becomes 𝑥 = 3√3(ℎ + 𝑦𝑐). Thus, the 

minimum measurable energy is for 𝑦 =  0 and the corresponding focus at 𝑥𝑚𝑖𝑛 = 3√3 ℎ. In the 

frame of INEA, we arbitrarily set 𝑥𝑚𝑖𝑛 = 35 mm (keeping the total size of INEA within 

reasonable dimensions), which gives ℎ =  6.74 𝑚𝑚. The maximum energy will correspond to 

a focus at 𝑥𝑚𝑎𝑥 which is the maximum physical dimension allowable for the spectrograph. In 

our mechanical model  𝑥𝑚𝑎𝑥 = 𝑥𝑚𝑖𝑛 + 45 𝑚𝑚. The range of energies R observable is therefore 

given by: 

R =
Ecmax
Ecmin

=
xmax

3√3 h
 ≈  2.3 3.2.17 
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2.2. From theory to physical model  

 Mechanical design  

The energy analyser of INEA is directly adapted from the theoretical model of Green & 

Proca (1970) but including the mechanical constraints. All the dimensions of the energy 

analyser are determined by the choice of the focal plane starting point 𝑥𝑚𝑖𝑛 and the maximum 

physical dimension that allows particle detection 𝑥𝑚𝑎𝑥, respectively 35mm and 80mm. From 

this information, we directly have ℎ = 6.74 mm.  

To reproduce the geometry of the theoretical energy analyser, we chose to use the base plate as 

an analogy of an optical bench. This means that this mechanical piece must be sufficiently rigid 

to accommodate all the other parts without deforming while giving exact positioning of the 

electrostatic parameters (ℎ = 6.74, 𝜃 = 30°, 𝑥𝑚𝑖𝑛 =  35𝑚𝑚, 𝑎𝑛𝑑 𝛼 = 10.9°). As a result, 

the base plate is a 1 mm aluminium plate that will directly accommodate 2 mechanical 

interfaces. One is for the positioning of ℎ and 𝜃 while the other one defines 𝑥𝑚𝑖𝑛 and 𝛼, 

respectively called ‘Interface 60’ and ‘Interface détecteur’ in Fig. 3.3. To allow particles to exit 

the energy analyser, the base plate’s exit window includes an electrostatic mesh where the 

wire’s cross section is 30 x 30µm² and the spacing between the wires is 300 µm.  

 

Figure 3.3: Mechanical drawing of the energy analyser's baseplate and of its interface parts 

As for the EA’s height, it was determined using Eq. 3.2.7 for 𝑥𝐵 = 𝑥𝑚𝑎𝑥, which allows to write:  

Ecmax
E

=
xmax −  h 𝑐𝑜𝑡 θ

 2 𝑠𝑖𝑛 2θ
3.2.18 

Thus, using Eq. 3.2.6, we have: 

𝑦𝐷𝑚𝑎𝑥 =
1

2
(𝑥𝑚𝑎𝑥 − ℎ cot 𝜃) tan 𝜃 = 19.7 𝑚𝑚 3.2.19 

Taking an extra 30% margin to avoid edge effects, we found that the distance between the top 

and base plates must be around 25.6 mm. 
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Moreover, the mechanical model has to define clear boundary conditions of the electric field. 

It was achieved by means of a set of electrodes called guard plates. Those plates have a 

thickness of 100µm, which represents the best compromise between acceptable mechanical 

strength while limiting the deformation of the electric field compared with a theoretical model. 

We found that 20 electrodes of 100µm width and spaced by 1.1mm give a total distance of 

25.1mm between the base and top plates which is close enough of the calculated value of 

25.6mm.  

Finally, the top plate is 0.5mm thick and acts as flange allowing a proper clamping of the 

electrodes stack. The top plate is also equipped with a square hole covered with an electrostatic 

grid. 

 

Figure 3.4: Top panel is a mechanical drawing of the energy analyser assembly. Bottom panel 

is the corresponding photograph of the EA prototype. 

 Controlling the angular distribution  

As explained in Section 2.1.3, we chose an angular acceptance Δθ of ± 3°. To avoid 

particles with larger angles to enter the energy analyser, we designed a mechanical part placed 

between the source slit (point S) and the entrance window of the EA (point A). This part acts 

as a mechanical filter that stops the particle with an angle larger than 3° in both [X, Y] and [X, 

Z] planes. It is composed of a casing which hosts a stack of 17 electrodes with square 0.5x0.5 
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mm² holes. These 17 electrodes alternate between 2 types of geometry forming a comb shape 

in the [X, Y] and [X, Z] planes. The opening of the slit is 0.5mm along the Y axis and 5 mm 

long on the Z-axis. The length of the filter was designed so that particles entering by the source 

slit cannot exit the filter if their angle is larger than 3°. The geometrical configuration is detailed 

In Fig. 3.5. 

 

Figure 3.5: Left panel: Photograph of the ±3° mechanical filter. Middle and right panels are 

schematics of the filter in the [X, Y] and [X, Z] planes. 

Considering openings of 0.5mm along the Y axis, the length L of the filter is defined as 𝐿 =

0.5 cot 3° = 9.54 mm. However, the available room between source slit and the energy analyser 

window only allows a filter with L = 8.5 mm (plus the casing’s dimensions) which slightly 

increases the angular acceptance to Δ𝜃 =  3.4°. 

 Associated electronics 

The energy analyser electronics is composed of a simple PCB that operates as a voltage 

divider allowing to generate the 21 potentials corresponding to the EA’s guard plates. The 

circuit allows two voltages 𝑉𝑏𝑎𝑠𝑒 and 𝑉𝑡𝑜𝑝 as inputs.  As described in Fig. 3.6, the circuit is first 

composed of two power line filters which filters the two input signals, preventing from spikes 

and noise on the circuit. The core of the circuit is a series of 21 resistors with a value of 1𝑘Ω.  

X 

Y 

X 

Z 
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Figure 3.6: Electrical schematic of the energy analyser polarisation circuit 

As for the connection between the PCB and the energy analyser, the potential 𝑉𝑏𝑎𝑠𝑒 is 

directly applied to the EA’s baseplate via the mounting screws. For the 20 other potentials, they 

are passed to the guard and top plates via a micro-D25 connector, which is a high density, 25-

pins connector. The link between the connector and the EA is insured thanks to a cable harness 

where each cable corresponds to the potential of a specific electrode. As described in section 

2.2.1, the guard plates are 100µm stainless steel foils. These are very fragile and therefore really 

foldable. To link the cable to the electrode we had to use an unusual soldering technique. Since 

the electrodes are made of stainless steel, it is impossible to solder the cable directly with tin 

solder. The solution we have found consists in crimping a piece of nickel tube onto the end of 

the cable and then soldering it electrically to a tab provided for this purpose on the electrode. 

Figure 3.7 displays the EA’s final assembly with the PCB mounted and the cable connected as 

well as a photography of the soldering technique.  

 

Figure 3.7: Left panel: Photograph of the energy analyser assembled with the voltage divider 

PCB mounted on its side. The photography also shows how the potentials are brought to the 

EA’s guard plates. Right panel: photograph of the electrical soldering using crimped Ni tubes. 
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2.3. Numerical model  

 SIMION: a field and particle trajectory simulator  

SIMION® (Dahl, 2000) is a solver for Laplace's equation that calculates the electrostatic 

potential and the electric field at any point in space for a set of potential values applied to the 

electrodes of the model. It uses the finite-difference method (Dahl, 2000). SIMION® can be 

used to compute the trajectories of charged particles moving in the model. All the numerical 

models studied in this manuscript were produced using SIMION® software. The potential map 

is composed of a mesh, the size of which is defined according to the model. It is possible to 

produce 3D models that require a lot of RAM depending on the size of the mesh and the size 

of the volume to be described. The latest version of the software, SIMION® 2020, enables 

models to be produced with an unlimited number of points, the limit being given by the 

computer's RAM. The PC dedicated to INEA’s model possesses 64GB of RAM. The typical 

resolution we’ve achieved is 25µm which allows to construct electrostatic grids with squared 

wires of cross section equal to 30x30µm² and a spacing between each wire of 300µm. To 

calculate the potential inside each volume, SIMION uses a Poisson equation solver with a 

convergence limit of 10−5 V. Finally, a standard fourth order Runge-Kutta method is used for 

numerical integration of the particle's trajectory in three dimensions. This approach has the 

advantage of good accuracy and the ability to use continuously adjustable time steps. 

 Perturbation due to the entrance window  

Considering the very low energy range that we want to measure, we need to evaluate, very 

accurately, the electrostatic default that will alter the electric field within the energy analyser. 

As suggested by Green & Proca (1970), using a grid mounted on the entrance window of the 

energy analyser leads to a modification of the curve of the angular aberration. Similarly, we did 

not put a grid on INEA energy analyser’s entrance window. As a consequence, the electric 

potential created within the deflecting region will leak through the base plate in the field free 

region between the source slit and the entrance window, as described in Fig. 3.8. This Figure 

displays a simulation of the mechanical model of INEA where a 1 V/mm electric field is applied 

in the EA while the filter and the baseplate are grounded.  
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Figure 3.8: Simulation of the energy analyser geometry including the electrostatic defaults 

induced by the entrance window. The top plate is at a potential of 25.1V while the base plate 

and the filter are grounded. 

This leakage impacts itself the trajectory of the particles. Fig. 3.9 compare the theoretical (black 

dashed lines) and the simulated (red plain lines) trajectories particles with angles of 0 and 

± 1.5° and an energy of 2.2 eV. The electric field generated between the top and base plate is 

0.0837 V/mm. Looking at the zoomed insets, we can see that the particles around the entrance 

window are deflected more quickly in the case of our mechanical model. This has the direct 

effect of deteriorating the focus on the focal plane and therefore increasing the angular 

dispersion. 

 

Figure 3.9: Trajectories of particles through the energy analyser emitted from the source point 

and with angles of 0,+1.5° 𝑎𝑛𝑑 − 1.5° with respect to the main axis. The black dotted lines 

represent the theoretical trajectories as described by Green & Proca (1970) while the plain red 

lines are the trajectory calculated by SIMION and considering the mechanical geometry of the 

analyser. 
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 Simulation of the energy analyser with an ‘ideal’ detector 

To evaluate the performance of INEA the simulations were carried out in 2 successive 

stages. The first corresponds to the case of an "ideal" detector in which the various potentials 

are at 0V. The simulation provides the points of impact of the ions on the focal plane for various 

initial conditions at the source slit. Thus, the images obtained on the focal plane depends solely 

on the characteristics of the mechanical model of the EA, since the ions are injected from its 

source slit. The energy spectrum on the focal plane gives us a reference that can then be used 

to quantify the deformations induced by the detector's potentials detailed in section 3.2. 

In this section, we consider the subassembly of the EA and the Detector. The [X, Y, Z] is the 

global reference and is shown in Fig. 3.10. The X axis corresponds to the direction of the base 

plate of the EA, the Y axis is perpendicular to this plate and is oriented vertically. The Z axis 

completes the reference frame. The origin of the reference plane coincides with the source point 

S of the EA. Thus, the [X, Y, 0] plane corresponds to the median plane of the instrument. The 

theoretical focal plane is indicated by a blue dotted line. Its intersection with the base plate is 

at 𝑂′ (𝑥𝑂′ = 35 𝑚𝑚, 𝑦𝑂′ = 6.74 𝑚𝑚) and matches the entrance grid 𝐺𝐼𝑆𝑂1 of the detector.  

 

Figure 3.10: Geometrical reference frame of the energy analyser. The dotted blue line 

represents the focal line.  

The ions used for the simulation of the sub-assembly EA/Detector are 𝑂2
+ ions whose energies 

vary from 2.1 to 2.3 eV with a step of 0.1 eV.  For each energy 10, 000 ions are launched. The 

ions are launched from the source slit centred on the source point S (0, 0) in the XY plane. The 

source slit is 0.5mm wide along the Y axis and 5mm long along the Z axis.  The potential of 

the EA’s base and top plates are respectively 𝑉𝑟𝑒𝑓 = 0 & 𝑉𝑡𝑜𝑝 = 2.1V corresponding to an 

electric field of 0.0837 V/mm. The deformation of the electric field near the EA entrance 

window as it was explained in Section 2.3.2 is also considered.  

Impact of the angular opening in the [X, Y] plane (angle θ) 

In this section, we consider the source slit only in the [𝑋, 𝑌, 0] plane. Therefore, the latter 

has no dimension along the Z axis. The initial velocities of the particles are inclined at 𝜃 ±

Δ𝜃 = 30° ± 3° relative to the X axis. The initial positions and angles are randomly distributed 

over the whole source slit. The trajectories corresponding to the different energies are shown in 

Figure 3.11 left panel. The data used are the positions along the X axis. The distribution of the 

impact positions is represented in Fig. 3.11 right panel. 
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Figure 3.11: (a): Trajectory of 𝑂2
+ ions from the centre of the source slit up to the focal plane. 

Particles only have an angular dispersion of ±3° on the [X, Y] plane. The coloured lines 

represent 3 populations with energies of 2.1 eV (orange), 2.2 eV (green) and 2.3 eV (red). (b): 

Impact distribution of the 3 populations along the focal plane and in the reference frame of the 

energy analyser. 

We can already highlight a major point from this simulation: the size of the image along the X-

axis is about 2 mm at 3𝜎, compare to the theoretical 1.5mm estimated from the calculations of 

Green & Proca (1970). This effect confirms that the entrance window of the EA’s baseplate 

disturbs significantly the trajectories of the particles leading to a degradation of the EA’s 

focussing capapility (see Fig. 3.9). 

Effect of the angular aperture in the [X, Z] plane (angle ϕ) 

The simulation parameters are identical, but we consider the opening of the ion beam in the 

[X, Z] plane at the entrance slit by adding an angle ϕ to define the orientation of the initial 

velocity vector. This angle is in the range Δ𝜙 = ±3°.  According to the analytical model, the 

existence of an angular aperture of ± 3° in the [X, Z] plane should not significantly degrade the 

resolution of the instrument. This is confirmed by the simulation results. The histograms in Fig. 

3.12 show that the results for the Δϕ =  ±3°  (coloured lines) are almost identical to the 

histograms for the ϕ = 0° case (black lines), with the widths of the peaks remaining identical. 

(

a) 

(

b) 
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Figure 3.12: left panel : distributions of the impact position in the case of particles with an 

angular dispersion 𝛥𝜃 = ±3°in the [X, Y] plane and an angular dispersion 𝛥𝜙 =  ±3° in the 

[X, Z] plane. The coloured histograms represent the different energies as in Fig. 3.11 while the 

black lines are the outline of the results from the previous case (Fig. 3.11 right panel). Right 

panel shows the distribution of the particle’s population on the EA [X, Z] plane. 

‘Real slit’ and combined effect of 𝚫𝜽 and 𝚫𝝓 

We then analysed the effect of extending the source slit by 5mm along the Z axis, which is 

then a rectangle with dimension 0.5 x 5 mm² centred on the source point S (0, 0, 0). This 

configuration corresponds to the real geometry of the instrument. For each energy, we launch 

50 000 particles randomly distributed across the source slit. The angles 𝜃 and 𝜙 are also drawn 

randomly respectively within the ranges [27°, 33°] and [-3°,3°]. The results obtained in Fig. 

3.13 show, for each energy, histograms with the exact same dispersions than in the case of a 

thin slit with no extension along the Z axis. 

  

Figure 3.13: Left panel: distributions of the impact position in the case of particles randomly 

launched from the entire source slit, with an angular dispersion 𝛥𝜃 = ±3°in the [X, Y] plane 

and an angular dispersion 𝛥𝜙 =  ±3° in the [X, Z] plane. Black lines are the outline of the 

distribution from the previous case (Fig. 3.12 left panel). Right panel is the corresponding 

image on the EA [X, Z] plane. 
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3. Detection of particles on the focal plane  

3.1. Description 

 Operation of the detector 

The aim of INEA is to measure the energy spectrum of ion particles after they have been 

dispersed by the electrostatic analyser (EA). The ions are detected individually by means of a 

Microchannel Plate (MCP) followed by a pixelized collector (see Section 3.3) that allows to 

retrieve the position of the impact point along the focal plane 𝑥𝑐. As indicated in Section 2.1, 

𝑥𝑐 is a linear function of the particle energy (Eq. 3.2.9). 

A cross-section of the detector is shown in Figure 3.14. At the entrance of the detector, the grid 

𝐺𝐼𝑆𝑂1 is polarised at the potential 𝑉𝑟𝑒𝑓, which corresponds to the potential of the base plate, so 

that the potential is constant between the base plate and the detector. As we shall see in Section 

3.2.2, the grids do not behave like perfect equipotential planes: the "diffusion" of the electric 

fields existing on either side of the plane of a grid through the meshes thus leads to disturbances 

between 𝐺𝐼𝑆𝑂1 and the base plate, causing aberrations of the image of the energy spectrum as 

measured by the detector. To reduce the potential disturbances upstream of 𝐺𝐼𝑆𝑂1, a second grid 

𝐺𝐼𝑆𝑂2 is placed behind this grid, also at potential 𝑉𝑟𝑒𝑓. As indicated in Section 3.1.2, to avoid 

degrading the detection efficiency of the MCP, a third grid 𝐺𝑟𝑒𝑝𝑒𝑙 is placed in front of the 

MCP’s entrance face, biased at a potential slightly lower (typically -50V) than that of the MCP 

entrance face 𝑉𝑓𝑟𝑜𝑛𝑡. The energy of the incident ions must be between 100 and reach a sufficient 

efficiency of the MCP (see Fig. 3.16), so the potential 𝑉𝑓𝑟𝑜𝑛𝑡 must be between -100V and -

500V.  

 

Figure 3.14: cross-sectional view of INEA's detector. 

 Micro-channel Plates 

A MCP is made up of ~1mm-thick glass itself composed of millions of lead oxide-coated 

tubes ~10µm in diameter polarised by a potential applied between the input and output faces. 

The potential is of the order of 0.8 to ~1kV (see Fig. 3.15). A particle entering a channel and 

impacting the wall causes the emission of a few secondary electrons. These electrons, 

accelerated by the polarisation potential of the MCP, in turn impact the walls and emit new 

secondary electrons, the number of secondary electrons being amplified by a cascade effect 
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(Figure 3.15, left-hand image) by a factor depending on the polarisation potential of the 

microchannel plate (Figure 3.15, right-hand image) and the number of MCPs stacked in series 

(usually 2 MCPs). 

 

Figure 3.15: Left panel: Schematics of a Microchannel plate and schematics of the cascade 

effect occurring within a MCP channel. Right panel is the typical gain curve of MCPs at 

different supply voltages and stack configuration (credit: Hamamatsu). 

In our case, 2 MCPs of diameter 20 mm and supplied by Hamamatsu, are associated in a 

chevron-stack configuration, considered in the following as a single MCP, and operating in 

"saturated mode" (or "counting mode") with a high bias potential ~ 2 kV. Thus, an incident 

particle generates a pulse of electrons at the output of the MCP in the form of a current pulse 

with a total charge equal to G*e (G gain, e electron charge, 1.602 × 10−19𝐶). This charge is 

collected by a collector placed immediately after the output face of the MCP and processed by 

the associated electronics to provide the position of each individual impact on the focal plane 

(see next paragraph). Parameters that determine the performance of a MCP are: detection 

efficiency, gain, maximum flux of incident particles and background noise. 

The detection efficiency corresponds to the probability of detection of an incident particle, 

which is a function of the nature of the particle, its mass and its energy. In INEA, the particles 

impacting the MCP are ions and Figure 3.16 shows, for different types of MCP, the variation 

in efficiency as a function of energy for 𝑂+ ions. In our case, the curve to be considered is that 

corresponding to "uncoated MCPs". 
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Figure 3.16: Comparison between absolute detection efficiency for 𝑂+ for non-coated, MgO 

and CsI MCPs (Rispoli et al., 2012). 

Rispoli et al., (2012) found that for energies close to 10 eV, the detection efficiency is 

10−3. This means that for every 1000 incident particles only 1 will form an electron shower 

within the MCP and then will be detected. This efficiency is too low. It is therefore necessary 

to accelerate the ions before they impact on the MCP by imposing an appropriate potential on 

its input side, of the order of a few hundred volts. Efficiency also depends on the effective 

surface area of the channels, of the order of ~60% of the total surface area of the entrance face: 

particles reaching the entrance face over the 40% 'dead zone' do not generate initial secondary 

electrons inside a channel and therefore cannot be detected. For some specific MCP, the channel 

assembly has been modified to reduce the dead zone to ~10% and increase the probability of 

detection to ~90% (see Hamamatsu leaflet). We should also mention another technique for 

increasing the detection efficiency of ordinary MCP with 40% dead zone. A "repellent grid" 

placed in front of the MCP's entrance face and biased at a negative potential of -30V to -50V 

with respect to it, enables a large proportion of the secondary electrons created in the dead zone 

to be reflected towards the channel entrance. This “repellent grid” is the grid called 𝐺𝑟𝑒𝑝𝑒𝑙 inside 

our detector. 

The variation in gain as a function of the potential applied to the MCP is shown in Figure 3.15. 

In saturated mode, the gain with 2 MCPs in series is of the order of 106 to 107. The 

corresponding height of the charge pulses at the output of the MCP is therefore around 1pC 

which is sufficient for the electronics to enable the detection.  

The maximum flux of detected particles 𝐹𝑚𝑎𝑥   (in 𝑝𝑎𝑟𝑡. 𝑐𝑚−2. 𝑠−1) must be such that the 

current corresponding to the pulses 𝐼𝑚𝑎𝑥 = 𝐹𝑚𝑎𝑥 × G × e is lower than 10% of the strip current 

circulating in the MCP 𝐼𝑠𝑡𝑟𝑖𝑝 =
𝑉𝑀𝐶𝑃

𝑅𝑀𝐶𝑃
 where 𝑅𝑀𝐶𝑃 is the resistance of the MCP. From the MCP’s 

datasheet, 𝑅𝑀𝐶𝑃 is of the order of 100 𝑀Ω, giving a maximum flux of the order of 

1.5 × 105 𝑝𝑎𝑟𝑡. 𝑐𝑚−2. 𝑠−1  
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Finally, the background noise corresponds to the spontaneous emission of secondary electrons 

generating output pulses in the absence of incident particles. The corresponding 𝑁𝑏𝑘𝑔 count rate 

is one of the limiting factors for the overall performance of the detector, both in terms of 

sensitivity, and in terms of the overall dynamic range of the order of 
𝐹𝑚𝑎𝑥

𝑁𝑏𝑘𝑔
. The typical 

background count rate under good experimental conditions is of the order of 𝑁𝑏𝑘𝑔 =

1 𝑝𝑎𝑟𝑡. 𝑐𝑚−2. 𝑠−1 (Fraser et al., 1987). 

3.2. Optimization of the detector’s geometry 

 ‘Real’ detector 

We need now to estimate the effect of a "real" detector in our simulation where the potentials 

applied to the entrance face of the MCP and to the grids are considered. The real structure of 

the potential in the space between the base plate and the detector, in the detector itself and the 

real trajectories of the ions under these conditions are modelled by SIMION. As in the case of 

the "ideal" detector, the results obtained are the positions of the ion impact on the EA’s focal 

plane. The position on the entrance face of the MCP are registered as well. The simulation also 

includes the interaction of the leaking electric field outside of the detector and the electric field 

generated within the EA volume.  

 Effects of grids as electrostatic screens 

The purpose of the 𝐺𝐼𝑆𝑂1 and 𝐺𝐼𝑆𝑂2 grids is to electrostatically screen the drift space between 

the base plate and the detector from the 𝑉𝑟𝑒𝑝𝑒𝑙 and 𝑉𝑓𝑟𝑜𝑛𝑡 potentials applied to 𝐺𝑟𝑒𝑝𝑒𝑙 and to the 

entrance face of the MCP. Two grids have been introduced to improve the efficiency of this 

screening which is one of the critical points for an instrument designed to analyse low-energy 

ion populations. 

The effect of a grid as an electrostatic screen has been modelled using SIMION and is illustrated 

in Figure 3.4. The grid simulated are 30x30 µm² wires spaced by 300µm. The grid, polarised at 

0V, is placed between 2 polarised planes, one below the grid is also at 0V at a distance d1 = 

500µm from the centre of the grid, the other above at potential V = 10V and at a distance d2 = 

d1. The "theoretical" electric fields are different on either side of the grid: E1=0 in the upper 

domain, E2=V/d in the lower domain. Fig. 3.17 shows that the grid does not behave like an 

ideal equipotential plane and that its screening power is not perfect, the electric field 

"propagating" partially through the grid meshes from the domain where it is strong (E2) to the 

domain where it is weak (E1=0). The equipotential lines obtained by SIMION show the 

existence of 2 scales in the potential perturbations: 

- On a small scale, i.e. on the scale of the dimensions of the mesh and the wires, "potential 

bubbles" form in the immediate vicinity of the grid. The size of these bubbles is of the 

order of the size of the meshes. These irregularities in the local electric field moderately 

modify the trajectories of the ions because they are small in extent. As these 

modifications depend on the position of the trajectories relative to the grid bars, the 

overall effect of the potential bubbles is similar to a diffusion of the ion velocity vectors. 
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- On a larger scale, at a larger distance from the grid, the bubbles "recombine" to give 

almost plane equipotential lines, the potential then being variable in the upper domain 

which was supposed to be equipotential. Given the scale of this disturbance, the effect 

on the trajectories of the ions will be substantially uniform and potentially important if 

the potential V is very significant compare to the characteristic energy of the ions. To 

minimize the effect of the grids on the trajectory of the ions before the detector (in the 

theoretical field free space between the EA’s exit and the detector entrance), the 

disturbance of the equipotential lines needs to be reduced down to few tenths of eV. We 

therefore studied several configurations of grids to respect such property. 

Figure 3.17: Simplified model of the penetration of the electric potential through the wire of 

an electrostatic grid. The coloured lines are the equipotential lines. 

 Initial geometry of detector  

For the initial geometry, the 3 detector’s grids 𝐺𝐼𝑆𝑂1, 𝐺𝐼𝑆𝑂2 𝑎𝑛𝑑 𝐺𝑟𝑒𝑝𝑒𝑙 are identical with a 

~75% transparency. The wire cross section is a 50 x 50 µm² square and the line spacing is 

500µm. To increase the screening of the potential applied to 𝐺𝑟𝑒𝑝𝑒𝑙, we chose to shift by half a 

mesh, in both X & Z directions 𝐺𝐼𝑆𝑂2 relative to 𝐺𝐼𝑆𝑂1. The meshes of 𝐺𝑟𝑒𝑝𝑒𝑙 are aligned with 

𝐺𝐼𝑆𝑂1 ′𝑠. Fig. 3.18 gives a top and side view of the grid’s geometry. 
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Figure 3.18: Left panel is a top view of the grid’s arrangement. The orange grid represents 

𝐺𝐼𝑆𝑂1 while the blue one is 𝐺𝐼𝑆𝑂2. 𝐺𝑟𝑒𝑝𝑒𝑙 is not visible on the top view because it is vertically 

aligned with 𝐺𝐼𝑆𝑂1. Right panel is a side view of the grid geometry. The green grid represents 

𝐺𝑟𝑒𝑝𝑒𝑙. 

The potentials applied to the entrance face of the MCP and on 𝐺𝑟𝑒𝑝𝑒𝑙 are respectively 𝑉𝑓𝑟𝑜𝑛𝑡 =

 −500𝑉 and 𝑉𝑟𝑒𝑝𝑒𝑙 = −550𝑉. The potential of 𝐺𝐼𝑆𝑂1 and 𝐺𝐼𝑆𝑂2 is 𝑉𝑟𝑒𝑓 = 0𝑉. 

The equipotential lines in the plane of symmetry of the instrument, modelled with SIMION in 

the free field space between the EA’s base plate and the detector’s entrance are represented in 

Fig. 3.19.  

 

Figure 3.19: Extension of the electric potential inside the supposed field free region between 

the EA's baseplate and the detector entrance in the case where 𝐺𝐼𝑆𝑂1 is a ~75% transparent 

grid. The blue lines are the equipotential lines with their corresponding values. 

To compare the goodness of the detector geometry, we compare the impact distribution on the 

focal plane with the one obtained in Section 2.3.3. The initial conditions of the particles are 

identical, i.e. 50 000 particles randomly distributed across the EA’s source slit with a cone 

distribution of ±3°  along both 𝜃 and 𝜙 directions. Hence, Fig. 3.20 gives the ‘ideal’ distribution 

(black lines) compare to the one obtained with this detector geometry (coloured lines) for 

energies of 2.1, 2.2 and 2.3 eV. 
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Figure 3.20: Impact distribution along the focal line when 𝐺𝐼𝑆𝑂1 is a ~75% transparent grid. 

The orange, green and red histograms corresponds to populations with respective energies of 

2.1 eV,2.2 eV and 2.3 eV. The black lines show the results from the ideal case displayed in Fig. 

3.13. 

Thus, comparing to the ideal detector case, the screening of the potential 𝑉𝑟𝑒𝑝𝑒𝑙 is not sufficient. 

We can observe that the distributions for each energy is left-shifted meaning that while particles 

travel through the space between the EA baseplate and the detector, they are deflected due to 

the leaking potential in this region.  More important, in this case, the 3 populations are not 

sufficiently separated anymore. The next section describes the geometry’s improvement 

implemented to reduce this effect. 

 First improvement: Decreasing the transparency of 𝑮𝑰𝑺𝑶𝟏 

In this second geometry, the grids 𝐺𝐼𝑆𝑂2 and 𝐺𝑟𝑒𝑝𝑒𝑙 remains identical as the precedent case. 

However, 𝐺𝐼𝑆𝑂1 has now a much lower transparency, down to 50%. The new grid has wires 

with cross section of 100x50 µm² and a line spacing of 200 µm. Given the very significant 

deformations of the trajectories observed in the previous case, this choice was essential, even 

though it reduces the quantity of particles arriving at the detector. As we shall see, in Fig. 3.21, 

the equipotential lines have the exact same structure as the one depicted in the previous 

geometry (Fig. 3.20). However, their values are now reduced by a factor 10.  
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Figure 3.21: Extension of the electric potential inside the supposed field free region between 

the EA's baseplate and the detector entrance in the case where 𝐺𝐼𝑆𝑂1 is a ~50% transparent 

grid. The blue lines are the equipotential lines with their corresponding values. 

Now looking at the distribution of the points of impact along the focal line, we can see, as 

described in Fig. 3.22, that the distribution for every energy has almost returned to the initial 

positions with respect to the ideal case. This result indicates that decreasing 𝐺𝐼𝑆𝑂1’s 

transparency is a suitable approach in order to correct the effect of the penetrating field in the 

drift space between the EA’s base plate and the detector entrance.  

 

Figure 3.22: Comparison of the impact distribution on the focal line between the detector 

geometry where 𝐺𝐼𝑆𝑂1 is ~50% transparent (orange histogram) and the ideal case (black line) 

depicted in Fig 3.13. For a better clarity, only the population at 2.1 eV is displayed. 

Yet, we proved that we can reconstruct the energy dispersion at the focal plane of the detector 

with respect to the ideal case. However, particles are effectively detected when they impact the 

entrance face of the MCP. Thus, it is important to compare the impact distribution at this 

location rather than on the focal plane. Fig. 3.23 left panel displays the histogram of the 

distribution for the population at 2.1 eV at the focal plane (black dashed lines) compare to the 

distribution at the entrance face of the MCP. The potentials on each elements of the detector 

remains the same as the previous section, i.e. 𝑉𝑟𝑒𝑓 = 0V, 𝑉𝑟𝑒𝑝𝑒𝑙 = −550𝑉 and 𝑉𝑓𝑟𝑜𝑛𝑡 = - 500V. 

It is clearly visible that the particle’s trajectories inside the detector are disturbed due to small 

scale deformation of the electric field at the vicinity of the grid’s wires, as depicted in Fig. 3.23 

right panel. We can, in particular see that the histogram presents empty spaces which are due 

to the thickness of 𝐺𝐼𝑆𝑂1. Indeed, particles can only enter the detector at specific locations which 

leads to unreachable position at the entrance of the MCP.  
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Figure 3.23: Left panel: Comparison between the impact distribution on the focal plane 

(dashed black line) and on the MCP entrance face (orange histogram) when 𝐺𝐼𝑆𝑂1 is ~50% 

transparent. Right panel shows example of trajectories of ions inside the detector.  

 Second improvement: Orientation of 𝑮𝒓𝒆𝒑𝒆𝒍 

For this third and last geometry, we decided to rotate 𝐺𝐼𝑆𝑂2. As described in Fig. 3.24, the 

wires of 𝐺𝐼𝑆𝑂2 are now rotated by an angle of 45° with respect to the wires of 𝐺𝑟𝑒𝑝𝑒𝑙 . The idea 

here is to break the electric field structure which forces the particles to reach the MCP at only 

certain locations.  

 

Figure 3.24: top view of the grid’s arrangement where 𝐺𝐼𝑆𝑂2 (blue) is rotated by 45° with 

respect to 𝐺𝑟𝑒𝑝𝑒𝑙 (green). 𝐺𝐼𝑆𝑂1 is not represented on this schematic. 

The resulting effect of rotating the grid is displayed in Fig. 3.25 where we can observe that 

the distribution of particles along the focal plane is now distributed much more evenly. We can 

however still see the effect of 𝐺𝐼𝑆𝑂1’s geometry on the impact distribution at the MCP entrance 

face. 
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Figure 3.25: Comparison between the impact distribution on the focal plane (dashed black 

line) and on the MCP entrance face (orange histogram) when 𝐺𝐼𝑆02 is rotated by 45° with 

respect to 𝐺𝑟𝑒𝑝𝑒𝑙. 

From this study, we showed that the capability of INEA’s energy analyser and detector 

assembly to reconstruct the ideal condition presented by the theory of Green & Proca (1970) 

strongly depends on the transparency of 𝐺𝐼𝑆𝑂1, which significantly controls the leakage of the 

electric potential in the space between the EA’s baseplate and the detector entrance. We can 

also observe that during the mechanical assembly of the detector we should take care of the 

grid’s placement. However, it is still noticeable that the three detector’s grid should not be 

aligned on the mechanical model. One last improvement to control the width of the impact 

distribution is to tune the potential 𝑉𝑓𝑟𝑜𝑛𝑡 𝑎𝑛𝑑 𝑉𝑟𝑒𝑝𝑒𝑙. As an example, Fig. 3.26 shows a 

comparison of the impact distribution for a potential 𝑉𝑓𝑟𝑜𝑛𝑡 = −500𝑉, 𝑉𝑟𝑒𝑝𝑒𝑙  = −550𝑉 (blue 

line), with the impact distribution when the potential are decreased to respective values 𝑉𝑓𝑟𝑜𝑛𝑡 

and 𝑉𝑟𝑒𝑝𝑒𝑙 of -200V and -250V (red line). Even though the width of the peak is unchanged, the 

distribution is much more uniform indicating a much lower impact of the small-scale structure 

of the electric field within the detector. 

 

Figure 3.26: Comparison of the impact distribution at the entrance of the MCP between Vfront 

= -500V (blue) and Vfront = -200V (red) 
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3.3. Position measurement  

 Pixelized Collector 

To retrieve the impact position of the particles that arrives into the detector, we designed a 

pixelized collector on a PCB placed right after the output face of the MCP. As we shall see in 

Fig. 3.27 the collector is composed of 16 independent pixels. Each pixel represents a 0.5 x 12 

mm² array and is made of gold-coated copper. The pixels are separated by a distance of 375µm. 

Also, the pixels are surrounded by a conductive area which allows charges that would otherwise 

not reach a pixel to be dissipated. The size of the array is a disk with 20 mm diameter which 

corresponds to the usable area of the MCP.  

   

 

Figure 3.27: Top left panel is a top view of the detector PCB. A zoomed image of the 16 pixels 

used to retrieve the particle impact position is given on the top right panel. We can also see the 

ring track used to polarize the output face of the MCP (𝑉𝑏𝑎𝑐𝑘). Right panel is a bottom view of 

the PCB.  

As explained in Section 3.1.1, the potential difference between the front and back of the MCP 

is ~2kV. Furthermore, as we set the front potential 𝑉𝑓𝑟𝑜𝑛𝑡 in the range -100V – -500V, we are 

forced to polarise the back of the MCP at a potential 𝑉𝑏𝑎𝑐𝑘 between 1.5kV and 1.9kV. In 

addition, the potential of the pixel must be slightly larger than the potential 𝑉𝑏𝑎𝑐𝑘 to accelerate 

the electrons leaving the MCP (typically 𝑉𝑝𝑖𝑥𝑒𝑙 = 𝑉𝑏𝑎𝑐𝑘 + 100𝑉). This acceleration prevents 

the spot formed by the electron spray from spreading too widely on the collector. Taking all 
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this information into account, this means that the pixels have to be brought up to a high voltage, 

making it impossible to use direct electronics to measure the signals coming out of the pixels. 

To address this problem, we placed 16 coupling capacitors with a value of 1.5 nF at the output 

of the pixels. A coupling capacitor, is an electronic component used to enable the transfer of 

alternating current signals while blocking direct current signals. It acts as a bridge between two 

parts of a circuit, allowing AC signals to pass through while preventing any DC bias or offset 

from affecting the connected components. This allows us to disregard the high voltage of the 

pixel and to use the desired electronics at the output of the coupling capacitors. These capacitors 

are highlighted in Fig. 3.27 bottom right panel. 

 

 Detector polarisation 

INEA’s detector requires 4 voltages to operate as shown in Figure 3.28. To limit the number of 

cables inside the vacuum chamber, the voltages 𝑉𝑓𝑟𝑜𝑛𝑡 and 𝑉𝑟𝑒𝑝𝑒𝑙 as well as 𝑉𝑏𝑎𝑐𝑘 and 𝑉𝑝𝑖𝑥𝑒𝑙 are 

generated directly on the PCB using the two input voltages, respectively Alim_HT1 and 

Alim_HT4. Alim_HT1 and Alim_HT4 are laboratory power supplies placed outside the 

vacuum chamber. The voltages 𝑉𝐼𝑆𝑂1 and 𝑉𝐼𝑆𝑂2 are equal and are supplied by mechanical 

contact with the EA’s base plate. The electrical circuit including the polarisation stage, and the 

pixel coupling is displayed in Fig. 3.28. The potential on the exit face of the MCP 𝑉𝑏𝑎𝑐𝑘 is 

created by the mean of a Zener diode with a breakdown voltage 𝑉𝑧 = 100 𝑉 (Ref: 1PMT4135, 

Microsemi). The output of the Zener is directly connected to a conductive ring placed around 

the collector. This ring is electrically connected to the output face of the MCP via a circular 

stainless-steel foil 200 µm thick (see Fig. 3.27). For the polarisation of 𝑉𝑝𝑖𝑥𝑒𝑙, 2.2 𝑀Ω resistors 

are connected in series with each track between the input voltage Alim_HT4 and the pixels. 

These resistors force the signals picked up by the pixels to flow towards the coupling capacitors 

rather than back to the high voltage power supplies. 

𝑉𝑓𝑟𝑜𝑛𝑡 and 𝑉𝑟𝑒𝑝𝑒𝑙 voltages are polarized in a similar way to 𝑉𝑏𝑎𝑐𝑘 𝑎𝑛𝑑 𝑉𝑝𝑖𝑥𝑒𝑙. The only 

difference is the choice of reference for the Zener diode (Ref: MMSZ51T1G, ON 

Semiconductor) with a breakdown voltage 𝑉𝑧 = 51𝑉 ± 5 % at 100 µA. The electrical 

connection between the PCB and 𝐺𝑟𝑒𝑝𝑒𝑙 is made using a cable that is electrical soldered to the 

grid support (similarly as the electrical soldering used for the EA’s guard plates) while the 

connection of the front end of the MCP is achieved thanks to a cable that is fixed on a dedicated 

slot on a 100 µm thick annular stainless-steel foil.  
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Figure 3.28: Electronic scheme of the detector polarisation circuit. 
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3.4. Detector V1: 3pix 

 Description 

For this first version of the detector, we choose to mask most of the pixels on the collector 

leaving only 3 of them visible by the output face of the MCP. The associated electronics are 

composed of a simple circuit integrating only a charge sensitive amplifier (CSA) that is plugged 

at the output of the desired pixel. As we shall see in Fig. 3.29, the pixels are masked using a 

100µm thick stainless-steel foil with 3 slits aligned with pixels n°3, 8 and 14.  

 

Figure 3.29: Photograph of the detector showing the stainless-steel foil used to mask the pixels 

The goal of this set up is to characterize the electron shower coming out of the MCP stack, i.e. 

estimating the charge pulse amplitude and the dark noise generated by the MCP as well as 

simple tests of the EA. 

 Charge Sensitive amplifier 

The electron spray collected by a pixel travels in a conductor in a form of a current pulse. 

This latter has a very amplitude that is difficult to measure in our setup, thus an electronic device 

such as a charge sensitive amplifier (CSA) must be used. The CSA integrates the current pulse 

arriving from the pixel and convert it in a voltage pulse with an amplitude proportional to the 

incoming input charge. The charge sensitive amplifier design in its most basic form is shown 

in Fig. 3.30 below. A feedback capacitor Cf between the input and output stores the charge from 

the detector, and the gain of the preamplifier is 1/Cf. Each pulse of current from the detector 

causes the output of the charge sensitive preamplifier to step, the output being the time integral 

of the current pulse. The gain of a CSA is given in units of output volts over input charge (e.g. 

volts/picocoulomb).  

 



 

 

84 

 

 

Figure 3.30: Simplified circuit of a charge sensitive amplifier 

The CSA circuit in the above schematic has no way to be reset - the output will increase until 

the charge sensitive preamplifier reaches its maximum output. So, the circuit as drawn above is 

not practical. The most common method to reset the CSA is to place a resistor 𝑅𝑓 in parallel 

with the feedback capacitor. The pulse response of the amplifier is hence transformed to that of 

a tail pulse, where the rise time is similar to the pulse’s one, but there is now a longer decay 

time. The decay is exponential and the time constant 𝜏 is equal to the 𝐶𝑓 × 𝑅𝑓. Thus, the signal 

charge pulses 𝑄𝑠 are converted into voltage pulses with an amplitude 𝑉𝑜𝑢𝑡 = −
𝑄𝑠

𝐶𝑓
  which is 

damped by the time constant 𝜏.  

For our applications, we chose 𝐶𝑓 = 1𝑝𝐹 𝑎𝑛𝑑 𝑅𝑓 = 510 𝑘Ω which leads to a time constant of 

510 ns. The OpAmp that we used is the AD825 from Analog Device, which is a high-speed 

amplifier with ultra-low input bias current. The complete electrical circuit of the CSA is 

displayed in Fig. 3.31 left panel including the power supply filtering. Fig. 3.31 right panel is a 

photograph of the PCB associated to the circuit. 

 

Figure 3.31: Left panel: Electronic scheme of the detectors charge sensitive amplifier. Right 

panel is a photograph of the corresponding PCB. 
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 Breadboard testing  

Before integrating the CSA circuit to INEA’s detector, we made a quick test on a breadboard 

outside the vacuum chamber. It consists in generating a charge pulse at the entry of the CSA 

that is similar to the one generated by the electron shower coming from the output face of the 

MCP. This was achieved by using an arbitrary function generator (Tektronix AFG3102) in 

series with a 2pF capacitor placed at the entrance of the CSA. The AFG3102 generates pulses 

with an amplitude of 200 mV across the capacitor. Fig. 3.32 show an example of the response 

obtained with the CSA circuit. The blue trace is the input voltage pulse from the signal generator 

while the yellow is the output from the CSA. We can therefore estimate the time constant 𝜏. 

Classically we consider that after 3𝜏 the voltage decay is about 95% which is around 1.6µs on 

our measurements giving a measured 𝜏 of 530 ns. This value is in very good accordance to the 

theoretical 510 ns. Using the CSA equation, we can determine the charge of such voltage pulses 

through a 2pF capacitor to be 𝑄𝑐 = 0.4 pC. The charge pulses from the MCP is expected to be 

~0.1 pC, which is the same order of magnitude.  

 

Figure 3.32: Yellow line is the output voltage pulse relative to an input charge pulse of 2pC. 

The blue line is the voltage pulse generated by the pulse signal generator. 
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3.5. Detector V2: ASIC 

 Description 

Fig. 3.33 shows the block diagram of the detector, the processing electronics and the signal 

interface with the PC used to control the experiment and acquire, record and display the data. 

Also shown are the potentials applied to the various elements of the detector, comprising: 

• A set of 3 grids: 𝐺𝐼𝑆𝑂1, 𝐺𝐼𝑆𝑂2 and 𝐺𝑟𝑒𝑝𝑒𝑙 . 

• 2 MCPs.  

• A collector with 16 pixels located immediately after the output face of the second MCP.  

• An LPP_16 ASIC for detecting charge pulses on 16 channels. The collector and 

LPP_16 are mounted on PCB1. 

• The Data Processing and Acquisition Unit (DPU), electronics used to control and 

monitor the voltages applied to the detector, and to acquire and display data. The DPU 

is located on PCB2, which is connected to PCB1. 

 

Figure 3.33: Block diagram of the detector including the LPP_16 ASIC and its DPU 

 Description of the LPP_16 ASIC 

The LPP_16 detects charge pulses (electrons) from the MCP whose amplitude is distributed 

according to a Gaussian with an average gain of the order of ~106, i.e. ~ 0.1pC. The ASIC 

consists of 16 detection chains (Fig. 3.34). Each of the chains is composed of a charge sensitive 

amplifier (CSA) for amplifying the charge pulses (Iq) from the MCP and converting them into 

voltage pulses, followed by a discriminator (Discr) to generate a logic pulse for each voltage 

pulse with an amplitude larger than the threshold applied to the discriminator's reference input 

(𝑉𝑠𝑒𝑢𝑖𝑙). 
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Figure 3.34: Detection chain of the LPP_16 ASIC 

The characteristics of the LPP_16 are as follows: 

• Power supply: 3.3V ± 100 mV 

• 𝑉𝑠𝑒𝑢𝑖𝑙: 0.5V to 2.4V  

• Power dissipated per channel: 1.25 mW 

• Anode+track capacitance 𝐶𝑑𝑒𝑡: 2pF - 15 pF. 

• Min/max loads of detected pulses: 32fC - 3pC 

 𝐶𝑑𝑒𝑡 represents the capacitance seen at the LPP_16 input, formed by a pixel and the link 

track with the CSA input. 

The signals at the LPP_16 outputs are digital signals with the following characteristics:  

• Output voltage (Vout): 0 to 3.3V 

• Output Pulse width (Tw): 40 to 250 ns 

• Minimum delay between 2 pulses (𝑇𝑑𝑚𝑖𝑛): 330 ns 

 

 

Figure 3.35: Chronogram of the logic pulses at the output of an LPP_16 channel 
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 Operation of the DPU 

Fig. 3.36 shows a block diagram of the DPU electronics, located on PCB2 and comprising 

a processor, a block of 16 counters, a memory, an ADC and a DAC.  

 

Figure 3.36: Block diagram of the DPU used to operate the detector with the LPP_16 ASIC 

The measurement sequence carried out by the DPU is described as follows:  

1- The PC opens a "measurements" file listed by its number, date and time. The file number 

must be stored in the software so that it can be incremented each time a measurement 

sequence is performed. 

2- At the start of a measurement sequence, the PC controls all the power supplies needed 

to run the experiment. The HV power supplies pass through the vacuum chamber flange 

and then via cables to the PCB1 board. The LPP_16 ASIC supply voltage 𝑉𝑐𝑐  is that of 

PCB2 obtained via the connection between PCB2 and PCB1. The 3.3V Vcc voltage is 

obtained from the 5V available on the PC followed by a 3.3V regulator on the PCB2 

board. 

3- The PC transfers to the processor the parameter 𝑉𝑠𝑒𝑢𝑖𝑙 required for the detector to 

operate the measurement sequence TC (integration time of an elementary 

measurement), NC (number of elementary measurements in a measurement sequence). 

𝑉𝑠𝑒𝑢𝑖𝑙, TC and NC are stored in the "measurements" file. 

4- The PC send the start signal 

5- On receiving this signal, the processor acquires the 5 housekeeping (HK) parameters 

supplied by PCB1 (inputs E19, ..., E23), resets the 16 counters and then starts the 

measurement sequence. 

6- The 16 counters count the pulses from the 16 channels of the LPP16 ASIC on PCB1 

which are connected to inputs E3, …, E18 on PCB2. 

7- At the end of each elementary TC duration measurement, the 16 counts are transferred 

to the memory on the processor's command. 

8- These 16 values are transferred to the PC and archived in the "measurements" file. 
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A summary of all the input/output used to operate both PCB1 and PCB2 is displayed in Fig. 

3.37 below. 

 

Figure 3.37: Block diagram of the I/O between the DPU (PCB2) and the detector's PCB 

(PCB1). 

PCB1 and PCB2 are being designed, manufactured and tested by REC1. Unfortunately, the 

conception of these two PCBs have been delayed by several months so that no test of the 

detector using this setup could be done before the submission of this manuscript. 
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4. The Ion Source 

4.1. Objectives 

The ion source aim is to convert neutral particles or atoms into charged ions, a necessary 

initial stage which allows the ionised particles to be manipulated with the electrostatic optics of 

the instrument.  

As it was briefly discussed in chapter 2, several ionisation techniques exist. The two main ones 

used for embedded instruments are electron bombardment and charge exchange surfaces. Each 

technique has its advantages and drawbacks. Electron bombardment is capable of ionising 

particles without consideration of their energy; however, it can dissociate molecules. When 

using electron bombardment source, the energy of the electrons must be precisely controlled to 

avoid breaking the molecules. The other ionisation technique relies on charge exchange when 

the neutral particle is reflected from a surface. This technique is much less destructive for the 

molecule however its efficiency is significantly decreased at energy lower than 100 eV (Futaana 

et al., 2012). 

Most recent mass spectrometers developed for space exploration of planetary atmospheres used 

ion sources based on electron bombardment of the neutral constituents. Electron impact 

ionisation is a technique in which electrons collides with atoms resulting in the formation of 

positively charged ions. In the frame of space-based mass spectrometer, electrons used to ionize 

the neutral particles are classically emitted by hot filaments via thermionic emission. Such 

approach faces several limitations when targeting low density environment or low energy 

particles. On one hand, the strong heating at the vicinity of the filament leads to the outgassing 

of the instrument walls during the measurements, in particular water molecules (Mahaffy et al., 

2015; Schläppi et al., 2010). On the other hand, electrons emission from a hot filament requires 

a significant power consumption.  

To resolve these two difficulties, we have been working on the development of a new neutral 

particle ionisation source. It is based on the use of carbon nanotube (CNT) cathodes. This 

solution offers three major advantages over current techniques: 

- a current of ionising electrons of the same order of magnitude as previous ionisation 

sources emitted over a large surface, which limits space charge inside the ion source, 

- much lower power consumption than sources using hot cathodes, 

- no heating when electrons are emitted, which significantly reduces the outgassing from 

the inside of the instrument. 

A schematic of the ion source developed in this thesis is given in Fig. 3.38 showing the 3 main 

parts of the source:  

-  The electron source which includes the large area CNT cathode, an extracting (𝐺1) and 

anode grids as well as an electron lens (EL) with 3 electrodes to reduce the divergence 

of the extracted electrons and maximize their flux into the ionization volume. 

- The ionization volume (IV). 

- The ion lens with 6 electrodes at exit of the ionization volume which focuses the newly 

created ions towards the entrance of the energy analyser. 
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-  

Figure 3.38: Schematic of the ion source including the trajectories of electrons and ions. 

4.2. Characteristics of the electron source 

 Field emission 

Field emission comes from a quantum process called tunnel effect. This effect allows the 

electrons to cross the potential barrier between a solid body and vacuum. One way to lower this 

potential barrier is to apply a strong electric field to the surface of the material (Fowler & 

Nordheim, 1928). Fowler – Nordheim (1928) described an exponential relation between the 

current I and the electric field (Eq. 3.4.1) 

𝐼 = 𝐴
1.42 ∗ 10−6

𝜑
(𝛽𝑉)2 exp(

10.4

√𝜑
)exp (−

𝐵𝐹𝑁𝜑
1.5

𝛽𝑉
) 3.4.1 

where A (m2) is the effective emitter area, V is the gate potential,  (m-1) is the field factor, 

(eV) is the work function, and B is equal 𝑡𝑜 6.44 × 109 𝑉.𝑚−1. 𝑒𝑉−1.5. The product V is 

equivalent to the local electric field at the emission sites.  

For most of materials, an electric field with a magnitude of the order of 109 𝑉.𝑚−1 is required 

to sufficiently lower the barrier and to allow for field emission. However, field emission from 

cold cathode rely on a second phenomenon: localized enhancement of the electric field. In the 

vicinity of an object with a high aspect ratio (with a high length to diameter ration or high 

curvature radius, i.e. tip, wire, cone, …) the equipotential lines tighten at the top of the sharp 

tip, resulting in a localized amplification of the electric field. By cleverly modifying the 

geometry of the material it is possible to obtain values of 𝛽 of the order of several hundreds. It 

is important to emphasize that field enhancement is extremely local. The amplification of the 

field is only significant over a distance of a few times the radius of the tip, after which, the field 

becomes equal to the macroscopic external field. The typical result is a decrease of 95% of the 

amplification factor at 5 times the apex radius (Filippov et al., 2021). 
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Since the aspect ratio of a single CNT can reach few thousands, an extremely enhanced electric 

field can be created and thus, allowing emission of electrons in a macroscopic electric field of 

less than 106 𝑉.𝑚−1. These considerations on the amplification factor are valid for an 

individual nanotube in a planar system, and for a tip/anode distance large compared to the height 

of the nanotube. In the case of a dense carbon nanotube array, electrostatic shielding occurs and 

a lower amplification is induced. Typical ideal distance between two adjacent nanotubes has 

been estimated as being equals to half of the height of an individual CNT (Bonard et al., 2001). 

For our applications, we chose to use a cathode with a high density of nanotubes in order to 

optimize the duration of the emitter . We performed a test of 700 hours of continuous operation 

of a CNT cathode showing only a 20% decrease of the emission intensity (Gallois, 2018). A 

dense CNT cathode is also more resistant to vibrations as we also demonstrated it during 

vibrations tests (Gallois, 2018).  

The cathode used for our application is a 15 x 15 mm² surface uniformly filled with vertical 

CNT’s with a few tens of nm diameter and an average height of 210 µm. The extracting grid 

G1, located ~ 300µm above the CNT’s upper surface, is polarized at a positive 𝑉𝐺1 voltage 

while the CNT’s are polarized at a negative voltage 𝑉𝐶𝑁𝑇.  

 Optimization of the emitter assembly 

This section objectives are to understand the influence of the extraction grid G1 on the 

emission from the CNTs. As a first approach, we decided to simulate the electric field generated 

by the couple CNT-G1. In this simulation, we consider that the field emission from the CNT is 

homogenous, which implies that small variations of the CNT’s height or orientation are not 

considered. Thus, the spatial distribution of the electric field is only due to G1's geometry.  

Figure 3.38 shows an image of the electric field seen by the electron as they are emitted by the 

carbon nanotubes. As we considered a homogenous emission, we can limit the analysis to only 

4 mesh grids. The wire spacing is 300µm and the wire section is 30 x 30 mm². The numerical 

resolution is 5µm. 
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Figure 3.39:Left panel:  Distribution of the electric field seen from the tip of the CNT array. 

The position of 𝐺1 𝑖𝑠 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑒𝑑 𝑤𝑖𝑡ℎ 𝑡ℎ𝑒 ℎ𝑎𝑡𝑐ℎ𝑒𝑑 𝑟𝑒𝑐𝑡𝑎𝑛𝑔𝑙𝑒𝑠. Right panel is the 

corresponding image of the current emission using the Fowler-Nordheim equation. 

We can therefore see that the grid’s wires affect the electric field with an amplitude of 
𝐸𝑚𝑎𝑥

𝐸𝑚𝑖𝑛
 = 

1.047. This difference in the amplitude of the electric field therefore induces a difference in 

the current emitted by the CNTs. The current emitted by the CNTs is estimated using the 

Fowler-Nordheim emission law: 

𝐽 = 𝑎𝐸2 exp (
−𝑏

𝐸
) 3.4.2 

 

Where J is the current density, a and b are parameters dependent on the material and the 

geometry of the field and E is the electric field intensity. The current emitted from the CNT 

array is obtained with the following method: The emitting surface is split into cells with a 

surface of 1µm² and we launch n particles in each cell. A weight is assigned to each particle 

representing a proportion of the total emitted current. The weight is calculated with the 

following formula: 

𝐼𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 =
𝑎×𝐸𝑐𝑒𝑙𝑙

2 ×𝑒𝑥𝑝(−
𝑏

𝐸𝑐𝑒𝑙𝑙
)×𝐴𝑐𝑒𝑙𝑙

𝑛
 3.4.3  

Where 𝐴𝑐𝑒𝑙𝑙 = 1µ𝑚² and 𝐸𝑐𝑒𝑙𝑙 is the mean electric field in the cell. 

 Thus, we also observe a difference in current 
𝐼𝑚𝑎𝑥

𝐼𝑚𝑖𝑛
= 1.12 between the zone under the bars of 

the grid and those under a mesh (Figure 3.39 right panel). We can also observe a non-

homogenous emission under the grid’s wires. As a matter of fact, when two wires cross each 

other, the current increases under this intersection.  

Considering the previous observations, we can estimate the effective transmission of G1 

compare to the geometrical one, which is 75%. The current collected on G1 is calculated by: 

𝐼𝐺1 =∑ 𝐼𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒(𝑥, 𝑦) 
𝐴𝐺1

3.4.4 

Where 𝐴𝐺1 is the area of the grid and (x, y) represent the coordinates of a point that is under 

G1’s wires. 
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𝐸
𝑚
𝑎
𝑥
/𝐸

𝑚
𝑖𝑛

 

We then obtain an effective opacity of G1: 
𝐼𝐺1

𝐼𝑒𝑚𝑖𝑡𝑡𝑒𝑑
 = 30.3%. 

We can also determine the influence of the distance D between the CNT tip and G1. Intuitively, 

as D decreases, the electric field difference between a point under the wire’s intersections and 

a point under the centres of the meshes should increase. Figure 3.39 shows the ration 
𝐸𝑚𝑎𝑥

𝐸𝑚𝑖𝑛 
 as a 

function of D. The wire section and line spacing are still 30µm² and 300µm.  

    

Figure 3.40: Difference of electric field seen from the top of the CNT array as a function of 

the distance D between G1 & CNT 

We observe that at a distance D = 300µm, which corresponds to the size of a mesh (Fig. 3.40), 

the electric field homogenises, leading to neglectable differences due to G1’s geometry. Thus, 

we can define the optimal distance between G1 and CNT at 300 µm, which allows to use an 

acceptable potential difference between G1 and CNT of ~300V while avoiding significant 

heterogeneity of electron emission. In the general case, we can extrapolate this result and 

assume that to minimise the effect of G1’s geometry, we must satisfy a configuration where the 

distance D must be equal to the mesh size.  

Finally, the last parameter that can affect the electron emission due to G1’s geometry is the size 

of the meshes. Figure 3.40 gives the ratio 𝐸𝑚𝑎𝑥

𝐸𝑚𝑖𝑛

 as a function of the mesh size 𝐿𝑚𝑒𝑠ℎ. In order 

to keep a constant transmission of G1, we define the wire width (and height) 𝐿𝑤𝑖𝑟𝑒  

as  
𝐿𝑚𝑒𝑠ℎ

𝐿𝑤𝑖𝑟𝑒
= 10.  
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Figure 3.41: Influence of G1 mesh size on the electric field at the top of the CNT array 

As 𝐿𝑚𝑒𝑠ℎ is reduced, the geometry of the grid approaches that of a solid electrode and therefore 

the electric field between the CNT and G1 approaches an ideal configuration between 2 parallel 

planes. For meshes < 300µm, the electric field smoothes out. However, such meshes requires 

very thin wires leading to fragile and very loose grids. Considering an electric field with 

magnitude ~1000V/mm, this kind of grids could bend and completely modify the geometry in 

an unpredictable manner.  

To optimise and thus reduce the effect of the grid bars on the CNT emission, a G1 grid with the 

smallest possible mesh size (while maintaining an acceptable mechanical stiffness) should be 

chosen. This grid must then be placed at a minimum distance from the CNTs such that 𝐷 =

𝐿𝑚𝑒𝑠ℎ.  

4.3. Ions extraction and energy distribution  

In this section, using SIMION, we have carried out a study of the extraction efficiency of 

the ion source. As mentioned earlier, INEA should operate embedded on a spacecraft which 

will allow the ions created in the ionization volume (IV) to be extracted toward the energy 

analyser. In the case of laboratory operations, the mean gas velocity is zero so we defined a 

strategy to extract the ions from the IV while controlling their energy.  

 Geometrical reference frame  

For the following analysis, we will consider the sub-assembly of the ionisation volume and 

the ion lens. The global reference frame [X, Y, Z] is shown in Fig. 3.42. The X axis corresponds 

to the line of sight of INEA, the Y axis is perpendicular to X and is oriented vertically. The Z 

axis completes the reference frame. The origin of the reference frame is located at the centre of 

the ionization volume.  

Mesh size [mm] 
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Figure 3.42: Simulated geometry of the ionization volume and the ion lens. Neutral particles 

enter from the left and the formed ions leave on the right 

 Particle initial conditions 

For each different simulation, we fly 2 million 𝑂2
+ ions with no background speed and a 

Maxwellian distribution of thermal speed corresponding to a temperature of 293K (room 

temperature). To create the Maxwellian distribution, 3 numbers are calculated from a gaussian 

distribution with a standard deviation equals to √
𝐾𝑏𝑇

𝑚𝑂2
= 275.92 𝑚/𝑠  at T = 273K. Each 

number corresponds to the velocity of the particle along one axis.  

The mean free path of the particles inside the vacuum chamber is  

𝑙 ̅ =
𝑘𝑏 . 𝑇

√2. 𝑃. 𝜎
 3.4.5 

Where 𝑇 is the temperature, P the pressure in the vacuum chamber and  𝜎2 is the collision cross 

section. For 𝑂2
+ 𝑖𝑜𝑛, 𝑙 ̅ is equal to 65 meters at 1 × 10−6 mbar. This confirms that the ions 

created within the IV do not interact with each other and therefore travel in straight lines. 

 Ions extraction: Ideal Case 

As the particles travel in random directions, a fraction of them have the adequate direction 

that is directed toward the IL exit. We first estimated the geometrical transmission. In this 1st 

approach, we used a simplified 3D case with a 5mm side square ionization volume with ideal 

grids (perfect planar equipotential) at the exit of the IV. Then, as we shall see in Fig. 3.43, we 

mapped the probability, over the entire volume, of an ion to reach the exit of the IL with an 

angular dispersion within ±3°. To calculate the probability at every point within the IV, we 

used the following method: First, we create a cone that is oriented parallel to the X axis and 

with its top locate at the particle initial position. The cone half-angle is set at 3° and its length 

is determined by the distance L between the initial position of the particle and the slit located 

Ionisation 

volume 

Ion Lens 

 IL exit 
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at the end of the IL. The radius of the cone base (which is in the same plane [Y, Z]) at the IL 

exit is then defined as: 

𝑟 = 𝐿 × tan 3° 3.4.6 

Secondly, using a Monte-Carlo integration method we estimate the overlapping area between 

the IL slit and the projected cone (if the intersection exists). The obtained area represents all the 

angular solutions that allows the particle to cross the IL exit with an angular dispersion within 

±3°. Thus, the ratio of the calculated overlapping area over the area of a sphere defined by 

4 𝜋𝐿2 gives the probability for a particle to reach the slit with the desired acceptance angles 

lying inside a 3° cone at a specific initial location within the IV.  

This method is repeated over the whole IV and then we compute the average probability which 

gave the geometric transmission.  

 

Figure 3.43: Probability distribution in the plane of symmetry [X, Y, 0] for particles to reach 

the end of the ion lens with a velocity vector direction at less than 3° with respect to the X-axis.  

With the previously described method, we find that for this simplified case, the transmission of 

the setup is   
𝑁𝑒𝑥𝑖𝑡

𝑁𝑉𝐼
 =  1.26 × 10−4. 

In the next step to characterize the transmission of the sub assembly, we simulate, with 

SIMION, the fate of ions created within the IV. We still consider an ideal grid at the exit of the 

simplified IV. Particles initial conditions are as detailed in Section 4.3.2. Fig. 3.44 displays 

examples of trajectories reaching the IL with an angular dispersion of ±3° in the case of an 

ideal grid at the exit of the IV. The transmission 
𝑁𝑒𝑥𝑖𝑡

𝑁𝐼𝑉  
 of the described setup is estimated to 

equals to 1.24 × 10−4 according to the simulation which is in very good accordance with our 

previous calculation. 
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Figure 3.44: Trajectories of particles launched from the simplified ionisation volume and 

reaching the IL with an angular dispersion lower than 3°.  

One solution to control the energy of the extracted ions is to apply to the ionization volume a 

potential 𝑉𝐼𝑉 of few volts. Applying such a potential will generate an electric field between the 

IV and the 1st electrode of the IL.  Theoretically, the energy distribution of the particles should 

not be altered since they will all experience the same acceleration once reaching the end of the 

IL. In another words, the particles energy distribution should peak at 𝑉𝐼𝑉 and then have a long 

tail at higher energies representing the thermal contribution. We then used our simplified model 

to simulate the fate of ions created inside the IV elevated at a potential of +2V, the IL electrodes 

being all grounded. In Fig. 3.45 we plotted the trajectories of particles in the XY and XZ plane. 

  

Figure 3.45: Trajectories of particles launched from the ionisation volume and reaching the IL 

within the acceptance cone angle of 3°. In this case, particles are accelerated between the IV 

and the 1st ion lens electrodes. Top panel illustrates the trajectories in the [X, Y] plane while 

the bottom is in the [X, Z] plane. 

As expected, the energy distribution peaks at 2.0 eV and has a long tail at higher energies due 

to the thermal contribution, as illustrated in Fig. 3.46. We can also observe that the shape of the 

initial distribution is not deformed compare to the energy distribution at the exit of the IL.  This 

is due to the ideal grid at the IV exit. 
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Figure 3.46: Comparison of the energy distribution between the particles at the end of the IL 

(red) and the same particles at their initial positions (blue). The red line distribution has been 

obtained by subtracting 2 eV to the particle’s energy.            

Finally, looking at the transmission of the setup with this potential’s configuration, we found 

that 
𝑁𝑒𝑥𝑖𝑡

𝑁𝑉𝐼
 ≈ 0.15%, that is a factor 10 increase compared to the case with potential.  

 Ions extraction: Real case 

We detailed in the previous section a method to extract the newly formed ions inside the IV 

towards the exit of the Ion Lens. This method was applied in the frame of a simplified geometry 

where the exit grid of the IV was considered to be ideal, i.e. a perfectly planar equipotential 

with 100% transparency. We now want to estimate the feasibility of this method using a real 

geometry. Replacing the grid at the exit of the IV by a real grid formed of meshes and wires 

will create a potential leakage at the vicinity of the grid as we already saw in Section 3.2.2.  

In this section, we consider an ionization volume with the following dimensions: 14mm along 

X, 10 mm along Y and 14mm along Z. The walls width is 0.5mm and the grids are placed inside 

the IV. Fig. 3.47 details the mechanical dimensions. The IV exit grid has wires with a cross 

section of 30 x 30 µm² and the distance between two wires is 300µm. 
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Figure 3.47: Left and middle panel are the dimensions of the ionization volume respectively in 

the [𝑋, 𝑌] and [X, Z] planes. Right panel is a 3D view of the simulated corresponding geometry. 

Using particles initial conditions as described in Section 4.3.2 and applying a potential 

difference of +2V between the IV and the 1st IL electrodes, we can see, as illustrated in Fig. 

3.47 right panel, that there is indeed a potential bubble penetrating inside the ionization volume. 

Moreover, we can see that this bubble tends to improve the transmission of the setup since it 

will attract particles inside the IV, allowing them to be accelerated towards the exit grid (see 

Fig. 3.47 right panel). Using the numerical method detailed previously, we found that the 

geometric transmittivity of the setup without the extraction potential 𝑉𝐼𝑉 is 
𝑁𝑒𝑥𝑖𝑡

𝑁𝐼𝑉
≈  3 × 10−5 . 

 

Figure 3.48: Left panel top and bottom are the particles trajectories in the [X, Y] and [X, Z] 

planes. Right panel displays the penetration of the electric potential through the IV exit grid in 

the case of a real grid. The IL 1st electrode is grounded while the IV is at +2V. The redlines 

shows the equipotential lines and their corresponding values. 

We then simulated the trajectories of ions with an extraction potential 𝑉𝐼𝑉 = 2𝑉 and the IL 

electrodes grounded. According to the simulation, the transmission is equal to 0.122%, similar 

to the ideal case presented in the last section. As we look at the initial energy distribution (Fig. 

3.49), the peak energy is almost 0 eV. However, we would expect to find an average energy of 

0.012 eV (energy corresponding to 275 m/s for 𝑂2). This difference can be explained when we 

look at the phase space (𝑣𝑦 = 𝑓(𝑣𝑥) 𝑎𝑛𝑑 𝑣𝑧 = 𝑓(𝑣𝑥)). 
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Figure 3.49: Initial particles energy distribution that reached the IL exit with an angular 

dispersion within ±3°. 

In fact, when we plot these two distributions. We observe a population of particles with negative 

velocities and small amplitudes along the 3 axes. This velocity distribution convoluted with the 

effect of the potential bubble contribute to shifting the main peak of the distribution towards 0 

eV. 

Once they reach the exit of the IL, particles exhibit an energy dispersion as shown in Fig. 3.50 

below. 

 

Figure 3.50: Particles energy distribution at the IL exit for 𝑉𝐼𝑉 = +2V and the IL at 0V. 

When the IV and the IL are at potentials of +2V and +0V respectively, the potential difference 

experienced by the particles corresponds to 2.0V, which iss to the energy peak in Fig. 3.50. 

However, a long tail can be seen towards the highest energies. This corresponds to the thermal 

velocities, similarly as the ideal case presented before. There is also a tail to the left of the peak, 
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towards the lowest energies. This part of the histogram is due to the potential bubble induced 

by the grid separating the IV from the IL. As this grid is not ideal, it allows the potential 

generated between the IL and the IV to penetrate slightly into the ionisation volume. Thus, the 

particles generated closer to the grid experience a potential difference slightly lower than 2V 

(equipotential lines shown in Fig. 3.47).  

In addition, it is possible to compare the dispersion obtained by SIMION with the theoretical 

dispersion obtained if there were no penetration of a potential bubble inside the IV. The 

theoretical dispersion thus corresponds to the initial dispersion shown in Fig. 3.49, shifted by 

2eV (see Fig. 3.51). This corresponds to the theoretical potential difference between the IV and 

the output of the IL. 

 

Figure 3.51: Comparison of the energy distribution at the IL exit (red) and at the initial 

positions (blue) in the case where the IV exit grid is a real grid. To compare the two 

distributions, the red distribution has been shifted by 2 eV, corresponding to the acceleration 

potential seen by the particles when they exit the IV. 

 Application to different IV geometries 

Here we propose to estimate any differences in the final dispersion of the particle’s energy 

distribution according to 3 different geometries: 

• A geometry where the grids are placed inside the IV (case studied in the last section): 

CASE 1 

• A geometry where the grids are placed outside the IV: CASE 2  

• A geometry where the VI is extended along the x axis with the grids placed outside: 

CASE 3  

Fig. 3.52 illustrates the 3 different geometries as well as few equipotential lines penetrating the 

IV, which gives a qualitative insight of the extend of the potential bubble for every geometry. 
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Figure 3.52: Structure of the equipotential lines for different IV geometries. Top panel displays 

case 1 (left) and case 2 (right). Bottom panel shows the equipotential lines for an extended 

ionization volume (case 3). 

To compare the different geometries, we keep the same initial conditions as detailed in Section 

4.3.2.  As we shall see in Fig. 3.53, this slight geometry differences do not induce any change 

of the energy distribution for both cases. This was expected since the extent of the potential 

bubble remains identical for every case, as displayed in Fig. 3.52. 

 

Figure 3.53: Comparison of the energy distribution at the IL exit for the 3 IV geometries. Blue 

corresponds to case 1, red to case 2 and green is case 3, as defined in Fig. 3.52. 
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If we now look at the transmission for each case, we find values of 0.122%, 0.06% and 0.05% 

for respectively cases 1, 2 and 3. Although the transmission looks two times higher when the 

grids are placed inside the IV, it remains of the same order of magnitude, which does not imply 

significant differences. To refine these observations, it's worth considering the geometrical 

volume formed by the IV. For cases 1 and 2, the ionisation volume is 1521 mm3. For case 3, 

the geometrical volume is 2106 mm3. For cases 1 and 2 we therefore obtain a ‘density’ of 1315 

ions/mm3. For case 3, the density is 950 ions/mm3. Thus, the simulated particle density is 1.4 

higher for case 1 & 2. By correcting this bias, we can thus estimate the transmission at 

equivalent density, which is 0.07% for case 3. We chose to use case 3 for our mechanical model. 

The reason is that during experiments achieved with an older version of the ion source (build 

and tested before the beginning of the thesis), we observed that a fraction of the primary 

electrons emitted from the CNT array was able to exit the ionization volume towards the Ion 

Lens (Steichen, 2019). By extending the IV along its X-axis, it should reduce this number by 

providing a better confinement of the primary electrons within the IV. As it is described in the 

publication in section 4.6, primary electrons were however still able to reach the IL exit. 

4.4. Ion source mechanical assembly  

 Electron source 

For our application, we used CNT developed by NAWA Technologies on Si substrate 0.5 

mm thick covered by a layer of 8 to 15 nm of Al on which multiwall carbon nano-tubes 

(MWCNT) have been synthetized at 600°C with a hot-filament chemical vapor deposition 

(HFCVD) process. The cathode used for our application is a 15 x 15 mm² surface covered by 

vertical CNTs of 200 µm height. The Si substrate is placed on an aluminium support which is 

1mm thick and allows polarisation of the CNT array. Around the CNT array is then placed a 

set of spacers made of stainless steel and with a thickness slightly higher than the CNT’s height. 

These spacers compensate for the gap between the substrate and the top of the CNT, therefore 

preventing the CNTs from being crushed. Over the spacers another stainless-steel foil is placed 

which is 50µm thick with a 10mm hole at its centre. The latter masks the outer part of the CNT 

array and prevents from edge effects. The distance between the stainless-steel foil and the grid 

G1 is insured thanks to a Kapton insulator of 230µm, which creates a total distance between 

the CNT array and G1 of ~300µm.  G1 is a 0.5 mm thick titanium plate with a 12 mm bevelled 

hole at its center. The bevel reduces the lateral surface seen by the electrons and therefore 

reduces the probability of electrons bouncing off the wall. One side of the Ti plate is covered 

by a 15 µm Cu + 2 µm Au layers allowing to braze a grid on the Ti plate. We choose to use 

titanium for G1’s support due to its low thermal expansion coefficient. Hence, during the 

brazing process, the Ti plate does not undergo much deformation compare to grid wires. When 

the assembly cools down, the grid will thus be uniformly tensioned insuring a good planarity 

of the grid and resistance to the strong E-field between G1 and the CNT array. A picture of G1 

after the brazing process is displayed in Fig. 3.54.  
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Figure 3.54: Photograph of G1's titanium support and grid. Left panel is the bottom side of 

the part where we can see the grid brazed on the support as well as the Au coating. Right 

panel is the top view where we can see the bevelled hole.   

Finally, the rest of the assembly is made of a 5mm thick Cirlex insulator which separates G1 

from a second Grid (Anode). In this case, the grid is electrically soldered between two 100µm 

stainless steel foils. The electron source assembly is displayed in Fig. 3.55. 

 

Figure 3.55: Left panel: Mechanical assembly of the electron source. Right panel: 

Photograph of the CNT substrate mounted on its support. 

 The electron lens 

The electron lens EL sits above the electron source and is separated from the Anode grid 

thanks to a 0.5 mm thick Cirlex insulator. As detailed in Fig. 3.56, each electrode consists of a 

stack made of 2 types of alternating stainless-steel foils. The first type of foil is 100µm thick 

and has a 14mm hole in its centre. The second type is 200µm thick and its hole has a diameter 

of 16mm. Alternating between these two types of foil allows to reduce the lateral area of the 

electrode and prevents the electron emitted from the CNT array to be reflected by trapping them 

in this ‘comb shape’. The total thickness for one electrode (which is 6x0.1mm foil and 5x0.2 

mm foil) is 1.6mm. Finally, each electrode is separated from the next one by a 1mm insulator.   



 

 

106 

 

 

Figure 3.56: Top left panel is a top view of the electron lens mechanical assembly. Right panel 

is a 3D view of the assembly and the bottom panel is the longitudinal A-A cut  

 Ionization volume 

The ionization volume IV is a cuboid with dimensions 21mm along the axis of sight of 

INEA, 10mm along the electron beam main axis and 14mm for the last axis. The entrance and 

exit apertures are 5mm x 5mm square while the electron beam apertures located on the top and 

bottom faces of the ionization volume are 9x9 mm² squares. As we shall see in Fig. 3.57 the top 

and bottom apertures are not centred on their respective face. We choose to shift those apertures 

towards the IV entrance in order to minimize the quantity of primary electrons that can reach 

the rest of the instrument towards the Ion Lens IL (case 3 in Section 4.3.5).  Above the IV sits 

the electron collector separated by a gap of 0.5mm. The ionization volume is screwed to a 

2.3mm flange that is itself part of the stack assembly. This flange is also the attachment point 

for the IL. All the ionization volume’s apertures are covered with grids. The bottom one is a 

spare Anode grid (i.e. a grid electrically soldered between two stainless steel foils) while the 

three other grids are electrically soldered directly on the IV walls. The IV is separated from the 

electron lens by a 0.5mm insulator. 
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Figure 3.57: Left panel is a photograph of the ionisation volume. Right panel is a mechanical 

drawing of a longitudinal cut. 

 The Ion Lens 

The Ion Lens is the extraction optics located after the IV. The distance between the IV exit 

grid and the first IL electrode is 1.3mm. The IL is composed of an insulator casing which hosts 

6 electrodes. Similarly, as the EL, each electrode of the IL is formed with a stack of alternating 

stainless-steel foils. In this case, we want to avoid the extracted ions to bounce off the walls of 

the electrodes. The stack for a single electrode is composed of five 100µm and four 250µm 

stainless steel foils. The total length for a single electrode is therefore 1.5mm. The distance 

between the electrodes is 0.5mm and is insured thanks to vespel insulators. The overall 

longitudinal shape of the IL is that of a funnel, which focusses the ion beam towards the exit of 

the IL. In the transverse plane, the electrodes are rectangular. The Ion Lens casing also provides 

attachment points which allows to mount the entire Ion Source to the Energy Analyser. 
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Figure 3.58:Top left panel: front view of the IL mechanical assembly displaying the IL 

electrodes geometry. Right panel is a photograph of the ionization volume and the IL while 

assembled. Bottom panel: cross section of the IL. 

4.5. Associated electronics  

 Control of electrodes potential 

The negative voltages used for the polarisation of the CNT, EL2 and the Ion collector 

(which is only used to characterize the Ion current at the exit of the ion lens, see Section 4.6) 

are achieved thanks to 2 elements: programmable high voltages DC-DC converters (CA05-N, 

XP Power), and a 16 Bits 4 channels Digital-to Analog converter (NI-9263, National 

Instruments). The CA05-N is a programmable DC-DC converter able to generate a voltage up 

to -500V. The output voltage can be tuned thanks to an external command that is between 0 and 

2.048V. Thus, the DC-DC converter is controlled using the NI-9263 which in turn 

communicates with a control PC. The transfer function of the converter is defined as:  

𝑉𝑜𝑢𝑡 = 
−500

2.048
𝑉𝑝𝑟𝑔𝑚 3.4.7 

Where 𝑉𝑝𝑟𝑔𝑚 is the command voltage coming from the DAC. As the NI-9263 can generate 4 

independent voltages, we can control simultaneously the 3 required medium voltages for the 

CNT, EL2 and the collector. The transmission chain for the 3 negative voltages is shown 

schematically in Figure 3.59. 
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Figure 3.59: Communication chain for the control of the ion source medium voltages 

On the other hand, the generation of positive voltages was achieved thanks to the AD5535B 

from Analog Devices. The AD5535B is a dense 32-channel, 14-bit DAC with a high-voltage 

output amplifier. The output voltage range is selectable either in the range 0 V to 50 V or 0 V 

to 200 V. Each amplifier is independent and can deliver up to 550 μA. The AD5535B 

communicates with an Arduino Mega via an SPI interface. The Arduino itself communicates 

with the control PC via a serial communication. We chose to use the evaluation board of the 

AD5535B as it provides a good circuitry for the operation of the DAC. The complete 

transmission chain is displayed in Fig. 3.60. 

 

Figure 3.60: Communication chain for the control of the ion source low voltages 

We also used a Keithley picoammeter 6487 as a voltage generator thanks to its internal high 

precision power supply that can be remotely controlled via SCPI commands. 
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 Measurement devices 

Originally, only three instruments were available to measure the currents from various 

electrodes of the ion source. For measuring currents ≥ 0.5µA: two digital multimeters (ref: 

GWINSTEK GDM-8342) with a resolution of 2% over the 500µA range, which corresponds 

to their most sensitive range and for measuring low currents < 0.5µA: a pico-ammeter (ref: 

Keithley Picoammeter/Voltage source model 6487) capable of measuring currents between 20 

fA and 20 mA. These 3 instruments were not sufficient to measure simultaneously the currents 

on all the electrodes of the assembly. Thus, we decided to work with the company ALCIOM to 

design a device for measuring the current in the various elements of the assembly. In the context 

of our experiments, the main constraints are as follows: 

o High common mode voltage (+/-350V DC) 

o Current measurements over ranges of +-120µA and +-10µA 

o Acquisition of currents every second 

o Data needs to be registered in a control PC 

The solution adopted by ALCIOM is made of three sub-assembly: 

1- current measurement cards comprising: 

• A transimpedance stage to convert the current to be measured into voltage. Each channel 

is fitted with a low-pass filter via a feedback capacitor that stabilise the measurement as 

much as possible, and a precision resistor (0.1%). (Ref OpAmp: LTC2064HMS8#PBF, 

Analog Devices) 

• An analog-to-digital converter that allows to convert the analog voltage output of the 

transimpedance stage into a digital signal. 

• A dedicated component that allows to transmit the numerical information over the 

isolation barrier between common mode voltage and the ground (MAX14850AEE+T, 

Analog Devices)  

• Required auxiliary components (quartz, 5V to 3V3 power supply, Vcc/2 reference, SPI 

+ power supply and filter connector, electrode pads, etc.) 

The electronic circuit of the measurement cards is shown in Fig .3.61. The different stages are 

highlighted in red boxes.  



 

 

111 

 

 

Figure 3.61: electronic circuit of the ion source measurement cards. 
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2- A hub card with space for 4 dual-channel measurement cards (3 channel with 100µA 

gauges and 5 with 5 µA gauges). The latter also accommodate a SUB-D25 connector that 

allows connection with the vacuum chamber flange. The wiring of the hub card is 

illustrated in Figure 3.62, together with a photograph showing the assembly of the 

measurement cards on the hub board. 

 

 

Figure 3.62: Left panel:  Connection of the hub card. Right panel: photograph of the 

measurement cards assembled together with the hub card. 

3- A standard evaluation board STM32f0-discovery, associated with specific software 

developed by ALCIOM ensuring the periodic reading of the values and its transmission on 

an USB interface in text and CDC profile format (raw ADC value). The wiring of the 

STM32 card is displayed in Fig. 3.63. 

 

 

Figure 3.63: Connection between the hub card and the STM32 

The measurement sequence consists of taking a burst of 10 successive measurements and 

calculate the corresponding average value, which takes about 40ms. This sequence is 

reproduced successively over the 8 channels. The obtained values are finally sent to the 

computer over the USB bus every second in form of ADC values. Fig.3.64 shows an 

example of data received by the computer. 
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Figure 3.64: example of values returned by the measurement device. 

As the data received by the computer are in the form of ADC values, a calibration of each 

measurement channel had to be performed. Calibration were performed outside the vacuum 

chamber and with the following setup: A 1 𝑀Ω resistor is connected in series with the power 

supply of the Keithley Picoammeter which allows to generate a positive or negative voltage in 

the desired range (± 10µ𝐴 𝑜𝑟 ±  100 µ𝐴). We also connect the measurement input of the 

Keithley picoammeter in series with the resistor which allows to measure with high precision 

the current injected in the measurement channel. A schematic of the calibration setup is shown 

in Fig. 3.65 below. 

 

Figure 3.65: Electrical scheme of the setup used to calibrate the measurement cards 

The calibration sequence consists, as illustrated in Fig 3.66, in a sweep of current over the entire 

channel range. A measurement of the ADC value and the current across the resistor is achieved 

every second. Then, every 30 seconds the voltage across the resistor is incremented by 2V (20V 

for 100µA gauge) which correspond to an increment of ~2µA (~20µA for 100µA gauge). For 

every step, the mean value and standard deviation is calculated and thus gives a calibration 

curve as the one shown in Fig 3.66, right panel. The calibration curve is obtained with a mean 

square fit giving the transfer function between the ADC values and the measured current. 
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Figure 3.66: Left panel: example of a measurement sequence achieved to calibrate the 

measurement cards. Right panel is the resulting calibration curve. 

4.6. Characteristics of the Ion source  

Experiments carried to characterize of the ion source lead to the submission of an article. 

The latter describes the final ion source assembly as well as the experimental set-up we used. 

The article describes experimental results regarding INEA’s ion source. The article was 

submitted to the journal Review of Scientific Instruments in October 2023 and published in 

February 2024.  
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5. INEA final assembly  

5.1. Numerical End-to-End model  

 Description of the model  

We used SIMION to model the electrostatic fields through INEA and the ray tracing of the 

ions inside the instrument. Due to the overall volume of INEA it was not possible to build a 

global model of the entire instrument, and individual parts were modelled independently with 

convenient boundary conditions between adjacent ones. Thus, the instrument is split into 4 parts 

that features the main elements of the instrument: the electron source and electron lens, the 

ionization volume and ion lens, the energy analyzer (which also includes the angular filter) and 

the detector. Figure 3.67 shows 3D views of the different simulation box used to construct the 

numerical model. 

 

Figure 3.67: The four ion optical elements used for the numerical end to end model (a) is the 

electron emitter and electron lens. (b) is the ionisation volume and ion lens. (c) is the Energy 

analyser and filter. (d) is the detector assembly. 

To reconstruct with high accuracy, the electric field within the different simulations and 

ultimately the trajectories of the particles throughout the instrument, the boundary layers of the 

simulation boxes had to be carefully defined. As already discussed, electrostatic grids do not 

behave as perfect electrostatic shields. The potential applied to G1 will therefore leak through 

the anode grid and disturb the electron lens. Therefore, the electron source and lens had to be 

included in a single simulation box to simulate the interaction of the CNT as well as the grid of 

G1 with the electron lens. A convenient interface to separate the electron source (including the 

(a) 
(b) 

(c) 

(d) 
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emitter and the EL) and the ionisation volume is the grid that separates the lower part of the IV 

from the electron lens. The blue rectangle in Figure 3.68 marks the electron source boundary. 

Similarly, as discussed in Section 4.3, when a potential is applied to the ionisation volume, a 

potential bubble is created within it due to the grounded IL electrodes. The reverse is also true. 

When simulating in flight operations, the ionisation volume is grounded but the IL electrodes 

can be biased and a bubble is created within the ionisation volume. The IL and IV are thus 

simulated in the same numerical array.  

The interface between the ion lens and the EA interface at the coincidence plane between the 

last IL electrode and the angle filter (red rectangle in Figure 3.68). As these two electrodes are 

electrically connected, they are at the same potential and therefore no electric field exists here. 

Furthermore, the simulation box of the energy analyser must include the angular filter to 

reconstruct the electrostatic defects due to the entrance window of the baseplate and the 

resulting electric potential leakage. On the exit window side, the simulated geometry is a plain 

electrode. The effect of the grid and the potentials of the detector are included in the detector 

box.  

Finally, the detector simulation box contains the geometry of the EA exit grid and the detector 

assembly. The EA exit grid had to be included in this simulation box to accurately reconstruct 

the electric field induced by 𝐺𝑟𝑒𝑝𝑒𝑙 between the EA baseplate and the detector entrance. In 

addition, to fully integrate all the effects of the detector potential, this simulation box also 

includes a virtual electrode that mimics the equipotential line created by the 1st guard plate 

above the baseplate. This design of the simulation box allows to take into account the potential 

interaction between the detector and the EA exit grid. This virtual electrode exists only 

numerically and serves as a well-defined boundary between the EA and detector simulation 

boxes (see green box in Figure 3.68). 

Another important aspect is the prioritisation of the boxes when they overlap. When 

assembling several simulation boxes in SIMION, it is possible to apply a priority order. The 

priorities define which electric field the particle is exposed to when two boxes overlap. For 

example, the detector and EA simulation boxes overlap, so when calculating the trajectory of 

the particles, the software first uses the electric field generated by the EA electrode until it 

reaches the overlapping area, where, as shown in Fig. 3.68, the priority is given to the detector 

box and the software uses its calculated electric field. The same method is used in the IL, where 

the EA and IV/IL boxes overlap. Thus, the particles only see the electric field in the EA when 

they leave the ion lens. 
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Figure 3.68: cross sectional view (in the plane of symmetry) of INEA end-to-end model the 

coloured rectangles highlight the limit of each simulation box. The labels Lv:1 to Lv: 4 gives 

the priority order. 

 Operation of the model  

To operate the model, the user first defines the global simulation parameters in a .txt file, 

where the following parameters can be defined: the type of particles to fly, the number of 

particles to simulate, their species, the neutral gas density, the gas temperature and the 

background neutral velocities along the X, Y and Z axis. Three simulation types can be 

performed including their own features. They are described in the following. 

Electrons simulation type: When operating the model in this mode, electrons are realeased 

at the CNT. In reality, a strong electric field is generated at the tip of a carbon nanotube due to 

its high curvature radius, thus the electrons gain much of their energy at the vicinity of the latter 

and therefore their velocity vector is almost aligned with the electric field at the tip of the 

nanotube. In the model, electrons are created along a planar equipotential between the top of 

the CNT array and G1 with an angular cone distribution with 45° half angle (arbitrarily chosen 

due to the lack of information about the nanotube orientation distribution) and with an initial 

energy equals to the CNT potential plus the value of the equipotential line along which they are 

created. 

The electrons trajectories are then determined according to the electric field calculated by 

SIMION in the simulation box. Once the particles reach the second simulation box (i.e. the 

ionisation volume). An electron – neutral hard sphere collision module becomes active. This 

module allows to simulate the ionisation of the neutral particles by electron bombardment. 

Figure 3.69 shows an example of trajectories of electrons (black lines) and ions (green lines) 

with the ionisation module. 
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Figure 3.69: Example of trajectories of electrons (black) and ions (green) calculated by 

SIMION and using the electron – neutral hard sphere collision module. 

At each time step, during the electron trajectory calculation, the module computes the electron 

mean free path defined as: 

𝑙 ̅ =
1

𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 × 𝜎(𝐸)
 3.5.1 

Where 𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 is the neutral density and 𝜎(𝐸) is the collision cross section which depends on 

the electron energy. 𝑙 ̅ is calculated to limit the next time step (if necessary), as the length 

travelled during a single step should be a fraction of the mean free path. The next time step is 

then 

𝑡𝑡𝑠𝑡𝑒𝑝 =
𝑙 ̅

𝑣𝑒 × #𝑠𝑡𝑒𝑝 𝑀𝐹𝑃
 3.5.2 

With 𝑣𝑒 the electron velocity and #𝑠𝑡𝑒𝑝 𝑀𝐹𝑃 the number of time step neeeded to travel one 

mean free path. This value is adjustable but a good empirical estimation is between 10 – 15 

which sits as a good compromise between calculation time and accuracy.  

To determine if the electron ionize a particle or not, the ionisation probability p is computed 

with the following equation:  

𝑝 = 1 − exp (𝑣𝑒 ×
𝑡𝑠𝑡𝑒𝑝

𝑙 ̅
) 3.5.3 

A random number r is then generated. If 𝑟 > 𝑝  an ion is created with the conditions defined in 

the parameters.txt (i.e. background velocity, temperature) and at the current electron’s position. 

Otherwise, the code continues to the next time step.  

This mode has not been used consequently for modelling the operation of INEA due to its 

computationally intensive requirements. To achieve a sufficient number of ions reaching the 
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detector, the number of electrons created needs to in the order of several tens of millions of 

particles to generate enough ions. 

The second developed mode is the Ions simulation type.  In this mode, the electron source 

simulation box is not used. Ions are directly created in the ionisation volume according to 

background velocity, species and temperature defined in the paramters.txt file. The density no 

longer needs to be defined as it is only involved for the computation of the ionisation module. 

The initial positions of the ions are defined using two gaussians along the x and z axis. These 

gaussians simulate a circular electron beam in the [X, Z] plane. The mean values of each 

gaussian is set at the centre of the IV bottom entrance (i.e. the entrance aperture for the 

electrons) and the standard deviation can be tuned in order to reproduce different divergence 

coefficient of the electron beam. A typical value of the standard deviation used is 1.5mm 

(approaching the size of the electron beam in the electron simulation mode). In the Y direction, 

ion positions are determined following a uniform random distribution. Both distributions are 

illustrated in Fig. 3.70. 

 

Figure 3.70: Distribution of ions initial positions in the [𝑋𝐼𝑁𝐸𝐴, 𝑌𝐼𝑁𝐸𝐴] (blue) and 

[𝑋𝐼𝑁𝐸𝐴, 𝑍𝐼𝑁𝐸𝐴] (red) planes when operating the model  in Ions simulation type. 

Finally, the Ions_from_slit simulation type is the last possible operating mode. Ions are 

created at the Energy Analyzer source slit. In this mode, the ions are no longer determined 

with their velocities and temperature but with their kinetic energy and angular distributions. 

Their initial positions are distributed uniformly all across the EA source slit. 

In the three modes of operation, test planes are placed at different location across the instrument. 

These plans serve as trigger to register the particle state when it is crossed. The information 

registered are the ion number, its velocity along the 3 spatial axes, its Time-of-flight and 

position. Three test planes were defined. The 1st one is at the IL exit. It is mostly used to 

determine the number of particles that exit the ion source. It is also used to reset the time of 

flight of the ion. The second test plane sits along the theoretical focal plane and finally, the last 

one is at the MCP entrance face. The time of flight measurement is thus determined as the 

elapsed between the IL exit plane and the MCP plane. Each plane is illustrated in Fig 3.71.  
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Figure 3.71: Position of the end-to-end model test planes 

At the end of each run, the data are registered in a folder including 6 different .txt files. One file 

‘PosInit.txt’ gathers the initial conditions of the particles. 3 files registered the particles state at 

the IL, MCP and Focal plane test planes and a last file registers the whole ion trajectories. To 

reduce the amount of produced data, only the information of the particles that reaches the MCP 

test plane are saved. Finally, a last .txt file is created summarising the parameters used for the 

simulation  

 Performances according to the numerical model  

Prior to start initial measurements with INEA’s mechanical prototype, our main task has 

been to estimate the expected performances of the instrument. The development of an end-to-

end numerical model. The results of this model were used to write an article that is submitted. 

The article details the modelling of the various components of the instrument and then gives an 

estimate of the expected performance in terms of energy, mass, temperature and velocity. 

 



 

 

128 

 



 

 

129 

 



 

 

130 

 



 

 

131 

 



 

 

132 

 



 

 

133 

 



 

 

134 

 



 

 

135 

 



 

 

136 

 



 

 

137 

 



 

 

138 

 



 

 

139 

 



 

 

140 

 



 

 

141 

 



 

 

142 

 



 

 

143 

 



 

 

144 

 



 

 

145 

 



 

 

146 

 



 

 

147 

 



 

 

148 

 



 

 

149 

 

 

  



 

 

150 

 

5.2. Laboratory model of INEA 

Based on the numerical model and experiments described in the previous sections, a 

complete mechanical prototype has been assembled to validate INEA's operating principle in 

the laboratory. A cross sectional view in the plane of symmetry of the instrument is displayed 

in Fig. 3.71a while a photograph of the instrument assembled is shown in Fig. 3.72b. 
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Figure 3.72: (a) cross sectional view cut of INEA final assembly. (b) Photograph of INEA 

mounted on its stand. 

To date, experiments on the prototype are currently being carried out. However, no usable 

data are yet available. Experiments that will be carried until the end of the PhD are expected to 

bring data to present at the defence. 
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SUMMARY 

This chapter starts with an introduction summarizing the scientific and technical 

challenged about measurements of low energy neutral atoms in very low dense environment.  

To answer these questions, INEA relies on a new type of concept which associates a carbon 

nanotube cold cathode electron emitter and an energy spectrograph able to instantaneously 

measure the energy distribution of the neutral particles. 

In the 2nd section, we started by detailing the theoretical operation of the parallel plate 

energy analyser which is the core of INEA. From this theoretical model, a laboratory 

mechanical version of the energy analyser has been built and assembled, including the 

associated electronics that control the energy analyser’s electrode voltages. The dimension of 

the analyser was obtained using the theoretical equations of Green and Proca (1970) so that the 

total dimensions of the analyser stays within reasonable size for space applications.  

Afterwards, a numerical model of the analyser has been developed including the electrostatic 

defects due to the mechanical constraints. The model could estimate the ‘ideal’ performances 

of our prototype and the effect of the angular distribution in the different planes. 

The 3rd section, detailed the operation of INEA’s detector and the issues to overcome 

associated to the efficiency of the MCP assembly when dealing with low energy ions. To obtain 

a sufficient detection efficiency, the ions must be accelerated before they impact the front face 

of the MCP. Thus, a negative potential of the order of few hundreds of volts must be applied. 

Such potential ultimately disturbs the supposed field free region between the energy analyser 

base plate and the detector entrance leading to a decreased focusing power on the focal plane. 

A numerical model of the EA and detector subassembly has been developed in order to optimize 

the detector’s grid geometry. The goal is to reduce the inevitable leaking electric potential in 

the field free region. The model suggests that using a relatively thick grid (~50% transparency) 

must be placed at the detector entrance, the electric potential at the MCP entrance will be 

sufficiently shielded. Furthermore, the small-scale structure of the electric field inside the 

detector also disturbs the particle trajectories and widen the impact distribution.  

Following the numerical modelling, a detector prototype has been built. To detect the particles 

impact position, a pixelized collector is used with its associated electronics. In the nominal 

operation of the detector, the pixels’ output are linked to an ASIC which was initially designed 

by the Laboratoire de Physique des Plasmas (LPP). The ASIC allows to detect input pulses 

from each pixel independently and simultaneously. The ASIC then converts the detected pulses 

into numerical outputs that are finally read using a dedicated DPU.  

As the detector with ASIC underwent a long development time, a simpler detector was designed 

quickly. It only includes a charge sensitive amplifier (CSA) which converts the charge pulse 

originating from the MCP into readable voltage pulses. The CSA can be plugged at the output 

of the desired pixel.  
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In the 4th section, we started by a set of simulations. The simulation, highlighted the effect 

of the extracting grid on the electric field and electron emission at the top of the CNT array. 

The results of these simulation detailed the importance of the grid geometry to obtain a 

homogenous field emission.  

Furthermore, simulations on the ionisation volume and ion lens assembly showed that during 

laboratory operations of INEA, it is possible to extract ions from the volume thanks to their 

thermal velocity and the effect of potential bubble at the vicinity of the exit grid. Thanks, to the 

previous simulations, a mechanical model of the ion source has been built and tested. A 

dedicated measurement electronics has been designed and implemented on the experimental 

setp-up to carry experiments in the best possible conditions. The tests achieved on the ion source 

allow us to estimate a sensitivity of 1.6 × 10−4 𝑐𝑜𝑢𝑛𝑡/𝑠/𝑐𝑚−3. Using SIMION, this value 

could be interpolated to an in-flight sensitivity of 1.1 × 10−3 𝑐𝑜𝑢𝑛𝑡/𝑠/𝑐𝑚−3. 

The last section explains the numerical end-to-end model, how it was constructed and the 

module developed in order to simulate different operations. The numerical model of INEA 

allows to confirm the targeted performances of INEA: a resolution in energy better than 0.1 eV, 

a resolution in mass of ~22 associated to a temperature and ram velocity measurement 

capability with resolutions better than 50K and 20 m/s respectively.  

At the same time, INEA’s prototype has been assembled and put into its vacuum chamber. First 

tests where achieved but no usable data has been recorded before the submission of this 

manuscript.  
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CONCLUSION 
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During my thesis I had the opportunity to work on a new generation of energy analysers: 

The Ion and Neutral Energy Analyser (INEA). This instrument is designed to measure the 

energy structure and mass distributions of particles in the upper planetary atmospheres of 

planetary objects of the Solar System. It is an original instrument which goal is to achieve 

measurements not accessible today with the existing instrumentation of space research. On one 

hand, INEA should enable in situ measurements in the planetary exospheres, providing crucial 

information on the surface and atmospheric erosion mechanisms acting in the Solar System. On 

the other hand, with its ability to measure wind, temperature and mass, the instrument is also 

suitable for studying thermospheres and ionospheres. Such measurements provide key 

information about the interplay between the Sun and the atmospheres or surfaces of celestial 

bodies. 

The electrostatic parts of INEA were defined from a numerical model using SIMION®. The 

innovative concept of this optic consists in the use of an energy analyser capable of 

instantaneously imaging the energy spectrum of the particles entering the instrument. In 

addition, a time-of-flight mass analysis is performed between the end of the ion source optics 

(the ion lens) and the impact on the detector, allowing the mass to be determined simultaneously 

with its energy. The numerical End-to-End model gives results with a resolution in mass ~22 

and in energy better than 0.1 eV as well as a resolution in temperature and velocity better than 

50K and 20 m/s respectively. 

The development of the ion source based on the concept of electron extraction by field effect 

on carbon nanotubes has been carried out. The principle of extracting electrons between a 

carbon nanotube tip and a grid can be used to define an ion source with low power consumption, 

while avoiding the space charge effect thanks to the large emitting area. The work on the ion 

source initially focused on numerical simulations, which helped to design a prototype of the 

source. Following the numerical simulations, the mechanical model of the ion source was 

fabricated, assembled and tested. The results of the experimental tests have led to the 

submission of a publication outlining the main features and performance of the ion source. 

Further progresses on the ion source could be reached by better understanding what controls 

the angular dispersion of the electrons emitted from the CNT. A better characterisation (by 

simulation or experiment) of the spatial and angular distribution of the primary electrons at the 

exit of the electron source assembly could lead to an improved design of the electrostatic lens 

placed between the electron emitter and the ionisation volume. Such an improvement could 

maximise the flux of electrons reaching the ionisation volume, with consequences for the 

ionisation rate, and ultimately improve the sensitivity of the source. Another important 

improvement of the ion source lies in the design of the ion lens. During this thesis the 

optimisation of this optic has been put aside and a consistent work of simulation and testing is 

still to be achieved. Improvements in the ion lens optics could greatly enhance the performance 

of the ion source, especially its sensitivity. 

In addition to the work on the ion source, a design of an imaging detector was carried out. 

Numerical modelling was used to determine the geometry of the detector so as to minimise the 

effect of the necessary polarisation of the MCP front face. Moreover, the electronics, consisting 

of a pixelized detector linked to an ASIC, were developed. This design represents the nominal 

version of the INEA detector. The advantage of this type of detector lies in its relatively simple 

electronic design. Since each pixel is independent, the electronics required to register the counts 
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of the incoming particles do not need to be fast. Other electronic architectures of the detector 

will be discussed. For example, the use of delay lines and associated electronics rather than a 

set of pixels is another viable option. Such a technology would allow to simultaneously measure 

the time of flight and the impact position along the detector axis with the same electronics. 

Finally, a complete prototype of INEA, including the ion source, energy analyser, detector 

and all the associated electronics, has been assembled. This prototype is currently being tested 

and we hope to have the first experimental results by the end of 2023 or beginning 2024.  

Thanks to the work carried out during this thesis, it has been able to propose INEA in a 

space mission dedicated to multi-point measurements of the Martian thermosphere and 

ionosphere. The Mars - Magnetosphere Atmosphere Ionosphere and Space Weather Science 

(M - MATISSE) mission (Fig. A), currently proposed to the European Space Agency in the M7 

call for projects, will provide, for the first time, continuous and simultaneous observations of 

the Martian system. Two orbiters, one mainly in the magnetosphere and the other mainly in the 

solar wind, will provide simultaneous coverage of the upper and lower ionosphere and of the 

neutral atmosphere with INEA (Fig. A). Our instrument is proposed in the context of M-

MATISSE as a suite of three instruments, including an electron analyser and a solar particle 

detector, sharing a common DPU. the ESA recently selected the mission for a phase A study 

up to mid-2026. This is an important milestone in the development of the instrument, as it would 

significantly increase the maturity of INEA.  

 

Figure A: The Henri fathership and Marguerite daughtership of the M-MATISSE mission. 

In addition to the M-MATISSE mission, progress on the electron emitter has made it 

possible to propose a satellite potential control system for a Japanese microsatellite, PRELUDE 

SAT. Shizuako - Ken University and Nihon University are building a 6U CubeSat to 

characterise disturbances in the ionospheric electric field, potential precursors to earthquakes. 

Due to the small total area of the spacecraft, the collection of ions from the environment is 

much less efficient than the collection of electrons during instrument operation. As a result, the 

spacecraft potential would be driven to large and variable negative values. The solution we have 

proposed is to ensure the global balance of the spacecraft by emitting an electron current into 

space to compensate the one collected by the electric field instrument. This device, called the 

Prelude Sat Electron Emitter (PSEE), relies on the use of carbon nanotube field emission 

cathode, similar to the INEA ion source. PSEE is an improved version of the prototyped 
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electron emitter used in this thesis. It consists of a circular CNT array and two grids, which 

allow electron extraction and potential shielding respectively. At the end of my thesis I had the 

opportunity to work on the design and first experiments on the system (Fig. B). 

 

Figure B: Engineering model of PSEE 

With the launch of the PRELUDE SAT scheduled for mid-2025, this will be the first 

opportunity to qualify, in flight, the electron emitter developed at LATMOS. This first 

operation, under space conditions, will provide subsequent key information about the behaviour 

of the carbon nanotubes in this environment. Furthermore, PSEE sits as an excellent basis for 

the future improvements of INEA’s ion source.  
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