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L’INSA Lyon a mis en place une procédure de contrôle systématique via un outil de 
détection de similitudes (logiciel Compilatio). Après le dépôt du manuscrit de thèse, 
celui-ci est analysé par l’outil. Pour tout taux de similarité supérieur à 10%, le manuscrit 
est vérifié par l’équipe de FEDORA. Il s’agit notamment d’exclure les auto-citations, à 
condition qu’elles soient correctement référencées avec citation expresse dans le 
manuscrit. 
 
 
 
 
 
 
 
Par ce document, il est attesté que ce manuscrit, dans la forme communiquée par la 
personne doctorante à l’INSA Lyon, satisfait aux exigences de l’Etablissement concernant 
le taux maximal de similitude admissible. 
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l’informatique : Guy. Toute valeur numérique présente dans ce manuscrit n’existe que grâce à ta capacité
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comprends ma situation, tu canalises mes émotions, et surtout, tu sais me faire prendre du recul. Grâce
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naturelles, fondamentales, humaines et sociales. Sans sciences, je n’aurais pas pu prendre l’avion pour
venir faire mes études en Métropole. Sans sciences, je n’aurais pas eu accès d’un simple clic à l’ensemble
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Résumé en Français

Un système de transport durable pour les passagers et les marchandises assure une
mobilité sûre, inclusive, abordable et propre pour les générations actuelles et futures.

GIEC - Groupe d’experts Intergouvernemental sur l’Évolution du Climat
(traduit de l’anglais)

Le transport est un domaine particulier de nos sociétés. Rien n’en est produit, pourtant il est
omniprésent. De l’échelle la plus petite à la plus grande, le transport joue un rôle de support qui façonne
nos interactions. Cependant, le transport a deux facettes. D’un côté, il ne fait nul doute qu’il a contribué
à l’amélioration de la qualité de vie autour du globe. D’un autre côté, il exerce une pression croissante
sur l’environnement et la santé humaine. Par conséquent, il est nécessaire de trouver de meilleures
manières de se déplacer et de transporter nos biens pour construire un futur désirable et durable. Le
partage de véhicules fait partie des solutions possibles. Dans le contexte du transport de passagers, les
transports publics et les taxis sont les alternatives les plus courantes à la voiture individuelle. Cependant,
les transports publics ne sont pas toujours pratiques (ex : horaires d’ouverture, foules importantes, faible
couverture dans les zones peu denses, ...) et les taxis sont chers. Ces caractéristiques les rendent peu
commodes pour les personnes en situation de vulnérabilité comme les personnes âgées et les personnes
handicapées. En réponse à ces problèmes, les services de transport à la demande sont apparus comme
des solution intermédiaire, équilibrant accessibilité et coût.

Dans un système de transport à la demande, une flotte de véhicules transporte un ensemble d’usagers
de leur point de départ individuel jusqu’à leur point d’arrivée. Dans ce système, les usagers se partagent
les véhicules. Afin de résoudre le problème de transport à la demande (Dial-A-Ride Problem - DARP),
une tournée de véhicules est organisée. Cette tournée de véhicules doit satisfaire les demandes de trajets
des usagers, respecter les contraintes de qualité de service, et minimiser un objectif cible (ex : coûts de
transport, pollution, ...). Les systèmes de transport à la demande mettent l’accent sur la qualité de
service. Par conséquent, ils peuvent prendre des formes différentes pour intégrer les besoins spécifiques
de leurs usagers.

Cette thèse explore des variantes du DARP et les résout en utilisant de nouvelles méthodes de
résolution. Des cas d’étude pratiques sur le transport d’enfants en situation de handicap sont fournis.
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Résumé en Français

La première partie de ce travail étudie l’utilisation de techniques d’apprentissage automatique pour
résoudre le DARP. Deux méthodes ont été développées.

La première méthode identifie les caractéristiques des bonnes solutions du DARP par un processus de
classification offline, et ensuite crée de nouvelles heuristiques qui exploitent les caractéristiques extraites.
Finalement, les nouvelles heuristiques sont testées sur des instances classiques de la littérature. Malgré
un an et demi de travail sur ce sujet, aucun résultat comparable à l’état de l’art actuel n’a été obtenu.
En raison du temps limité pour réaliser cette thèse, nous sommes passés à d’autres pistes de recherche.
Néanmoins, nous apportons des éléments de réponses et des perspectives sur le travail initial de cette
thèse.

La deuxième méthode basée sur l’apprentissage automatique adapte une méthode online, appelée
Nested Rollout Policy Adaptation (NRPA), au DARP classique. Le NRPA est intégré dans une heuristique
gloutonne. Cette intégration exploite les capacités d’apprentissage du NRPA en déléguant les tests de
réalisabilité à l’heuristique gloutonne. À nouveau, la méthode de résolution est testée sur les instances
classiques de la littérature. Des conclusions et pistes de recherche sont obtenues de l’analyse détaillée des
résultats.

La deuxième partie de cette thèse introduit une nouvelle variante : le problème journalier de transport
à la demande (Commuting Dial-A-Ride Problem - Com-DARP). Dans cette variante, chaque usager a
une demande de trajet le matin, une demande de trajet le soir, et un temps de trajet maximal à la
journée. Par conséquent, un long trajet le matin est compensé par un trajet court le soir. Au lieu de
considérer les demandes du matin et du soir de manière indépendante, le Com-DARP optimise les routes
à l’échelle de la journée. Ce problème est inspiré du transport d’enfants en situation de handicap en
France. Cependant, il s’applique à tous les systèmes de transport impliquant des flux pendulaires. Le
Com-DARP est résolu par une métaheuristique de recherche à petit et grand voisinage couplée à un filtre
de précédence (Small and Large Neighborhood Search with Precedence Filter - SLNS-PF). Il s’agit de la
première mise en application d’un SLNS pour résoudre le DARP. De plus, le filtre de précédences agit
comme mécanisme d’accélération de la résolution qui exploite les relations de dépendance entre les trajets
du matin et du soir. Des recommandations pratiques et des perspectives de recherches sont déduites des
résultats expérimentaux.

La troisième partie de ce manuscrit introduit le problème d’affectation et de transport à la demande
(Assignment Dial-A-Ride Problem - ADARP). Le ADARP est la variante la plus sophistiquée abordée
lors de cette thèse. Ce problème est à nouveau inspiré du transport d’enfants en situation de handicap en
France. La nouveauté du ADARP repose dans l’intégration simultanée de trois aspects de ce système
de transport : l’affectation des personnes handicapées dans des établissements de santé, la gestion du
personnel en fonction des besoins des usagers, et la construction des tournées de véhicules. La combinaison
de ces trois aspects permet une optimisation plus globale du système. Cependant, cela accrôıt la taille du
problème de manière significative. Afin de résoudre ce problème, une matheuristique a été développée :
la recherche itérative de routes (Iterative Route Search - IRS). Cette méthode de résolution construit un
ensemble de routes en utilisant une recherche à large voisinage et sélectionne les meilleures routes avec
une méthode exacte. Testée sur des instances réelles, cette étude apporte des connaissances pratiques
pour les professionnels du secteur et des pistes de recherche pour les chercheurs.

Pour résumé, cette thèse étudie trois variantes du DARP. Premièrement, la variante classique du
DARP est résolue en utilisant des méthodes de résolution basée sur l’apprentissage automatique. Ensuite,
deux nouvelles variantes du DARP sont introduites, toutes les deux inspirées par le transport d’enfants
en situation de handicap. Ces deux variantes sont traitées avec de nouvelles méthodes de résolution,
respectivement une métaheuristique et une matheuristique. Chaque étude permet d’obtenir des éléments
de réponse pratiques et théoriques.

La première étude au chapitre 4 a été présentée à la conférence Chane-Häı et al. (2022). Les chapitres 5
et 6 sont des versions mises à jour des articles de journaux Chane-Häı et al. (2023b) (soumis) et Chane-Häı
et al. (2023a) (à parâıtre dans Health Care Management Science).
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(ROADEF), Lyon - France, 2022
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DAR Dial-A-Ride
DARP Dial-A-Ride Problem
GDARP Generalized Dial-A-Ride Problem
GRASP Greedy Randomized Adaptive Search Procedure
GVRPTW Generalized Vehicle Routing Problem with Time Windows
LNS Large Neighborhood Search
MCTS Monte Carlo Tree Search
MIP Mixed-Integer Programming
MILP Mixed-Interger Linear Programming
ML Machine Learning
MSI Medico-Social Institution
NMCS Nested Monte Carlo tree Search
NRPA Nested Rollout Policy Adaptation
OR Operations Research
PDP Pickup and Delivery Problem
RG Research Gap
RQ Research Question
SLNS Small and Large Neighborhood Search
SPP Shortest Path Problem
TSP Traveling Salesman Problem
VRP Vehicle Routing Problem

Table 1: list of acronyms
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Chapter 1

Introduction

A sustainable transport system provides safe, inclusive, affordable, and clean passenger
and freight mobility for current and future generations.

IPCC - Intergovernmental Panel on Climate Change

Transportation is a peculiar sector of our societies. It does not produce anything, yet it is everywhere.
From the smallest to the largest scale, transportation plays a supporting role that shapes our interactions.
However, it is a double-edged sword. Without a doubt, transportation has improved the quality of life
around the globe. But at the same time, it exerts increasing pressure on the environment and human
health. Consequently, finding better ways to move people and goods is necessary for building a desirable
and sustainable future. Vehicle sharing is one of the numerous solutions. In the context of passenger
transportation, public transportation and taxis are the most common alternatives to the individual
car. However, public transportation is not always practical (e.g., opening hours, dense crowds, low
frequency in certain areas, ...) and taxis are expensive. These characteristics make them impractical for
vulnerable people such as elderly and disabled persons. As a response, dial-a-ride services emerged as a
middle-ground solution, balancing accessibility and cost.

In a dial-a-ride system, a fleet of vehicles transports a set of users from their individual pickup locations
to their individual drop-off locations. The vehicles are shared by the users. To solve a Dial-A-Ride
Problem (DARP), a routing plan is created. This routing plan must satisfy all user demands, respect the
constraints related to the quality of service, and minimize a target objective (e.g., routing cost, pollution,
...). Dial-a-ride services put a great emphasis on the quality of service. As a result, they can take many
forms in order to integrate the specific needs of their users.

This thesis explores variants of the DARP and solves them using novel solution methods. Practical
applications are provided in the context of disabled children transportation.

The first part of this work investigates the use of Machine Learning (ML) techniques to solve the
basic DARP. Two methods have been developed.

The first method identifies the characteristics of good DARP solutions using an offline classification
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process, and then creates new heuristics that take advantage of the extracted characteristics. Finally,
the new knowledge-guided heuristics are tested on classic DARP instances from the literature. Despite
exploring various ideas for a year and a half, this research has not yielded satisfactory results that could
challenge the current state of the art. Due to the limited duration of this thesis, we had to move on to
other research subjects. Nevertheless, we provide some insights and perspectives on the initial work of
this thesis.

The second ML-based method adapts an online method called Nested Rollout Policy Adaptation
(NRPA) to the classic DARP. The NRPA is integrated into a greedy heuristic framework. This integration
leverages the learning capabilities of the NRPA by delegating feasibility checks to the greedy heuristic.
Again, the solution method is tested on classic DARP instances from the literature. Conclusions and
perspectives are derived from the detailed analysis of the results.

The second part of this thesis introduces a new variant: the Commuting Dial-A-Ride Problem
(Com-DARP). In this variant, each user has one morning request, one afternoon request, and a daily
maximum ride time. As a result, long morning trips are compensated by short afternoon trips. Instead
of considering the morning and afternoon requests independently, the Com-DARP optimizes routes at
the scope of the entire day. This problem is inspired by the transportation of disabled children in France.
Nevertheless, it is applicable to any transportation system involving commuting. The Com-DARP is
solved using a Small and Large Neighborhood Search coupled with a Precedence Filter (SLNS-PF).
This is the first implementation of the SLNS to the DARP. In addition, the precedence filter provides a
speed-up mechanism that exploits the dependence between morning and afternoon routes. Managerial
insights and research perspectives are derived from the experiments.

The third part of this manuscript introduces the Assignment Dial-A-Ride Problem (ADARP). The
ADARP is the most sophisticated DARP variant tackled in this thesis. Again, it is inspired by the
transportation of disabled children in France. The novelty of the ADARP lies in the simultaneous
integration of three aspects of this transportation system: the assignment of disabled people to medical
facilities, the staff sizing relative to the needs of the users, and the management of the shared door-to-door
transportation service. Combining the tree problems allows for a more holistic optimization. However, it
significantly increases the intractability of the problem. To address this problem, a matheuristic has been
developed: the iterative route search (IRS). This solution method builds a pool of routes using a large
neighborhood search and selects the best routes using a MILP solver. Tested on real-life instances, this
study provides managerial insights to practitioners and research perspectives to academics.

In summary, this thesis investigates three variants of the DARP. First, the classic DARP is solved
using ML-based approaches. Then, two new DARP variants are introduced, both inspired by the
transportation of disabled children. These two variants are solved with novel solution methods, respectively
a metaheuristic and a matheuristic. For each study, valuable insights for academics and practitioners are
derived.

The first study presented in Chapter 4 has been presented in the conference Chane-Häı et al. (2022).
Chapter 5 and 6 are updated versions of the journal articles Chane-Häı et al. (2023b) (submitted) and
Chane-Häı et al. (2023a) (to be published in Health Care Management Science).
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Chapter 2

Context

2.1 Transportation systems

Transportation is vital for our society. Over the past century, the transportation of people, goods, and
information has increased tremendously thanks to constant technological advances. Transportation
systems have metaphorically contracted distances across the planet (Chapman, 2007). Many critical
components of our society, such as international political institutions (e.g., European Union, United
Nations, North Atlantic Treaty Organization, ...), expanded social networks, and the global economy,
exist and are sustained by transportation. Banister (2010) describes transportation systems as the blood
system of society, playing a central role in its development. However, they also generate problems
such as air pollution (Anenberg et al., 2019), noise (Münzel et al., 2021), increased morbidity and
mortality (James et al., 2020), congestion (Christodoulou and Christidis, 2020), impact on biodiversity
(Walker et al., 2019; Owens et al., 2020), and so forth. These problems negatively impact human life, the
environment, and the economy. In regard to the climate crisis, transportation was responsible for 15%
of global carbon emissions (8.7 GtCO2-eq) in 2019, making it the fourth largest emitting sector after
energy, industry, and AFOLU1 (Calvin et al., 2023).

While dealing with these negative impacts, transportation systems must also face incoming challenges
related to population growth. The population has grown exponentially in recent history. From 1 billion
people in 1804, the population has reached 8 billion in 2022. According to the projection of the United
Nations2, the population is expected to peak at 10 billion around 2080. Therefore, the demand for
transportation has grown exponentially and will continue to grow in the coming years. In addition
to the increasing in demand, it is also becoming more diverse to better meet the needs of individuals
(e.g., commuting, sanitation, leisure, ...). For individuals, affordable transportation is crucial for their
integration into their communities. As such, it plays a significant role in social equity and inclusion.

To face the current and incoming challenges, transportation must shift toward green, shared, and
flexible mobility (Br̊uhová Foltýnová et al., 2020). In order to meet the goal set in the Paris Agreement,
carbon emissions from transportation must be reduced to 2-3 Gt by 2050 (de la Rue du Can, Stephane
et al., 2022). According to the European Environment Agency (EEA), CO2 emissions related to

1AFOLU: Agriculture, Forestry and Other Land Use
2https://www.un.org/en/global-issues/population (visited on 31/08/2023)
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Chapter 2. Context

transportation systems in Europe must be reduced by 90% in order to achieve climate neutrality by
20503. The electrification of transportation systems and shared mobility play key roles in this transition
(Miskolczi et al., 2021; Jin et al., 2018).

2.2 The sanitary transportation

Most individuals rely on transportation systems as part of their daily routines. These systems are vital
for maintaining an efficient functioning of society, enabling the movement of individuals and goods.
However, their importance extends beyond everyday activities. Indeed, in the field of healthcare, medical
transportation plays a critical role in ensuring that patients receive care and treatment on time. Despite
adding no value to medical treatments, sanitary transportation is essential to health systems as it relates
to the “ability to reach” medical care (Levesque et al., 2013). Therefore, it is important to maximize
its efficiency in order to allocate as many resources as possible to care. Inadequate transportation
translates to unnecessary costs and hinders individuals’ access to medical care. This may result in delayed
treatment (Kironji et al., 2018), limited time for receiving care (Gaans and Dent, 2018), or even prevent
individuals from receiving care altogether (Cyr et al., 2019). As a component of healthcare systems,
an ideal sanitary transportation system should adhere to six key principles (Khanassov et al., 2016):
“approachability, acceptability, availability, accommodation, affordability, appropriateness”.

In addition to facing the same challenges as general transportation systems, sanitary transportation
is particularly impacted by the increase in the aging population and the aging-in-place demand. As
a result of longer life expectancy and lower fertility rates, the aging population is growing. In the
Asia-Pacific region, the percentage of individuals over the age of 60 is projected to increase from 11% in
2012 to 24% in 2050 (Holmes, 2021). As older people require more intense medical care, their impact on
healthcare systems is increasing. Alongside the growth of the aging population, the increasing number
of individuals choosing to age at home is contributing to a rise in demand for sanitary transportation.
The possibility for individuals to age in place is being supported by advances in technology, evolving
cultural and personal preferences, and changes in health policy (Alders and Schut, 2019; Wieczorek et al.,
2022). For instance, the use of personal emergency systems enhances safety by allowing the elderly to
easily notify caregivers when assistance is needed (De San Miguel and Lewin, 2008). The aging of the
population and the trend toward aging-in-place leads to a higher demand for sanitary transportation.

As the demand for sanitary transportation grows, so does its cost and environmental impact. In
France, the healthcare sector is responsible for 8% of total CO2 emissions, with transportation accounting
for 16% of that amount (Marrauld et al., 2023). At the same time, the increasing financial pressure
threatens the long-term sustainability of healthcare systems (European Commission. Directorate General
for Economic and Financial Affairs. and Economic Policy Committee of the European Communities.,
2019). As transportation is a significant expense for healthcare structures, its efficiency has a large impact
on the overall cost of healthcare systems (Hains et al., 2011).

Unfortunately, due to the diversity of healthcare structures and sanitary transportation, there is
no universal solution to these challenges. To improve a sanitary transportation system, its unique
characteristics must be taken into account.

2.2.1 Taxonomy of transportation systems

There is a lot of diversity in sanitary transportation. The structure of a transportation system depends
on the nature of the transported item or individual, the degree of urgency, and the frequency of the
transportation. Figure 2.1 presents a partial taxonomy of the sanitary transportation that gradually
focus on the problem tackled in this thesis: the regular non-urgent patient transportation.

2.2.1.1 Transportation of patients, staff, and supplies.

Transportation of patients, staff, and supplies is crucial for the operation of healthcare systems. Although
the various types of transportation are interconnected, each has its unique characteristics and challenges.

3https://www.eea.europa.eu/publications/transport-increasing-oil-consumption-and/increasing-oil-consu

mption-and-ghg (visited on 31/08/2023)
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sanitary
transportation

patients staff supplies

non-urgent urgent

regular occasional

Figure 2.1: partial taxonomy of sanitary transportation (Tellez, 2019)

As a result, they can be examined both independently and in relation to one another.

Medical staff. The transportation of medical staff is often related to home healthcare services. On
the one hand, short-term medical home healthcare often corresponds to a period of recovery after
a hospitalization. On the other hand, long-term non-medical home healthcare primarily assists
the elderly and individuals with disabilities in carrying out their daily activities (e.g., mobility care,
food preparation, hygiene, shopping, swimming, cleaning, cooking, ...). Long-term non-medical care
often works in conjunction with long-term medical care which provides at-home medical appointments,
treatment management, emergency services, and more. Home healthcare has many advantages over more
conventional care options such as hospitals or skilled nursing facilities. In most cases, it is cheaper, as
effective, and more convenient. This makes it suitable for recovery after hospitalization, maintaining the
current health conditions, and respecting the patient’s wish to stay at home.

As the nature of care depends on the individual, many practitioners are involved, including therapists,
doctors, psychologists, nurses, and more. Organizing the transportation and scheduling for home
healthcare services is challenging. As a consequence, a good organization is essential for home healthcare
in order to be effective and provide high-quality services. We refer the reader to Euchi et al. (2022) for a
recent review of home healthcare routing and scheduling.

Supplies. Hospitals manage a complex supply chain that deals with a large variety and quantity of
items (e.g., pharmaceuticals, surgical medical products, medical equipment, sterile items, linen, food, ...).
De Vries and Huijsman (2011) defines healthcare supply chain management as “the information, supplies,
and finances involved with the acquisition and movement of goods and services from the supplier to the
end user in order to improve clinical outcomes while controlling costs”. To achieve a good quality of care,
the right items must be available at the right time and place. This task is challenging due to the number
of items and the unpredictability of emergencies that make it difficult to keep track of them (Lewis
et al., 2010). Poor supply chain management can impede the quality of care (e.g., delayed treatments).
In addition, it can generate significant financial loss as the medical supply cost is the second largest
expenditure after personnel cost in hospitals (Moons et al., 2019).

Patients. There are different types of patient transportation: intra-hospital, inter-hospital, and to-
hospital transportation. First, intra-hospital transportation involves moving patients within a medical
facility to receive specific treatments (e.g., x-rays, surgery, blood tests, ...). Because the distance traveled
are short, intra-hospital transportation does no requires motorized vehicles but mostly stretchers. Second,

25

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0125/these.pdf 
© [T. Chane-Haï], [2023], INSA Lyon, tous droits réservés



Chapter 2. Context

inter-hospital transportation occurs when a hospitalized patient needs to be transferred to another hospital
with more appropriate medical care. Finally, to-hospital transportation refers to the transportation of a
patient from outside the hospital to the hospital. The return trip from the hospital back home can also
be considered (e.g., disabled children going to socio-medical institutions in the morning and going back
home in the afternoon). Organizing patient transportation can be challenging as it may require specific
staff, specific materials, and may be unpredictable (Kulshrestha and Singh, 2016). For critically ill or
injured patients, efficient transportation is a matter of life and death (Droogh et al., 2015).

This thesis focuses on patient transportation.

2.2.1.2 Urgent and non-urgent patient transportation.

The organization of patient transportation depends largely on the level of emergency. The main differences
between urgent and non-urgent patient transportation are summarized in Table 2.1 (Tellez, 2019).

characteristics urgent non-urgent

transport immediate on-availability
demand unknown unknown or known in advance

transportation cost high medium - low
fleet utilization low medium - high
operating cost high medium - low

service quality high medium - low
response time short short - long
ride times short medium - long

Table 2.1: comparison of urgent and non-urgent patient transportation (Tellez, 2019)

Urgent patient transportation. Urgent patient transportation corresponds to the transportation
from the point of injury or illness to a hospital or place of definitive care (Sikka and Margolis, 2005;
Huggins and Shugg, 2008). In the context of a life-threatening or time-critical situation, the response
time must be as short as possible. Providing the optimal emergency service is difficult due to the high
unpredictability in magnitude, time, and location (Tellez, 2019). Yet, highly responsive emergency
services are crucial for reducing “the morbidity and mortality associated with sudden medical and
traumatic emergencies” (Sikka and Margolis, 2005).

The organization of emergency medical services highly depends on the country’s socio-economic level,
culture, politics, geography, and healthcare infrastructure. As a result, a large diversity of emergency
medical services exists (Sikka and Margolis, 2005). Urgent patient transportation systems can range from
having no specific organization to being highly structured with on-site intensive care units and skilled
medical personnel. Nevertheless, two primary strategies can be identified: “scoop and run” and “stay
and play” (Fassbender et al., 2013). The first one focuses on quickly transporting the patient to the
appropriate hospital with minimal prehospital care. In contrast, the second strategy involves deploying
skilled medical personnel to provide intensive prehospital care, thus reducing the urgency of reaching the
hospital.

We refer the reader to Aringhieri et al. (2017) for a review of emergency medical services.

Non-urgent patient transportation. Non-emergency medical transportation refers to the trans-
portation of patients who are not in a critical condition. Nevertheless, it differs from ordinary passenger
transportation because it requires additional services according to the condition of the patient (e.g.,
medical equipment, lying position, ...). For this type of transportation, demand may be known in
advance (e.g., transportation of patients between hospitals, transportation of children with disabilities to
medico-social institutions, medical appointments of elderly, ...) or arise unexpectedly (e.g., emergency
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calls for non-emergency situations). When the demand is known in advance, a more efficient planning is
possible. It gives time to optimize aspects related to the travel time, the costs, ridesharing, and more.
On the opposite, when demand is not known in advance, decision-makers must quickly decide whether to
accept or reject the request. Despite being non-urgent, this type of transportation must still provide a
high quality of service. Indeed, improper transportation can worsen a patient’s health. For example,
patients in serious but not critical condition require adequate medical equipment, staff, and support
during transportation (Deasy and O’Sullivan, 2007).

Because the majority of sanitary transportation is non-urgent by nature, optimizing it offers valuable
financial and organizational benefits for health care systems (Robinson et al., 2009; Hains et al., 2011).
Indeed, efficient non-emergency medical transportation can free up critical resources for emergencies.
For example, improving the efficiency of non-urgent transportation can free up ambulances for urgent
transportation (Jagtenberg et al., 2017). At the same time, the transportation cost is reduced by using
less expensive vehicles instead.

This thesis focuses on non-urgent patient transportation.

2.2.1.3 Regular and occasional non-urgent patient transportation.

Two types of non-urgent patient transportation can be identified: occasional and regular non-urgent
patient transportation. The main differences between the two are summarized in Table 2.2 as presented
in Tellez (2019).

occasional regular

frequent objectives number of served patients, transportation cost,
transportation costs, consistency (time, staff, group)
individual/collective preferences

planning horizon short and medium-term (i.e., hours, days) long-term (i.e., months, years)

operating cost medium - high low - medium

examples punctual medical appointments, patients with long-term treatments,
extra-curricular activities daily or weekly transportation
for disabled children for disabled children

Table 2.2: comparison of occasional and regular non-urgent patient transportation (Tellez, 2019)

Occasional non-urgent patient transportation. Occasional non-urgent patient transportation
refers to the transport of patients with non-recurring demands (Tellez, 2019). This transportation is
a specific application of on-demand transportation in a medical context. The occasional non-urgent
patient transportation is typically used for punctual medical appointments for patients or extracurricular
activities for disabled children.

Regular non-urgent patient transportation. Regular non-urgent patient transportation corresponds
to the transportation of patients with recurring needs over a planning horizon (Tellez, 2019). This
concerns several situations. The transportation can occur daily in the case of disabled children going to
socio-medical institutions, or twice a week (on Monday and Friday) for those going to boarding houses.
Patients who need regular care such as dialysis, tracheotomy, or ventilator support may need to be
transported several times a week based on the frequency of their appointments. The quality of service is
especially important due to the recurring nature of the transportation. A high quality of service increases
the comfort for users and provides a competitive advantage over the concurrence for service providers.
Many factors contribute to the quality of service such as reliability, transfers, waiting time, consistency,
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and more. A detailed overview of quality measures can be found in Paquette et al. (2009), Accorsi and
Vigo (2021).

According to the presented taxonomy, this thesis work focuses on regular non-urgent sanitary
transportation for disabled children.

2.2.1.4 The levels of decisions in transportation systems

Decisions can have a variety of impacts, affecting a single user up to the entire health system and lasting
from one day to several years. They can be classified into four categories: strategic, tactical, operational,
and real-time decisions.

Strategic decisions. Strategic decisions have a long-term impact on healthcare structures, usually
lasting for years. Examples include fleet sizing, determining the opening hours of medical-social institutions,
and selecting depot locations.

Tactical decisions. Tactical decisions typically have an impact that lasts for several months. They
usually address multi-period problems such as regular non-urgent patient transportation. Decisions
regarding consistency (e.g., such as driver or time consistency) are considered tactical decisions.

Operational decisions. Operational decisions are made in the context of regular and occasional
transportation. It requires that the demand is known in advance. Since these decisions typically last for
a single day, they are more suited toward occasional transportation. However, it is possible to manage
multi-period problems by repeating single-day decisions. While this approach may lack the broader
perspective of the tactical level, it can still produce effective decisions. As a consequence, a significant
portion of the literature has focused on this type of decision-making.

Real-time decisions. Real-time decisions involve managing requests that arise after the transportation
planning has already been completed and vehicles are in service. These new requests must be either
accepted or rejected, and the transportation plan must be dynamically adjusted to accommodate them.
This requires a high degree of flexibility and responsiveness from the transportation system.

2.3 The regular non-urgent transportation of disabled children
in France

2.3.1 Handicap in France

In France, handicap is defined according to two criteria: severe physical, sensory, or cognitive limitations;
severe restrictions in daily activities due to health problems (Bellamy et al., 2023). For example, physical,
sensory, or cognitive limitations refers to situations were a person has difficulties to walk more than 500
meters on a flat terrain, a visual impairment despite medical correction, or difficulties to understand and
to be understood by others, among others. As a result, disabled persons often need assistance such as
care from medical staff, daily help from a family member, an adaptation of their home layout, and so
forth.

According to a report of the french directorate for research, studies and statistics (Direction de la
Recherche, des Études, de l’Évaluation et des Statistiques - DREES) (Bellamy et al., 2023), 14% of people
over 15 years old were living at home while being disabled (7.6 million persons) in 2021. For children, this
number represented 4.8% of the population between 5 and 14 years old (approximately 400000 children).
Providing care to disabled persons living at home requires an adequate organization. Two main options
are available: home care or care at Medico-Social Institutions (MSI). In 2018, 58280 disabled persons
under 20 years old received care at home and 110920 went to MSIs. Overall, this represent approximately
1% of the population under 20 years old in France. This demand is increasing. Indeed, the number of
disabled children receiving care has grown by 17.9% between 2006 and 2018 (+69.6% for home care,
+3.1% for MSIs).
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Each children go to MSIs according to their medical situations. As a result, the transportation
frequency varies from child to child. In 2018, approximately half of the children were commuting daily to
MSIs on week days and one out of five children were going to their MSIs on Mondays and were returning
home on Fridays. Few children were continuously staying at MSIs or going to MSIs on certain days of
the week. In essence, this corresponds to a regular non-urgent sanitary transportation system. These
differences in needs and transportation frequency require a particular attention from transporters in
order to provide a good quality of service to the children and their families. The end goal is to provide
equity and inclusion for all the users and help them to accomplish their personal life project. In order to
organize an adequate transportation systems, multiple actors are involved.

2.3.2 Stakeholders

The regular non-urgent sanitary transportation of disabled children involves multiple stakeholders: the
funder, the MSIs, the transporters, and the users (children and their families). Their interactions are
detailed in the following paragraphs and illustrated in Figure 2.2.

funder

MSI

transporter user

Figure 2.2: stakeholders of the non-urgent sanitary transportation in France (Tellez, 2019)

Funder. The sanitary transportation of people with disabilities in France is financed by the French
public health insurance system (Sécurité Sociale) which grants an annual subsidy to MSIs through
national, regional (Agences Régionales de Santé), and departmental (Maisons Départementales pour les
Personnes Handicapées) socio-medical structures. With this grant, MSIs must manage all their activities
for the coming year.

Medico-social institutions. MSIs provide care for individuals in vulnerable situations, such as the
elderly, disabled individuals, those with serious diseases, early childhood, and so forth (Marrauld et al.,
2023). Their main goal is to help people suffering from disabilities. This help can take several forms:
assessment and prevention of social and medico-social risks; administrative or judicial protection; medical
care; educational, social, and professional integration; and daily life assistance4. Several types of MSIs
carry out these missions: structures for prevention, screening, and early support; structures providing
support in a daily-life environment; and support structures in institutions5. Our work focuses on MSIs
involved in educational and medical care in institutions.

Transporter. In the sanitary transportation system in France, the transporter is in charge of the
organization, planning, and execution of the transportation. MSIs are usually in charge of the transporta-
tion (vehicles and drivers) but some choose to outsource the transportation. As vulnerable people are

4Article L311-1 - Code de l’action sociale et des familles - Légifrance, https://www.legifrance.gouv.fr/codes/artic
le_lc/LEGIARTI000045293678 (visited on 31/08/2023)

5ESMS: Établissement ou service social ou médico-social - https://www.monparcourshandicap.gouv.fr/glossaire/esms
(visited 31/08/2023)
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transported, transporters are required to adhere to strict regulations regarding safety measures, driving
competencies, and vehicle specifications (Tellez et al., 2020).

Users. Sanitary transportation involves both the users and their families (Tellez et al., 2020). Patients
using this system have varying levels of autonomy, such as being able to walk or requiring a wheelchair.
Due to the situation of disabled children, it is usually a family member who manages the relationship
with the MSI and the transporter. As such, the quality of the transportation is, to some extent, accessed
by the families.

The regular non-urgent transportation of disabled children concerns thousands of children and their
families every day in France. Every day, users are picked up at their homes and taken to their assigned
MSI where they receive personalized care throughout the day. At the end of the day, users are taken from
their respective MSI to their homes (Chane-Häı et al., 2023a). The goal of this sanitary transportation
is to provide equity and inclusion for the users. Thanks to a law promoting the equality of people with
disabilities in French society, there has been a positive evolution in transportation options for disabled
children (Loi n° 2005-102 du 11 février 2005 relative à l’égalité des droits et des chances, la participation,
et la citoyenneté des personnes handicapées).

2.3.3 Challenges faced by the regular non-urgent transportation of disabled
children in France

The regular non-urgent patient transportation of disabled children in France faces the same challenges as
other transportation systems but also specific challenges related to its application. The research questions
identified in this thesis derives from these challenges.

2.3.3.1 Current situation

For all the stakeholders of the regular non-urgent transportation of disabled children in France, an
ideal transportation system would have a low cost and a high quality of service. In addition, this ideal
transportation system would also consider related aspects such as the environmental impact, the fleet
management, the staff planning, the fairness among users, and so forth.

Thus, progress can be made in regard to the actual transportation system. A study conducted in the
Auvergne-Rhône-Alpes region of France revealed that the average trip is 74 minutes and 48 kilometers.
While half of the users were satisfied with the service, the other half were not entirely satisfied. In
addition, approximately one out of ten users expressed their total dissatisfaction regarding the ride times
(Tellez et al., 2020). From a financial perspective, there is also room for improvement. According to a
2012 report (Vachey et al., 2012), the expenditure associated with the sanitary transportation of disabled
individuals ranges from 350 to 400 million euros. This represents approximately 10% of the total cost of
sanitary transportation in France. Furthermore, when patients are minors, the MSIs cover the entire cost
with public funding contributions from the French public health insurance system (Sécurité sociale). For
MSIs, transportation expenses represent the second largest expense after wages. Between 2006 and 2014,
these costs have increased by 40%. The high financial cost due to non optimal routes also translates to
a high environmental cost. In 2016, approximately 250 diesel vehicles transported 1150 users, for a total
of 4 million kilometers in the city of Lyon and its surrounding areas. This resulted in the emission of
1.42 million kg of CO2 equivalent. In the context of global warming, it is necessary to reduce this carbon
footprint.

2.3.3.2 Improving the regular non-urgent transportation of disabled children in France

The current transportation is not optimal for at least four main reasons: 1) the tools used for building
the routing are not appropriate, 2) certain aspects of the transportation are not properly considered, 3)
the dependency across a user’s requests is not fully exploited, and 4) the current system is not able to
adapt in real-time to unexpected events.
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1) Building better decision-making tools. First, using better decision-making tools would greatly
enhance the transportation of disabled children. Currently, routings are either built by hand or by using
optimization solvers. First, hand-made routes are far from being optimal. Indeed, it is impossible to
draw by hand the optimal routes for such a complex transportation. In addition, manually building the
route takes much more time than using a solver. Thus, all this time allocated to planning means less
time allocated to care. Moreover, this situation requires considerable efforts to incorporate new users into
the planning, inducing long response times. Second, despite providing better results, the solvers used by
transporters can still be improved. In practice, transporters do not have access to the latest optimization
algorithms. However, the real challenge is that no solver is able to manage the large numbers of users
involved in the regular non-urgent sanitary transportation in France. As a consequence, the generated
routes are not optimal.

This lack of appropriate solvers means that this transportation system is not optimal. The greatest
improvements will probably come from having better solvers. The first characteristic of an ideal solver
would be its ability to generate optimal routes, with a controlled balance between cost and quality of
service. However, this is not sufficient to be implemented for real applications. Indeed, it would also
require a high computation speed. This second characteristic would allow to generate routes in a short
amount of time, making it practical for real-life applications. From these elements, we can derive our
first research question:

RQ1: How can we build an algorithm that computes fast and optimal solutions for the
regular non-urgent sanitary transportation?

2) Integrating all aspects related to the transportation. The regular transportation of disabled
children goes beyond providing on-demand transportation. Indeed, multiple aspects must be considered
to reach an optimal system (e.g., fairness among users, staff scheduling, ...). While the addition of new
components may benefit the system as a whole, it requires stakeholders to evaluate their impacts on the
balance between the cost and the quality of service. Some aspects are occasionally considered such as
consistency or resource allocation. However, their incorporation is not consistent among transporters.
This can be explained by a lack of available information or/and the difficulty to use it. Indeed, in the face
of day to day operations, collecting data is not the priority of the actors involved in this transportation
system. In addition, the solver used by decision-makers may not be able to use the collected data in their
models. We identified several elements to improve the transportation system.

From an optimization perspective, several aspects may improve the quality of the transportation.
First, the sharing of vehicles is not implemented by all MSIs. Sharing may take multiple forms. For
instance, a vehicle can be parked at any MSI, children going to different MSIs can be in the same vehicle,
a vehicle can be used by one MSI on a day and by another MSI on a different day, and so forth. Second,
a better fleet management would also benefits to the transportation system. Indeed, MSIs have the
possibility to adjust their fleet once a year. Sensibility analysis by adding, removing or exchanging
vehicles would give insights on the ideal fleet of vehicles at the scope of one or multiple MSIs. Third,
meeting points could also provide benefits by reducing the number of locations to visit. However, this
practice raises additional challenges in terms of assignment of users to meeting points, grouping locations,
management of delays, and so on.

Aspects from a user perspective can also improve the quality of service. First, the assignment of
users mainly depends on the availability at MSIs. As a result, some users do not go to the closest MSIs,
inducing long ride times. A better assignment process or the possibility to change the current assignment
would certainly reduce these ride times. Second, unfairness among users comes from the difference
between their ride times. One user may have trips without much detours compared to its direct itinerary,
and another one may have longs trips with lots of detours. These unfair situations can emerge from poor
assignments or simply because this criteria was not considered by the decision-makers. Third, users
and their family appreciate consistency in the transportation service. It can takes multiple forms: staff
consistency, user consistency, time consistency.

Finally, aspects from the staff perspective can improve either the quality of service for users or the
working condition of staff members. First, each staff member has specific competences. As a result,
their allocation must consider their competencies in order to have the right practitioner for the right care.
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Indeed, allocating an overqualified practitioner at one spot might result in a shortage at another one.
Furthermore, it could be possible to measure the impact of recruiting new staff members on the overall
system. Second, similarly to the users, staff may greatly benefits from fair situations. Indeed, unfair
working conditions across staff members emerge as the priority is put on the users’ needs. This results in
unbalanced workloads or ride times to the workplaces. Third, competence management and fairness
could be addressed by building the staff schedule. With the scheduling incorporating in the decision
process, it could possible to have a broader view and more precise control over staff-related aspects.

In regard to all these elements, we can define the second research question:

RQ2: How can we extend the scope of the optimization and consider the different aspects
related to all the stakeholders?

3) Exploiting the regularity of the requests. In regular non-urgent sanitary transportation, a
user have multiple requests over a time horizon. However, many transporters take decisions assuming
that these requests are independent. While independent decisions are sufficient, this practice does not
take advantage of the regularity of the requests to improve the transportation. This can result in unfair
situations. For example, two users might only have a ride time difference of 5 minutes when going to
their MSI. Nevertheless, this is repeated every day of the week, all year-round. Thus, the cumulative
difference becomes significant. Avoiding such an unfair situation is only possible by processing a user’s
requests as a set of dependent requests.

Saying that a user has dependent requests means that the decision for serving one request may impact
the decision for serving another one. Depending on the scope studied, this impact may last for one to
multiple days.

In regard to this potential improvement, our third research questions is:

RQ3: How the dependence between requests can be used to improve the transportation?

4) Building a dynamic system. In the context of regular non-urgent sanitary transportation of
disabled children in France, requests are known in advance. This gives enough time to prepare and
optimize the routes. As a result, when a vehicle leaves its depot, its entire route is already planned.
Even if the majority of the planning can be performed statically, this transportation system is still subject
to unexpected events. For instance, a user might show late or not show at all, a vehicle might break
down or be stuck in a traffic jam. These events may result in large differences between the planned and
the real routings. As a consequence, the ability to respond to such events would be beneficial for this
transportation system.

Two elements are required to implement dynamic adaptation. First, it must be possible to change
the routes after the beginning of service. Second, real-time communication must be possible between the
users and the drivers. Indeed, dynamic adaptation requires the transporter to be able to inform the users
of any change and reverse. With these two elements, the transportation can further be improved. For
example, knowing in advance that a user will not show and being able to change the route accordingly
will prevent unnecessary detours.

As the majority of the transportation is performed statically, the fourth research question is:

RQ4: How dynamic information can be collected from the stakeholders, conveyed to the
other stakeholders, and used to respond to unexpected events?

While this research question certainly has its interest, we did not study it during this thesis. Due to a
restricted time to perform this research, we decided to focus on the first three research questions.

2.4 Conclusion

Managing the regular non-urgent transportation of disabled children in France is challenging and requires
a proper organization. Any improvements made to the system can benefit not only the users but also
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other stakeholders and society as a whole, both current and future. In this chapter, we identified four
research questions related to potential improvements, three of which are studied in this thesis:

• RQ1: How can we build an algorithm that computes fast and optimal solutions for the regular
non-urgent sanitary transportation?

• RQ2: How can we extend the scope of the optimization and consider the different aspects related
to all the stakeholders?

• RQ3: How the dependence between requests can be used to improve the transportation?

• RQ4: How dynamic information can be collected from the stakeholders, conveyed to the other
stakeholders, and used to respond to unexpected events?

The next chapter presents a literature review regarding these research questions. The corresponding
research gaps for the first three questions are identified.
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Chapter 3

Literature review

3.1 Operations research

Operations Research (OR) was developed during the Second World War to assist military planners in
making decisions using mathematics (Fortun and Schweber, 1993). Due to its practical applications,
OR has been adopted in various industries such as transportation, supply chain management, energy,
and finance. The goal of OR is to use mathematical modeling, statistical analysis, and mathematical
optimization to achieve optimal or near-optimal solutions to complex decision-making problems.

OR problems are often challenging due to the combinatorial explosion of potential decisions. Many
OR problems are classified as NP-hard. This means that the existence of algorithms that can solve them
in polynomial time relative to the size of the input is considered unlikely (Garey and Johnson, 1979).
As a result, finding good solutions to real-life problems, characterized by a multitude of possibilities,
presents significant challenges. Advances in OR are driven by improvements in algorithmic efficiency and
increases in computational power offered by computer science.

3.2 Routing problems

Routing problems are classic problems that have been studied since the early days of OR. The essence of
any routing problem is to find the optimal route(s) between a set of nodes on a graph. Routing problems
cover a wide range of optimization challenges from the shortest path problem up to our problem: the
Dial-A-Ride Problem (DARP).

Shortest Path Problem (SPP). The simplest form of routing problem is the Shortest Path Problem
(SPP). Solving the shortest path problem means finding the shortest route from an origin to a final
location (Kairanbay and Mat Jani, 2013). Despite its simplicity, the shortest path problem remains an
active area of research due to its practical applications for network routing protocols, route planning,
traffic control, path finding in social networks, computer games, transportation systems, and more
(Madkour et al., 2017).
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Traveling Salesman Problem (TSP). Expanding upon the SPP, the Traveling Salesman Problem
(TSP) adds a constraint: all the nodes of the graph must be visited. Applied to the real-life situation
of a traveling salesman visiting customers, the goal is to find the shortest possible route to visit a set
of cities exactly once and return to the starting point. The earliest works on the TPS go back to the
Icosian game (Jaques, 1859), the Botenproblem (messenger problem) (Menger, 1932), and the Chinese
postman problem (Mei-Ko, 1962). As the TSP is NP-hard (Laporte, 1992), all problems derived from it
are also NP-hard.

Vehicle Routing Problem (VRP). The Vehicle Routing Problem (VRP) generalizes the TSP by
incorporating more than one vehicle into the problem. The goal is to design the optimal routing for a
fleet of vehicles from a depot to a set of nodes (Clarke and Wright, 1964). Introduced as the “Truck
Dispatching Problem” in Dantzig and Ramser (1959) and formulated as a linear optimization problem in
Clarke and Wright (1964), the VRP has given birth to many variants to incorporate real-life characteristics
such as time windows, heterogeneous fleets of vehicles, multiple depots, and more. Current research on
the VRP is driven by the emergence of new technologies and challenges such as the green vehicle routing
problem which addresses environmental concerns (Moghdani et al., 2021).

Pickup and Delivery Problem (PDP). The Pickup and Delivery Problem (PDP) builds upon the
VRP by pairing the nodes. The PDP is characterized by a set of transportation requests that must be
satisfied by a fleet of capacitated vehicles. Each request corresponds to a pickup and a delivery location
that must be served in that order within their respective time windows. The PDP is particularly used
in the context of urban logistics.

Dial-a-ride problem (DARP). Finally, the Dial-A-Ride Problem (DARP) generalizes the PDP by
adding a maximum ride time for each pair of pickup and delivery. As an extension of the TSP, the
DARP is NP-hard (Baugh Jr et al., 1998). Among the routing problems mentioned in this section, it is
the most challenging to solve. Among the many applications of the DARP, patient transportation is one
of the most studied contexts.

3.3 The Dial-A-Ride Problem (DARP)

In a Dial-A-Ride (DAR) system, a fleet of vehicles transports a set of users from their individual pickup
location to their individual drop-off location. The vehicles are shared by the users. To solve a DARP, a
routing plan is created. This routing plan must satisfy all users’ demands, respect the constraints related
to the quality of service, and minimize the defined objective (e.g., routing cost, pollution, ...).

DAR systems are commonly used for on-demand transportation. On the one hand, they offer a more
affordable alternative to taxi services by allowing vehicle sharing among users. On the other hand, DAR
systems provide a faster, more flexible, and less crowded transportation option compared to conventional
public transportation systems (buses, tramways, and subways). Therefore, they are better suited for
individuals in vulnerable situations. As a result, DAR systems occupy a middle ground between mass
public transit and taxi services, providing a balance between quality of service and cost. A detailed
comparison from Ho et al. (2018) is given in Table 3.1.

The first DAR system was implemented in 1970 in the city of Mansfield, Ohio, USA. It was called
dial-a-ride because users would book their requests via a phone call to the service provider. As
similar services emerged, their potential for serving individuals in vulnerable situations became apparent.
Consequently, DAR services gradually shifted their focus away from general public transportation and
turned their attention toward the transportation of vulnerable users (Ho et al., 2018). Today, with the
aging of the population, more and more people can benefit from such systems. DAR systems prevent
the isolation of vulnerable groups by allowing their users to travel within their communities and access
health services more easily and more comfortably.

Even if DAR systems mainly apply to the transportation of persons in vulnerable situations, such
transportation services are relevant for other applications. On-demand transportation is a good alternative
to taxis and mass transit systems when the demand is scarce such as at night time or in rural areas
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public transportation on-demand taxi

route fixed flexible customized
schedule fixed by request by request
speed slow medium fast
cost low medium high
mode shared shared non-shared
capacity high medium low
reservation not needed often needed not needed

Table 3.1: comparison of public transportation services (Ho et al., 2018)

(Parragh et al., 2015). In addition, DAR systems can complement other transportation systems providing
an efficient solution for the first and last miles (Häll et al., 2009; Posada et al., 2017). In any application,
DAR systems deal with two contradictory objectives: minimizing the cost and maximizing the quality
of service (Cordeau and Laporte, 2003). While the cost is relatively easy to measure, evaluating the
quality of service is more difficult. In addition, some aspects of the quality of service may be relevant
in some situations, but irrelevant in others. For example, patient transportation might limit transfers
between vehicles while night-time transportation might focus on reducing waiting times.

On-demand transportation can take many forms depending on its application. As a result, researchers
have taken into consideration different features relevant to their case studies. Building upon the classic
DARP formulation, additional features can be classified into three categories: advanced service design,
alternative objectives, and the nature of decisions and information. In the following sections, we present
the classic DARP formulation, followed by a taxonomy of DARP variants.

3.3.1 The classic DARP

The formulation proposed in Cordeau and Laporte (2003) serves as a reference for the DARP. It
corresponds to a DARP with a single depot, homogeneous vehicles, and homogeneous demands.

Mathematical notations. The DARP is modeled on a complete directed graph G = (N ,A). Given
N requests, N = {n0, n1, ..., n2N} is the set of nodes and A = {(ni, nj) : ni, nj ∈ N , i ̸= j} is the set of
arcs. n0 is the depot node, {n1, ..., nN} is the set of pickup nodes, {nN+1, ..., n2N} is the set of drop-off
nodes, R is the set of requests, and V is the set of vehicles. Each request ri is represented by a pair of
nodes (ni, ni+N ), corresponding to a transportation from pickup node ni to drop-off node ni+N . Each
arc (i, j) has a routing cost duration Cij ≥ 0 and a travel time Tij ≥ 0. All travel times and distances
are non-negative. Each request ri is bounded by a maximum ride time Li and each route served by a
vehicle v is bounded by a maximum route duration Lv. All requests are served and all routes end before
the time horizon H. Each node ni is served within its time window [Ai, Bi] with Bi ≥ Ai ≥ 0. At the
depot node n0, A0 = 0 and B0 = H. Each node ni has a service duration Si ≥ 0. At depot node n0,
S0 = 0. The load variation at a pickup node ni is Qi ≥ 0, and the load variation at the corresponding
drop-off node ni+N is Qi+N = −Qi. The load variation at the depot node n0 is Q0 = 0. Each vehicle v
has a maximal capacity Qv ≥ 0.

Times computation. The arrival time at a node ai can be before its time window. However, the
service must start within the time window (Ai ≤ si ≤ Bi). In these situations, the vehicle waits at the
node and the waiting time wi corresponds to the elapsed time between the arrival and the beginning
of service (wi = si − ai). The arrival time is always before the beginning of service (ai ≤ si). The
departure time di corresponds to the end of service (di = si + Si). The ride time ri of a request
corresponds to the elapsed time between the end of service at its pickup node and the beginning of service
at its drop-off node (ri = si+N − di).
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Constraints. Solving a DARP consists in building a solution where all requests are served and all the
following constraints are respected:

• a vehicle starts and ends its route at the depot,

• a pair of pickup and drop-off nodes are in the same route,

• a pickup node is served before its drop-off node,

• the maximal capacity of a vehicle is not exceeded,

• the maximal route duration is not exceeded,

• the maximal ride time of a user is not exceeded,

• the service at a node begins in its time window,

• a vehicle leaves from the depot and returns to the depot in its time windows.

Objective. The quality of a solution is accessed by the objective function. In Cordeau and Laporte
(2003), the objective function corresponds to the minimization of the transportation cost. This is the most
common objective in the DARP literature. However, other objectives have been studied by researchers in
order to capture other aspects of dial-a-ride systems.

3.3.2 Taxonomy of DARPs

The classic DARP formulation can be extended to take into consideration real-life characteristics. In
the following, we summarize the main characteristics using the taxonomy used in Molenbruch et al.
(2017b). While we include recent advances and references from the past five years, we refer the reader to
Molenbruch et al. (2017b) and Ho et al. (2018) for an in-depth survey of the literature up to 2017 and
2018. Figure 3.1 illustrates this taxonomy.
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3.3.2.1 Advanced service design

Heterogeneity. The classic DARP assumes that all users have the same needs (e.g., load, maximum
ride time). However, real-life demand is more diverse. As each user has specific needs, heterogeneity is
introduced into the problem.

Users have heterogeneous demand due to their specific physical needs or medical conditions. While
some users are able to walk, some are in wheelchairs and some are on a stretcher (Parragh, 2011; Braekers
et al., 2014; Malheiros et al., 2021). Furthermore, some need one or multiple accompanying persons
while others do not (Liu et al., 2015; Zhang et al., 2015). The urgency of the demand relative to the
medical condition of a user may also be considered (Hanne et al., 2009; Beaudry et al., 2010; Kergosien
et al., 2011; Souza et al., 2022). This introduces a priority between urgent and non-urgent requests.
For example, urgent demands can have a more restricted time frame than non-urgent ones. Another
source of heterogeneity arises when transporting contagious patients (Zhang et al., 2015; Lim et al., 2017).
In this case, the risk of contamination is considered to prevent the spread of diseases. Thus, isolated
transportation is used instead of shared transportation.

Heterogeneous vehicles are required to satisfy the particular need of each request. As a consequence,
configurable and reconfigurable vehicles can be considered as their layouts can be adjusted according to
the needs of the transported users. For instance, a vehicle can be configured with a seating arrangement
for users who are able to walk, or its seats can be folded to provide adequate space for users in wheelchairs.
While the layout of configurable vehicles is set for the entire duration of the route (Liu et al., 2015),
reconfigurable vehicles can change their interior layout during the route to accommodate incoming users
(Tellez et al., 2018).

Heterogenous resources (i.e., equipment and staff) are required as each user has specific needs. Some
users might require medical equipment from specially-equipped vehicles and highly-qualified staff while
others only require a driver (Xiang et al., 2006; Parragh, 2011; Detti et al., 2017; Cappart et al., 2018).
As a result, the appropriate resources and staff must be assigned simultaneously according to the needs
of each patient.

Routing properties. In a traditional DARP, vehicles depart from the depot, serve a set of requests,
and then return to the depot. For a request, both the pickup and the drop-off must be served by the
same vehicle. Finally, even if not explicitly mentioned in the classic definition by Cordeau and Laporte
(2003), vehicles usually leave and return to the depot only once.

In a multi-depot DARP, there is more than one depot. A vehicle can either depart and return to
the same depot (Braekers et al., 2014; Detti et al., 2017) or it can depart from one depot and end its
route at another depot (Melachrinoudis et al., 2007). The second option encompasses multiple scenarios.
For instance, drivers can return home with the service vehicle or service providers can anticipate a high
demand around other depots on the next day.

Inmulti-trip DARP, vehicles can leave and return to a depot more than once. Multi-trip formulations
are used to integrate personnel and sanitary constraints. As some users request specific qualifications,
a vehicle can return to the depot to change its team members in order to meet the next patients’
requirements (Lim et al., 2017). Multi-trip is also used to integrate constraints related to the staff
schedule such as coffee breaks (Masmoudi et al., 2016), lunch breaks (Parragh et al., 2012; Liu et al.,
2015; Zhang et al., 2015), and shifts between morning and afternoon teams (Parragh et al., 2012). For
sanitary safety, multi-trip may be required to prevent the spread of diseases. When transporting a sick
passenger, the vehicle must return to its depot for disinfection before picking up the next user (Carnes
et al., 2013; Zhang et al., 2015). Finally, multi-trip naturally appears when studying consistency in
multi-period DARP (Braekers and Kovacs, 2016; Tellez et al., 2022; Lindstrøm and Røpke, 2022).

Some problems allow multi-load requests. On the one hand, the load from a single request can be
split into different vehicles (Parragh et al., 2015). This practice results in a more efficient use of vehicles’
capacity. On the other hand, multiple requests can be grouped as a single request (Qu and Bard, 2015;
Liu et al., 2015). This allows to decrease the size of the DARP.

In DARP with transfers, the pickup and drop-off of a user can be performed by different vehicles
(Masson et al., 2014; Reinhardt et al., 2013). This implementation requires a transfer between the
vehicles involved in the transportation. As transfers deteriorate the quality of service (i.e., transfers
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themselves and waiting times at transfers’ locations), synchronization between vehicles is required to
limit users’ inconvenience. However, this routing property cannot be applied for some users such as users
in wheelchairs.

Similar to the previous variant with transfers, DAR systems can be combined with regular public
transportation. In other words, users can take the tramway, bus, or subway for a portion of their trip.
This practice reduces the costs as regular public transportation is cheaper. However, this also reduces the
quality of service. Indeed, the waiting time can be significant when regular transportation is scarce (e.g.,
nighttime, rural areas) or public transportation can be crowded during peak hours. The waiting time can
be reduced by synchronizing DAR systems and the regular public transportation systems (Posada et al.,
2017). Nevertheless, the synchronization may be ignored if high-frequency regular public transportation
is assumed (Häll et al., 2009).

Collaboration between DAR service providers have been investigated by few studies. Nevertheless,
their findings offer valuable insights (Molenbruch et al., 2017a). In a situation where each depot belongs
to a service provider, assigning users to service providers based on the proximity between pickup/drop-off
locations and service providers’ depots is not the best strategy to minimize the cost of serving all the
demands. In Molenbruch et al. (2017a), the authors show that it is more efficient to consider all service
providers and all requests as a whole.

The electric vehicle is a new technology that results in the emergence of new routing properties
(Masmoudi et al., 2018; Molenbruch et al., 2023). Although electric vehicles are an interesting alternative
to internal combustion vehicles to reduce the environmental footprint of DAR systems, their limited
autonomy poses organizational challenges (i.e., battery management strategies, detours to charging
stations, and recharge times).

DARP with autonomous vehicles is another variant that emerged recently (Pimenta et al., 2017;
Bongiovanni et al., 2019; Bongiovanni et al., 2022; Su et al., 2023). In this variant, the use of autonomous
vehicles removes the constraints related to the drivers’ shifts and breaks. As a consequence, vehicles
operate on non-stop schedules, increasing their level of service.

Specifications of service quality. The classic objective of DARP is the minimization of the trans-
portation cost. In this case, the service quality is ensured by constraints on time windows and maximum
ride times. However, other constraints related to service quality have been studied in variants of the
DARP.

Time windows at both pickup and drop-off are required to ensure that users don’t arrive too early
and wait for too long at their drop-off location. Usually, users specify only one time window for the
pickup or the drop-off. For example, in the case of an outbound trip from home to a medical facility,
the user specifies the time windows at the drop-off location in order to arrive on time for the medical
consultation. On the opposite, in the case of a disabled child returning home, the time window is set at
the pickup location to match the closing time of the medico-social institution. Once the time window
of the first location (i.e., pickup or drop-off) has been set, the time window of the second location is
computed based on the user’s maximum ride time. A procedure to compute the time windows has been
introduced in Cordeau (2006).

The maximum ride time is the same for all users in the classic formulation of the DARP. However,
this is inappropriate if some users have short trips and others have long trips. There are other ways to
define the maximum ride time. First, the maximum ride time can be proportional to the direct ride time
(Jaw et al., 1986). Second, if the time windows are specified at both pickup and drop-off locations, the
maximum ride time may not be required (Wolfler Calvo and Touati-Moungla, 2011; Parragh et al., 2015).
In this case, the ride time of the user is directly restricted by the time windows.

Incompatibilities may be added to the models to improve the quality of service (Detti et al., 2017;
Molenbruch et al., 2017c). There are two types of incompatibilities: user-user and user-staff. These
incompatibilities can result from medical requirements (e.g., qualification levels of the staff members) or
from preferences mentioned by users.

Consistency has also been studied in the context of multi-period DARP. Indeed, users of regular
on-demand transportation services are sensible to changes in their daily routine (Paquette et al., 2012;
Tellez et al., 2020). It ensures that some aspects of transportation don’t change too much from one
day to the next. As shown in Paquette et al. (2012), staff consistency is the second most important
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aspect of transportation. This ensures that users are already familiar with staff members. This aspect of
transportation is especially important for some users (e.g., patients with autism) who only accept a few
staff members known beforehand. Different levels of driver consistency are studied in Braekers and Kovacs
(2016) by pairing users with a limited number of drivers over a time horizon. Time consistency is also
important as some users and families are not always ready to accept a high variability in the transportation
schedule (Feillet et al., 2014). In the context of on-demand transportation, the time-consistent DARP
has been introduced in Tellez et al. (2022). Finally, group consistency has been studied in Lindstrøm and
Røpke (2022). In the case of school children transportation, frequent group changes can be stressful. To
solve this issue, each user can travel with a limited number of different users.

3.3.2.2 Alternative objectives

Single-objective. First, reducing the cost is the most studied objective. Costs can be explicitly
expressed with the arc cost (Cordeau and Laporte, 2003) or with the vehicle costs (e.g., cost per
kilometer, cost per minute, fixed cost) (Tellez et al., 2018). Costs can also be considered through
distance minimization (Parragh et al., 2009; Diana and Dessouky, 2004; Wong et al., 2014) or duration
minimization (Madsen et al., 1995; Chevrier et al., 2012; Ritzinger et al., 2016). A cost-related objective
is the maximization the service providers’ profit, which is equal to the revenue minus the transportation
cost (Parragh et al., 2015; Molenbruch et al., 2017a). Other objectives are related to the transporter.
For example, minimizing the number of vehicles is particularly helpful when vehicles have a high fixed
cost (Madsen et al., 1995; Chevrier et al., 2012; Wong et al., 2014).

Second, user-related objective have also been studied to improve the comfort of users. Maximizing
the quality of service is often measured using a metric related to ride times such as the minimization
of total ride times (Paquette et al., 2013), average ride time (Parragh et al., 2009), maximum user ride
time, or excess ride times (Melachrinoudis et al., 2007; Jorgensen et al., 2007; Diana and Dessouky, 2004).
Other objectives consider waiting times (Madsen et al., 1995; Jorgensen et al., 2007; Paquette et al., 2013;
Guerriero et al., 2014), transit times (Guerriero et al., 2014), deviations from requested pickup/drop-off
time windows (Madsen et al., 1995; Melachrinoudis et al., 2007; Carotenuto and Martis, 2017), delays
(Chevrier et al., 2012), or waiting time before the start of service (Krumke et al., 2006). An original
objective is studied in Garaix et al. (2011). As DARP allows the sharing of vehicles, the authors try to
maximize the occupancy rate of vehicles to promote social interactions between users.

Third, environment-related objective emerged with the need to develop green transportation. As
such, objectives like the minimization of CO2 emissions (Atahran et al., 2014; Chen et al., 2022) or fuel
consumption (Hu et al., 2019) have been studied.

Finally, soft constraints may be applied to penalize solutions without making them infeasible.
Depending on the situation, soft constraints allow the violation of time windows (Jorgensen et al., 2007;
Melachrinoudis et al., 2007; Melachrinoudis and Min, 2011; Chleb́ıková et al., 2023), maximum ride times
(Chleb́ıková et al., 2023), or even rejection of some demands in dynamic DARP (Liang et al., 2020; Dong
et al., 2020; Gaul et al., 2021). While soft constraints make it easier to reach feasible solutions, they can
also lead to undesirable situations. For example, users might arrive late at their appointment or vehicles
might leave before users are ready. In addition, setting the appropriate weight for the penalty requires
good insights from the decision-makers.

Multi-objective. In cost-related mono-objective optimization, the quality of service is expressed
through constraints. In this case, there is no incentive to improve it. In order to obtain solutions with
more balanced trade-offs between cost and quality of service, researchers have used multi-objective
strategies. To combine the different and often antagonist objectives mentioned in the previous section,
multiple strategies have been developed.

First, scalarization is the simplest strategy. It combines as many objectives as desired using a
weighted sum objective (Madsen et al., 1995; Jorgensen et al., 2007; Melachrinoudis et al., 2007; Mauri
et al., 2009; Kirchler and Wolfler Calvo, 2013; Diana and Dessouky, 2004; Bongiovanni et al., 2019; Souza
et al., 2022). In this strategy, each objective has a weight in the global objective function that expresses
its importance. While this scalarization method is easy to implement, a good understanding of the
tradeoffs between the objectives is needed to properly set the different weights.
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Second, the lexicographic method optimizes the objective in decreasing order of importance (Garaix
et al., 2011; Schilde et al., 2011; Schilde et al., 2014; Tellez et al., 2022; Ritzinger et al., 2022). As a
result, the first objective optimized has more influence on the solution than the others. This method is
inappropriate when searching for a fine trade-off between the objectives.

Third, the Pareto frontier reveals the best trade-offs between multiple objectives (Guerriero et al.,
2014; Atahran et al., 2014; Hu et al., 2019). By definition, for any solution on the Pareto frontier, it is
not possible to improve one objective without sacrificing another. Another way to describe a Pareto
frontier is by using the notion of dominance. A solution is strongly dominated if it exists another solution
that is better in all objectives, and weakly dominated if it exists another solution that is better in at
least one objective and equal in the other objectives. Using dominance, the Pareto frontier of a problem
contains the set of non-weakly dominated solutions. This method gives a very good insight into the
trade-offs between the objectives. However, it is time-consuming to compute the solutions of the Pareto
frontier.

3.3.2.3 Nature of decisions and information

The classic DARP assumes that all information is known in advance without uncertainty. In other
words, the decision-maker has perfect information about the number of requests, the exact needs of
each request, and the duration of each operation (routes and service times). Furthermore, no additional
request is added after the start of the operations. Given the nature of the information, the classic DARP
is static and deterministic. However, real-life on-demand transportation can be unpredictable and
may need online adjustments. As a result, other variants of the DARP have been developed to tackle
unpredictability and offer the possibility to make online adjustments.

First, a DARP can be static or dynamic. It is static if the routing plan cannot be changed after the
start of the operations. On the opposite, a DARP is dynamic if adjustments can be made. Second,
a DARP can be deterministic or stochastic. It is deterministic if the information is certain. On the
opposite, a DARP is stochastic if the information is unknown or partially known (e.g., range of values,
probabilistic distributions). Combining the static/dynamic and the deterministic/stochastic properties
gives four types of DARP: static and deterministic, static and stochastic, dynamic and deterministic, and
dynamic and stochastic. This taxonomy is summarized in Table 3.2 and explained in detail in Ho et al.
(2018).

decisions can be modified information is known with certainty designation

yes yes static and deterministic
yes no static and stochastic
no yes dynamic and deterministic
no no dynamic and stochastic

Table 3.2: classification of DARP relative to the nature of the information

Requests. In real-life situations, requests can be unpredictable.

First, online requests may appear after the start of the operations. In this situation, the decision-
maker must quickly respond by either accepting or rejecting the requests (Xiang et al., 2008; Berbeglia
et al., 2012; Gaul et al., 2021). In case of acceptance, the routing plan is modified to accommodate
the new request. If the new request has perfect information, then this corresponds to a dynamic and
deterministic DARP.

Second, stochastic requests may be used for non-deterministic situations. For example, the exact
end time of a medical appointment may be difficult to predict (Schilde et al., 2011). Nevertheless, some
information can be used to make the routing plan such as the probability to end on time. This situation
corresponds to a stochastic DARP. A similar source of uncertainty is user behavior. Indeed, users may
be late or not show up at pickup locations (Xiang et al., 2008; Ho and Haugland, 2011; Heilporn et al.,
2011). This also corresponds to stochastic DARPs.
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Routing operations. There are also sources of uncertainty on the service provider side.
First, traffic conditions are influenced by many factors such as rush hour, traffic accidents, weather

conditions, construction sites, road closures, and so on. This can lead to divergences between planned and
real routing schedules. For example, traffic congestion can cause important delays. To a lesser extent, even
traffic lights have an impact on the real schedule. These uncertainties can be modeled using stochastic
travel times (Xiang et al., 2008; Schilde et al., 2014; Lu et al., 2022) or time-dependent travel times (Hu
and Chang, 2015). Stochastic travel times correspond to stochastic DARPs, and time-dependent travel
times correspond to deterministic DARPs. In the case of stochastic travel times, the problem is dynamic
if it is possible to adjust the routing plan in response to the stochastic events.

Second, the reliability of vehicles is also a source of uncertainty. Stochastic vehicles’ breakdown is
studied in Xiang et al. (2008) and Beaudry et al. (2010) using a dynamic and stochastic DARP.

Third, driver uncertainty may also be introduced. For example, drivers may need unexpected
breaks requiring online adjustments of the routing plan (Xiang et al., 2008; Beaudry et al., 2010). Service
time may also be uncertain (Xiang et al., 2008). Indeed, staff members may take longer to serve a user
compared to the theoretical service time. Stochastic service time can be introduced to take that into
account.

3.3.3 Solution methods

Many solution methods have been used to solve the DARP and its variants. With slight modifications,
some methods can solve multiple variants at the same time. In the following, we provide an overview of
the classic solution methods (i.e., exact methods, heuristics, hybrid methods) used to solve the DARP.
We also provide some insights into more recent approaches that use Machine Learning (ML) techniques.
Again, we refer the reader to Molenbruch et al. (2017b) and Ho et al. (2018) for a more in-depth review
of the classic solution methods.

3.3.3.1 Exact methods

Few articles use exact methods to solve the DARP. The main advantage of exact methods is their ability
to find the optimal solution to a problem and guarantee its optimality. However, exact methods are
computationally expensive. As a result, they are impractical for solving large DARPs, feature-rich DARPs,
and DARPs with wide time windows. The largest classic DARP instance ever solved to optimality had
96 users and 8 vehicles, and the optimal solution was found in approximately 15 minutes (Gschwind
and Irnich, 2015). For DARP variants, the computation time can take up to hours. As exact methods
do not focus on speed but on quality, they have mostly been used for static and deterministic DARPs.
Dynamic DARPs require fast decisions that are incompatible with exact methods. On the opposite, static
DARPs may allow for enough computation time to reach optimality. For example, exact methods can be
used when decisions are taken once a day and all requests are already known the day before. Three
types of exact methods based on the branch-and-bound principle have been used to solve the DARP:
branch-and-cut, branch-and-price, and brand-and-price-and-cut.

Branch-and-cut. The branch-and-cut runs a branch-and-bound algorithm in combination with the
cutting plane method to tighten the linear programming relaxations. This allows faster convergence to
integer solutions and gives better bounds for checking the optimality. Branch-and-cut was first applied
to the DARP in Cordeau (2006). The authors adapted valid inequalities from the TSP and the VRP to
a 3-index mixed-integer programming model. Later in Ropke et al. (2007), additional cuts (strengthened
capacity, strengthened infeasible path, and fork constraints) were added and previous ones were adapted
to a 2-index formulation.

In order to tackle variants of the DARP, other authors developed branch-and-cut algorithms with
new valid inequalities related to their problems such as heterogeneous vehicles and users (Parragh, 2011),
multi-depot (Braekers et al., 2014), configurable vehicles (Liu et al., 2015), trip number (Liu et al., 2015),
lunch breaks (Liu et al., 2015), symmetry breaking (Braekers and Kovacs, 2016), and driver consistency
(Braekers and Kovacs, 2016). Recently, Rist and Forbes (2021) proposed a new formulation for the
DARP and new valid inequalities based on “restricted fragments” (segments of routes that can be present
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in any route). Their method solved 9 instances of the literature for the first time and accelerated the
computation time by one to two orders of magnitude for large instances.

Branch-and-price. Branch-and-price is based on the branch-and-bound algorithm combined with
column generation. Compared to the branch-and-cut, this exact method can handle larger problems
by decomposing the problem into a master and a subproblem. The branch-and-price was first used
on the DARP in Garaix et al. (2011). In this work, the subproblem is solved using an exact method.
However, the subproblem can be solved with any type of method: exact methods (Garaix et al., 2011;
Parragh et al., 2012; Feng et al., 2014; Riley et al., 2019), heuristics (Coppi et al., 2013; Hu and Chang,
2015; Chen et al., 2022), metaheuristic (Parragh and Schmid, 2013), or hybrid methods (Parragh et al.,
2015). On the one hand, using exact methods to solve the subproblem may be too computationally
expensive but the global convergence of the branch-and-price is guaranteed. On the other hand, heuristic
approaches are faster but the global convergence is not guaranteed. Hybrid methods propose a trade-off
between the advantages and disadvantages of exact and heuristic approaches.

Branch-and-price-and-cut. The branch-and-price-and-cut is another variant of the branch-and-bound
that combines the branch-and-price and the branch-and-cut approaches. This approach provides two
benefits: first, the reduced problem is made smaller thanks to the column generation; second, the bounds
of the problem relaxation are tightened using the cutting plane method. The method was first used on
the DARP by Gschwind and Irnich (2015). They extended the work of Ropke and Cordeau (2009) on
the pickup and delivery with time windows by adding the maximum ride time constraint. This method
has been used by a few researchers such as Gschwind and Irnich (2015), Qu and Bard (2015), Luo et al.
(2019), and Guo et al. (2023).

3.3.3.2 Heuristics

As DARP are NP-hard, it is difficult for exact methods to solve large or feature-rich DARP instances.
As a result, research has revolved around the development of heuristics.

A wide variety of heuristics have been used to solve the DARP. Following the taxonomy used in
Gendreau and Potvin (2005), some heuristics are trajectory-based and others are population-based. A
trajectory-based heuristic operates on one solution at a time. It starts with an initial solution which
is going to be modified at each iteration. Each time a new best solution is reached, this new best
solution is saved. A population-based heuristic operates on multiple solutions simultaneously. At each
iteration, the current population of solutions (current generation) is used to generate a new population of
solutions (next generation). The principle is to give birth to the best solution from the selection of good
characteristics across generations. In general, trajectory-based heuristics focus more on exploitation
while population-based heuristics focus more on exploration.

Simulated annealing. Simulated annealing (SA) was introduced in Metropolis et al. (1953) and first
applied to optimization problems by Kirkpatrick et al. (1983). It is based on the annealing process.
Annealing is a heat treatment used in metallurgy in which a material is heated to a specified temperature
and then cooled at a slow and controlled rate. Applied to optimization problems, simulated annealing
works with a single solution. At each iteration, a new solution is generated. If it is better, the new
solution is accepted. If not better, the new solution is accepted with a probability that depends on
the temperature. High temperatures give high acceptance probabilities and low temperatures give low
acceptance probabilities. At the beginning of the search, the temperature is high to stimulate exploration.
Then, the temperature gradually decreases to stimulate exploitation.

The standard simulated annealing with simple neighborhood operators has been implemented with
reasonable results (Baugh Jr et al., 1998; Mauri et al., 2009; Zidi et al., 2012; Reinhardt et al., 2013).
In Braekers et al. (2014), the authors use a deterministic annealing algorithm with more advanced
neighborhood operators and a restart procedure to avoid getting trapped in a local optimum. In this
variant of the simulated annealing, the acceptance is deterministic and not based on probabilities. This
work achieves very good results in comparison to other methods used in the literature.
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Tabu search. Tabu search was introduced in Glover and McMillan (1986) and first used for the DARP
in Cordeau and Laporte (2003). This trajectory-based metaheuristic excludes already visited search
areas by temporarily placing them in a tabu list. The entire neighborhood of the current solution is
generated and the best non-tabu solution is accepted. Thus, the tabu list avoids being trapped in cycles.
In addition, the worst solutions can be accepted to avoid being stuck in local optima.

In Cordeau and Laporte (2003), the basic tabu search algorithm is enhanced by two mechanisms to
speed up computation and escape from local optima. The first is the penalization of frequent moves,
and the second is the possibility to accept worst solutions. Good results have been obtained with this
algorithm. This encouraged other researchers to experiment with this metaheuristic and adapt it
to variants of the DARP (Melachrinoudis et al., 2007; Beaudry et al., 2010; Ho and Haugland, 2011;
Guerriero et al., 2014; Paquette et al., 2013; Kirchler and Wolfler Calvo, 2013; Detti et al., 2017).

Evaluating the complete neighborhood of a solution is computationally expensive. In order to overcome
this, variants of the tabu search partially evaluate the neighborhood of the current solution. In Detti
et al. (2017), a limited number of moves are randomly selected. In Kirchler and Wolfler Calvo (2013), a
granular tabu search is used. Only moves with a reduced cost (i.e., cost estimation) inferior to a granular
threshold are computed.

Variable neighborhood search (VNS). The variable neighborhood search was introduced in
Mladenović and Hansen (1997). This metaheuristic is based on three actions: improve, shake, and
change the neighborhood. The improvement phase (also called descent phase) is a variable neighborhood
descent that aims to find the local optima. On the opposite, the shaking phase (also called perturbation
phase) is used to escape local optima. Finally, the neighborhood change corresponds to the systematic
change of operators used during the improvement and shaking phases. One advantage of the VNS
is its simplicity as there are no (or few) parameters to set. Another one is the simplicity of creating
variants. Indeed, operators can be specific to the problem, multiple cycling variants can be used in the
neighborhood change (e.g., sequential, cyclic, pipe, skewed, ...), and multiple tactics can be used in the
descent phase (e.g., steepest-descent, first-descent, stochastic-descent, ...).

Parragh et al. (2010) obtained great results on the DARP and has laid the foundation for other
research on DARP variants (Parragh et al., 2009; Parragh, 2011; Parragh et al., 2012; Parragh et al.,
2015; Schilde et al., 2011; Schilde et al., 2014; Muelas et al., 2013; Detti et al., 2017).

Large neighborhood search (LNS). The large neighborhood search was first introduced coupled
with an exact method in Shaw (1998), and coupled with a heuristic under the name of ruin and recreate
in Schrimpf et al. (2000). It has a very straightforward principle: it improves the current solution by
ruining it and repairing it. At each iteration of the algorithm, the destroy operator degrades the solution,
then, the repair operator rebuilds a new complete solution from the partial solution.

A very successful and widespread variant of the LNS is the Adaptive Large Neighborhood Search
(ALNS) introduced in Ropke and Pisinger (2006). The main difference is that the ALNS selects the
operators based on their weighted probabilities. The weight of each operator is dynamically adjusted
according to its past performance. However, Turkeš et al. (2021) proved that adjusting the weights for
the operator selection does not significantly improve the performance of the ALNS.

The LNS and its variants have been extensively studied and have often shown very good results on
routing problems (Häll and Peterson, 2013; Qu and Bard, 2013; Lehuédé et al., 2014; Masson et al., 2014;
Braekers and Kovacs, 2016; Gschwind and Drexl, 2019; Masmoudi et al., 2016; Ritzinger et al., 2016;
Molenbruch et al., 2017a; Bongiovanni et al., 2020; Armbrust et al., 2022; Lindstrøm and Røpke, 2022).
To our knowledge, the best results on classic DARP benchmarks have been obtained with a variant of
the LNS by Gschwind and Drexl (2019).

Genetic algorithm. The genetic algorithm (GA) was first introduced in Holland (1975) and first
used to solve the DARP in Rekiek et al. (2006). It is a population-based metaheuristic inspired by
Darwin’s theory of evolution. Several parents are selected from an initial population. Then, children are
generated from the parents using crossover and mutation operators. Finally, some individuals (from both
the parents and children) are selected to form the next generation.
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The first genetic algorithms developed to solve the DARP used a cluster-first route-second principle
(Rekiek et al., 2006; Jorgensen et al., 2007; Hanne et al., 2009; Cubillos et al., 2009). The genetic
algorithm was used to build the clusters of requests, then, an additional heuristic was used to build the
routes from those clusters. Later, researchers developed genetic algorithms that were able to entirely
build the routes (Cubillos et al., 2007; Cubillos et al., 2009; Chevrier et al., 2012; Atahran et al., 2014).
This approach requires managing the infeasibilities introduced by the genetic algorithm such as double
requests, missing requests, and infeasible routes. Multiple crossover operators, mutation operators, and
individual selection criteria exist, allowing researchers to explore many variants of the genetic algorithm.

3.3.3.3 Hybrid methods

Hybrid methods consist of any combination of a heuristic, a metaheuristic, or an exact method. A
hybrid method combining exact and approximate methods is called matheuristic. While hybrid methods
are more laborious to implement, they combines the advantages of multiple methods. They can be
classified into two groups: hybrids of metaheuristics, and hybrids of metaheuristics and exact approach
(i.e., matheuristic). For both groups, multiple structures may be used to combine the solution methods.
When methods are on the same level, they may be run sequentially (Molenbruch et al., 2017a; Malheiros
et al., 2021) or in parallel (Berbeglia et al., 2012). When methods are not on the same level, a primary
method embeds other secondary methods (Jain and Van Hentenryck, 2011; Masmoudi et al., 2017).

Hybrids of trajectory and evolutionary methods. One popular combination is to integrate
trajectory-based with population-based methods (Chassaing et al., 2016; Chevrier et al., 2012; Zhang
et al., 2015; Masmoudi et al., 2016; Belhaiza, 2019; Fahmy, 2023). This allows to combine the exploitation
qualities of the former with the exploration qualities of the latter. The trajectory-based method is applied
to each individual in the population of solutions to mimic the biological phenomena of learning (Gogna
and Tayal, 2013).

Matheuristics. Regarding matheuristics, two approaches have been studied: embedding a metaheuristic
within an exact method or the reverse. The first is particularly used in the case of column generation
where the pricing is performed by a metaheuristic (Parragh et al., 2012). In the second approach, the
exact method is used within the metaheuristic to obtain a deeper level of intensification (Ritzinger et al.,
2016; Gschwind and Drexl, 2019). To our knowledge, the hybrid method developed in Gschwind and
Drexl (2019) is currently the best method for solving the classic DARP. The framework uses dynamic
programming embedded in an adaptive large neighborhood search.

3.3.3.4 Machine Learning (ML)

This section briefly presents the literature on Machine Learning (ML) applied to Operations Research
(OR). A more detailed review is included in Chapter 4.

In recent years, interactions between the artificial intelligence and operations research communities
have grown rapidly. However, researchers have used machine learning to solve OR problems since the
1980s and 1990s (Smith, 1999). For example, Hopfield and Tank (1985) was the first to use a neural
network to solve the TSP. Today, it is the recent increase in computational power that is currently driving
the interest of the OR community toward ML techniques. There are two main uses of machine learning
to improve OR’s solution methods. The first is to replace time-consuming tasks with an approximation
made using an ML method. The second is to explore the space of decisions (hyperparameters, parameters,
or decision variables) using machine learning to learn the best behaviors.

Replacing time-consuming tasks. Usually, when machine learning is used to replace time-
consuming tasks, the ML method assists a main OR method by making lower-level decisions. In
particular, this has been used in combination with branch-and-bound. Since branch-and-bound is an
enumerating method, it is very time-consuming. Several tactics are used to speed up the computation
and avoid unnecessary enumerations. Machine learning can help to further improve these tactics. For
example, it can be used to select nodes and variables in the branch-and-bound tree (Lodi and Zarpellon,
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2017), to decide when to run primal heuristics to tighten the bound of the problem (Khalil et al., 2017),
and to select promising cutting planes (Baltean-Lugojan et al., 2018).

Exploring the space of decisions. When machine learning is used to explore the space of decisions,
it can be integrated at multiple levels.

At the highest level, end-to-end ML models can solve entire OR problems (Vinyals et al., 2015; Larsen
et al., 2022; Bengio et al., 2021). However, end-to-end learning does not benefit from the decades of
experience learned by the OR community. While promising, results from end-to-end models are still
lacking compared to state-of-the-art pure OR solution methods.

Another possibility is to use machine learning for parameter tuning. Indeed, the performance of many
heuristics depends on the proper adjustment of their hyperparameters (Bengio et al., 2021). However,
there is no established standard practice for parameter tuning in the OR community. Many parameters
are tuned based on trial and error, and on the expertise of researchers. Machine learning could be the
appropriate tool to automate this process (Hoos, 2011; Bischl et al., 2016).

Similarly, machine learning can be used for heuristic selection (Malitsky et al., 2013; Xu et al., 2008;
Gomes, 2001; Chen and Tian, 2019). Many metaheuristics use a portfolio of lower-level heuristics,
each of which has its strengths and weaknesses. A good heuristic selection mechanism exploits the
complementarity between heuristics to achieve the best performance (Kerschke et al., 2018). Again,
instead of using handcrafted algorithms, machine learning could automate this process.

3.4 Research gaps relative to research questions

With respect to the literature, we identified several gaps that are relevant to the research questions
related to the regular non-urgent transportation of disabled children in France.

3.4.1 RQ1: How can we build an algorithm that computes fast and optimal
solutions for the regular non-urgent sanitary transportation?

There is a large variety of methods to solve the DARP: exact methods, metaheuristics, hybrid methods.
In addition, the advances of machine learning has given access to a broad new set of tools for solving
this routing problem. Nevertheless, the computation speed and the quality of the results are still not
sufficient to solve problems with as many users as in real-life situations. Indeed, it takes almost ten
minutes for the best solution method (Gschwind and Drexl, 2019) to solve a problem with 144 users (i.e.,
instance pr20 from Cordeau and Laporte (2003)). As the sanitary transportation of disabled children
involves thousands of users and as the computation time increases exponentially with the size of the
problem, even the best methods are still not able to manage real-life instances as they are. For example,
they require slicing large instances into smaller sub-instances. Hence, our first research gap:

RG1: The current state-of-the-art solution methods for the DARP are not able to tackle
real-life sized instances.

In order to build better solution methods, it would be beneficial to have a better understanding
of the characteristics of DARP solutions. While some good characteristic can be identified intuitively,
there may be others that cannot. In Arnold and Sörensen (2019), the authors successfully extracted the
characteristics of good VRP solutions and used them to significantly speed up the resolution. To our
knowledge, no similar study exist for the DARP. Hence, our second research gap:

RG2: The characteristics of good DARP solutions have yet to be identified through a rigorous
process and used to solve the DARP.

The last research gap that could help us solve our first research question is related to the new methods
brought by machine learning. As the ML and OR communities are distinct, new ML methods are not
systematically tested on OR problems and on the DARP in particular. Moreover, ML algorithms, when
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applied to DARP, are not always tested on classic benchmark from the literature. As a result, establishing
a proper comparison with classic OR solution methods is difficult. Hence, our third research question:

RG3: Many machine learning methods have yet to be tested on the DARP and compared to
state-of-the-art solution methods from the operations research literature.

3.4.2 RQ2: How can we extend the scope of the optimization and consider
the different aspects related to all the stakeholders?

Many articles focus solely on solving the DARP or its variants with the objective of minimizing the
transportation costs. However, the regular non-urgent sanitary transportation of disabled children in
France goes beyond this sole objective. Indeed, the quality of service is at least as important as the costs.
Fortunately, many articles have brought ingenious ways to consider the quality of service, whether in the
context of single-objective or multi-objective optimization. But unfortunately, there are only few models
that extend the scope of the resolution to other elements revolving around the transportation (e.g., staff
scheduling, user assignment, meeting points, ...). The ultimate goal would be to develop a holistic model
and the corresponding solution method that integrates all aspects related to the sanitary transportation.
While this goal may be unreachable, it is possible to partially bridge the following research gap by
integrating only some aspects.

RG4: There is no model that encompasses the entire scope of the regular non-urgent sanitary
transportation of disabled children in France and considers all the aspects related to the
different stakeholders.

3.4.3 RQ3: How the dependence between requests can be used to improve
the transportation?

The classic DARP formulation consider all requests as independent. However, in the context of regular
sanitary transportation, a user often have multiple requests. On one hand, the requests can still be
considered as independent. On the other hand, the requests can be considered as dependent. Having
depend requests means that the decision on one requests has an influence on the decision on another
one. Binding multiple requests together can be obtained through constraints shared by the requests.
For instance, this is the case of DARP variants that consider consistency. Shared constraints could take
multiple forms. Indeed, they could apply to only the user’s requests or to any set of requests regardless
of the user. For instance, an individual maximum ride time constraint could apply to the requests of a
user and a global maximum ride time constraint could apply to all the users. In regard to constraint
sharing, we identified the following gap in the literature:

RG5: There are few works on shared constraints for the DARP. In particular, there is no
study on a shared maximum ride time constraint.

3.5 Contributions

The research done during this thesis is built based on the gaps identified in the literature:

• RG1: The current state-of-the-art solution methods for the DARP are not able to tackle real-life
sized instances.

• RG2: The characteristics of good DARP solutions have yet to be identified through a rigorous
process and used to solve the DARP.

• RG3: Many machine learning methods have yet to be tested on the DARP and compared to
state-of-the-art solution methods from the operations research literature.
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• RG4: There is no model that encompasses the entire scope of the regular non-urgent sanitary
transportation of disabled children in France and considers all the aspects related to the different
stakeholders.

• RG5: There are few works on shared constraints for the DARP. In particular, there is no study on
a shared maximum ride time constraint.

This thesis is divided into three chapters to address these issues. Each chapter attempts to fill some
of the identified gaps.

• The first part of Chapter 4 explores the use of machine learning to build a knowledge-guided search
method for the DARP. (RG1, RG2, RG3)

• The second part of Chapter 4 adapts an online ML method called Nested Rollout Policy Adaptation
(NRPA) to the DARP. (RG1, RG3)

• Chapter 5 introduces the Commuting Dial-A-Ride Problem (Com-DARP) as a variant of the
Dial-A-Ride Problem (DARP) where each user has a morning request, an afternoon request, and a
daily maximum ride time. We accelerate the resolution by using a novel speed-up mechanism that
exploits the dynamic precedence relations between users. (RG1, RG5)

• Chapter 6 introduces the Assignment Dial-A-Ride Problem (ADARP). This variant of the DARP
combines the routing, user assignment, and staff sizing problems in the context of transportation of
people with disabilities. (RG4)
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Chapter 4

Machine learning applied to the
dial-a-ride problem

4.1 Introduction

Machine Learning (ML) is a branch of artificial intelligence and computer science that imitates the way
humans learn by using data and algorithms. ML algorithms do not need to be explicitly programmed
to perform a specific task. This characteristic is a fundamental difference from classic algorithms. It
makes machine learning well suited for natural signals (Bengio et al., 2021). Indeed, they are perfect
candidates for solving problems with no clear mathematical formulation or where the data distribution
cannot be described analytically. The first work on intelligent machines can be traced back to the
1950s (Solomonoff, 1957). In 1987, the Traveling Salesman Problem (TSP) was first solved using a neural
network (Hopfield and Tank, 1985). However, the recent progress has been driven by the explosion of
available data and the increase in inexpensive computational power. Today, ML models show good
results across a variety of tasks such as data mining, image processing, predictive analytics, natural
language processing, and so on. As a consequence, it is becoming increasingly popular in sectors such as
industry, transport, energy, health care, services, and so forth.

Based on the way humans learn, ML models need to go through a learning process illustrated in
Figure 4.1 (Wang et al., 2009). First, the model receives information from its environment. Second, it
extracts knowledge from this information. Thirdly, it saves the acquired knowledge. Finally, the stored
knowledge is used to execute new tasks. Additionally, a feedback loop can be used to adjust the model
iteratively.

environment learning storage execution

Figure 4.1: learning process (Wang et al., 2009)
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In this chapter, we present two ML-based approaches to solve the DARP. The first solution method
is based on an offline learning method. In this method, the characteristics of good and bad solutions
are expressed using multiple metrics. Then, several classifiers are trained to discriminate good and bad
solutions based on these metrics. Next, new ruin and recreate operators are developed based on the
knowledge gained from this learning. Finally, the new operators are integrated into a Large Neighborhood
Search (LNS) metaheuristic. The second solution method is based on an online learning method. It
uses a variant of the Monte Carlo Tree Search (MCTS) called Nested Rollout Policy Adaptation (NRPA).
Across multiple iterations, the algorithm learns the best way (i.e., policy) to build a complete solution.
Starting from an empty solution, the NRPA iteratively selects one request to insert using a greedy
insertion heuristic. After a solution is complete, the policy is adapted according to the best solution
found so far.

The rest of this chapter is organized as follows. A literature review is presented in Section 4.2. The
first work using offline learning is detailed in Section 4.3. Then, the second work using online learning is
detailed in Section 4.4. For both works, we give a complete description of the solution methods and the
numerical experiments. We also provide the conclusions and perspectives from these studies.

4.2 Literature review

4.2.1 A brief overview of machine learning

An ML problem is defined by a task, a learning process, and a performance measure (Alzubi et al., 2018).
For example, distinguishing several species of iris flower is a problem where the task is to classify all the
individual iris, the learning process is supervised learning using a set of labeled iris, and the performance
measure is the number of iris correctly classified.

ML models essentially deal with three tasks: classification, regression, and clustering (Ray, 2019). A
classification model tries to find the only correct output from a list of output classes. A regression model
tries to find the correct output value from a continuous numeric interval. A clustering model seeks to
explain a dataset by identifying a finite number of clusters based on the similarities between its items. In
Alzubi et al. (2018), generic questions are associated with these tasks: classification answers the question
“is it A or B?”, regression answers the question “how much?” or “how many?”, and clustering answers
the question “how is it organized?”.

Several types of learning processes exist to train ML models. The three major paradigms are supervised,
unsupervised, and reinforcement learning. In supervised learning, for any input, its corresponding
output is available. The model builds a mapping structure to produce an output (or a probability
distribution) for any given input based on input-output examples. In that sense, supervised learning
is also called imitation or demonstration setting. In unsupervised learning, the goal is to understand
the underlying characteristics of the data. On the opposite of supervised learning, the data is unlabeled.
In reinforcement learning, the model learns by interacting with its environment. It receives positive or
negative feedback for each action (or sequence of actions). The input corresponds to the interaction with
the environment and the output corresponds to the feedback.

The performance measure in machine learning is essential. During the training phase, it allows to track
the learning progress of a model. During the test phase, it allows to evaluate the quality of the model. As
many performance metrics exist, they must be chosen according to the problem. For classification tasks,
the most common metrics are accuracy, precision and recall, and f1-score. For regression tasks, these are
mean absolute error, mean squared error, and root mean squared error for regression tasks. Finally, for
reinforcement learning tasks, these are cumulative reward and time to reach a certain performance. In
addition, task-specific metrics are also used in reinforcement learning (e.g., the number of wins in games
or the number of positive feedback in natural language processing).

Machine learning and Operations Research (OR) are two specific fields with two specific communities.
Despite this distinction, limitations from one domain can be tackled using techniques from the other
domain. This has encouraged interactions between the two research fields. Thanks to the recent progress
in machine learning, the interactions between machine learning and operations research are increasing.
Four types of interactions can be identified (Song et al., 2019; Gambella et al., 2021). First, machine

52

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0125/these.pdf 
© [T. Chane-Haï], [2023], INSA Lyon, tous droits réservés



4.2. Literature review

learning can be used to solve OR problems, and more generally optimization problems. Second, the reverse
is also possible: operations research can be used to solve ML problems or to enhance ML techniques.
Third, data predictions using ML techniques can be used in decision-making processes. Fourth, machine
learning can be treated as an optimization problem where the objective function is the performance
metric.

4.2.2 Machine learning applied to operations research

Many articles review the interplay between the two fields (Corne et al., 2012; Curtis and Scheinberg,
2017; Song et al., 2019; Kraus et al., 2020; Gambella et al., 2021; Bogyrbayeva et al., 2022). In this
literature review, we focus on the first type of interactions: machine learning for solving OR problems.

Many effective solution methods have been developed by the OR community over decades of research.
Currently, the state-of-the-art algorithms are often composed of hand-crafted heuristics. Designing
solution methods often relies on the researcher’s experience as it is difficult to find optimal configurations.
Machine learning could provide a more systematic approach to the building and tuning process. The
underlying goals behind using machine learning for operations research are to speed up computations and
to improve the quality of the solutions. Machine learning has been used for operations research since
the 1990s. However, due to the lack of computational power, it was not practical compared to classic
OR methods such as exact approaches and metaheuristics (Smith, 1999). Today’s renewed interest in
this research topic is fueled by an unprecedented amount of computational resources brought by the
technological advances of the past decade.

The use of an ML technique for solving an OR problem can be described by answering three questions:
“what is the goal?”, “what kind of knowledge is used?”, “how is it used?”. First, as explained previously,
the goal is often to speed up computations, improve the quality of the solutions, or a combination of
the two goals. Second, the knowledge extracted by ML models can be used either online or offline.
Online models learn continuously during the resolution of the OR problem (Zhang and Lu, 2008). On
the opposite, offline models learn during a training phase. Then, the extracted knowledge is used on
unseen instances (Yalcinoz and Altun, 2001; Arnold and Sörensen, 2019). Third, there are many ways
to use machine learning to solve OR problems. Three main uses can be identified: generate instances,
approximate time-consuming tasks, and learn the best policies (i.e., strategies to solve a problem). We
detail the different uses below.

4.2.2.1 Uses of machine learning for operations research

Instance generation. The first use is to generate instances (Song et al., 2019). Many applications
of operations research aim to solve real-life problems. However, the number of real-life instances is
limited in many cases. This lack of available instances is also apparent for some synthetic instance
benchmarks. Furthermore, even when the number of instances is quite high, the benchmark may lack
diversity. The lack of diversity and quantity raises several questions regarding the evaluation of solution
methods: “is the performance of the solution methods specific to the benchmark used?”, “does the
performance of the solution method translate from synthetic to real-life instances?”. As a result,
generating synthetic instances could consolidate the results obtained by solution methods and prevent a
decrease in performance during the deployment on real-life instances (Lopes and Smith-Miles, 2013). To
ensure this, the synthetic instances should be numerous, close to real-life instances, and should cover as
many significant regions of the instance space as possible. Machine learning helps to achieve this goal by
analyzing the differences between instances. Ideally, the instances should form a large number of clusters
mixing real-life and synthetic instances.

Time-consuming tasks approximation. The second use of machine learning in operations research
is to substitute time-consuming tasks with fast approximations. In this architecture, the OR primary
method calls an ML secondary method to assist in lower-level decisions (Bengio et al., 2021). This use is
mostly applied to exact methods based on branch-and-bound.

ML models can select variables and nodes for branching (Lodi and Zarpellon, 2017). Here, the goal is
to replace handcrafted heuristics with a more systematic approach and speed up the selection process.
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Machine learning can also decide when to run primal heuristics (Khalil et al., 2017). On the one hand,
primal heuristics help pruning the branching tree when they find tighter bounds. But on the other hand,
they can slow down the resolution if launched too frequently without reaching tighter bounds. As a
result, ML models could learn the best moments to launch them. Finally, machine learning can also
select promising cutting planes (Baltean-Lugojan et al., 2018).

Outside the context of branch and bound, machine learning is also used to evaluate solutions (Song
et al., 2019). Indeed, ML can be used to approximate the objective function (Li et al., 2011; Li et al.,
2012; Václav́ık et al., 2016) or reduce the number of solutions to evaluate (Hunger and Huttner, 1999;
Hee-Su Kim and Sung-Bae Cho, 2001; Park and Kim, 2017). This practice speeds up the computation
when evaluating the solution objective is time-consuming or when there is a large number of solutions to
evaluate.

Policy learning. The third use of machine learning in operations research is policy learning. In other
words, ML models learn the best strategies to solve the OR problem. Models can be integrated into
multiple algorithmic structures.

1) At the highest level, machine learning can heuristically solve problems by itself. This is called
end-to-end learning (Vinyals et al., 2015; Bengio et al., 2021; Larsen et al., 2022).

2) Still at a high level, hyperparameters and parameters can be tuned using machine learning (Zhang
et al., 2007; Hoos, 2011; Bischl et al., 2016). To our knowledge, there is no tuning method widely used
by the OR community. These parameters are often set manually through trial and error during the
development phase. Nevertheless, these parameters have an impact on the performance of solution
methods (Bengio et al., 2021). As a result, machine learning could provide a more systematic approach
and better tuning.

3) Machine learning can also be used to help the selection of decision variables in OR problems (Song
et al., 2019). In the context of evolutionary multi-objective optimization, clustering has been used to
classify decision variables between convergence-related and diversity-related variables (Zhang et al., 2018).
This practice aims to improve the scalability relative to the number of decision variables.

4) A well-studied approach in using machine learning for solving OR problems tackles the selection
process of competing heuristics (Gomes, 2001; Burke et al., 2003; Xu et al., 2008; Zhang and Lu, 2008;
Di Gaspero and Urli, 2012; Malitsky et al., 2013; Degroote, 2018; Kerschke et al., 2018; Choong et al.,
2018; Chen and Tian, 2019). This is also known as meta-learning for algorithm portfolios (Song et al.,
2019; Bongiovanni et al., 2022). For many optimization problems, no heuristic dominates the others
across all instances. Indeed, heuristics have complementary strengths that can be leveraged by using the
right heuristic at the right moment (Kerschke et al., 2018).

5) The selection of solutions in the context of population-based metaheuristics is another use of machine
learning related to a selection process. As maintaining an entire population can be computationally
expensive, machine learning can be used to select only the most important individuals. Some studies
aim to maintain population diversity (Streichert et al., 2003). Others aim to select the most promising
regions by applying intensification only on the most promising solutions (Martinez-Estudillo et al., 2006;
Wong and Choong, 2015).

6) Machine learning can be used to generate solutions. For example, it can be used at the beginning
of the resolution to generate better initial solutions (Deng et al., 2015) or during the search as a part of
the solution method (Montoya et al., 2016).

7) Finally, machine learning can be used for neighbor generation by exploiting acquired knowledge.
Instead of enumerating all neighbors or randomly generating neighbors, ML models can limit and guide
the search toward interesting neighbors (Arnold and Sörensen, 2019; Thevenin and Zufferey, 2019).

4.2.3 Machine learning for routing problems

Solving routing problems using machine learning perfectly illustrates the interactions between the OR
field and the ML field.

While routing problems have been tackled since the early days of operations research, the first use
of machine learning for solving a routing problem only appeared more than 40 years later. Hopfield
and Tank (1985) was the firsts to solve the TSP using a Hopfield neural network. Until the mid-2010s,
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similar works were scarce. However, recent years have seen a growing number of studies using machine
learning for solving routing problems. Figure 4.2 illustrates this trend. It represents the number of results
per year on the Science Direct database for a research query with keywords related to machine learning
and routing problem1. While this search is conducted on a single database and is not fine-tuned, it is
still representative of the global trend.
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Figure 4.2: number of articles related to machine learning and vehicle routing problems per year

While this research topic lies at the intersection of two research fields, the two communities use
different approaches. On the one hand, articles from the machine learning community mostly focus on
end-to-end resolution entirely based on ML techniques (Vinyals et al., 2015; Bello et al., 2017; Khalil
et al., 2017; Gao et al., 2020; Vera and Abad, 2019; Yu et al., 2019; Basso et al., 2022; Baty et al., 2023;
Ma et al., 2022; Li et al., 2022; Kool et al., 2019; Nazari et al., 2018; Joshi et al., 2019; Kim et al., 2021;
Chen and Tian, 2019; Wu et al., 2020). On the other hand, articles from the OR community often use
machine learning as a complementary tool in an attempt to enhance the performance of metaheuristics
and exact methods (Bongiovanni et al., 2020; Bongiovanni et al., 2022; Lu et al., 2019; Li et al., 2021;
Arnold and Sörensen, 2019; Accorsi and Vigo, 2021).

This difference can be explained by the difficulty to tackle a multidisciplinary problem such as solving
routing problems using machine learning. Multiple difficulties can be identified (Accorsi et al., 2022).
First, learning and applying techniques from the other research field requires considerable effort. Second,
researchers from one field may not be familiar with the literature and practices of the other field. As a
result, the best solution methods are not always considered. For example, Nazari et al. (2018) use Google’s
OR-tools to compare their results on the VRP. However, superior solution methods are available for the
VRP. Third, comparing results within one research field is not always easy, but it is even more difficult
across two fields. Indeed, the ML and OR communities tend to use different benchmarks, programming
languages (e.g., Python vs. C++), and running environments (parallel GPUs vs. single-thread CPU).
Finally, despite the growing efforts on this topic, results obtained using machine learning are still not
on par with state-of-the-art OR solution methods. Unfortunately, this hinders the adoption of ML
techniques.

Among routing problems, the Dial-A-Ride Problem (DARP) is one of the most advanced variants. In
comparison to the classic TSP, there are significantly more constraints. The most challenging constraints
are the time windows, the node pairing (i.e., pickup and drop-off), and the maximal ride time constraints.
In a TSP, any node permutation results in a feasible solution. However, in a DARP, only a few node
permutations are feasible due to the previously mentioned constraints. Thus, the space of the feasible
solutions is often extremely small compared to the rest of the research space. This feasibility issue poses
such challenges that some articles are almost entirely dedicated to it (Hunsaker and Savelsbergh, 2002;
Tang et al., 2010; Firat and Woeginger, 2011; Braekers et al., 2014; Gschwind and Drexl, 2019). This
additional hurdle adds to the previously mentioned difficulties in solving routing problems using ML
techniques. As a result, research using machine learning to solve the DARP and its variants is scarce

1The complete query is: (”machine learning” OR ”reinforcement learning” OR ”neural network”) AND (”traveling
salesman” OR ”vehicle routing” OR ”dial-a-ride”)
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(Moll et al., 1998; Bongiovanni et al., 2020; Bongiovanni et al., 2022; Ackermann and Rieck, 2022; Dong,
2022; Mortazavi et al., 2022). To our knowledge, only Dong (2022) and Mortazavi et al. (2022) have
recently addressed the classic DARP problem using machine learning.

56

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0125/these.pdf 
© [T. Chane-Haï], [2023], INSA Lyon, tous droits réservés



4.3. Knowledge-guided search for the DARP using offline machine learning

4.3 Knowledge-guided search for the DARP using offline ma-
chine learning

Highlights:

• The Dial-A-Ride Problem (DARP) is solved using an offline machine learning based
method. The solution method extracts the characteristics of good DARP solutions,
and then builds knowledge-guided heuristics targeting these characteristics.

• Two scopes are studied to understand what are the characteristics of good solutions
(1st scope) and good arcs (2nd scope).

• The learning process is performed on 1000 synthetic instances, and then the new
knowledge-guided heuristics are tested on classic instances from the literature.

• The classifiers are able to differentiate good from bad solutions/arcs with a 67/66%
accuracy. However, the implementation of the new knowledge-guided heuristics does
not improve the resolution.

4.3.1 Introduction

This section presents an offline learning method for solving the DARP. The goal is to extract the
characteristics of good DARP solutions or arcs using ML techniques, and then use these characteristics
to create new heuristics. Due to the complexity of routing problems, building a solution by hand is
far from being the optimal method for any large problem. Yet, to a certain extent, it is possible to
intuitively know if a solution is good or not for some simple routing problems such as the TSP and the
VRP. However, the DARP is much more sophisticated, making this task impossible. This is mainly due
to time-related constraints. For example, two nodes geographically close might not be in the same route
because they are temporally far away. Hopefully, machine learning could be the perfect tool to make
sense of the intricacy of DARP solutions. Indeed, machine learning is capable of identifying underlying
patterns in databases with large and nontrivial structures. Using these patterns to guide the resolution
would speed up the computation. As a result, it would be possible to solve larger DARP instances.

Many solution methods are available to solve the DARP. Exact methods guarantee the optimality
of solutions, but their effectiveness is limited by instance size (Ho et al., 2018). For large instances
or restricted computation time, metaheuristics present a more practical approach. Among these
metaheuristics, the Large Neighborhood Search (LNS) and its variants have consistently shown good
performances across a variety of DARPs (Pisinger and Ropke, 2019). Based on the principle of ruin
and repair, the metaheuristic iteratively calls for lower-level heuristics (called operators) for inserting or
removing requests (Shaw, 1998). Over the years, researchers have developed many operators. Some
of these (e.g., greedy insertion, random removal) are problem agnostics and could be used on other
optimization problems. Others are DARP-specific (e.g., related removal) and try to take advantage of
the DARP’s structure. Nevertheless, these knowledge-based operators were built based on the intuition
and experience of the researchers. A data mining approach could be a systematic method to provide new
insights, and thus build new knowledge-based operators for the DARP.

In Arnold and Sörensen (2019), this solution method has been successfully implemented on the VRP.
The authors discovered that near-optimal and non-optimal VRP solutions can be distinguished by the
compactness of routes, the width of routes, the span in radians of routes, the number of intersecting
edges, and the distances of connecting edges to the depot. Then, they used the extracted knowledge to
penalize edges based on these characteristics. As a result, the convergence speed of their metaheuristics
has greatly improved. In Arnold and Sörensen (2019), the learning process operates at solution level.
In other words, the metrics used as inputs for the ML process describe entire solutions. In our case,
we study both the learning at solution level and at arc level. At arc level, the goal is to identify the
characteristics of good arcs (i.e., arcs present in good solutions). Then, we use this knowledge to guide
the resolution toward the insertion of good arcs.
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Chapter 4. Machine learning applied to the dial-a-ride problem

In this study, we try to bridge research gaps RG12, RG23, RG34 by answering two questions. First, is
it possible to identify the characteristics of good DARP solutions/arcs? Second, does the introduction of
knowledge-based operators in an LNS speed up the resolution of a DARP?

The rest of this section is organized as follows. The solution method is presented in Section 4.3.2.
Then, the experimental application of each of its steps is detailed in Sections 4.3.4, 4.3.5, and 4.3.6.
Finally, conclusions and research perspectives are drawn in Section 4.3.7.

4.3.2 Solution method

The solution method has three steps: 1) generate the data, 2) extract interesting characteristics, and 3)
create new operators based on the acquired knowledge.

Data generation. The first step is to generate enough data to learn from.
A large number of artificial instances are created and solved to generate solutions. This step is

required as the number of instances from benchmarks of the literature is limited. Then, one good and
one bad solution is computed for each instance. At solution level, the good and bad solutions directly
serve as inputs for the ML process. At arc level, it is the arcs from these solutions that serve as inputs.
In this case, arcs present in the good (respectively bad) solution are labeled as good arcs (respectively
bad arcs). Finally, metrics that characterize instances, solutions, and arcs are extracted to build the
database. While there is no guideline on choosing the metrics (Arnold and Sörensen, 2019), we rely on
our experience and intuition to create them. As a result, we use an exhaustive list of metrics to increase
the likelihood of discovering underlying patterns.

Once the metrics are computed, they are placed into a dataset. At solution level, each data point
contains one solution’s metrics, the corresponding instance’s metrics, and the label (i.e., good or bad).
At arc level, a solution’s metrics are replaced by an arc’s metrics. Instances’ metrics are included because
a solution’s structure depends on the instance’s structure. For instance, the average route load in a given
solution is certainly influenced by the number of requests in the instance.

Characteristic extraction. The second step is to analyze the data using machine learning to extract
interesting characteristics. Two questions are raised here.

The first question is “is it possible to differentiate good and bad solutions/arcs using the extracted
metrics?”. To answer this question, classifiers are trained using all the available metrics. A prediction
accuracy of 50% is equivalent to randomly guessing the label. Thus, if the accuracy of the classifiers is
greater than 50%, then the classifiers are able to differentiate good from bad solutions/arcs based on
their metrics.

If the first question is positively answered, then the second question can be raised: “what are the
characteristics of good solutions/arcs?”. This question concerns the interpretability of the predictions
which depends on the classifiers internal mechanism and the number of metrics used for making the
predictions. Unfortunately, accuracy and interpretability are often two opposite objectives. While using all
the metrics and advanced classifiers (e.g., deep neural networks) often leads to superior performance, the
results are difficult to interpret. On the contrary, relying solely on one solution metric and basic classifiers
(e.g., decision trees) can result in easier interpretation of predictions but often leads to lower accuracy.
As a consequence, we must find a trade-off to extract usable knowledge from the data. Nevertheless, it is
important to keep in mind that the objective of this study is to extract guidelines for solving the DARP,
not to have the highest accuracy score.

Building knowledge-guided operators. The last step is to incorporate the acquired knowledge into
the metaheuristics used for solving the DARP. In Arnold and Sörensen (2019), the authors used the
extracted knowledge to penalize the edges. In our case, we decided to create new knowledge-based

2RG1: RG1: The current state-of-the-art solution methods for the DARP are not able to tackle real-life sized instances.
3RG2: The characteristics of good DARP solutions have yet to be identified through a rigorous process and used to

solve the DARP.
4RG3: Many machine learning methods have yet to be tested on the DARP and compared to state-of-the-art solution

methods from the operations research literature.
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4.3. Knowledge-guided search for the DARP using offline machine learning

heuristics. Incorporated in a metaheuristic framework as low-level heuristics, the new heuristics insert
and remove users based on the characteristics used for the predictions.

4.3.3 Presentation of the numerical experiments

Solutions are generated using a solver coded in C++ and compiled into a 64-bit single-thread code using
g++ 9.4.0. Then, the data is analyzed with classifiers from the scikit-learn library. Finally, the C++
solver is modified according to the extracted knowledge and tested to see if any improvement has been
made. The experiments are performed on a 2.0 GHz AMD EPYC 7702 CPU under a Linux Ubuntu
20.04.4 LTS operating system.

In the following numerical experiments, we first describe the solver used to generate the solutions in
Section 4.3.4.1. Then, Sections 4.3.4.2 and 4.3.4.3 detail the instance and solution generation processes.
It is directly followed by the presentation of the metrics used during the learning in Section 4.3.4.4. Next,
the machine learning part of the experiment is detailed in Sections 4.3.5.1 and 4.3.5.2. Finally, the new
knowledge-guided heuristics are tested in Section 4.3.6.

4.3.4 Data generation

4.3.4.1 The solver: Large Neighboordhood Search (LNS)

As the DARP is NP-hard (Baugh Jr et al., 1998), solving the generated instances to optimality is not an
easy task. While using an exact method would ensure optimality, it would require too much computation
time. As a consequence, we use a metaheuristic. Among the variety of existing metaheuristics, we
implemented a Large Neighborhood Search (LNS). The LNS is simple to implement and has shown
great results over a variety of DARP benchmarks (Pisinger and Ropke, 2019). The adaptive large
neighborhood search is a more widely used variant of the LNS which has an additional adaptive layer.
However, this adaptive layer shows little improvement in practice (Turkeš et al., 2021). As a consequence,
we decided to use the simpler LNS as our solver.

A wide variety of ruin and recreate operators have been implemented (Pisinger and Ropke, 2007).
However, Christiaens and Vanden Berghe (2020) showed that good results can be obtained with a few
operators. Thus, the LNS is implemented with the same operators as in Tellez et al. (2018) as they
showed the best results on a similar metaheuristic implementation. Our LNS uses two ruin operators
(random removal, historical node-pair removal) and 4 recreate operators (best insertion, k-regret insertion
with k = 2, 3, 4). The solution acceptation uses a simple record-to-record criterion (Dueck, 1993) as its
performance has been proven for the adaptive large neighborhood search (Santini et al., 2018). Finally,
the feasibility of the solution is validated using a set of preliminary tests (Braekers et al., 2014) followed
(if successful) by a scheduling evaluation (Tellez et al., 2018). The LNS implementation is summarized
in Table 4.1.

value description

5% record-to-record acceptance percentage
[0.1, 0.45] destruction size for the LNS
random, history node-pair ruin operators
best, k-regret recreate operators
6 roulette wheel parameter for the historical node-pair ruin operator
2, 3, 4 k parameter for the k-regret ruin operator

Table 4.1: LNS parameter setting

4.3.4.2 Instance generation

In our study, 1000 instances are generated using the same protocol as in Cordeau (2006) (benchmark
A). Here, we summarize the procedure and refer the reader to Cordeau (2006) for more details. The
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instances are generated on a 10x10 grid. Each request has a pickup and a drop-off, both located at
random positions on the map. The depot is located at the center. Half of the requests are outbound
requests (i.e., from home to an outside location), and the other half are inbound requests (i.e., from an
outside location back home). The time window is set at the outside location first, then the time window
at home is computed using the time windows tightening procedure described in Cordeau (2006). The
requests are served by a fleet of homogeneous vehicles.

In order to have good solutions for training the classifiers, we need to solve the instances close to
optimality. However, generating near-optimal solutions using the LNS raises two difficulties. First, the
optimality of a solution cannot be proven by the LNS. Second, the computation times required to reach
optimal or near-optimal solutions are unknown. To tackle these difficulties, we can take advantage of
years of experimentation on benchmark instances by using the best-known solutions (BKS) as references.
As our instances are generated using the procedure in Cordeau (2006), the computation times required
to reach near-optimal solutions will be similar for the benchmark instances and our generated instances.
For example, if our method takes around 5 minutes to reach the best-known solutions for benchmark
instances of size 50, then it will likely take around the same duration to reach good solutions for our
generated instances of the same size. Thus, we solve each instance of benchmark A from Cordeau (2006)
and save the convergence. An instance is named after its number of vehicles and users. For example,
instance a2-20 has 2 vehicles and 20 users. For each instance, 5 runs are performed with a time limit of 8
hours. Table 4.2 shows the average and maximum computation time required to reach solutions with
gaps lower than 1% (gap = score−BKS

BKS ). When no value is provided, it means that not every run was
able to reach a gap smaller than 1%.

instance average time to 1% max time to 1%

a2-16 0 0
a4-16 0 0
a3-18 0 0
a2-20 0 0
a2-24 0 0
a3-24 0 0
a4-24 0 0
a3-30 0 0
a4-32 0 0
a3-36 0 0
a4-40 0 2
a5-40 0 2
a4-48 80 165
a6-48 195 335
a5-50 31 58
a7-56 1250 2702
a5-60 1034 3763
a6-60 11078 18326
a8-64
a7-70
a6-72
a8-80
a7-84
a8-96

Table 4.2: computation time (in s) to reach a 1% gap

First, the LNS is not able to find near-optimal solutions for instances with 64 users and more. Second,
the computation time required to reach good solutions for instances with 60 users is variable and can
be long. Indeed, despite having the same number of users, the computation time is more than 10 times
bigger for instance a6-60 than for instance a5-60 (11078 s vs. 1034 s on average). For these reasons, we
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exclude instances with 60 users and more. Third, while the LNS is able to quickly find near-optimal
solutions for small instances, we also exclude them from our study. Indeed, as they have a low number of
requests, it is more likely that a small variation between two small instances results in a large difference
in their solutions’ structure. It can be an issue for a later generalization to larger instances. Having
more requests limits this problem. Thus, we also exclude instances with 36 users or less. Finally,
the computation time is approximately 8 times bigger for instance a7-56 than for instance a6-48 which
has the second worst computation time (2702 s vs. 335 s at worst). Thus, we also exclude instances
with 56 users due to their greater computation time relative to the other instances and with respect
to our computational resources. To conclude, we generate instances between 40 and 50 users. We set
the computation time to 600 seconds in order to have a reasonable margin with respect to the worst
computation time found while solving the benchmark from the literature (i.e., 335 s for instance a6-48).
This setting aims to balance optimality and generalization capabilities.

4.3.4.3 Solution generation

We define 3 levels of optimality: 0% gap (good solution), 2% gap (bad solution), and 4% gap (very bad
solution). The 0% gap corresponds to the best solutions found after 600 seconds of computation. The
optimality cannot be guaranteed with our solver as it is not an exact method. However, the good quality
of our solutions is supported by the preliminary work on the benchmark instances from Cordeau (2006)
(see Section 4.3.4.2). It is impossible to obtain a precise gap for all solutions. Thus, 2% and 4% gap
solutions have in practice a gap in a [1.5, 2.5] interval and a [3.5, 4.5] interval.

4.3.4.4 Metric extraction

The knowledge extraction process starts by extracting metrics according to the level of the elements
studied (i.e., solutions or arcs).

Instance metrics. First, we need to characterize the instances. The metrics used to describe an
instance must give a good sense of its structure. These metrics can include the number of users, the
geographical distribution of the requests, the location of the depot, etc. Our generated instances are
basic DARP instances. Thus, they share many characteristics such as the depot location (i.e., at the
center of the map), vehicles’ characteristics (e.g., same capacity), the maximal ride time of users, and so
on. As a result, we exclude such metrics from our database as they would be identical for every data
point. However, these metrics are relevant in the case of instances with more features (e.g., heterogeneous
fleet, multiple depots, clustered demand, ...). The list of extracted metrics is presented in Table 4.3.

characteristic metric

demand number of users
resources number of vehicles
availability of the resources capacity utilization
feasibility percentage of feasible arcs
density distance between nodes
temporal tightness users’ time windows
remoteness distance between the requests and the depot

Table 4.3: list of instance metrics

The demand and resources are measured using the number of users, the number of vehicles, and the
capacity utilization. The capacity utilization corresponds to the ratio between the total load (i.e., the
number of users in our case) and the total capacity of the fleet of vehicles. We characterize the difficulty
to solve an instance by its global feasibility. It corresponds to the percentage of feasible arcs. Here, we
define a feasible arc as an arc that passes all the preliminary feasibility tests related to the temporal
constraints (Braekers et al., 2014). The density is measured using the pair-wise distance between
nodes. This metric is split into multiples metrics (i.e., minimum, maximum, median, first quartile, third
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quartile, average, standard deviation) to have a more detailed picture of the distribution of the density.
In our instances, the locations of the pickups and depots are chosen randomly according to a uniform
distribution. As a result, the more users, the more these metrics are similar across instances. However, we
decided to include these metrics because the variability is probably not negligible for our medium-sized
instances. The temporal tightness is measured using the duration of the users’ time windows. Like the
density, the temporal tightness distribution is studied. Finally, the remoteness of the users is measured
using the distance between the requests and the depot. For each request, the distance of the direct
itinerary “depot - pickup - drop-off - depot” is computed. Once again, the remoteness distribution is
studied.

Solution metrics. At solution level, the next step is to characterize the solutions. The set of metrics
used is presented in Table 4.4.

The first metric is the value of the objective function (i.e., the total distance). Then, we use a set of
metrics that characterize the routes. We measure the number of routes, the routes’ depth, the routes’
angle, the number of requests per route, and the routes’ average load. Except for the first metric which
is straightforward, we analyze each metric using its distribution (i.e., minimum, maximum, median, first
quartile, third quartile, average, standard deviation). The route’s depth and angle are represented in
Figure 4.3. Given a route r, its load is given by the following formula

∑
a∈r Lada/

∑
a∈r da, with La

being the cumulative load when traveling arc a, and da being the distance of the arc a. It corresponds to
the weighted average cumulative load relative to the arcs’ distance.

depth

angle

Figure 4.3: route metrics

The next set of metrics gives a global overview of the arcs in the solution. We measure the distribution
of the arcs’ length relative to the overall solution, to the users, and to the depot. The arcs’ length relative
to a user corresponds to the length of the arcs incident to its pickup and drop-off node (i.e., incoming
and outgoing pickup and drop-off arcs). The arcs’ length relative to the depot corresponds to the length
of the first and last arc of a route. We measured another metric related to the arcs: the connection rank.
We define this metric as follows: the connection rank between a node and its first (respectively second,
third, ..., n-th) closest reachable neighbor is a 1st-rank (respectively 2nd-rank, 3rd-rank, ..., n-th-rank)
connection. A neighbor is reachable if the arc passes the preliminary tests related to the time windows,
the service time at origin, and the arc’s duration (Braekers et al., 2014). It is important to note that the
connection ranks are not symmetrical. For example, the arc from node A to node B can have a 1st-rank
connection, but the opposite arc from B to A can have a higher-rank connection or even be infeasible.
Thus, the connection rank of a node is the average between its incoming and outgoing connection rank.
Once again, we measure the distribution of the connection ranks to characterize solutions.

Finally, we measure the distribution of the waiting time of users. This metric is related to the quality
of service. We suppose that this metric may not be as relevant as others because the routes’ duration
is not considered in our objective function. However, this metric is probably important when routes’
duration impacts the objective function.
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solution characteristic metric

objective total distance

routes number
depth
angle
number of requests per route
average load

arcs distance
incident distance for users
incident distance for the depot
connection rank

users waiting time

Table 4.4: list of solution metrics

Arc metrics. At arc level, solution metrics are replaced by arc metrics. For the sake of clarity, we
devised two sets of metrics. The first one corresponds to the set of simple metrics and the second one
corresponds to the set of composed metrics. A composed metric is a ratio between two simple metrics.
For example, if the number of LNS iterations and the number of times the arc has been inserted are
two simple metrics, then the ratio between the two is a composed metric. The set of simple metrics is
presented in Table 4.5 and the set of composed metrics is presented in Table A.1 in Appendix A.1.

arc characteristic metric

search total number of feasibility tests

static information cost, FTS, minimum waiting time

dynamic information number of feasibility tests
number of apparitions/insertion/removals

Table 4.5: list of arc metrics

The first metric gives information on the overall search process using the total number of feasibility
tests performed during the search. It corresponds to four metrics: the total number of preliminary
tests computed, the total number of preliminary tests succeeded, the total number of preliminary tests
computed, and the total number of preliminary tests succeeded.

The next set of metrics uses the arcs static information. These metrics stay unchanged during the
resolution and can be computed during a preprocessing phase. The first metric of this set is the
cost. In our context, it corresponds to its distance. In other DARP variants, the cost may include the
duration-related cost and the fixed cost of the vehicles. The second metric of this set is the arc’s Forward
Time Slack (FTS). The FTS has been introduced in Savelsbergh (1992). It is the maximum value by
which the start of service at a node can be delayed without making the route infeasible. We adapt this
definition at arc level. In our case, the FTS is the maximum value by which the start of service at the
origin node can be delayed without making the arc to a destination node infeasible. In other words, the
arc’s FTS is the maximum delay at the origin that still allows to start the service at destination within
its time window. The last metric of this set of static metrics is the minimum wait of an arc. It equals
the difference between the latest arrival time and the earliest service time at a destination node. The
latest arrival time is equal to the sum of the time window’s end at the departure node, the service time
at the departure node, and the duration of the arc. The earliest service time at the destination node
corresponds to the beginning of its time window.
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The next set of metrics includes metrics related to dynamic information. In other words, their value
changes during the resolution. The arc’s number of apparitions corresponds to the number of times the
arc has appeared in a newly built solution of the LNS (one new solution per iteration of the LNS). The
number of insertions and removals corresponds to the number of times the arc has been inserted and
removed by the LNS operators.

There is a fundamental difference between the solution and the arc metrics: solution metrics are
computed at the end of the resolution and the arc metrics are computed during the early stages of
the resolution. This is due to the dynamic nature of some arc metrics. Let us take the number of
successful scheduling tests as an example. In the first scenario, the arc metrics are saved at the end of
the computation. Here, the extracted knowledge “an arc is good if it has more than 1000 successful
scheduling tests at the end of the resolution” does not indicate if an arc is good or bad during the
resolution. Thus, it is difficult to use this knowledge to guide the resolution. In the second scenario, the
arc metrics are saved at an early stage of the resolution. Here, the extracted knowledge “an arc is good
if it has more than 50 successful scheduling tests after 1000 LNS iterations” can be used just after the
first 1000 iterations. Thus, it is possible to build operators that target arcs with at least 50 successful
scheduling tests after 1000 iterations. As a consequence, arc metrics are computed during the early
stages of the resolution. We save the arc metrics at 1000, 2000, 3000, 4000, and 5000 LNS iterations.

4.3.5 Characteristic extraction

4.3.5.1 Is it possible to differentiate good and bad solutions/arcs using the extracted
metrics?

As mentioned in the presentation of the solution method in Section 4.3.2, the first question we try to
answer is: “is it possible to differentiate good and bad solutions/arcs using the extracted metrics?”.

In order to extract useful knowledge, we avoid advanced classifiers such as deep neural networks.
Indeed, our goal is not to have perfect accuracy on the predictions but rather to obtain guidelines for
solving the DARP. As a result, we used less accurate but simpler classifiers. We used the following
classifiers from the scikit-learn library: decision trees, random forests, linear SVMs, and SVMs with a
Radial Basis Function kernel (RBF-SVM). For decision trees and random forests, the number of splits is
set to the number of metrics. For linear SVMs and RBF-SVMs, the metrics are first normalized using
the standard scaler from the scikit-learn library.

At solution level, two datasets are created. The first one contains the good and the bad solutions
(i.e., 0% and 2% gap solutions), the second one contains the good and the very bad solutions (i.e., 0%
and 4% gap solutions). At arc level, there are also two datasets. However, these two datasets exist
for every iteration level at which the arc metrics are computed. In other words, there are two datasets
corresponding to the arcs at 1000 iterations, two others at 2000 iterations, two others at 3000 iterations,
etc. It is important to note that an arc can be present in a good and in a bad solution at the same time.
Thus, this arc is not exclusive to good solutions. As a result, we only keep the arcs that appear in one
gap category: arcs labeled as good arcs (respectively bad and very bad) only appear in 0% gap solutions
(respectively 2% and 4% gap solutions). Then, the dataset is balanced by randomly removing data points
from the excess class. The average accuracy of the classifiers is measured over 10 runs. At each run,
every classifier is trained on a training set (75% of the data points) and its accuracy is measured on a
test set (25% of the data points).

Tables 4.6 and 4.7 present the results from the prediction. In Table 4.7, sub-columns 1000, 2000,
3000, 4000, and 5000 correspond to the iteration at which the arc metrics were saved. First, every
accuracy measured is greater than 50% for all classifiers, across all datasets, and at both solution and
arc levels. On average, 67% of the solutions’ and 66% arcs’ labels are correctly predicted. Thus, it is
possible to differentiate good and bad solutions/arcs based on the extracted metrics. At solution level,
the accuracy goes up to 77% when using a random forest classifier on the 4% gap dataset. At arc level,
the accuracy goes up to 73% when using a random forest classifier on the 4% gap 5000 iterations dataset.
So at best, it is possible to correctly predict the quality of approximately 3 out of 4 solutions/arcs.
Second, the accuracy score is almost always better on the 4% gap datasets. Thus, it is more difficult for
classifiers to identify the difference between 0% gap and 2% gap solutions/arcs compared to 0% gap and
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2% gap 4% gap average

decision tree 58 63 61
random forest 69 77 73
linear SVM 62 71 66
RBF-SVM 64 75 70

average 63 71 67

Table 4.6: prediction accuracy (in %) when using all the metrics at solution level

2% gap 4% gap

1000 2000 3000 4000 5000 1000 2000 3000 4000 5000 average

decision tree 64 61 65 61 62 63 62 66 64 68 64
random forest 65 63 69 65 65 69 67 71 71 73 68
linear SVM 63 64 69 65 63 67 64 68 69 71 66
RBF-SVM 66 62 71 66 67 66 67 67 70 71 67

average 65 62 69 64 64 66 65 68 69 71 66

Table 4.7: prediction accuracy (in %) when using all the metrics at arc level

4% gap solutions/arcs. This confirms the intuition that 2% gap solutions/arcs have characteristics more
similar to 0% gap solutions/arcs than 4% gap solutions/arcs. Third, the accuracy is better when using
more advanced classifiers. For instance, there is a 12% (= 73− 61) accuracy difference at solution level
between the predictions of decision trees and random forests. At arc level, the difference only amounts
to 4% (= 68− 64). This result was predictable as the prediction capabilities of advanced classifiers are
often better than simpler ones. Nevertheless, we judge that the simplest classifier (i.e., decision tree)
showed good enough results for it to be used to extract good metrics. Finally, the accuracy at arc level
is relatively stable across all iteration levels relative to a classifier. For instance, the 9% (= 71 − 62)
accuracy difference measured for the RBF-SVM classifier on the 2% gap dataset is the biggest difference.
It means that more iterations do not result in more accuracy.

4.3.5.2 What are the characteristics of good solutions/arcs?

At this point, we know that it is possible to use the extracted metrics to predict if a solution or an arc
is good. The next step is to find which are the metrics or set of metrics that are responsible for such
predictions.

Tuning the decision tree classifier. Despite having modest prediction performance, decision trees
are the ideal classifiers for this task as they are easy to interpret and their parameters are easy to set. As
a reminder, our goal is not focused on prediction accuracy but on finding guidelines to identify good
solutions/arcs. On the one hand, it is difficult to interpret and derive simple guidelines from a deep
decision tree. On the other hand, a shallow decision tree may have a low accuracy score, thus being
unreliable for implementing guidelines. As a consequence, we need to find the ideal size for our decision
trees. We test decision trees of different sizes by setting the number of leaf nodes between 2 (smallest
tree) and 20. The results are presented in Tables 4.8 and 4.9.

First, the results are fairly stable across the number of leaves at both solution and arc levels. Indeed,
the worst score is 62.2% (2 leaves) and the best is 65.0% (5 leaves) at solution level. At arc level, the
worst score is 65.5% (17 leaves) and the best is 67.9% (4 leaves). Second, the best accuracies are found
for a relatively low number of leaves (between 3 and 6 leaves). This shows that the decision trees are
overfitting when the number of leaves is too large. As a confirmation, we can observe that the previous
results obtained with bigger decision trees (Tables 4.6 and 4.7) are worse than the results obtained here.
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nb leaf nodes 2% gap 4% gap average

2 60.5 64.0 62.2
3 62.2 65.2 63.7
4 62.6 66.6 64.6
5 62.9 67.0 65.0
6 61.8 67.1 64.5
7 61.3 66.9 64.1
8 61.3 66.9 64.1
9 60.9 66.2 63.5
10 60.7 66.5 63.6
11 60.6 66.7 63.6
12 60.7 66.5 63.6
13 60.7 66.4 63.5
14 60.6 66.7 63.7
15 60.4 67.3 63.8
16 60.5 67.2 63.8
17 60.7 67.6 64.1
18 60.2 67.5 63.8
19 60.1 67.5 63.8
20 60.1 67.3 63.7

Table 4.8: prediction accuracy (in %) of relative to the number of leaf nodes in the decision tree at
solution level

2% gap 4% gap

nb leaf nodes 1000 2000 3000 4000 5000 1000 2000 3000 4000 5000 average

2 64.1 62.0 61.8 64.9 66.2 67.2 67.9 72.4 74.5 71.3 67.2
3 63.4 61.4 62.4 64.9 67.1 68.9 69.7 72.0 73.9 70.8 67.5
4 64.1 64.6 64.7 64.3 68.1 71.4 67.9 70.6 72.6 70.3 67.9
5 64.6 65.6 65.5 63.6 66.6 70.8 67.4 70.7 71.7 70.4 67.7
6 64.1 65.0 64.7 62.7 68.2 70.2 66.6 69.5 71.6 70.2 67.3
7 65.2 64.3 64.2 60.4 67.0 70.8 66.8 67.2 71.4 70.9 66.8
8 65.0 64.5 64.4 61.6 66.3 70.6 66.3 67.2 72.0 69.7 66.8
9 65.1 64.7 65.3 63.2 67.8 69.0 66.2 66.3 71.7 70.6 67.0
10 64.0 64.6 65.1 62.6 66.6 69.2 66.5 66.5 71.4 70.7 66.7
11 64.1 64.2 64.9 62.6 66.9 69.5 67.1 66.3 71.2 70.5 66.7
12 64.5 64.3 64.0 63.5 65.6 69.4 67.1 66.7 71.2 70.8 66.7
13 64.0 64.0 64.3 62.9 65.4 68.2 66.4 66.8 70.5 69.6 66.2
14 63.8 64.8 63.5 63.2 65.6 68.8 66.6 66.3 70.4 70.3 66.3
15 64.2 64.5 62.9 63.5 64.8 69.5 66.7 66.0 69.8 68.9 66.1
16 64.1 64.1 63.1 63.7 64.9 69.0 66.6 65.8 69.7 69.1 66.0
17 63.3 64.7 62.4 63.5 64.6 66.8 66.2 65.5 69.3 68.7 65.5
18 64.7 64.5 62.7 62.9 64.0 69.5 66.1 65.8 69.0 68.9 65.8
19 64.7 63.9 61.7 63.2 64.8 68.9 65.9 65.5 69.5 69.6 65.8
20 64.7 63.6 63.0 62.7 64.2 67.8 65.3 64.9 69.7 70.6 65.7

average 64.3 64.2 63.7 63.2 66.0 69.3 66.8 67.5 71.1 70.1

Table 4.9: prediction accuracy (in %) relative to the number of leaf nodes in the decision tree at arc level
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4.3. Knowledge-guided search for the DARP using offline machine learning

Indeed, every decision tree with less than 20 leaf nodes has an accuracy greater than 61% at solution
level, and greater than 64% at arc level. Another observation is that the accuracy of the simplest decision
trees with 2 leaves is generally lower. Nevertheless, they still show good results compared to bigger
decision trees (e.g., 60.5% accuracy for 2 leaves vs. 62.9% accuracy for 5 leaves at solution level for 2%
gap dataset). Third, at arc level, the accuracy score is stable across the iteration levels. For example,
for 4 leaves on the 2% gap dataset, the prediction accuracy is between 64% and 69% for any iteration
level. Thus, after 1000 iterations, it is already possible to predict if an arc is good. These results suggest
that it could be possible to guide the resolution after only 1000 iterations, which is a fairly early stage
in an LNS resolution. However, the metrics used for the prediction at 1000 iterations might not be the
same used at 5000 iterations. The same is true between the 2% gap and 4% gap datasets.

To summarize, the accuracy of the decision tree classifier is good and stable relative to the number of
leaves. The best results are obtained for decision trees with 3 to 6 leaves. Nevertheless, decision trees
with 2 leaves also achieve good results despite being the simplest decision trees. As a consequence, we
decided to explore the decision trees with 2 to 6 leaves. At arc level, results are stable across iteration
levels with good predictions as early as 1000 iterations. However, the metrics used in the 1000 iterations
and 5000 iterations decision trees might not be the same. As a consequence, we explore the decision
trees at 1000 and 5000 iterations.

Decision tree analysis at solution level. In this section, 2% and 4% gap datasets are studied
using decision trees with 2 to 6 leaves. Among the many decision trees generated, the two decision
trees shown in Figures 4.4 and 4.5 illustrate the following observations. First, the metrics used by the
decision trees on the 2% and the 4% gap datasets are very similar. For both datasets, decisions are
often made using the standard deviation of the number of requests per route, the median or average
arc distance, the user incident arcs distance metrics, and the average route load. Second, the main
characteristic to differentiate good and bad solutions is the standard deviation of the number of requests
per route. Indeed, for almost every decision tree, the first split is made using this metric. Moreover, the
splitting rule is always the same: “if the standard deviation of the number of requests per route is smaller
than (approximately) 3.5, then the solution is good”. This rule indicates that the requests are better
distributed between routes in good solutions than in bad solutions. As a result, our first guideline is to
aim for a balanced distribution of requests between routes.

Third, a common splitting rule indicates that shorter arcs are more likely to correspond to good
solutions. This corresponds to metrics like the average arc distance or the user incident arcs distance.
However, this guideline is obvious as our objective function is to minimize the distance. Moreover, metrics
related to the arcs’ distances might overshadow other metrics. Thus, we remove these distance-related
metrics (i.e., arc distance and user incident distance) and build new decision trees. Figure 4.6 shows
a decision tree that does not use any distance-related metric. Fourth, a similar accuracy is obtained
without the distance-related metrics (i.e., 63% on average). Now, it is the metrics related to the connection
ranks that prevail. While still being related to the arc distances, these metrics use more DARP-specific
knowledge as they include only the arcs that are feasible according to the preliminary tests (Braekers
et al., 2014). As suggested in Figure 4.6, our second guideline should aim to reduce the connection ranks.

Decision tree analysis at arc level. In this section, 2% and 4% gap datasets at 1000 and 5000
iterations are studied using decision trees with 2 to 6 leaves. Figures 4.7 and 4.8 illustrate the following
observation. First, the metrics used at 1000 iterations are not the same as the metrics used at 5000
iterations. On the one hand, the decision trees at 1000 iterations rely more on static metrics. On the
other hand, decision trees at 5000 iterations rely more on dynamic metrics. On the opposite, the metrics
used for the 2% and 4% gap dataset are similar with respect to the iteration level and the number of
leaves. Second, the most important criterion at 1000 iterations is the FTS. As shown in Figure 4.7,
a lower FTS tends to correspond to good arcs. This suggests that arcs with a low FTS, while being
more temporally constrained, are more exclusive to good solutions. We suppose that these arcs are more
difficult to insert in solutions, but at the same time, they are key in reaching the regions of the research
space that contain the best solutions. As a result, the third guideline is to target arcs with a low FTS.

Third, running the decision trees multiple times showed that some metrics lead to similar results. As
a consequence, we decided to remove some metrics to simplify the interpretation of the decision trees. We
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Chapter 4. Machine learning applied to the dial-a-ride problem

sdNbRequestsPerRoute <= 3.55
gini = 0.5

samples = 1500
value = [759, 741]
class = 0% gap

averageUserIncidentArcsDistance <= 25.61
gini = 0.482

samples = 1024
value = [609, 415]
class = 0% gap

True

gini = 0.432
samples = 476

value = [150, 326]
class = 2% gap

False

gini = 0.364
samples = 280

value = [213, 67]
class = 0% gap

averageAverageRouteLoad <= 0.984
gini = 0.498

samples = 744
value = [396, 348]
class = 0% gap

gini = 0.5
samples = 611

value = [303, 308]
class = 2% gap

gini = 0.421
samples = 133
value = [93, 40]
class = 0% gap

Figure 4.4: decision tree at solution level on the 2% gap dataset with 5 leaves
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sdNbRequestsPerRoute <= 3.55
gini = 0.5

samples = 1500
value = [743, 757]
class = 4% gap

medianArcDistance <= 5.994
gini = 0.478

samples = 972
value = [588, 384]
class = 0% gap

True

thirdQuartileUserIncidentArcsDistance <= 30.413
gini = 0.415

samples = 528
value = [155, 373]
class = 4% gap

False

gini = 0.368
samples = 460

value = [348, 112]
class = 0% gap

averageAverageRouteLoad <= 0.922
gini = 0.498

samples = 512
value = [240, 272]
class = 4% gap

gini = 0.459
samples = 272

value = [97, 175]
class = 4% gap

gini = 0.482
samples = 240

value = [143, 97]
class = 0% gap

gini = 0.488
samples = 85

value = [49, 36]
class = 0% gap

gini = 0.364
samples = 443

value = [106, 337]
class = 4% gap

Figure 4.5: decision tree at solution level on the 4% gap dataset with 5 leaves

sdNbRequestsPerRoute <= 3.55
gini = 0.5

samples = 1500
value = [760, 740]

class = 0

medianConnectionRank <= 10.75
gini = 0.486

samples = 1042
value = [607, 435]

class = 0

True

gini = 0.445
samples = 458

value = [153, 305]
class = 2

False

gini = 0.465
samples = 823

value = [520, 303]
class = 0

gini = 0.479
samples = 219

value = [87, 132]
class = 2

Figure 4.6: decision tree at solution level on the 2% gap dataset with 3 leaves without the distance-related
metrics
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Chapter 4. Machine learning applied to the dial-a-ride problem

remove metrics related to the number of preliminary tests, insertion, and removal. Indeed, the number of
scheduling tests gives results similar to the number of preliminary tests (68.2% accuracy without the
preliminary tests metrics vs. 67.0% accuracy without the scheduling tests metrics for 10 runs). Similarly,
the number of apparitions gives slightly better results than the number of insertions or removals (68.5%
accuracy with only the apparition metric vs. 67.5% accuracy with only the insertion metric vs. 67.3%
accuracy with only the removal metric for 10 runs). Removing these metrics has a positive impact on the
prediction accuracy with a 67.4% accuracy compared to a 66.7% accuracy with all the metrics (average
for 10 runs). Thus, having fewer metrics reduces overfitting. Fourth, given the new decision trees,
the second most frequent criterion is the ratio between the number of apparitions and the number of
scheduling tests succeeded. Using only this criterion, the decision tree illustrated in Figure 4.9 obtains
a prediction accuracy of 64.86%. It shows that a higher ratio tends to correspond to good arcs. This
means that good arcs are already used in far-optimal solutions during the early stage of the resolution.
However, it is difficult to identify a specific value. Indeed, depending on the decision tree parameters and
the dataset, the value for the splitting criteria varies between 0.1 and 0.4. Nevertheless, we can set a new
guideline that promotes arcs with a high apparition to successful scheduling ratio.

FTS <= 40.425
gini = 0.499

samples = 331
value = [160, 171]
class = 2% gap

distance <= 6.708
gini = 0.482

samples = 254
value = [151, 103]
class = 0% gap

True

gini = 0.206
samples = 77
value = [9, 68]

class = 2% gap

False

gini = 0.413
samples = 161

value = [114, 47]
class = 0% gap

gini = 0.479
samples = 93

value = [37, 56]
class = 2% gap

Figure 4.7: decision tree at arc level on the 2% gap 1000 iterations dataset with 3 leaves

4.3.6 Building knowledge-guided operators

Thanks to the previous section, 4 guidelines have been established: we should aim for a balanced
distribution of requests between routes, low connection ranks, low FTSs, and high number of apparitions
to number of successful scheduling tests ratios. As a result, we developed 4 new operators.

4.3.6.1 4 new operators.

The first operator aims to balance the distributions of requests between routes. First, the operator selects
the route with the fewer users. Then, for each uninserted user, it computes the insertion cost for every
position in the route and saves the cheapest insertion. Then, it inserts the user with the best insertion
cost. This process is repeated until there is no more user to insert or no more feasible insertion.

The second operator aims to insert arcs with low FTS. For each uninserted user, it computes if the
insertion is possible for every position in every route. If the insertion is possible, it computes the average
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4.3. Knowledge-guided search for the DARP using offline machine learning

nbAp/nbSchedulingComputed <= 0.121
gini = 0.5

samples = 331
value = [166, 165]
class = 0% gap

nbPreTestComputed/iteration <= 6.483
gini = 0.342

samples = 114
value = [25, 89]
class = 2% gap

True

gini = 0.455
samples = 217

value = [141, 76]
class = 0% gap

False

gini = 0.063
samples = 61
value = [2, 59]

class = 2% gap

gini = 0.491
samples = 53

value = [23, 30]
class = 2% gap

Figure 4.8: decision tree at arc level on the 2% gap 5000 iterations dataset with 3 leaves

nbAp/nbSchedulingSucceeded <= 0.127
gini = 0.5

samples = 331
value = [168, 163]
class = 0% gap

gini = 0.26
samples = 91

value = [14, 77]
class = 2% gap

True

gini = 0.46
samples = 240

value = [154, 86]
class = 0% gap

False

Figure 4.9: decision tree at arc level on the 2% gap 5000 iterations dataset with only one split on the
ratio between the number of apparitions and the number of scheduling tests succeeded
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FTS of the pickup and drop-off incident arcs. Then, the operator inserts the user with the lowest FTS
insertion. Once again, this process is repeated until there is no more user to insert or no more feasible
insertion.

The third operator aims to reduce the connection ranks in the solution. Here, the connection ranks
are computed during the preprocessing step using the definition presented in Section 4.3.4.4. The ranks
are stored in a matrix of connection ranks. The insertion process of this operator is the same as the
previous one for low FTS.

The last operator aims to insert arcs with a good ratio between their numbers of apparitions and
their numbers of scheduling tests succeeded. As shown during the knowledge extraction process, this
metric cannot be used directly at the start of the resolution but after 5000 iterations. Thus, this operator
is not used during the first 10% iterations of the resolution. During the first 5000 iterations, the number
of apparitions and the number of scheduling tests are saved. At 5000 iterations, the target metric value
is computed for every arc. Then, this metric is used by the fourth operator. It is important to note that
the metric’s value stays constant during the rest of the resolution. Indeed, when its value is computed at
5000 iterations, we know that it is a good metric for predicting if an arc is good. However, we don’t
know if this is the case when computed after 5000 iterations. Once again, the insertion process is the
same as for the two previous operators.

4.3.6.2 Testing the new operators

The performance of the new operators is evaluated on the benchmark from Cordeau (2006) as this
benchmark was used for the learning phase of our study. Table 4.10 presents the average gaps obtained
without the new operators, for each operator added individually, and with all the new operators. The
gaps correspond to the gap with the best-known solutions for the literature (Ho et al., 2018). Columns
“no op” and “all” respectively correspond to the LNS without any new operator and with all new operators.
In between, each column corresponds to the operator associated with the metric in the column label.
Bold values correspond to the best gap for each instance.

First, the best gap (i.e., 0.40%) is obtained with the basic LNS without the knowledge-guided operators.
Nevertheless, the results with only the “FTS” operator and “connection rank” operator are very close
(0.41%). However, including all the new operators at the same time gives the worst results (0.60%).
These observations show that the knowledge-guided operators do not improve the performance of the
LNS.

Second, the knowledge extracted from instances with 40 to 50 users can be generalized to larger
instances. Indeed, on instances with 50 users and more, the best gap is obtained 4 times with the basic
LNS, 3 times with the “FTS” LNS, and 3 times with the “connection rank” LNS. When looking at
the instances with 50 users and more, the gaps are relatively similar between the “no op”, “FTS”, and
“connection rank” columns. The gap difference is at most 0.5% (= 2.37− 1.87) for instance a8-80 between
“no op” LNS and “connection rank” LNS. Thus, the new operator performs similarly on medium and
large instances. Such small gap differences are probably caused by the variability between the different
runs. For example, one lucky run can result in a very good solution, thus giving the edge to one LNS
configuration. Thus, we can say that the performance between the “no op”, “FTS”, and “connection
rank” LNS are very similar.

Finally, we also measured the computation duration required to reach a 1% gap. Over the 120 runs
per LNS configuration, this gap was not reached 21 times for the “no op” LNS, 20 times for the “FTS”
LNS, and 22 times for the “connection rank” LNS. In addition, when excluding the experiments where a
1% gap was not reached, the average computation duration required is 4.8 seconds for the “no op” LNS,
5.3 seconds for the “FTS” LNS, and 4 seconds for the “connection rank” LNS. Once again, this particular
implementation of the knowledge-guided operators do not significantly improve the performance of the
LNS but at the same time, they do not decrease it.

4.3.7 Conclusion and perspectives

In this study, we developed four new knowledge-guided operators for solving the Dial-A-Ride Problem
(DARP). These operators were generated using a 3 steps offline learning method. During the first step,

72

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0125/these.pdf 
© [T. Chane-Haï], [2023], INSA Lyon, tous droits réservés
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instance no op balanced route FTS connection rank nbAp/nbSched all

a2-16 0.00 0.00 0.00 0.00 0.00 0.00
a4-16 0.00 0.00 0.00 0.00 0.00 0.00
a3-18 0.00 0.00 0.00 0.00 0.00 0.00
a2-20 0.00 0.00 0.00 0.00 0.00 0.00
a2-24 0.00 0.00 0.00 0.00 0.00 0.00
a3-24 0.00 0.00 0.00 0.00 0.00 0.00
a4-24 0.00 0.00 0.00 0.00 0.00 0.00
a3-30 0.00 0.00 0.00 0.00 0.00 0.00
a4-32 0.00 0.00 0.00 0.00 0.00 0.00
a3-36 0.00 0.00 0.00 0.00 0.00 0.00
a4-40 0.02 0.02 0.00 0.00 0.00 0.01
a5-40 0.00 0.00 0.00 0.00 0.00 0.00
a4-48 0.21 0.07 0.09 0.06 0.26 0.38
a6-48 0.32 0.33 0.32 0.36 0.65 0.42
a5-50 0.11 0.07 0.04 0.09 0.11 0.15
a7-56 0.09 0.35 0.13 0.59 0.43 0.93
a5-60 0.43 0.53 0.55 0.40 0.55 0.53
a6-60 0.64 0.72 0.63 0.54 0.61 0.81
a8-64 1.24 1.27 1.16 1.18 1.52 1.71
a7-70 0.95 0.72 0.94 0.86 1.09 1.34
a6-72 0.74 1.03 0.99 0.84 0.93 1.44
a8-80 2.37 2.53 2.22 1.87 2.59 2.79
a7-84 0.75 1.04 1.10 1.04 1.39 1.65
a8-96 1.66 2.00 1.66 1.91 2.03 2.14

average 0.40 0.44 0.41 0.41 0.51 0.60

Table 4.10: average gaps (in %) on the Cordeau 2006 A benchmark
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1000 instances based on the benchmark introduced in Cordeau (2006) are created and the corresponding
good and bad solutions are computed using a Large Neighborhood Search (LNS) metaheuristic. Metrics
describing the characteristics of the solutions and arcs are generated. During the second step, several
classifiers are trained to predict the quality of solutions or arcs based on their metrics. The classifiers
were able to correctly predict the quality of solutions and arcs with an average accuracy of respectively
67% and 66% (up to respectively 77% and 71%). Then, the most prevalent metrics are converted into
guidelines for solving the DARP. During the last step, new LNS operators are designed based on these
guidelines. The new operators are tested on the benchmark from Cordeau (2006). We identified four
guidelines in our study and derived four repair operators. The first operator balances the requests between
routes, the second targets insertions involving arcs with low Forward Time Slack (FTS), the third aims for
low connection rank insertion, and the last one targets arcs with a high number of apparitions to number
of scheduling tests succeeded ratio. Unfortunately, neither the individual nor the collective performance
of the new operators improved the resolution. Indeed, the basic LNS implementation obtained a better
average gap (0.40%) than any LNS implementation with the new operators (0.41% at best) over the
benchmark from Cordeau (2006).

Several factors can explain the results and require to be investigated in future work. First, the
accuracy of the classifiers might be too low to be correctly converted into new operators. More elaborated
metrics or guidelines might be required. Second, we decided to translate the extracted knowledge to
new repair operators. However, this knowledge could have been used differently (e.g., penalized arcs’
cost, ruin operators). Third, the developed operators are very specific as they target particular metrics
instead of trying to improve the overall objective function. Thus, they are probably more useful during
the exploration phases of the resolution. A better use of the knowledge-guided operator needs to be
investigated. Finally, we studied if a solution or an arc was good. Other scopes could be investigated,
such as whether a route or group of users is good.
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4.4 Nested rollout policy adaptation applied to the dial-a-ride
problem

Highlights:

• An online machine learning method called Nested Rollout Policy Adaptation (NRPA)
is adapted to the Dial-A-Ride Problem (DARP)

• The NRPA is integrated in a greedy insertion framework. It orders the list of requests
to be greedily inserted in sequence.

• The solution method is tested on classic instances from the literature and compared to
a Large Neighborhood Search (LNS) metaheuristic.

• The experiment shows that the NRPA is able to learn. It shows results similar to the
LNS on instances with 20 to 50 users. However, the gap increases for larger instances.
In addition, the computation time is much higher for the NRPA.

4.4.1 Introduction

The Nested Rollout Policy Adaptation (NRPA) is a reinforcement learning method based on the Monte
Carlo Tree Search (MCTS) method. The MCTS was introduced in 2006 in Kocsis and Szepesvári
(2006) and Coulom (2007). One of its major advantages is that it requires little to no domain-specific
knowledge (Browne et al., 2012). Thus, it can be used on a wide variety of problems. In particular, the
MCTS has shown outstanding results on games. For instance, it has greatly improved the performance
of computers on the Go game, from amateur to professional level (Gelly et al., 2012). MCTS has also
been used on multiple problems such as scheduling problems (Asta et al., 2016; Waledzik et al., 2014),
routing problems (Juan et al., 2013; Mańdziuk and Świechowski, 2017), and mixed-integer programming
(Sabharwal et al., 2012).

To find the optimal solution, the MCTS explores the research tree by taking random samples in the
research space (Browne et al., 2012). The MCTS can be decomposed into 4 steps: selection, expansion,
simulation, and backpropagation. Figure 4.10 illustrates these steps. First, starting from the root node,
the algorithm successively selects nodes until a leaf node is reached. This selection is guided by a selection
policy (e.g., upper confidence bound for trees). Second, the algorithm expands the tree by adding an
unexplored node. Third, the algorithm performs a playout (also called rollout). It iteratively adds random
child nodes to the explored path until a final state is reached. Finally, the backpropagation updates the
scores of the path from the expanded node to the root node based on the score of the simulation.

selection expansion simulation backpropagation

loop until stopping criterion is reached

Figure 4.10: the four steps of the Monte Carlo Tree Search (MCTS)

The Nested Monte Carlo Tree Search (NMCS) is a variant of the MCTS introduced in Cazenave
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(2009). Here, the algorithm calls itself recursively. As a result, higher-level playouts are biased by
lower-level playouts. At level 1, the search is a standard playout. The NRPA is an even more advanced
variant. Like the NMCS, the NRPA calls itself recursively. However, the performance of each move (i.e.,
action of going from one node to another in the research tree) is tracked using a policy. Then, the policy
is used to build the solution.

In this study, we try to bridge research gaps RG15 and RG36 by extending the work done on the
Vehicle Routing Problem (VRP) in Cazenave et al. (2021) to the Dial-A-Ride Problem (DARP). First,
we present the solution method in Section 4.4.2. Then, we analyze the results in Section 4.4.3. Finally,
we draw conclusions and perspectives in Section 4.4.4.

4.4.2 Solution method

4.4.2.1 Nested Rollout Policy Adaptation (NRPA)

The NRPA’s structure is built around four elements: states, sequences, moves, and policies. A state
describes the current status of a solution. A solution is built according to a sequence that describes the
order of the nodes in the solution. A sequence is a list of moves, where each move corresponds to an
instruction to build the solution (e.g., next node to add in the solution). Finally, the policy is a list of
scores where each score corresponds to a move. The policy influences the probability for a move to be
selected.

The NRPA can be decomposed into three functions: the playout function, the adapt function, and
the main function. In order to facilitate the comprehension, policy[m] designates the score corresponding
to the move m stored in the policy table. The presentation of the functions is followed by Figure 4.11
which illustrates an NRPA with 2 levels and 2 iterations.

First, Algorithm 1 presents the playout function. This function is in charge of the simulation step. It
builds a sequence from scratch (line 2) by adding one move at a time (lines 12-13) until a terminal state
is reached (lines 4-6). The move selection (lines 7-11) is influenced by the policy. Moves with high scores
have a higher probability of being selected. At each state, only the possible moves are considered (line 8).
In Figure 4.11, playouts are drawn in black.

Algorithm 1 playout function

1: function PLAYOUT(state, policy)
2: sequence← [ ]
3: while true do
4: if state is terminal then
5: return (score(state), sequence)
6: end if
7: z ← 0
8: for move in possible moves of state do
9: z ← z + epolicy[move]

10: end for
11: choose a move with probability epolicy[move]

z
12: state← play(state, move)
13: sequence← sequence+move
14: end while
15: end function

Then, Algorithm 2 presents the adapt function. This function updates the policy of the current level
according to the best sequence found so far (i.e. drawn in red in Figure 4.11). For example, in Figure 4.11,
the steps that share a common policy are 1)-2), 4)-5), and 3)-6). The function goes through all the states
of the best sequence (line 4). At each state, it changes the policy by increasing the score of the move in

5RG1: The current state-of-the-art solution methods for the DARP are not able to tackle real-life sized instances.
6RG3: Many machine learning methods have yet to be tested on the DARP and compared to state-of-the-art solution

methods from the operations research literature.
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the sequence (line 5) and decreasing the scores of the other possible moves (lines 6-12). The magnitude
of the modifications is set by a parameter: α. Larger value for α results in larger modifications of the
scores in the policy.

Algorithm 2 adapt function

1: function ADAPT(policy, sequence)
2: pol′ ← policy
3: state← rootState
4: for move in sequence do
5: pol′[move]← pol′[move] + α
6: z ← 0
7: for m in possible moves of state do
8: z ← z + epolicy(m)

9: end for
10: for m in possible moves of state do

11: pol′[m]← pol′[m]− α× epolicy[m]

z
12: end for
13: state← play(state, move)
14: end for
15: return pol′

16: end function

Finally, Algorithm 3 presents the main function. This is the recursive component of the NRPA. The
recursivity is defined by the number of levels. At each level, N iterations are performed (line 6). Each
level l calls for the level l− 1 (line 7). At level 0, simple playouts are performed (lines 2-3). The result of
each playout is compared to the best solution found so far. If the result is equal or better, then the new
sequence become the current best sequence (lines 8-10). Accepting equally good sequences is used to
promote exploration. At the end of each iteration, the main function calls the adapt function on the best
sequence (line 12). This increases the scores related to the best sequence, thus encouraging playouts in
its neighborhood.

Algorithm 3 main function of the NRPA

1: function NRPA(level, policy)
2: if level = 0 then
3: return PLAYOUT(rootState, policy)
4: else
5: bestScore← −∞
6: for N iterations do
7: (newScore, newSequence)← NRPA(level − 1, policy)
8: if newScore ≥ bestScore then
9: bestScore← newScore

10: bestSequence← newSequence
11: end if
12: policy ← ADAPT(policy, bestSequence)
13: end for
14: return (bestScore, bestSequence)
15: end if
16: end function

Figure 4.11 represents an NRPA with 1 level and 2 iterations. To facilitate the comprehension, each
step is numbered chronologically. Each step is labeled using the following terminology “s) level l it I-i”.
“s” corresponds to the step, “l” corresponds to the level, “it” means iteration, “I” corresponds to the
iteration at the higher level, and “i” corresponds to the iteration at the current level.
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3) level 1 it 1

1) level 0 it 1-1 2) level 0 it 1-2

6) level 1 it 2

4) level 0 it 2-1 5) level 0 it 2-2

best sequenceplayout possible moves

Figure 4.11: NRPA with 1 level and 2 iterations
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Step 1) is called recursively from the first iteration at level 1. As it is at level 0, a playout is performed
(drawn in black). The best solution is updated (drawn in red) and the policy at this level is updated. The
scores of the moves in the best sequence are increased and the scores of the possible moves are decreased.
Step 2) is the second iteration at level 0 called from the first iteration at level 1. A playout is performed
but does not find a better solution. Thus, the adapt function does the same update as in step 1). In
Step 3), the best solution found so far is passed to the first iteration at level 1. Then, the adapt function
updates the policy at level 1. Step 4) is called recursively from the second iteration at level 1. The
initial policy at Step 4 is a copy of the policy passed from Step 3) to Step 6). It is important to note that
modifying the policy at level 0 does not modify the policy at level 1. At this step, the playout does not
find a better solution. During step 5), the playout finds a new best solution. Thus, the best sequence is
updated and the adapt function updates the policy according to this new best sequence. The possible
moves in the adapt function also change. Finally, the best sequence at step 6) is updated according to
the new best sequence found at level 0. The resolution ends and the best solution corresponds to the
best sequence found so far.

4.4.2.2 NRPA applied to the DARP

In order to apply the NRPA to the DARP, we must define what is a move. Multiple definitions are
possible.

Applied to the VRPTW for example, Cazenave et al. (2021) defines a move by a starting node, a
destination node, and a vehicle. While it is possible to do the same for the DARP, it would raise several
challenges. Indeed, the learning would be difficult because very few playouts would result in feasible
solutions. This is due to the time windows and the maximal ride times constraints which are difficult to
satisfy. Moreover, the route feasibility testing would require to have both pickup and drop-off in the
route. Preliminary experiments confirmed these challenges. Indeed, using this move definition, feasible
solutions are seldom reached.

In order to obtain more feasible solutions during the search, we implement the NRPA on a higher
level of our solution method. Our method is based on a simple greedy insertion procedure. Starting
from an empty solution, requests are inserted one at a time. At each step, the NRPA selects the next
request to insert. Once a request is selected, every position for its pickup and its drop-off is tested in
every route. Then, the request is inserted at its best position. A terminal state is reached when the
selected request cannot be inserted in the solution or when all the requests are inserted. Finally, the
policy is updated according to the score of the solution.

In the developed solution method, a move corresponds to two requests: the last inserted request and
the candidate request for the next insertion. Scores stored in the policy correspond to the probability for
one request to be inserted after another one. As a result, the goal of the NRPA is to find the sequence
of requests that gives the best solution when greedily inserted in sequence. The main advantage of this
solution method is that the feasibility testing is not managed by the NRPA but by the greedy insertion
procedure. On one hand, the NRPA easily retrieves the possible moves. Indeed, they just correspond to
the moves containing the last inserted request and any uninserted request. On the other hand, the greedy
insertion procedure often results in a feasible insertion. Indeed, as one move gives multiple insertion
positions to test, it is very likely for a move to produce a feasible solution. As a result, feasible solutions
are obtained more often, facilitating the learning process.

4.4.3 Computational experiments

In the following experiments, we compare two versions of the NRPA with a well-known metaheuristic:
the Large Neighborhood Search (LNS). The algorithms are coded in C++ and compiled into a 64-bit
single-thread code using g++ 9.4.0. The experiments are performed on a 2.0 GHz AMD EPYC 7702 CPU
under a Linux Ubuntu 20.04.4 LTS operating system. The comparison is performed on the benchmark
from Cordeau (2006). An instance is named after its number of vehicles and users. For example, instance
a2-20 has 2 vehicles and 20 users. For each instance, 5 independent runs are performed.

In the following section, we first describe the parameter tuning process for the NRPA. Then, we
present the LNS used for the comparison. Finally, we analyze the results from the comparison.
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4.4.3.1 Parameter tuning

There are three parameters to set in the NRPA: the policy adaptation coefficient α, the number of levels,
and the number of iterations per level. In the initial work on the NRPA by Rosin (2011), α is set to 1.
We try different values between 1 and 2 as our problem is fairly different from their. In the literature,
results from the LNS and its variants are often provided for 50000 iterations (Ho et al., 2018). In order to
have a similar total number of iterations, we test multiple combinations between the number of levels and
iterations. We could have set the NRPA to match the runtime of the LNS. However, preliminary tests
showed that it would have resulted in a very small learning time for the NRPA. Thus, an iteration-based
comparison would give more learning time. Moreover, this practice prevents any performance gap due to
a difference in code optimization between the NRPA and the LNS.

The tested values are presented in Table 4.11. Every setting combinations are tested on three
instances: a2-20, a4-40, and a8-80. All results are expressed in terms of gap relative to the scores of the
best-known solutions (bks) such as gap = 100 ∗ score−bksbks . The best-known solutions can be found in Ho
et al. (2018). Table 4.12 presents the results relative to α, Table 4.13 presents the results relative to the
number of levels and iterations, and Table 4.14 presents the detailed results.

α nb level - nb iteration total number of iterations
1.0 1 - 50000 50000
1.25 2 - 224 50176
1.5 3 - 37 50653
1.75 4 - 15 50625
2.0 5 - 9 50049

Table 4.11: values for tuning the parameters of the NRPA

α a2-20 a4-40 a8-80 average

1.0 0.0 1.76 7.50 3.09
1.25 0.0 2.47 9.64 4.04
1.5 0.0 1.10 8.32 3.14

1.75 0.0 0.74 9.31 3.35
2.0 0.0 0.94 9.55 3.49

Table 4.12: parameter tuning results relative to α (gaps in %)

nb level - nb iterations a2-20 a4-40 a8-80 average

1 - 50000 0.0 3.05 10.56 4.54
2 - 224 0.0 1.19 7.94 3.05
3 - 37 0.0 1.15 7.32 2.83
4 - 15 0.0 0.60 9.35 3.32
5 - 9 0.0 1.01 9.15 3.38

Table 4.13: parameters tuning results relative to the number of levels and iterations (gaps in %)

Several interpretations can be made from the parameter tuning results. First, the use of recursion
provided by multiple levels is essential to ensure good results. Indeed, results for 1 level and 50000
iterations are always the worsts for any given value of α (Table 4.14). Second, on average the best
solutions are found when the number of levels and the number of iterations are balanced (i.e., 3 levels and
37 iterations). We can assume that a low number of iterations does not provide enough intensification
and a low number of levels does not provide enough diversification. As shown in Table 4.13, the worst
average gap is found for 1 level - 50000 iterations (4.54% gap), followed by the ones found for 4 levels -
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α 1.0 1.25 1.5

nb levels 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
nb iterations 50000 224 37 15 9 50000 224 37 15 9 50000 224 37 15 9

a2-20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
a4-40 3.46 1.86 0.76 1.18 1.56 5.19 1.18 2.42 1.79 1.79 2.05 1.75 0.31 0.00 1.39
a8-80 10.18 5.19 7.90 7.15 7.06 9.38 9.44 7.33 12.34 9.73 9.99 7.66 6.52 8.60 8.84
average 4.55 2.35 2.89 2.78 2.87 4.86 3.54 3.25 4.71 3.84 4.01 3.14 2.28 2.87 3.41

α 1.75 2.0

nb levels 1 2 3 4 5 1 2 3 4 5
nb iterations 50000 224 37 15 9 50000 224 37 15 9

a2-20 0.00 0.0 0.00 0.00 0.0 0.00 0.00 0.00 0.00 0.0
a4-40 1.71 0.0 1.97 0.00 0.0 2.86 1.18 0.31 0.04 0.3
a8-80 12.13 8.7 8.31 7.53 9.9 11.11 8.72 6.56 11.14 10.2
average 4.61 2.9 3.43 2.51 3.3 4.66 3.30 2.29 3.73 3.5

Table 4.14: parameter tuning results (gaps in %)

15 iterations and 5 levels - 9 iterations (respectively 3.32% and 3.38% gap). Third, no obvious link can
be made between α and the results (Table 4.12).

Finally, we choose α = 1.5, nbLevel = 3, nbIteration = 37. This choice was made given the previous
analysis and the fact that this configuration shows the best results on average. We call this NRPA with
this particular setting NRPA-3-37. To put our choice into perspective, one must not forget that this
configuration also provides the greatest total number of iterations (i.e., 50653 iterations). By modifying
the NRPA algorithm, it could have been possible to precisely select the total number of iterations.
This would have allowed a more precise comparison between the different configurations. However, the
parameter tuning is not the focus of our study and the difference between the total numbers of iterations
of the different settings tested is less than 2% (Table 4.11). A second NRPA is used in the experiments
to compensate for the low total number of iterations of the NRPA-3-37. Indeed, it is approximately
20 times lower than in Rosin (2011) (i.e., 50653 vs. 1000000 iterations). Given the limited number of
iterations, the learning process might be incomplete. As a result, we also provide the results from a
second NRPA with the 3 levels and 100 iterations per level as in Rosin (2011). However, we keep α = 1.5
as it has shown the best results in the parameter tuning. This NRPA is named NRPA-3-100.

4.4.3.2 Large Neighborhood Search (LNS)

Since its introduction in Shaw (1998), the LNS has been extensively studied by the OR community. Up
to this day, it is one of the most effective methods for solving routing problems (Pisinger and Ropke,
2019). The LNS is based on a ruin and repair principle: it improves the current solution by ruining it
and repairing it using low-level ruin and repair heuristics. The LNS stops when the stopping criterion is
reached (e.g., time limit or iteration limit).

The LNS developed has 2 ruin operators and 4 repair operators: random removal, historical node-pair
removal, greedy insertion, and k-regret insertion with K = 2, 3, 4. We refer the reader to Pisinger and
Ropke (2007) for a more detailed description of these operators. The stopping criterion is a limit on
the number of iterations. This limit is set to 50653 iterations. It corresponds to the total number of
iterations of the NRPA-3-37. We use the same parameter setting as in Tellez et al. (2018) for the LNS.
The implementation is summarized in Table 4.15.

4.4.3.3 Results analysis

The results presented in Table 4.16 compare the three algorithms (i.e., NRPA-3-37, NRPA-3-100, and
LNS) on the benchmark A from Cordeau (2006).

First, both NRPAs perform relatively well compared to the LNS with an average gap of 2.02% for
NRPA-3-37 and 0.97% for NRPA-3-100. However, the best results are almost exclusively obtained with
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value description

50653 iteration limit
5% record-to-record acceptance percentage
[0.1, 0.45] destruction size for the LNS
random, history node-pair ruin operators
best, k-regret recreate operators
6 roulette wheel parameter for the historical node-pair ruin operator
2, 3, 4 k parameter for the k-regret ruin operator

Table 4.15: LNS parameter setting

NRPA-3-37 NRPA-3-100 LNS gap with LNS (%)

instance runtime objective runtime objective runtime objective NRPA-3-37 NRPA-3-100

a2-16 71 294.25 1428 294.25 2 294.25 0.00 0.00
a4-16 50 282.68 1082 282.68 3 282.68 0.00 0.00
a3-18 57 300.48 1379 300.48 3 300.48 0.00 0.00
a2-20 145 344.83 3112 344.83 5 344.83 0.00 0.00
a2-24 168 431.12 3615 431.12 8 431.12 0.00 0.00
a3-24 149 344.83 3211 344.83 7 344.83 0.00 0.00
a4-24 135 375.02 2604 375.02 6 375.02 0.00 0.00
a3-30 299 494.85 6434 494.85 10 494.85 0.00 0.00
a4-32 239 489.16 5273 485.50 9 485.50 0.75 0.00
a3-36 388 583.30 7293 583.30 15 583.54 -0.04 -0.04
a4-40 443 559.43 8917 557.69 17 558.45 0.18 -0.14
a5-40 494 513.58 9208 509.07 19 498.41 3.04 2.14
a4-48 887 696.50 15793 672.37 29 675.92 3.04 -0.53
a6-48 681 642.66 13107 624.06 30 612.07 5.00 1.96
a5-50 891 694.59 17982 714.35 33 693.13 0.21 3.06
a7-56 760 772.73 15855 762.68 38 743.59 3.92 2.57
a5-60 1237 845.26 21967 825.72 45 821.60 2.88 0.50
a6-60 945 852.43 18772 847.49 43 843.60 1.05 0.46
a8-64 1064 811.70 21068 788.33 57 776.81 4.49 1.48
a7-70 1698 975.73 28135 954.90 63 920.89 5.96 3.69
a6-72 1712 1009.12 31292 956.14 73 946.05 6.67 1.07
a8-80 2238 1007.38 47210 984.62 97 983.58 2.42 0.11
a7-84 2683 1133.74 53528 1118.64 109 1071.61 5.80 4.39
a8-96 3000 1336.86 65114 1327.89 153 1295.25 3.21 2.52

average 851 658.01 16807 649.20 36 640.75 2.02 0.97

Table 4.16: comparison between NRPA-3-37, NRPA-3-100 and LNS
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the LNS (21 out of 24). Second, the NRPA’s performance on small instances is on par with the LNS for
a similar total number of iterations. Indeed, up to 40 users, the gap between the NRPA-3-37 and the
LNS is less than 1% (except for instance a5-40). Third, the good performance on small instances is not
translated to larger instances. Indeed, the gaps for bigger instances between 48 and 96 users increase
up to 6.67% for NRPA-3-37. In fact, the average gap for small instances between 16 and 40 users is
0.33%, while the average gap for large instances between 48 and 96 users is 3.72% for NRPA-3-37. This
highlights the difficulty for the NRPA to solve large instances. NRPA-3-100 shows that more learning
time allows to reach better results. Indeed, the average gap for large instances reaches 1.77% which
represents a 1.95% (= 3.72− 1.77) improvement over NRPA-3-37. However, it is still not on par with the
LNS. Finally, the computation speed of the LNS is much greater than the NRPA. For this benchmark,
the LNS takes on average 36 seconds to generate the 50653 solutions while NRPA-3-37 takes 852 seconds.
This can be easily explained. At each iteration, the NRPA builds a solution from scratch while the LNS
starts with a partial solution. While the NRPA-3-100 gives better results, it has an average computation
time of 16807 seconds (i.e., approximately 4.5 hours).

Given the results of this comparison, we can conclude that the NRPA is not competitive with the
LNS.

4.4.4 Conclusion and perspectives

In this study, we implemented the Nested Rollout Policy Adaptation (NRPA) algorithm for solving the
Dial-A-Ride Problem (DARP). The NRPA is integrated into a greedy insertion framework that builds a
solution from scratch by sequentially inserting the users. The NRPA is in charge of selecting the next
user to insert accordingly to the last inserted one. The solution method is tested on benchmark A from
Cordeau (2006) and compared to a Large Neighborhood Search (LNS) metaheuristic. While the NRPA
is able to find similar results on instances with up to 40 users, the performance gap increases for larger
instances (3.37% gap for instances with 48 or more users). In addition, the computation duration is much
slower for the NRPA. To summarize the findings, the NRPA is able to solve the DARP using an online
learning process. However, it is not competitive with the LNS, especially for large instances.

We identified several perspectives with regard to this work. First, it could be possible to improve the
computation speed. Currently, the NRPA builds the solution from scratch, but it could start from partial
solutions instead. Second, the greedy insertion was the only insertion procedure in this study. But, it
could be possible to add other insertion mechanisms such as the k-regret insertion (Braekers et al., 2014)
to diversify the search. However, this significantly increases the size of the decision space of the NRPA.
Indeed, instead of just choosing the next user to insert, it would select the next user and an insertion
heuristic as well. As a consequence, the size of NRPA’s search tree would significantly increase.
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Chapter 5

The Commuting Dial-A-Ride
Problem (Com-DARP)

1

Highlights:

• The Commuting Dial-A-Ride Problem (Com-DARP) is a variant of the Dial-A-Ride
Problem (DARP) where each user has a morning request, an afternoon request, and a
daily maximum ride time.

• The problem is solved with a small and large neighborhood search metaheuristic coupled
with a speed-up mechanism that uses the dynamic precedence relations between users.

• The solution method is compared to two state-of-the-art metaheuristics on instances
from a new benchmark generated for this problem.

• Managerial insights show that solving a commuting problem using the Com-DARP
formulation provides better solutions than using the corresponding formulation with
one morning and one afternoon DARP.

5.1 Introduction

In a dial-a-ride system, a fleet of vehicles transports a set of users from their individual pickup location
to their individual drop-off location. The vehicles are shared by several users. This transportation system
usually benefits schoolchildren, patients, the elderly, disabled people, commuting workers, and people in
rural areas. It can be more practical than regular public transportation systems, especially for vulnerable
groups and in regions with a low population density. With the aging population and the need to reduce
carbon emissions, more and more people can benefit from such systems. Vulnerable users can travel
within their community and access health services more easily and more comfortably, and commuters

1This chapter is an updated version of the journal article Chane-Häı et al. (2023b) (submitted).
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can reduce their carbon footprint and save money by sharing a ride instead of using their personal car.

To solve a Dial-A-Ride Problem (DARP), a routing plan that satisfies all users’ demands, respects
the constraints related to the quality of service, and minimizes the defined objective (e.g., routing cost,
pollution) must be created. Unfortunately, as an extension of the Traveling Salesman Problem (TSP), the
DARP is NP-hard. It is therefore difficult to solve real-life sized instances even for the simplest versions
of the DARP. Today, exact methods can only tackle problems with up to a few dozens of requests, and
metaheuristics push this limit from one to two hundred requests. However, real-life instances can contain
thousands of requests and integrate particularities such as heterogeneous vehicles, different types of users,
multiple-depot, etc. With these additional characteristics, the problem becomes even more difficult to
solve.

In this chapter, we propose a generalization of the DARP: the Commuting Dial-A-Ride Problem
(Com-DARP). In this variant, a user has two requests: one for the morning period and one for the
afternoon period. The first request corresponds to the outgoing morning trip and the second request
corresponds to the inbound afternoon trip. The novelty introduced here is that a user has both a
maximum ride time for each request and a daily maximum ride time encompassing both requests. When
the morning and afternoon problems are separated, the daily maximum ride time is distributed equally
across the morning and the afternoon requests. On the other hand, when the morning and afternoon
requests are linked by a daily maximum ride time, the ride time can be distributed unevenly. Thus, a
user may have a long ride in the morning which is then compensated for by a short ride in the afternoon.
This situation expands the number of feasible solutions in the research space. As illustrated by Figure 5.1,
the Com-DARP allows for solutions with an unbalanced ride time distribution between the outgoing and
inbound requests. As a result, new solutions are available for the same daily maximum ride time.

0

morning
ride time

afternoon
ride time

Lm Lm + La

La

Lm + La

research space
for

2 DARPs

additional research space
for the RT-DARP

Lm: morning maximum ride time
La: afternoon maximum ride time

Figure 5.1: daily maximum ride time decomposition for the Com-DARP

This research is motivated by a real-life application. In the Auvergne-Rhône-Alpes region in France,
the company GIHP is in charge of the daily transportation of children with disabilities. Every day, around
1800 children commute using this transportation service, from their homes to Medico-Social-Institutions
(MSI) in the morning and from the MSIs to their homes in the afternoon. To simplify the generation of
the routing plan, the daily maximum ride time of the users is broken down evenly between the morning
trip and the afternoon trip. The morning and afternoon routes can thus be planned independently.
This procedure halves the problem, making it easier to solve. However, it also introduces a bias in the
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ride time distribution among the children, for some children will have both a long morning and a long
afternoon trip, while others will have two short trips. This results in unfair situations. Our first goal is
to integrate the morning and afternoon problems into one daily problem. By combining the morning and
afternoon problems through the daily maximum ride time, we limit users’ daily ride time. Children with
a long morning trip must have a short afternoon trip and vice versa.

The rest of this chapter is organized as follows. A literature review is presented in Section 5.2. The
mathematical formulation for the Com-DARP is introduced in Section 5.3. Our solution method is
detailed in Section 5.4 and the subsequent computational results are detailed in Section 5.5. Final
conclusions are drawn in Section 5.6.

5.2 Literature review

5.2.1 The Dial-A-Ride Problem

The DARP is one of the classic problems in the field of operations research. It was first introduced by
Psaraftis (1980), but the formulation introduced in Cordeau and Laporte (2003) serves as the standard.
In this section, we briefly present the main contributions related to the DARP. For a detailed literature
review, we refer the reader to the following surveys: Parragh et al. (2008), Molenbruch et al. (2017b),
and Ho et al. (2018). Similarly to Ho et al. (2018), we will prefer the term drop-off when writing about
users and delivery when writing about goods.

Multi-trip problems The Com-DARP belongs to the multi-trip problem category. In a multi-trip
Vehicle Routing Problem (VRP), a vehicle is allowed to leave and return to a depot several times during
the planning period. This feature has been introduced in Fleischmann (1990) to model more realistic
VRPs where vehicles return to the depot multiple times because of high demand and short travel times.
Most of the research incorporating this multi-trip component concerns VRP variants. We refer the reader
to Cattaruzza et al. (2018) for a literature review on the multi-trip VRP.

In the field of DARP, the multi-trip component has been integrated to take into account real constraints
and to improve the quality of service, especially in the domain of sanitary transportation. Parragh et al.
(2012) take into account drivers’ lunch break that can happen at any node. In Zhang et al. (2015),
Masmoudi et al. (2016), and Lim et al. (2017), coffee breaks are added. While the lunch break is taken
at the depot, the coffee breaks can take place within a route. In addition, a vehicle must be disinfected
each time it returns to the depot, for sanitary reasons. In the previously cited articles, each user has only
one request. Thus, the multi-trip component is related only to the vehicles. Yet it can also be related to
users, which is the case when users have multiple requests. In Braekers and Kovacs (2016), Tellez et al.
(2022), and Lindstrøm and Røpke (2022), users have multiple requests over the planning horizon which
can be several days. Respectively, drivers’, service times’, and groups’ consistency are taken into account
to ensure a good quality of service.

The novelty of our problem lies in the daily maximum ride time that creates a dependency between
the users’ requests.

Solution method Few articles use exact methods to solve the DARP. Branch and cut algorithms are
used in Rist and Forbes (2021) and Cordeau (2006), and branch and price and cut algorithms are used
in Luo et al. (2019), Qu and Bard (2015), and Ropke and Cordeau (2009). However, the performance
of exact methods decreases rapidly as the problem size increases, because of the NP-hardness of the
problem. To our knowledge, exact methods can solve classic DARP with up to 96 users and fewer for
more elaborated DARP variants.

With regard to the limited performance of exact methods, the majority of the research has revolved
around the development of heuristics to solve the DARP. One of these is the Large Neighborhood Search
(LNS). This method has been extensively studied because it has consistently shown good results on
routing problems. The LNS was first introduced in Shaw (1998), coupled with an exact method. Later,
in Schrimpf et al. (2000), the LNS was coupled with a heuristic under the name of ruin and recreate. Its
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principle is straightforward: it improves the current solution by ruining it and repairing it. The LNS
ends when a stopping criterion is reached (e.g., time limit or iteration limit).

Many LNS variants have been developed, such as the Variable Neighborhood Search (VNS) or the
Adaptive Large Neighborhood Search (ALNS). The VNS was first introduced by Mladenović and Hansen
(1997) and first used on a DARP by Parragh et al. (2010). The ALNS was first used on a DARP by Ropke
and Pisinger (2006). Both methods use insertion and removal operators. In a VNS, the operators are
systematically changed while in an ALNS, the operators are chosen according to a weighted probability.
In the ALNS, the weighted probabilities are dynamically adjusted during the resolution. However, Turkeš
et al. (2021) proved that the adjustment of the adaptive weights for the selection of the operators does
not significantly improve the performance of the ALNS.

A promising metaheuristic has been introduced in Dumez et al. (2021b) for the Generalized Vehicle
Routing Problem with Time Windows (GVRPTW). The metaheuristic, called Small and Large Neighbor-
hood Search (SLNS), is a variant of the LNS. In the SLNS, removals alternate between small and large
proportions of the inserted requests. Most of the time, small-sized removals are performed. But once in
a while, a large-sized removal is used to reach a different part of the research space. This algorithm is
competitive with the state-of-the-art solution methods for VRP variants and yet is very simple. Laporte
(2009) argues that simplicity is a strength compared to “over-engineered” metaheuristics that are more
difficult to implement. To our knowledge, the SLNS has not yet been tested on the DARP despite its
promising results on the GVRPTW.

In this work, we extend the SLNS approach to the Com-DARP.

Feasibility testing One of the most critical barriers to solving the DARP is the schedule evaluation.
Testing the feasibility of a route is more difficult in DARP than in Pickup and Delivery Problems (PDP),
due to the users’ maximum ride times Cordeau and Laporte (2007). To tackle this problem, many articles
develop a testing procedure based on the forward time slack from Savelsbergh (1992). This procedure was
introduced for the DARP by Cordeau and Laporte (2003). This algorithm has a O(n2) complexity and
serves as a basis for many route-scheduling algorithms. In Hunsaker and Savelsbergh (2002), a three-pass
algorithm with a O(n) complexity is presented. However, it may incorrectly declare unfeasibility due to
ride time constraints. A revised procedure of this algorithm is presented in Tang et al. (2010) with a
O(n2) complexity. As demonstrated in Gschwind (2019), this procedure gives better results than the
linear time algorithm of Firat and Woeginger (2011). More recently, a constant-time feasibility check
with O(n3) preprocessing complexity has been introduced in Gschwind and Drexl (2019).

To further speed up the algorithms, other tests have been developed, which are well summarized in
Braekers et al. (2014). Recently, a precedence test was introduced succinctly in Malheiros et al. (2021).
In this test, called feasible search range, the algorithm saves the feasible positions for insertions for each
node in each route. Thus, infeasible positions are avoided. The majority of the computation is done
during a preprocessing step with a O(n2) complexity. The information is then updated in O(n2) and
retrieved in O(1).

In this work, we adapt this precedence test for the Com-DARP as the dependence between requests
dynamically impacts the precedence constraints between nodes.

5.2.2 Contributions

With its contributions, this work tries to bridge research gaps RG12 and RG53. First, the Commuting
Dial-A-Ride Problem (Com-DARP) is presented with its mathematical model. In this problem, a user has
multiple requests over the planning horizon and also a global maximum ride time for the set of requests.
Second, we develop a new route feasibility check that exploits the precedence constraints between nodes
and adapts dynamically during the computation. Third, we compare the performance of the new SLNS
framework with the classic LNS framework. Finally, we derive managerial insights from the comparison
between the Com-DARP and the 2-DARP, which is the equivalent problem where the morning and
evening DARPs are solved independently.

2RG1: The current state-of-the-art solution methods for the DARP are not able to tackle real-life sized instances.
3RG5: There are few works on shared constraints for the DARP. In particular, there is no study on a shared maximum

ride time constraint.
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5.3 Problem description

This section introduces the mathematical formulation of the Com-DARP. To facilitate its comprehension,
the complete list of all the notations used in this chapter is provided in Appendix A.2. In order to better
fit the problem, The notation differs from the one used in Section 3.3.1 for the classic DARP.

5.3.1 General problem setting

The Com-DARP is modeled on a complete directed graph G = (N ,A). A is the set of arcs and N is the
set of nodes. P ⊂ N is the set of pickup nodes, D ⊂ N is the set of drop-off nodes, O+ ⊂ N is the set of
starting depot nodes, and O− ⊂ N is the set of ending depot nodes. In practice, a starting depot and
an ending depot can correspond to the same location. Each starting depot has a corresponding ending
depot such that E ⊂ O+ × O− is the set of pairs starting and ending depots. Finally, U is the set of
users, R is the set of requests, and K is the set of vehicles.

Each arc (i, j) ∈ A has a travel duration Tij ≥ 0 and a travel distance Dij ≥ 0. All travel times and
distances are non-negative and travel times satisfy the triangle inequality.

Each user u ∈ U has a set of requests Ru ⊂ R. Within this set, each request r ∈ R corresponds to a
pickup node Pr ∈ P and a drop-off node Dr ∈ D. The transportation respects the maximum ride time
of the request Lr ≥ 0. Additionally, there is a maximum ride time associated with this set of requests,
which is Lu ≥ 0.

At each node, the arrival time is in its time window [Ai, Bi] with Ai ≥ 0, Bi ≥ 0. The service duration
at the node is Sn ≥ 0 and the load variation is Qn. For a request r ∈ R with n+ the pickup node and
n− the drop-off node, Qn+ = −Qn− . For a depot node o ∈ O+ ∪O−, the service duration is null: So = 0
as is the demand: Qo = 0.

Each vehicle k ∈ K has a capacity Qk ≥ 0, a fixed cost Cfk ≥ 0, a cost related to the distance Cdk ≥ 0
and a cost related to the ride time Ctk ≥ 0. As a vehicle can do multiple trips, it has a set of starting
depots O+

k ∈ O+ and a set of ending depots O−
k ∈ O−. Ek ∈ E is the set of pairs of starting and ending

depots for this vehicle. Each individual trip is limited by a maximum trip ride time Lo+k
≥ 0, o+k ∈ O

+
k

and the vehicle’s overall ride time is limited by the maximum total ride time Lk ≥ 0.
The mathematical model presented here is a generalization of the Com-DARP. This formulation

corresponds exactly to a multi-request multi-trip multi-depot heterogeneous fleet dial-a-ride problem. In
the case of the Com-DARP, the time horizon H can be used to define a morning period [0, H/2] and an
afternoon period [H/2, H]. As a result, a vehicle k ∈ K has only two pairs of starting and ending depot
nodes and a user u ∈ U has only two requests. Time windows for the first pairs of depot nodes and the
morning requests close during the morning period. Similarly, time windows for the second pairs of depot
nodes and the afternoon requests open during the afternoon period.

5.3.2 Mathematical model

The following variables are used to solve the problem:

• xkij : a binary variable which is equal to 1 if the vehicle k ∈ K uses the arc (i, j) ∈ A, and 0 otherwise;

• lki : a positive integer variable which corresponds to the number of users in the vehicle k ∈ K after
leaving the node i ∈ N ;

• wki : a positive continuous variable which corresponds to the service time of the vehicle k ∈ K at
node i ∈ N ;

• wi: a positive continuous variable which corresponds to the service time at node i ∈ N ;

• yk: a binary variable which is equal to 1 if the vehicle k ∈ K is used;

• zr: a positive continuous variable which corresponds to the ride time of request r.

The Com-DARP can be formulated with the following mixed integer program:
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• the objective is to minimize the total transportation cost

min
∑
k∈K

Cfk y
k +

∑
k∈K

 ∑
(o−k ,o

+
k )∈Ek

Chk (wo−k
− wo+k ) +

∑
(i,j)∈A

CdkDijx
k
ij

 ; (5.1)

• the flow is conserved ∑
(j,i)∈A

xkji −
∑

(i,j)∈A

xkij = 0, ∀i ∈ P ∪D, k ∈ K; (5.2)

• every pickup node is served once and only once∑
k∈K

∑
(i,Pr)∈A

xkiPr
= 1, ∀r ∈ R; (5.3)

• every pickup and drop-off pair is served by one and only one vehicle∑
(Pr,j)∈A

xkPrj −
∑

(i,Dr)∈A

xkiDr
= 0, ∀r ∈ R, k ∈ K; (5.4)

• the service time at a node is set according to the vehicle service time at the same node

wi =
∑
k∈K

wki , ∀i ∈ N ; (5.5)

• the arrival time at a node matches its incoming arc duration and previous node service duration

wkj ≥ wki + Si + Tij −Mij(1− xkij), ∀(i, j) ∈ A, k ∈ K (5.6)

Mij = Bi + Si + Tij ;

• a pickup is served before its corresponding drop-off

wPr + SPr + TPrDr ≤ wDr +Mr

(
1−

∑
k∈K

∑
i∈N

xkiPr

)
, ∀r ∈ R (5.7)

Mr = BPr
+ SPr

+ TPrDr
;

• the arrival time at a node is within its time windows

Aj ≤ wj +Mj

(
1−

∑
k∈K

∑
i∈N

xkij

)
≤ Bj , ∀j ∈ N (5.8)

Mj = Aj ;

• a vehicle that leaves also returns∑
j∈P

xk
o+k j
−
∑
i∈D

xk
io−k

= 0, ∀k ∈ K; (5.9)

• a vehicle is used if it leaves the depot

Mkyk ≥
∑

(o+k ,i)∈O+
k ×P

xk
o+k i
, ∀k ∈ K; (5.10)

Mk = |O+
k |;
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• the load at a node depends on the cumulative load of the route and the load variation at this node

lkj ≥ lki +Qj −Mk
j (1− xkij), ∀(i, j) ∈ A, k ∈ K (5.11)

Mk
j = Qk +Qj ;

• the load respects the capacity of the vehicle

lki ≤ Qk
∑
j∈N

xkij , ∀i ∈ P, k ∈ K; (5.12)

• the ride time is defined by the service time at pickup and the arrival times at pickup and drop-off

wDr − (wPr + SPr ) = zr, ∀r ∈ R; (5.13)

• the ride time for completing a request respects the request max ride time

zr ≤ Lr, ∀r ∈ R; (5.14)

• the ride time for completing the set of requests of a user respects the user max ride time∑
r∈ru

zr ≤ Lu, ∀u ∈ U ; (5.15)

• the route duration respects the route max duration

wo+k
− wo−k ≤ Lo+k , ∀k ∈ K, (o+k , o

−
k ) ∈ Ek; (5.16)

• the cumulative ride time of a vehicle over multiple routes respects the vehicle max ride time∑
(o+k ,o

−
k )∈Ek

wo+k
− wo−k ≤ Lk, ∀k ∈ K; (5.17)

• each variable is defined in its respective set

xkij ∈ {0, 1}, ∀i ∈ N , j ∈ N , k ∈ K;
lki ∈ Z+, ∀i ∈ N , k ∈ K;
wki ∈ R+, ∀i ∈ N , k ∈ K;
wi ∈ R+, ∀i ∈ N ;

yk ∈ {0, 1}, ∀k ∈ K.

5.4 Solution method

In this section, we detail our solution method for solving the Com-DARP. This method is based on an
SLNS metaheuristic associated with a speed-up mechanism using a precedence filter (PF). We name the
complete metaheuristic SLNS-PF. The rest of this section is organized as follows: the SLNS framework
is described in Section 5.4.1, the insertion and removal operators are presented in Section 5.4.2, the
mechanisms behind the precedence filter are explained in detail in Section 5.4.3 and the feasibility tests
are listed in Section 5.4.4.
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Algorithm 4 SLNS framework

1: S: initial solution
2: iter ← 0
3: while stopping criterion is not reached do
4: if iter < ω then
5: S′ ← S
6: iter ← iter + 1
7: randomly select a removal operator op− ∈ §−
8: randomly select a removal size ϕ ∈ [δsmall,∆small]
9: else

10: S′ ← S∗

11: iter ← 0
12: randomly select a removal operator op− ∈ §−
13: randomly select a removal size ϕ ∈ [δlarge,∆large]
14: end if
15: remove a proportion ϕ of requests from S′ using op−

16: randomly select an insertion operator op+ ∈ §+
17: insert requests S′ using op+

18: if f(S′) < f(S) or iter = 0 then
19: S ← S′

20: end if
21: if f(S′) < f(S∗) then
22: S∗ ← S′

23: iter ← 0
24: end if
25: end while
26: return S∗
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5.4. Solution method

5.4.1 Small and Large Neighborhood Search (SLNS) framework

To solve our problem, we implemented the SLNS as presented in Dumez et al. (2021b). We chose
to compare our metaheuristic with the LNS as it performs well on routing problems and is simple to
implement. The SLNS is presented in Algorithm 4. We refer the reader to Ropke and Pisinger (2006) for
the LNS algorithm.

Three solutions are used in the SLNS. S∗ is the best solution found during the resolution. S′ is the
solution on which the insertions and removals are performed. S is the current solution, used to reset S′ if
S′ does not improve the best solution S∗. The algorithm is initialized at lines 1-2: the initial solution is
loaded and iter is set to 0. The core of the algorithm corresponds to the while loop that starts at line 3.
Until a stopping criterion is reached, the SLNS will perform removals and insertions. The removal is
done between the line 4 and 15. If iter is smaller than the small iteration threshold ω, a small removal is
selected (lines 4-9). Otherwise, if the number of small iterations since the last new best solution reaches
the threshold ω, then a large removal is selected (lines 9-14). Small removals are performed from the
current solution (line 5) and large removals are performed from the best solution (line 10). The solution
is repaired at lines 16 and 17. Once a new solution is obtained, the acceptance criterion is applied at
lines 18-24. The acceptance is performed in two steps. In the first step, the current solution is updated if
the new solution is better or if a large removal has been performed. In the second step, the best solution
is updated if the new solution is better. In addition, the reader can note that iter is incremented for
small removals (line 6), and reset when a large removal is performed or a new best solution has been
found (lines 11 and 23).

There are two main differences between the SLNS and the LNS. First, the SLNS has small and large
moves. In LNS, the size of each removal is randomly chosen within a rather large interval. On the other
hand, the SLNS does a lot of small removals and, once in while, a large removal. Thus, many iterations
are performed. These small removals really intensify the search. Second, the acceptance in the LNS is
based on only one acceptance criterion. By contrast, the SLNS has two methods of acceptance: after a
new best solution has been found or after a large removal. Hence, the SLNS leaves local optimums when
doing a large move (exploration) but after a lot of small moves (intensification). To summarize, while the
LNS might leave a region of the research space quickly, the SLNS leaves the same region only after an
intensification phase.

5.4.2 Operators

The LNS operators are used to remove and insert users in the solution. They are key components
of any LNS heuristic. A good set of operators results in a good search intensification while allowing
sufficient diversification. Many operators have been developed but as demonstrated in Christiaens and
Vanden Berghe (2020), it is possible to obtain very good results with only a few carefully selected
operators. We use the same operators as in Tellez et al. (2018) (2 removals, 4 insertions). Following
the recommendations in Cordeau et al. (2002), these operators keep the heuristics simple, yet fast and
accurate. We refer the reader to Pisinger and Ropke (2007) for a more in-depth explanation of these
operators.

5.4.2.1 Removal operators

The removal operators select a portion ϕ of the inserted requests according to a criterion and remove
them from the solution. The two removal operators are used: the random removal and the historical
node-pair removal.

The random removal randomly selects a proportion ϕ of inserted requests and removes them from the
solution.

The historical node-pair removal selects a proportion ϕ of inserted requests and removes them based
on their “historical” score. This operator favors the removal of requests that were inserted in better
positions in previous solutions. A score hij is associated with each arc (i, j) ∈ A with an initial score set
to infinity. At each new solution and for each inserted arc, this score is updated with the new objective
value if it is better. Similarly, a score hr is associated with each inserted request r ∈ R. This score is the
sum of the scores of the four incident arcs (incoming and outgoing arcs for pickup and drop-off). Then,
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the list of inserted requests Rins is ordered by decreasing scores hr. The operator removes the request at
the position ξψ × |Rins|, ξ is a random number between [0, 1[, and ψ ∈ Z is a deterministic parameter.
This rule used in Pisinger and Ropke (2007) gives higher probabilities of removing the requests with a
higher score (i.e., worst score).

5.4.2.2 Insertion operators

The insertion operators try to place uninserted requests into the partial solution while respecting the
constraints. The following insertion operators have been used: greedy insertion and k-regret insertion.

The greedy insertion places the uninserted requests sequentially according to their insertion cost. For
each uninserted request, its best insertion is computed. A request’s best insertion corresponds to the
positions for its pickup and its drop-off with the lowest cost. Then, the request with the lowest insertion
cost is inserted. The operator repeats this procedure until all the requests are inserted or until there is
no more feasible insertion.

The k-regret insertion places the uninserted requests sequentially according to their k-regret cost.
The change in the objective value when inserting the request r in its qth best position is represented by
∆fqr . Therefore, ∆f

1
r corresponds to the insertion of the request r in its best position, ∆f2r corresponds

to the insertion of the request r in its second best position, etc. The k-regret cost of a request is equal to∑k
q=2 ∆f

q
r −∆f1r . For each request, its k-regret cost is computed, and then the request with the lowest

value is inserted. The operator repeats this procedure until all the requests are inserted or until there is
no more feasible insertion. In this work, we used three different k-regret operators with K = 2, 3, 4.

During the resolution, these insertion operators test the feasibility of millions of insertions. As the
feasibility testing consumes most of the computation time, operators must be carefully implemented for
best performance.

5.4.2.3 K-regret insertion implementation

The k-regret operator can be associated with a matrix describing the insertion cost of every request in
every route. We call this matrix the k-regret matrix. In this matrix, each row corresponds to a request
and each column corresponds to a route. Thus, each cell contains the insertion cost of a request in a
route at its best pickup and drop-off positions. As illustrated in Figure 5.2, at the intersection of the row
corresponding to the request r4 and the column corresponding to the route k2, the blue cell contains the
insertion cost (∆r4,k2) of request r4 in route k2. To facilitate the explanations, the row r corresponds to
request r ∈ R and the column k corresponds to the route served by the vehicle k ∈ K.

k1 k2 k3 k4

r1

r2

r4

r5

r9

∆r4,k2

Figure 5.2: column to update after an insertion

After each insertion, the matrix must be updated. Optimizing the update procedure is paramount
to speed up the research, for testing the insertions is the most time-consuming part of the algorithm.
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Instead of recomputing the whole matrix, the matrix update optimization selects only the cells for which
the insertion cost is not up to date.

In the case of single-period DARP, this selection is straightforward. This situation is illustrated in
Figure 5.2. When request r is inserted into route k (blue cell), route k is modified. Thus, any insertion
cost related to route k must be recomputed. In this optimization process, only the cells in the column
corresponding to the route k are updated (red column). In addition, the row associated with the inserted
request is deleted (hatched row).

In the case of multi-period DARP, this selection is more complicated. First, there is a k-regret matrix
for the morning and afternoon routing. Second, a morning insertion can change the feasibility of an
afternoon insertion and vice versa. To understand this mechanism, we present the following example
illustrated in Figure 5.3. Let us assume that request r2 ∈ R is inserted in route k2 ∈ K (blue cell).
Additionally, let us assume that this insertion changes the ride time of requests r3 ∈ R and r4 ∈ R also
inserted in route k2. The selection of cells to update is done in three phases:

1. Update of column k2: as in single-period DARP, any insertion related to route k2 must be
recomputed. Thus, the column k2 is recomputed (red column in the morning matrix).

2. Related rows update: with the previous insertion, the ride times of requests inserted in route k2
may have been modified. Therefore, any insertion related to a ride time modification must be
recomputed. For example, let us assume the pair request r′3 is not inserted. If the ride time of
request r3 increases (respectively decreases), then the remaining ride time for request r′3 might
decrease (respectively increase). Any insertion of request r′3 must therefore be recomputed to take
into account the new remaining ride time. In this example, the row r′3 must be recomputed (red
row in the afternoon matrix).

3. Related columns update: with the previous insertion, the ride times of requests inserted in the
route k2 may have been modified. Hence, if a request is inserted in route k2 and its pair request is
inserted in another route, then the other route must be recomputed. For example, let us assume
that the afternoon request r′4 is inserted in route k′1 ∈ K. If the ride time of pair request r4 increases
(respectively decreases), then the remaining ride time for request r′4 might decrease (respectively
increase). As a consequence, any insertion in route k′1 must be recomputed to take into account the
new remaining ride time of request r′4. In this example, the column k′1 must be recomputed (red
column in the afternoon matrix).

k1 k2 k3 k4

r1

r2

r5

r6

r9

morning k-regret matrix

k′1 k′2 k′3 k′4

r′1

r′3

r′5

r′6

afternoon k-regret matrix

Figure 5.3: k-regret matrix
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5.4.3 Precedence filter

In this section, a node n is represented by a tuple (uhs), with a user u ∈ U , a period (half-day)
h ∈ (AM,PM), and a site for pickup or drop-off s ∈ (P,D). Similarly, a request r ∈ R is represented
by a tuple (uh). If h denotes the morning period, then h′ denotes the afternoon period, and vice-versa.
Additionally, a dynamic time window is defined as [auhs, buhs] and a dynamic maximum ride time for a
request as luh.

In this section, several definitions are defined in Section 5.4.3.1. These definitions are then used in
Section 5.4.3.2 to describe the precedence relations for the Com-DARP. Finally, the precedence filter
implementation is detailed in Section 5.4.3.3.

5.4.3.1 Definitions for the precedence filter

The new notations allow us to formulate the precedence relation between two nodes, the dynamic
maximum ride time, and the time windows tightening.

Precedence between two nodes Let us consider two users u and w at sites s and r respectively.
For a given period h these users are represented by the nodes (uhs) and (whr). The node (whr) is a
predecessor of (uhs) if it is not possible to leave (uhs) at its earliest and arrive in time at (whr). This
property is used in Malheiros et al. (2021) to limit the number of tested insertions. Mathematically, the
precedence between two nodes is defined by the following equation:

auhs + Suhs + Tuhs,whr > bwhr (5.18)

Maximum ride time of a request The maximum ride time of a request depends on its pair request
ride time. It can take its initial value or the user’s remaining maximum ride time. This is mathematically
defined by the following inequality and illustrated in Figure 5.4:

luh = min{Luh;Lu − luh′} (5.19)

Ai Bi

i

Aj Bj

j

Si Tij

Sj Tji

time windows of node i

time windows of node j

earliest direct itinerary
from i to j (feasible)

earliest direct itinerary
from j to i (infeasible)

Figure 5.4: precedence relation

Time window tightening The time windows are tightened according to the tightening procedure
introduced in Cordeau (2006). The time window tightening results in the following inequalities:

AuhP ≥ AuhD − SuhP − Luh (5.20)

BuhP ≤ BuhD − SuhP − TuhP,uhD (5.21)

AuhD ≥ AuhP + SuhP + TuhP,uhD (5.22)

BuhD ≤ BuhP + SuhP + Luh (5.23)
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5.4. Solution method

In the Com-DARP, another tightening can be performed according to the dynamic maximum ride
time of a request. As defined by equation (5.19), luh = min{Luh;Lu − luh′}. This dynamic tightening
impacts the start of the time window at pickup and the end of the time window at drop-off. This is
defined by the following equations:

auhP = max{AuhP ;AuhD − SuhP − luh}, (5.24)

buhP = BuhP , (5.25)

auhD = AuhD, (5.26)

buhD = min{BuhD;BuhP + SuhP + luh}, (5.27)

5.4.3.2 Precedences for the Com-DARP

Given the four different types of time window tightening, the precedence relations auhs+Suhs+Tuhs,whr >
bwhr can be developed for four pairs of nodes: pickup/pickup, drop-off/drop-off, pickup/drop-off, drop-
off/pickup. The results are summarized here. The complete demonstration is detailed in Appendix A.3.

Pickup/pickup

• the node (whP ) is always a predecessor of (uhP ) if:

0 < AuhP + SuhP + TuhP,whP −BwhP

• the node (whP ) is never a predecessor of (uhP ) if:

0 ≥ AuhD − TuhP,uhD + TuhP,whP −BwhP

• the node (whP ) becomes a predecessor of (uhP ) when:

luh′ > BwhP −AuhD + Lu − TuhP,whP

Drop-off/drop-off

• the node (whD) is always a predecessor of (uhD) if:

0 < AuhD + SuhD + TuhD,whD −BwhD

• the node (whD) is never a predecessor of (uhD) if:

0 ≥ AuhD + SuhD + TuhD,whD −BwhP − SwhP − TwhP,whD

• the node (whD) becomes a predecessor of (uhD) if:

lwh′ > Lw +BwhP + SwhP −AuhD − SuhD − TuhD,whD

Pickup/drop-off

• the node (whD) is always a predecessor of (uhP ) if:

0 < AuhP + SuhP + TuhP,whD −BwhD

• the node (whD) is never a predecessor of (uhP ) if:

0 ≥ AuhD − TuhP,uhD + TuhP,whD −BwhP − SwhP − TwhP,whD

• the node (whD) becomes a predecessor of (uhP ) if one of the three cases is valid:


luh′ > Lu −AuhD − TuhP,whD +BwhD

lwh′ > Lw +BwhP + SwhP −AuhP − SuhP − TuhP,whD
luh′ + lwh′ > Lu + Lw −AuhD − TuhP,whD +BwhP + SwhP
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Drop-off/pickup

• the node (whP ) is always a predecessor of (uhD) if:

0 < AuhD + SuhD + TuhD,whP −BwhP

• the node (whP ) is never a predecessor of (uhD) if:

0 ≥ AuhD + SuhD + TuhD,whP −BwhP

5.4.3.3 Precedence filter implementation

We present some guidelines to implement the precedence filter. When testing the insertion of a request
in a route, all the possible positions for pickup and drop-off are tested. The precedence filter allows us to
limit the number of positions to test by finding a minimal and maximal feasible position for both pickup
and drop-off.

First, the minimal position for the pickup is computed. The route is traversed in reverse order and
for each node, the precedence filter tests if the current node is a predecessor of the pickup. If true,
the minimal position for the pickup is set to the position just after the position of the current node.
Traversing the route in reversed order allows us to stop as soon as a precedence has been found, for the
minimal position for the pickup is just after the latest predecessor in the route.

The maximal position for the drop-off is then computed. The route is traversed in order, and for each
node the precedence filter tests if the drop-off is a predecessor of the current node. The maximal position
for the drop-off is set to the position just before the first successor. At that point, if the minimal position
for the pickup is greater than the maximal position for the drop-off, then the insertion is infeasible and
the test stops.

Next, the same procedure is applied for the maximal position for the pickup and for the minimal
position for the drop-off. To limit the number of tests, the precedence filter tests only the positions
between the minimal position for the pickup and the maximal position for the drop-off.

To conclude, the precedence filter allows us to sort out any infeasible positions for the pickup and the
drop-off when testing the insertion of a request in a route. This is based on the precedence relations
between nodes presented in Section 5.4.3.2.

5.4.4 Feasibility testing

The feasibility of each candidate insertion must be tested. As a large number of insertions are performed
while solving the problem, the feasibility test efficiency directly impacts the speed of the search. The
tests must therefore be as efficient as possible. The order in which the different tests are performed
is paramount. When testing the insertion of a request in a route, we first use the precedence filter to
eliminate as many infeasible positions as possible. Then, for each position we first execute the preliminary
test and finally the schedule test.

First, the precedence test ensures that the precedence constraints are respected. When inserting a
node i in a route, we check that i is not a predecessor of any previous nodes and that i is not a successor
of any following node. To speed up this test, the precedence data are preprocessed at the beginning of
the resolution with a O(n2) complexity, with n being the number of nodes. In practice, we pre-compute
thresholds as described in Section 5.4.3 for each pair of nodes. Then, during the resolution, we compare
the ride times with these thresholds to check the precedence without any additional computation. This
comparison is performed in constant time thanks to the preprocessing. Overall, testing the precedence
relations for the insertion of one request in one route has a O(n) complexity, with n being the size of the
route.

Second, the capacity of the vehicle and some requirements on the time windows are checked in the
preliminary tests. These tests are required to be valid in order to have a feasible solution. However, they
are not sufficient to ensure the feasibility of a solution. They have a O(1) complexity. These tests are
summarized in Braekers et al. (2014);

Finally, the schedule test ensures that there is a feasible schedule for the route. In other words, it
checks that the itinerary respects all the time windows and the maximum ride times. As checking the
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route schedule is a major challenge in solving the DARP, many papers have contributed to improving
this test. In this work, we use the procedure introduced in Tang et al. (2010) as presented in Gschwind
(2019). However, this procedure only checks the feasibility of the route. To include the route duration
minimization, we add the forward slack time computation introduced by Cordeau and Laporte (2003).
The complete algorithm is presented in Tellez et al. (2022). This test has a O(n2) complexity. In the case
of Com-DARP, the reader must keep in mind that a request’s maximum ride time changes dynamically
according to the insertion of its pair request.

5.5 Computational experiments

In the following experiments, we compare our metaheuristic to other metaheuristics for solving the
Com-DARP problem. Our metaheuristic is called Small and Large Neighborhood Search with Precedence
Filter (SLNS-PF). The two other metaheuristics are the classic LNS and the SLNS. These acronyms are
used throughout the rest of this section. The algorithms are coded in C++ and compiled into a 64-bit
single-thread code using g++ 11.3.0. The algorithm has been adapted to solve both the classic DARP
and the Com-DARP. The experiments are performed on a 2.0 GHz AMD EPYC 7702 CPU under a
Linux Ubuntu 22.04.1 LTS operating system. For each instance, 5 independent runs are performed.

Concerning the parameter setting, we use the setting from Tellez et al. (2018) for the LNS and the
setting from Dumez et al. (2021b) for the SLNS. The parameter setting is presented in Table 5.1.

value description

χ = 5% record-to-record acceptance percentage
[δ,∆] = [0.1, 0.45] destruction size for the LNS
[δsmall,∆small] = [0.01, 0.1] destruction size for a small iteration of the SLNS
[δlarge,∆large] = [0.1, 0.3] destruction size for the large iteration of the SLNS
ω = 10|N |1.5 small iterations limit for the SLNS
ψ = 6 roulette wheel parameter for the history removal operator

Table 5.1: parameter setting for the metaheuristics

The results are presented as follows. First, the benchmark instances are described in Section 5.5.1.
Then, the results on the Com-DARP instances are analyzed in Section 5.5.2. Finally, we discuss the
managerial insights in Section 5.5.3.

5.5.1 Benchmark instances

To our knowledge, there is no benchmark for our problem in the literature. We have therefore generated
instances using the following method. A user has two requests: one morning request and one afternoon
request. The pickup and drop-off locations are randomly distributed on a [−10, 10]× [−10, 10] kilometers
grid. Distances and durations are equal to the Euclidean distance between two nodes. For a user, the
morning pickup location corresponds to the afternoon drop-off location and the morning drop-off location
corresponds to the afternoon pickup location (commuting). The morning and the afternoon loads are
both equal to 1 and the service duration is always equal to 3 minutes at pickup and drop-off. The quality
of service is ensured by the maximum ride time coefficient (MRTC), for a user’s maximum ride time is set
to their direct ride times multiplied by the MRTC. In this work, we used MRTC = 1.1, 1.2, 1.3, 1.4, 1.5.
Small coefficients induce a better quality of service but also reduce the number of feasible solutions. A
request maximum ride time is set to the user’s maximum ride time minus the pair request direct ride time.
Additionally, we raise to 15 minutes any maximum ride time lower than this value. The time windows for
morning drop-off and afternoon pickup nodes are set first. The maximum time window for the morning
drop-off is randomly selected according to a normal distribution centered on 8am with a variance of 90
minutes. Similarly, the minimum time window for the afternoon pickup is randomly selected according
to a normal distribution centered on 4pm with a variance of 90 minutes. Time windows are open for 10
minutes. The morning pickup and the afternoon drop-off time windows are set according to the time
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window tightening procedure described in Cordeau (2006). There is one depot located in the center
of the map. The service time is equal to zero minutes at the depot. A fleet of infinite homogeneous
vehicles leaves and returns to this depot. Each vehicle has a capacity of 6 passengers, costs 0.25e per
kilometer to run, costs 0.5e per minute to run, and has a fixed cost of 50e if used during the day. These
costs correspond to the real transportation cost of sanitary transportation in France. Because our work
is motivated by real problems, our instances are fairly large compared to the literature. In total, we
generated 24 instances: 8 instances with 100 users, 8 instances with 200 users, and 8 instances with 400
users.

The computational time limit is set to 5 minutes for instances with 100 users, 20 minutes for instances
with 200 users, and 60 minutes for instances with 400 users. These time limits include pre-computed
operations and the optimization part.

5.5.2 Performance evaluation

The performances of the three metaheuristics are compared using the following metrics: the average gap,
the average number of iterations, and the average computation duration in seconds to reach a gap of 5%
relative to the best-known solution. We chose to measure the computation duration to reach a 5% gap
because, due to the randomness of the search, some runs might not have been able to achieve a better
gap. As the 5% gap threshold is not too easy nor too hard to reach, it is sufficient to give us a good
insight into the convergence speed of the different algorithms. This 5% gap objective can also be seen as
a good objective for real applications. The results are summarized in Table 5.2. The computational time
to reach the 5% gap is not reported in the table when the gap is not reached for the five runs within the
computation time limit (5 minutes for 100 users, 20 minutes for 200 users, and 60 minutes for 400 users).

LNS SLNS SLNS-PF

nb users MRTC gap nb it 5% gap nb it 5% gap nb it 5%

100 1.1 1.37 43131 1 0.45 199153 4 0.44 256700 3
1.2 2.23 40385 3 0.81 196763 4 0.55 251645 3
1.3 2.73 37875 7 0.76 202018 5 0.70 258013 4
1.4 3.25 35582 19 1.04 197766 7 0.97 256135 5
1.5 3.52 33670 1.03 194112 7 0.81 263476 4

200 1.1 2.15 51779 4 0.63 212108 13 0.44 327917 9
1.2 2.52 45998 11 0.49 209591 15 0.45 325856 12
1.3 3.57 42273 84 0.80 191089 19 0.53 346985 10
1.4 4.03 39067 0.98 181717 22 0.72 322177 11
1.5 4.22 36313 0.83 173603 22 0.73 315963 13

400 1.1 2.31 23632 24 0.59 149195 37 0.46 296121 29
1.2 3.42 20595 123 0.65 127606 56 0.40 258638 32
1.3 4.27 18542 0.84 129610 59 0.50 247424 34
1.4 5.07 16978 0.95 119089 43 0.64 268687 28
1.5 5.37 15644 0.75 115205 63 0.56 251023 33

average 3.34 33431 0.77 173242 25 0.59 283117 15

Table 5.2: results on the Com-DARP benchmark

First, the SLNS-PF obtains the best results across all the instances. On average, the SLNS improves
the gap from the LNS by 2.57% (= 3.34− 0.77). The precedence filter component further improves this
gap by an additional 0.18% (= 0.77 − 0.59). At best, the difference gap between LNS and SLNS-PF
reaches 4.78% for instances with 400 users and a maximum ride time coefficient of 1.5.

Secondly, adding the precedence filter to the SLNS allows us to perform on average 63% (=
283117−173242

173242 ) more iterations and up to 126% more iterations for instances with 400 users and a
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maximum ride time coefficient of 1.4. These additional iterations give an edge to the SLNS-PF for finding
better solutions faster than the other metaheuristics.

Thirdly, while the precedence filter does not provide as much gap improvement as the SLNS does,
it allows good solutions to be obtained more quickly. In other words, solutions of similar quality are
reached but the SLNS-PF reaches them faster than the SLNS. This is the consequence of performing
more iterations when the precedence filter is activated. On average, solutions with a 5% gap are obtained
39% (= 25−15

15 ) sooner with the precedence filter and up to 48% sooner for instances with 400 users and
a maximum ride time coefficient of 1.5. This convergence speed is illustrated in Figure 5.5. On one
instance with 200 users and a 1.5 maximum ride time coefficient, the best solution for each metaheuristic
is represented by its convergence. As suggested by the results in Table 5.2, the SLNS and the SLNS-PF
outperform the LNS. In addition, while both the SLNS and the SLNS-PF reach a good solution, the
SLNS-PF is much faster.
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Figure 5.5: convergence speed of the LNS, SLNS, and SLNS-PF (200 users, MRTC = 1.5)

5.5.3 Managerial insights

With the proof that the SLNS-PF works on the Com-DARP, we ask the following question: is it useful?
The Com-DARP can be divided into two independent DARPs if each user’s daily maximum ride time is
shared equally between its morning and its afternoon request. Thus, combining the routing from the
two independent DARPs gives a valid solution for the Com-DARP. If the Com-DARP is useful, then it
should provide solutions with better costs compared to solutions from the two corresponding DARPs.

To test this, we build a benchmark with pairs of DARPs that corresponds to the Com-DARP
benchmark. As previously described, maximum daily ride times are shared equally between morning and
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afternoon requests. The results are presented in Table 5.3. This table compares the results between the
two independent DARPs (2-DARP) and the Com-DARP. Columns “RT (min)” give the average daily
ride time (RT) in minutes, columns “cost (e)” give the cost of the solution in euros. The comparison,
Com-DARP relative to 2-DARP, is made in columns “cost (%e)” and “RT (∆min)”. The first one
corresponds to the cost gap in percentage and the second corresponds to the ride time difference in
minute. To illustrate the results, we plot the best cost relative to the maximum ride time coefficient for
each method for the instances with 100 users (see Figure 5.6).

2-DARP Com-DARP gap

nb users MRTC cost (e) RT (min) cost (e) RT (min) cost (%e) RT (∆min)

100 1.1 6 905 46.39 6 757 47.37 -2.14 0.98
1.2 6 713 47.36 6 402 49.47 -4.62 2.11
1.3 6 394 49.06 6 129 52.67 -4.14 3.61
1.4 6 198 50.57 5 830 55.25 -5.94 4.69
1.5 5 967 53.41 5 688 58.04 -4.68 4.63

200 1.1 12 995 47.01 12 601 48.16 -3.04 1.16
1.2 12 449 48.25 11 875 50.93 -4.61 2.69
1.3 11 693 50.77 11 329 53.77 -3.11 3.01
1.4 11 320 52.74 10 880 56.48 -3.89 3.74
1.5 10 917 55.37 10 660 59.01 -2.36 3.63

400 1.1 25 117 47.25 24 188 48.39 -3.70 1.15
1.2 23 686 48.81 22 213 51.58 -6.22 2.77
1.3 21 886 51.74 21 158 54.51 -3.33 2.77
1.4 20 765 54.11 20 308 57.34 -2.20 3.22
1.5 19 993 56.55 19 739 60.48 -1.27 3.93

average 13 533 50.62 13 051 53.56 -3.68 2.94

Table 5.3: comparison between the Com-DARP and the corresponding 2-DARP

First of all, the Com-DARP always gives results with better costs. As depicted in Figure 5.6, the
Com-DARP solutions always dominate the 2-DARP ones. With a gain of 3.68% on average and 6.22% at
best (400 users, MRTC = 1.2), savings are possible just by grouping together the morning and afternoon
DARPs into one daily Com-DARP. Second, the financial gains result in a slight increase in the users’
average ride time. Indeed, users spend an average of 2.94 extra minutes in transport for the Com-DARP.
As the daily ride time is lengthened by 2.94 minutes, the morning and evening trips would be lengthened
by less than 1.5 minutes, which is almost imperceptible for the user. Even in the worst case, daily ride
times are lengthened by 4.69 minutes on average (100 users, MRTC = 1.4). Considering that daily ride
times amount to more than 50 minutes on average, this increase seems acceptable.

These previous observations give the following possibilities for decision-makers. On one hand, it
is possible to reduce the transportation cost for the same maximum ride time coefficient. With this
option, users’ trips are lengthened by less than 1.5 minutes on average. In other words, the Com-DARP
gives solutions with better costs and maintains the quality of service related to the maximum ride time
coefficient, which comes at the expense of a small increase in the users’ effective ride times. It is up to
decision-makers to assess if the gains are worth a small extra ride time. On the other hand, it is possible
to reduce the maximum ride time coefficient for similar transportation costs. As the quality of service is
linked with the maximum ride time coefficient, its decrease would improve this aspect of the quality of
service and reduce inequalities between users. For example, Figure 5.6 shows that the Com-DARP with
MRTC = 1.4 gives a solution with a better cost than the 2-DARP with MRTC = 1.5. While having a
better cost, the Com-DARP solution ensures that users will not have detours that exceed 40% of their
direct ride time. On the opposite, the 2-DARP solution is more expensive and users can have detours up
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Figure 5.6: best cost relative to the maximum ride time coefficient for instances with 100 users
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to 50% of their direct ride time. According to Table 5.3, the users’ average ride time is longer by 1.84
(= 55.25− 53.41) minutes for the Com-DARP. A small global increase in ride times would therefore allow
to limit unfair situations for some users. This tendency is observed across instances and across maximum
ride time coefficients.

5.6 Conclusion

In this chapter, we introduced the Commuting Dial-A-Ride Problem (Com-DARP) and a specific
metaheuristic to solve it. In this new variant of the Dial-A-Ride Problem (DARP), a user has two
requests, one in the morning and the other in the afternoon, each with its respective maximum ride
time. In addition, each user has a maximum daily ride time. This feature was extracted from the
door-to-door transportation of disabled children in France. However, the model and the solution method
can be applied to any transportation system with commuting. We transposed the Small and Large
Neighborhood Search (SLNS) metaheuristic from the Vehicle Routing Problem (VRP) to the Com-DARP.
In addition, we developed a new feasibility testing procedure that takes advantage of the precedence
constraints and adapts dynamically during the search. The complete algorithm is called SLNS-PF. The
experiments on generated Com-DARP instances from 100 to 400 users showed a 2.75% gap improvement
from the SLNS-PF on average and up to 4.78%. In addition, the introduced precedence test increases
the computation speed. Under 5% gap solutions are obtained 39% sooner on average and up to 48%.
From a managerial point of view, solving the Com-DARP instead of the two corresponding morning and
afternoon DARPs has three advantages. First, the cost is reduced by 3.68% on average. Second, it is
also possible to lower the limit on the users’ maximum ride time without a significant change in the
transportation cost. Finally, solutions are obtained faster.

This work opens two main perspectives for future research. First, more features could be integrated
into this model such as heterogeneous users and reconfigurable vehicles, in order to get closer to real
transportation systems. Second, it would be interesting to study the multi-request multi-trip multi-depot
heterogeneous fleet DARP introduced in this work as a generalization of the Com-DARP.
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Chapter 6

The Assignment Dial-a-Ride
Problem (ADARP)

1

Highlights:

• This chapter presents the Assignment Dial-A-Ride Problem (ADARP).

• We propose a solution method based on a matheuristic combining a large neighborhood
search and an exact method.

• A comparison with the literature and case studies on real instances in the healthcare
context is provided.

• In terms of managerial insight, this new approach reduces the current cost up to 24%
without degrading the service quality for users.

6.1 Introduction

In France, the medico-social sector is structured by a set of institutions and services that support people
with disabilities and other vulnerabilities. Every day, each user is picked up at home and taken to their
assigned medico-social institution (MSI) where they receive personal care throughout the day. At the
end of the day, users are taken from their respective MSI to their homes. The assignment process is long
and labor intensive. Indeed, each demand has particular needs and each MSI has particular services. As
a consequence, satisfying all the demands requires to test many different configurations of assignment.

The assignment process is carried out by the MDPH (Maison Départementale des Personnes Handi-
capées), the home for the disabled in each French département. A multidisciplinary team (EP) within
this institution analyzes the applications of people with disabilities and, where relevant, refers them to
a list of institutions and medical-social services (ESMS) adapted to their needs. More precisely, each

1This chapter is an updated version of the journal article Chane-Häı et al. (2023a) (to be published in Health Care
Management Science).
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user receives medical care throughout the week. Indeed, there is a care planning for each user that
repeats weekly. As a consequence, the EP must check if the MSIs’ weekly planning can accommodate
the candidate and try to build a valid planning for each weekday. An EP must process by hand over
200 referrals per month. Thus, it must change assignments and plannings accordingly every month.
The referrals are processed one by one in order of arrival. As a consequence, the referrals’ order have
a considerable impact on the overall performance of the system. Using a solver that processes all the
demands simultaneously will facilitate this decision process. As a result, the quality of the assignment
will be improved and the EP will spend less time on the applications’ processing. Based on this analysis,
the CDAPH, the commission for the rights and autonomy of the disabled (Commission des Droits et
de l’Autonomie des Personnes Handicappées) validates or refuses each application. If a candidate is
accepted, the CDAPH also informs them about the reasons of acceptation and the care protocol. The
person must apply for admission to one or more institutions listed by the CDAPH. This assignment
process is more detailed in Mosquera Varela et al. (2017). Because the resources of MSIs are limited and
the assignment process is so laborious, previous decisions are not revised even if the context changes.
Therefore, the impact of these decisions lasts several years. For example, if a space becomes available in
a MSI closer to a patient’s home, no steps are taken to review the current assignment. Moreover, the
transportation criterion is not explicitly taken into account in the assignment decision.

The daily transportation in the context of MSIs entails several problems. The first is related to
the users’ quality of life. Because they are in a vulnerable position due to their disabilities, their daily
transportation should not take too long. However, a study presented by Tellez et al. (2020) shows the
long duration of these users’ ride times and the real need to reduce them. This study, carried out in
the city of Lyon and surrounding areas, shows that trips are on average 48 kilometers long and last on
average 74 minutes. The second issue is that the transportation also has an environmental impact of 1.42
million kg CO2 eq and 4 million km per year for 245,000 trips. This environmental impact has to be
limited. The final issue we address is the economic dimension. In the case of patients under the age of 18,
who make up the majority here, the cost of this transportation system is funded directly by the MSIs. In
2017, medico-social transportation costs totaled 500 million euros, at national level, for all medico-social
institutions put together (Gonzalez et al., 2017). This cost increased by 40% between 2006 and 2014
Lesteven et al. (2016) and has had a significant impact on their global budget since this expense is the
second largest after wages ANAP (2016). It follows that more money spent on transportation means less
money spent on supporting people with disabilities and on the MSIs’ services.

The assignment process also has an impact on the institutions’ resources. Each institution has
accreditation for a certain number of places and a predefined number of employees. Each employee has
specific competencies. When a user is assigned to the facility, that individual uses one space allocated
in the accreditation and also requires time from several appropriate caregivers. If this time is greater
than the available resource, the excess will be counted as overtime. In practice, overtimes last until the
next assignment at least or until additional staff is recruited. Additionally, temporary workers can be
recruited for overtime.

This work proposes a decision-making approach that integrates three aspects of the problem. The first
aspect is the assignment of people with disabilities to a given MSI. The second aspect is the staff sizing
at MSIs to be able to satisfy the needs of their users. The last aspect is the management of the shared
door-to-door transportation service. This approach makes it possible to jointly optimize the proper use
of resources and logistics costs. This is called Assignment Dial-A-Ride Problem (ADARP) in the rest of
the chapter. If used by the EP, some users may need to change MSI. However, this change would occur
only once a month. Moreover, a monthly reassignment is also a chance for them to move to a closer
MSI and thus, reduce their commuting time. For the sake of clarity, we focus our study only on the
transportation from home to MSIs for one day. However, the results can easily be transposed to the
reverse - transportation from MSIs to home - by reversing the routes in the solution. Combining the
morning and afternoon problems would be ideal but is still challenging as the size of the problem would
be multiplied by two. As a result, the computation duration would increase exponentially due to the
NP-hardness of the DARP. To build the weekly planning, the problem must be solved for each weekday.
Aspects related to route consistency are not considered in this study but constitute interesting research
perspectives. We refer the reader to Braekers and Kovacs (2016), Tellez et al. (2022), and Lindstrøm and
Røpke (2022) for respectively, drivers, service times, and groups consistency.
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6.2. Literature review

The chapter is structured as follows: Section 6.2 reviews the literature on related problems and
presents our main contributions. Section 6.3 defines the problem with its route-based formulation. The
method developed to solve the ADARP is detailed in Section 6.4 and the case study is presented in
Section 6.5. In Section 6.6, the parameters of the method are tuned, the components of the method
are validated, and the method is challenged with results from the literature. Section 6.7 then presents
managerial results derived from numerical analyses of the case study. In Section 6.8, we finally summarize
our main findings and indicate some interesting extensions of the model presented here.

6.2 Literature review

Despite having no added value to the care itself, transportation represents an essential part of healthcare
systems. Indeed, transportation is not a medical act. In that regard, this support activity must be
as efficient as possible to improve the quality of service with a minimal cost. As described in Tellez
(2019), healthcare transportation is a complex problem due to its multiple aspects. As this domain
has been extensively studied in the literature, we provide only a few references in order to be concise.
The first aspect of medical transportation is the nature of what is transported. It can be patients (e.g.,
Qu and Bard (2013), Tellez et al. (2018)), medical staff (e.g., Genet et al. (2011), Mankowska et al.
(2014), Malagodi et al. (2021)) or medical supplies (e.g., Kelle et al. (2012), Uthayakumar and Priyan
(2013)). In our study, we focus on the patient transportation. Second, it is possible to distinguish
emergency transportation (e.g., Coster et al. (2017), Li et al. (2019)), where the patient’s life is directly
in danger, from the non-emergency transportation (e.g., Mahon (2011), Huggins and Shugg (2008), Fogue
et al. (2016)). In our case, we study non-emergency transportation. Finally, the transportation can be
occasional (e.g., Qu and Bard (2013), Qu and Bard (2015)) or regular (e.g., Feillet et al. (2014), Tellez
et al. (2022)). Our problem is about regular transportation. To summarize, the assignment dial-a-ride
problem addresses the regular non-urgent patient transportation. As shown in Hains et al. (2011), the
regular non-urgent transportation is growing with the global increase in life expectancy. As a consequence,
long-term care has received increasing attention (e.g., Worrall and Chaussalet (2015)). In order to
improve the efficiency of healthcare systems in the long run, we must be able to revise previous decisions
that are no more relevant.

Motivated by a para-transit application, many variants of the Dial-A-Ride Problem (DARP), as
defined in Cordeau and Laporte (2003), have emerged in the last two decades. The reader may refer to
Molenbruch et al. (2017b) and Ho et al. (2018) for recent reviews. Because passengers are vulnerable,
several specific constraints or objectives related to the quality of service are considered. For instance,
the multi-criteria optimization of the total ride time and the routing cost is considered in Lehuédé et al.
(2014), among others. The solution consistency may also be considered during the week. Some passengers
prefer to have the same driver every day Braekers and Kovacs (2016), or to have the same pickup hours
every day Tellez et al. (2022). These two papers study the impact of consistency on the total cost of the
solution with a bi-objective analysis. Because some users are in wheelchairs, Parragh (2011) introduces
the impact of heterogeneous users and vehicles. In the same way, Qu and Bard (2013) study the possibility
to configure the number of seats and wheelchairs in a vehicle before the departure, and Tellez et al. (2018)
study the same possibility but during the route. Other extensions of the DARP consider the transfer of
passengers from one vehicle to an other Masson et al. (2014) or the multidepot-DARP Braekers et al.
(2014) and Malheiros et al. (2021).

The possibility to choose between several destinations in a Vehicle Routing Problem (VRP) is
introduced by Ghiani and Improta (2000). In this paper, the authors present the Generalized-VRP
(GVRP) which is a VRP where a client demand can be fulfilled by visiting one point in a list of alternatives.
By adding time window constraints, Moccia et al. (2012) extend the previous model and introduce
the GVRPTW. In the context of urban logistics, Dumez et al. (2021a) and Dumez et al. (2021b) have
extended the GVRPTW to the VRP-with Delivery Options (VRPDO). In the latter, a delivery can be
made in certain lockers selected by the client, but the capacities of the lockers are finite and have to be
taken into account for the delivery point selections.

In the context of dial-a-ride transportation, the Generalized Dial-A-Ride Problem (GDARP) presented
by Pinson et al. (2016) was the first paper to consider the possibility of alternative pickup and drop-off
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points. In that study, each passenger could be picked up at their initial position or could walk for a
certain distance to reach an alternative pickup point. The same mechanism existed for alternative drop-off
points. The optimization model jointly optimizes the selection of the pickup and drop-off points, and the
selection of the routes.

The specificities of assignment problems in a medical context (i.e., long-term decisions, compatibility
between needs and competencies, etc.) make it inappropriate to transpose insights from other assignment
studies with a different context. This is the reason why this paragraph focuses on other research works
that also consider a medical context. The assignment of people with disabilities was studied by Osorio
et al. (2017). This study demonstrated the impact of alternative assignment policies on the performance
of the healthcare system and on the quality of care. Transport was not taken into account. The study
identified a number of points for improvement, including the long processing time due to the lack of
computerization, and the failure to take logistical criteria into account in the choice of an assignment. In
another work, Mosquera Varela et al. (2017) proposed a decision model for this assignment. In this model,
a maximum distance between a patient’s home and institutions was considered, but the management of
the transportation service and the staff sizing were not.

With its contributions, this work tries to bridge research gap RG42. First, we introduce the first
Assignment Dial-A-Ride Problem (ADARP). This problem stems from a real-life issue faced by medico-
social institutions which have to take three interconnected decisions pertaining to: 1) the routing for
the ride-sharing services; 2) the assignment of users to geographical points; and 3) the staff sizing at
the geographical points. Second, we present a matheuristic that iteratively generates and selects routes.
Routes are generated with a large neighborhood search that includes an assignment problem, and are
selected using a mixed integer linear program. After being validated on instances from the literature for
the GDARP and the VRPDO, the solution method is applied to real instances obtained from the sanitary
transportation services in three different areas in France. Finally, we provide managerial insights derived
from the numerical experiments. The cost reduction induced by the user (re)assignment is equivalent
to the cost reduction induced by the sharing of the vehicles between institutions. Savings can thus be
generated without increasing ride times, with less than a quarter of the users reassigned, and with small
changes in institutions’ staff.

6.3 Model

The model is presented with its route-based formulation. In this section, we introduce the notations used,
the single route problem, and finally the route selection problem coupled with staff sizing. To facilitate
its comprehension, the complete list of all the notations used in this chapter is provided in Appendix A.4.
In order to better fit the problem, The notation differs from the one used in Section 3.3.1 for the classic
DARP.

6.3.1 Notations

Users We consider a set of users U . A user u ∈ U has to be served by the selection and execution of
one of their itineraries Iu. The pickup and drop-off nodes of user u ∈ U and itinerary i ∈ Iu are denoted
P (u, i) and D(u, i) respectively.

Nodes Let N = P ∪D∪O+ ∪O− be the set of all the nodes. From a user’s perspective, P = {P (u, i) |
u ∈ U , i ∈ Iu} is the set of pickup nodes, D = {D(u, i) | u ∈ U , i ∈ Iu} is the set of drop-off nodes. From
a driver’s perspective, O+ = {o+k | k ∈ K} is the set of starting depots for the beginning of the routes,
and O− = {o−k | k ∈ K} is the set of ending depots for the end of the routes. Thus, any driver must start
a route from a starting depot and finish it at an ending depot. In practice, the starting and ending depots
are usually the same. However, we propose a formulation with differentiated starting and ending depots
as it easily encompasses our case and others (e.g., drivers directly return home with the service vehicle).

2RG4: There is no model that encompasses the entire scope of the regular non-urgent sanitary transportation of disabled
children in France and considers all the aspects related to the different stakeholders.
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6.3. Model

Times The time and the distance to go from node i to node j are denoted Γi,j and ∆i,j respectively.
If a node n ∈ N is visited, the visit takes a service time Sn and the beginning of the service time has to
be within a time window [An, Bn]. Then each user u ∈ U has a maximum ride time Hu.

Vehicles Let K be the set of heterogeneous vehicles. Each vehicle is assigned to a specific depot by the
solution. The capacity of vehicle k ∈ K is denoted V̄k. The load variation corresponding to user u ∈ U
in a vehicle is denoted Vu (it may be more than one in case of obesity or an in-wheelchair user). By
extension, we define the load variation for nodes such that VP (u,i) = −VD(u,i) = Vu for all i ∈ I. The
load variation for nodes related to depots is zero. Then, when using vehicle k, the fixed cost, the distance
cost, and the time cost are denoted Cfk , C

d
k , and C

t respectively.

Geography The set of geographical locations is denoted G, and G(n) ∈ G is the geographical location
of node n ∈ N .

Resources A user u ∈ U needs a quantity Eu,r of resources r ∈ R with R the set of resources. A
resource corresponds to the amount of working time available for a particular care from caregivers with
the corresponding competency. The availability of resource r ∈ R in geographical locality g ∈ G without
paying for overtime is denoted Ēg,r and the maximal quantity of resources with overtime (with paying)
is denoted Ēextg,r . Then, C

ext
r is the resource extension cost per unit of resource r ∈ R.

Route For a given route ω, let UI(ω) be the set of tuples (u, i), where u is the user and i ∈ Iu the
itinerary chosen for user u ∈ U in route ω. The ordered set of visited nodes is denoted N (ω), and the
first and last visited nodes of route ω ∈ Ω are denoted F (ω) ∈ O+ and L(ω) ∈ O− respectively. Then,
the node visited just before node n in route ω is denoted Q(ω, n) with n ∈ N (ω) \ {F (ω)}.

6.3.2 Single-route problem

The single route problem is formulated as follows. Each route needs to comply with these constraints
while minimizing its costs.

The decision variables are: tω,n, the beginning of service time for node n in route ω; vn, the load of
the vehicle when leaving the node n; and xk that indicates whether or not the vehicle k is selected for
the route ω.

min fω =
∑
k∈K

Cfkxk + Ct(tω,L(ω) − tω,F (ω))

+
∑
k∈K

Cdkxk
∑

n∈Nω\{F (ω}

∆Q(ω,n),n

(6.1)

s.t.

tω,Q(ω,n) + ΓQ(ω,n),n + SQ(ω,n) ≤ tω,n ∀n ∈ N (ω) \ {F (ω)} (6.2)

Hu ≥ tω,D(ui) − tω,P (ui) − SP (ui) ∀ui ∈ UI(ω) (6.3)

An ≤ tω,n ≤ Bn ∀n ∈ N (ω) (6.4)

tω,P (ui) ≤ tω,D(ui) ∀ui ∈ UI(ω) (6.5)

vQ(ω,n) + Vn = vn ∀n ∈ N (ω) \ {F (ω)} (6.6)

vn ≤ V̄kxk ∀n ∈ N (ω), k ∈ K (6.7)∑
k∈K

xk = 1 (6.8)

tω,n, vn ∈ R+ ∀n ∈ N (ω) (6.9)

xk ∈ {0, 1} ∀k ∈ K (6.10)

The objective function (6.1) is a sum of the fixed cost related to the depreciation expense of the
selected vehicle, the driver wage that is proportional to the duration of the route, and the distance cost.
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In practice, drivers’ contracts truly relate to the duration of their routes and are not based on a fixed
weekly salary.

Constraints (6.2) to (6.5) ensure respectively that the driving time and the service time are respected
between the visits of the nodes, the ride times do not exceed the limit, the time windows are satisfied,
and each pickup is before the associated drop-off. Constraints (6.6) to (6.8) ensure respectively that the
load increases when leaving pickup nodes and decreases for drop-off nodes, the maximum capacity of the
selected vehicle is not exceeded, and one vehicle is selected to serve the route.

6.3.3 Route selection problem and staff sizing

Even though the set of routes that satisfy the single-route problem (6.1)-(6.10) is huge, here we formulate
the route selection problem by assuming that it is possible to list them all in a set Ω. Note that all
combinations of itineraries have to be considered. A route ω ∈ Ω is characterized by its cost fω and its
set of tuples UI(ω). The latter contains the list of users served by the route and the itineraries chosen
for each user served. If two routes have the same set of users and itineraries, then only the cheapest can
be kept in Ω and the other can be dropped.

The route selection model is now presented. The model consists in selecting some routes, taking into
account the quantity of resources available in each geographical locality. The first decision variable yω
(6.14) is a Boolean indicating whether or not the route ω is selected. The second decision variable eg,r
(6.15) is the quantity of extra resources r ∈ R that must be spent to ensure that the needs of each user
assigned to geographical locality g ∈ G will be satisfied.

min f =
∑
ω∈Ω

fωyω +
∑
r∈R

∑
g∈G

Cextr eg,r (6.11)

s.t.

Ēg,r + eg,r ≥
∑
ω∈Ω

∑
u,i∈UI(ω) |

g∈
{
G(P (u, i)),
G(D(u, i))

}
Eu,ryω ∀r ∈ R, g ∈ G (6.12)

∑
ω∈Ω|u,i∈UI(ω)

yω = 1 ∀u ∈ U (6.13)

yω ∈ {0, 1} ∀ω ∈ Ω (6.14)

0 ≤ eg,r ≤ Ēextg,r ∀g ∈ G, r ∈ R (6.15)

The objective (6.11) is the sum of the cost of individually selected routes and the sum of all costs
related to the payment of the extra resources in each geographical locality.

The model contains only two constraints. The first constraint (6.12) is related to the consumption of
each resource r in each geographical locality g. The left-hand side of the inequality represents the amount
of available resources r in locality g. This quantity is defined by the initial amount of available resource
Ēg,r and the quantity of extra resources eg,r that have to be paid. The right-hand side of the inequality
represents the consumption related to the selected routes. With ω a selected route and u, i ∈ UI(ω), if
the itinerary i has its pickup or its drop-off in geographical position g (i.e., g ∈ {G(P (u, i)), G(D(u, i))}),
then user u consumes a quantity Eu,r of resource r in locality g. The second constraint (6.13) is a classic
set partitioning problem where all users have to be served once.

6.4 Solution method

The formulation presented in the previous section specifies our problem. However, the number of routes
in Ω makes the problem intractable if formulated in that way. In this section, we will see how we can
generate a subset of routes with a heuristic, and solve the route selection problem on this subset called
“pool”, denoted by Ω′. Because the pool Ω′ is a subset of Ω, the routes in Ω′ have to be solutions to the
single route problem. The heuristic used to fill the subset of routes is the Large Neighborhood Search
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6.4. Solution method

(LNS). For each iteration of LNS, the routes of the solution found are added to Ω′. The route selection
problem is then solved when the pool of routes contains ν routes. The rest of this section details this
solution method.

6.4.1 General framework: Iterative Route Selection (IRS)

The general framework is presented in Algorithm 5 and is denoted by IRS (Iterative Route Selection).
This is a hybrid column generation where the columns (i.e., the routes) are generated with an LNS and
selected with a master problem formulated as a Mixed-Integer Linear Program (MILP).

The input parameters of IRS are: ν the initial number of routes used to solve the route selection
problem; ε the constant positive multiplier for changing the pool size defined by ν; τ the total time limit;
and τ ′ the time limit for the MILP solver which solves the route selection problem.

Algorithm 5 general framework: IRS

Parameters: ν, ε, τ , τ ′

Result: Best solution S∗

\* Initialization * \
1: S∗ := ∅
2: while execution time < τ do

\* Route generation with an LNS (see Section 6.4.2) * \
3: Ω′, S∗ :=LNS(S∗, ν)

\* Solve the route selection problem * \
4: Solve (6.11)-(6.15) with an MILP Solver, taking Ω = Ω′; warm start with S∗; time limit τ ′

\* Update ν * \
5: if the route selection problem has been solved to optimality on two consecutive iterations then
6: ν := ⌈ν × (1 + ε)⌉
7: else if optimality was not proven on two consecutive iterations and S∗ was not improved then
8: ν := ⌊max{1, ν/(1 + ε)}⌋
9: end if

10: end while

First, the best solution is initialized empty (line 1). During a given execution time τ (line 2), the
framework performs some iterations (lines 3 to 8). For each iteration of the framework, the LNS creates
a pool of routes Ω′ (line 3). This pool is used to solve the route selection problem (line 4).

The parameter ν is dynamically adjusted according to the capacity of the MILP solver to solve the
selection route problem (lines 5 to 8). As ν corresponds to the number of routes in Ω′, it correlates to
the difficulty to solve the route selection problem. On the one hand, the optimal solution has a better
potential when there are more routes in Ω′. But on the other hand, having more routes makes it more
difficult to find this optimal solution. So, our goal is to have a pool of routes Ω′ as large as possible but
sufficiently small so the MILP solver finds the optimal solution. Hence, this dynamic adjustment of ν
ensures that the MILP solver will reach proven optimality approximately half the time.

6.4.2 Large Neighborhood Search (LNS)

The Large Neighborhood Search (LNS) metaheuristic, introduced by Pisinger and Ropke (2007), has
been successfully used to solve several DARP variants (e.g., Masson et al. (2014) and Gschwind and
Drexl (2019)). It has also been combined to set covering/partitioning problems to create LNS-based
matheuristics in several routing problems (e.g., Parragh and Schmid (2013), Tellez et al. (2018), and
Dumez et al. (2021b)). The framework we used for the LNS is presented in Algorithm 6.

The LNS works with three solutions: best (S∗), current (S), and new (S′). At each beginning of the
LNS, the current solution and the new solution are initialized with the best solution (line 1). For each
iteration, the current solution is copied into the new solution, after which the new solution is destroyed
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Algorithm 6 Large Neighborhood Search (LNS) algorithm

Parameters: S∗, ν
Result: Ω′, S∗

\* Initialization * \
1: S := S∗, S′ := S∗

2: reset Ω′ with the routes in S∗

3: while |Ω′| < ν do
4: S′ := S

\* Removal * \
5: select a random percentage of users µ
6: remove µ percent of users from S′ using a random removal operator

\* Insertion * \
7: solve the “assignment problem”
8: insert half of the uninserted users in S′ using a random insertion operator
9: solve the “assignment problem”

10: insert the remaining uninserted users in S′ using a random insertion operator

\* Update Ω′ * \
11: add the routes in S′ to Ω′

\* Acceptation criteria * \
12: if S′ < S∗ then
13: S∗ := S′, S := S′

14: reset Ω′ with the routes in S∗

15: else if S′ < S ∗ 1.05 then
16: S := S′

17: end if
18: end while
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and repaired (lines 5 to 10). If the newly repaired solution outperforms the best, then it updates the best
and the current ones (line 13). In our case, we use the simple “record-to-record” acceptance criterion
Dueck (1993) to manage the current solution. If the new solution under-performs the best solution with
less than a 5% difference, then it updates the current solution (line 16). If the new solution under-performs
the best solution with more than a 5% difference, the new solution is restored to be identical to the
current one at the beginning of the new iteration (line 4).

During the LNS iterations, all the routes in the new solution are recorded in Ω′ (line 11). The LNS
stops when the number of routes in Ω′ reaches ν (line 3). At the beginning of an LNS, the pool is
initialized with the routes of the best solution S∗ only (line 2), and when the LNS improves the best
solution S∗ (mainly at the beginning of IRS), the pool Ω′ is reinitialized (line 14).

At the beginning of each LNS iteration, a new solution identical to the current solution is partially
destroyed. A percentage of the users, randomly chosen in

[
µ, µ

]
, is removed from the new solution

(lines 5 to 6). The destroy operators used are the random removal and the historical node-pair removal
introduced by Pisinger and Ropke (2007). To repair the solution, the non-inserted users are inserted one
by one using a k-regret operator Pisinger and Ropke (2007) with k ∈ {1, 2, 3, 4}. In a regular LNS, the
users are inserted one by one just after the destroy step. However, the current procedure used here is: 1)
choose one itinerary per non-inserted user by solving the “assignment problem” (detailed in Section 6.4.3);
2) insert 50% of non-inserted users; 3) solve the assignment problem again; and 4) insert the remaining
non-inserted users (lines 7 to 10).

6.4.3 Assignment problem

The set of non-inserted users is denoted by Uno ⊆ U . To solve the assignment problem, we first compute
an insertion cost estimation Fu,i for all non-inserted users u ∈ Uno and for all itineraries i ∈ Iu. The
cost retained for Fu,i is the minimum of the insertion costs over all positions of the inserted pickup and
drop-off in every route. The insertion cost is defined as the difference between the cost of the route after
insertion and before insertion. We also compute the resulting availability Ē′

g,r of resources r ∈ R in
geographical locality g ∈ G, considering the users who are still inserted in the partially destroyed new
solution.

Ē′
g,r = Ēg,r −

∑
u∈

{
users in the sol.
assigned to g

}Eu,r ∀u ∈ U , g ∈ G

Then, knowing Fu,i and Ē
′
g,r, the following assignment problem is solved to choose the itineraries.

min fa =
∑
u∈Uno

∑
i∈Iu

Fu,izu,i +
∑
r∈R

∑
g∈G

Cextr eg,r (6.16)

s.t. ∑
i∈Iu

zu,i = 1 ∀u ∈ Uno (6.17)

Ē′
g,r + eg,r ≥

∑
u∈Uno

∑
i∈Iu|

g∈
{
G(P (u, i)),
G(D(u, i))

}
Eu,rzu,i ∀r ∈ R, g ∈ G (6.18)

zu,i ∈ {0, 1} ∀u ∈ Uno, i ∈ Iu (6.19)

0 ≤ eg,r ≤ Ēextg,r ∀g ∈ G, r ∈ R (6.20)

This problem looks like the route selection problem. However, these are not the routes that are
selected, but one itinerary per user. The decision variable zu,i (6.19) indicates whether or not the itinerary
i is selected for user u. As in the route selection problem, eg,r (6.20) represents the quantity of extra
resource r ∈ R that has to be paid to ensure that each user assigned to geographical locality g ∈ G
will be satisfied. The objective function (6.16) is the sum of the insertion cost estimation, that depends
on selected itineraries, and the cost of the extra resources. Constraint (6.17) ensures the selection of
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one itinerary per user. Then, constraint (6.18) computes the extra resources needed, depending on the
selected itineraries.

It is obvious that the assignment solution is not optimal. First, the insertion cost estimations Fu,i are
updated only twice per LNS iteration, once at the beginning and once after 50% of the insertions have
been completed. Moreover, the insertion cost estimation is just the cheapest insertion at the moment of
computation. However, Section 6.6.1 shows numerically that solving the assignment problem more or less
frequently during the insertion procedure has little impact and does not significantly improve the overall
performance of the method.

6.5 Case study

As presented in the introduction, ADARP is introduced in this chapter to solve a real case of a dial-a-ride
with user assignment and MSIs staff sizing.

Instances We have 3 real instances for our problem. Table 6.1 presents their main characteristics.
The first instance “Loire” is located in the Loire département, France. Despite being centered around
a medium-sized city (Saint-Étienne), this area is mainly rural, so there is a low-density demand. The
second instance “Rhône” is centered around the city of Lyon and the whole Rhône département. The
area is urban and densely populated. The last instance “Savoie” covers the whole Savoie département.
The study area is stretched out, the demand has a low density, and there are many mountains (French
Alps) and valleys.

inst. users MSI depots

Loire 42 2 1
Rhône 125 4 2
Savoie 208 5 3

Table 6.1: number of users, MSIs, and depots for the three instances

Current assignment For these three instances, we know the current user assignment to MSIs. We
also know the average resources needed per user, i.e., we know Eu,r for all users u and resources r.

Resource availability For these experiments, it was not possible to obtain precisely the real availability
of the resources of each MSI, i.e., current staff size. These were therefore estimated by adding all the
average resources needed by users.

Ēg,r =
∑

u∈
{

users currently
assigned to g

}Eu,r ∀r ∈ R, g ∈ G

Resources There are 6 resources. Resources C0 to C4 are different human resources needed by people
with disabilities. It is possible to extend these resources up to a certain limit (i.e., Ēextg,r ) using overtimes
and temporary workers, but these extensions have costs (i.e., Cextr ). The extensions related to C0 to C4
are tactical decisions. Resource C5 represents the MSI’s accreditation, i.e., the number of users that can
be assigned to an institution. In our basic instances, this resource cannot be changed because it seems to
be a strategic decision to change the size of the building, the dining hall, the facilities, etc. However, a
sensitivity analysis on these values is still presented in Section 6.7.1.

Time and distance The time and distance values from node i to j (i.e., Γi,j and ∆i,j) have been
computed using the API detailed in Mapotempo (n.d.).
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Maximal ride time The theoretical maximal ride time of a user is equal to the duration of the direct
itinerary of its current assignment, multiplied by a parameter called Direct Time Factor (DTF). MSIs
would theoretically like to observe DTF = 1.5 but in practice, the max ride time is not really controlled
by them. That is why the following experiments are done with DTF = 1.25, 1.5, and 1.75.

At the same time, any ride time up to 15 minutes is accepted by MSIs. Therefore, for each user, the
maximal ride time used in the following experiments is the maximal value between 15 minutes and the
current direct duration multiplied by DTF (Hu = max{15;max{ΓPui,Dui} ×DTF}, ∀u ∈ U , i ∈ Iu).

Time Windows The reception time of MSIs are between 8:00 and 9:15. Therefore, all drop-offs happen
within this time frame. For a DTF of 1.75, the width of the users’ time windows follows the distribution
presented in Table 6.2. Obviously, the distribution is shifted toward the smaller time windows when the
DTF is decreased.

width of the time window in minutes

inst. [40, 44] [45, 49] [50, 54] [55, 59] [60, 64] [65, 69]

Loire 0 10 7 6 17 2
Rhône 13 5 1 4 98 4
Savoie 9 46 39 47 66 1

Table 6.2: number of users relative to the width of the time windows for a DTF = 1.75

Itineraries For each user, all of its potential itineraries originate from his/her home. By default, all
MSIs can receive all users. However, the maximum ride time precludes some itineraries from home to
MSIs when the direct ride time for the itinerary is longer than the maximum ride time. Thus, the number
of feasible itineraries increases with the DTF, as shown in Table 6.3. For the Savoie instance with a DTF
of 1.5, there are on average 1.97 feasible itineraries per user. If the DTF is reduced to 1.25, this number
decreases to 1.57. On the opposite, if the DTF is increased to 1.75, then the average number of feasible
itineraries increases to 2.33 per user. According to Table 6.4 whatever the chosen DTF, there is always
at least one user with the maximum number of feasible itineraries. In other words, at least one user can
go to any of the MSIs.

DTF

inst. 1.25 1.50 1.75

Loire 1.60 1.71 1.79
Rhône 2.14 2.51 2.68
Savoie 1.57 1.97 2.33

Table 6.3: average number of feasible itineraries (i.e., MSIs) per user depending on DTF

Vehicles There are 4 types of vehicles with different capacities and costs. The number of each type of
vehicle available at each depot is not limited. In our case, buying a vehicle is actually a tactical decision
by MSIs because it is easy for them to sell, buy, exchange, or reconfigure vehicles to adapt their fleet as
needed.

Depots The depots are located at the car park of some MSIs. At the beginning of the day, the drivers
travel to these MSIs with their own means of transport and take the MSI’s vehicles. The drivers start
and end their routes at the same MSI. As these MSIs have dedicated car parks, we can consider that
there is no maximal number of vehicles at the depots.
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nb of feasible itineraries

inst. DTF 1 2 3 4 5

Loire 1.25 17 25
1.50 12 30
1.75 9 33

Rhône 1.25 54 26 19 26
1.50 44 19 16 46
1.75 36 24 9 56

Savoie 1.25 128 53 16 10 1
1.50 114 37 22 20 15
1.75 97 34 18 29 30

Table 6.4: number of users with i feasible itineraries (i.e., MSIs) depending on DTF

6.6 Validation of the method

The solution method was coded in C++ and compiled with g++ 11. CPLEX 22.1.0 was used for solving
the route selection problem. The experiments were performed on an AMD EPYC 7702 2.1GHz processor.
As in many articles in this research field, 5 runs are done per instance for numerical experiments. The
values of the solution method parameters are the following. The initial number of routes ν in the pool
Ω′ that stops the LNS iterations is set to 100 routes. The increasing or decreasing percentage ε of the
number of routes ν is set to 25%. The MILP solver limit τ ′ for each IRS iteration is set to 10 seconds.
The proportion of users removed for each iteration of LNS is randomly chosen from a uniform distribution
between

[
µ, µ

]
= [10%, 45%]. Lastly, the total time τ available to run IRS on instances Loire, Rhône,

and Savoie are 30, 60, and 120 minutes respectively. Each instance uses a different value for τ because
the number of users significantly differs among them. This value ensures a sufficient number of iterations
in order to reach good solutions.

6.6.1 Validation of the components and tuning of parameters

The route and the assignment components of the IRS are evaluated in Table 6.5. All values are the
percentage deviation from the Best-Known Solutions (BKS, presented in Appendix A.5). The first
column presents the solutions obtained with the IRS framework presented in this work. As we can see,
the average gap obtained by the IRS is 0.32%. The results are pretty stable as the worst average gap
over five runs is only 0.77% (for the Loire instance with DFT = 1.75)

The noRSP (no route selection problem) column presents the case where the LNS is used to generate
solutions and the route selection problem is never solved. For instance, in Algorithm 5 line 3 is used
but line 4 is not. In this case, the average gap with the BKS increases to 2.06% and the results are not
really stable. As an interpretation, the pool of routes acts as a memory that can be used to build better
solutions. By using the LNS without the route selection problem, the solver is short-sighted as it just
moves from one solution to another. Having a pool of saved routes allows the solver to simultaneously
consider many routes that were generated at different moments.

In IRS, two assignment problems are solved at each iteration of LNS: at the beginning of the insertion
procedures and after 50% of re-inserted users. The noAP (no Assignment Problem) column presents the
case where an itinerary is assigned to a user by the k-regret insertion operator for each insertion during
the LNS, and not by solving assignment problems with a MILP solver. In other words, instead of having
only one candidate itinerary per user thanks to the assignment problem, all itineraries are candidates
for insertion. Thus, the number of insertions that must be tested increases. As a consequence, the LNS
takes more time for each insertion. In this case, the k-regret choice is based on the cheapest itinerary
that maintains the capacity constraints. We can see the noAP method under-perform the IRS method by
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1.70− 0.32 = 1.38%.

Lastly, the LNS column corresponds to noRSP and noAP together. The method is a simple LNS
with a record-to-record acceptance criterion and the k-regret insertion operator is used to select the best
assignment of an itinerary to a user. With an average gap of 11.32%, this method is clearly not efficient.

inst. DTF IRS noRSP noAP LNS

Loire 1.25 0.00 0.00 0.00 1.70
1.5 0.16 1.34 1.37 3.34
1.75 0.77 1.30 1.57 1.57

Rhône 1.25 0.61 1.28 0.56 7.57
1.5 0.26 1.43 1.29 13.96
1.75 0.28 1.70 1.87 11.71

Savoie 1.25 0.24 1.93 1.08 11.63
1.5 0.34 4.88 3.57 23.23
1.75 0.22 4.71 3.99 27.19

average 0.32 2.06 1.70 11.32

Table 6.5: evaluation of the components, average gap with the BKS in % for 5 runs

Table 6.6 shows how the number of times the assignment problem is solved, influences the overall
performance of our matheuristic. Table 6.7 shows this influence on the number of iterations of the IRS
and the LNS, and as well as on the size of the pool of routes ν. For ν, its initial value at the beginning of
the resolution, its average value across the resolution, and its final value at the end of the resolution are
provided. In this table, the metrics are averaged over all the instances for all the DTF’s values for the 5
runs. In both tables, column “1” represents the case where the assignment problem is solved only once
after the destroy phase and at the beginning of the insertion phase; columns “2”, “3”, and “4” represent
the cases where the assignment problem is solved 2, 3 or 4 times during one iteration, respectively, i.e
after the destroy phase and every 50%, 33%, and 25% of inserted users. Then, column “all” is the case
where the assignment problem is solved before each user insertion.

According to Table 6.6, the best result is obtained when the assignment problem is solved twice during
an iteration of the LNS. Thus, this value is used in the rest of the experiments and serves as a basis for
the following analysis. The main observation is that, irrespective of the number of assignment problems
we solve from 1 to 4, the performance is fairly good and stable. Indeed on average, the gap difference
is 0.2% (= 0.52 − 0.32) or less. The second observation is that solving the assignment problem each
time a user is inserted gives poor results. In this case, the number of IRS iterations decreases by 71%
(= 24.11−82.51

82.51 ) and the number of LNS iterations decreases by 79%. This leads to a 0.84% (= 1.16− 0.32)
gap difference which is fairly larger than the one observed among columns 1, 2, 3, 4. While Table 6.6
shows the importance of the assignment problem, Table 6.7 shows that it is not required to solve the
assignment problem often. Solving it too often will reduce the number of iterations of the IRS, but on
the opposite, solving it too rarely will decrease the quality of the selected itineraries during the insertion
phase of the LNS. The numerical results show that the balance is obtained when the assignment problem
is solved twice during the LNS. However, these are the results for using the minimum insertion cost as a
criterion for the route selection problem. Another criterion (e.g., average insertion cost) may result in
different performances. As the results were good with minimum insertion cost, we decided to continue
with it. Nevertheless, criterion selection is an interesting topic for future work. Our last observation is
that the size of the pool of routes ν for the route selection problem increases during the resolution. It
means that the MILP solver is able to handle a growing number of routes. This can be explained by the
following. The MILP solver uses a warm start with the best solution. In addition, the proportion of bad
routes relative to the best solution increases as the best solution improves. As a consequence, it becomes
easier for the MILP solver to eliminate bad solutions during the route selection problem.
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number of solved assignment problems

inst. DTF 1 2* 3 4 all

Loire 1.25 0.00 0.00 0.00 0.00 0.00
1.5 0.16 0.16 0.16 0.00 0.65
1.75 1.54 0.77 1.03 1.88 1.54

Rhône 1.25 0.79 0.61 0.38 0.49 0.74
1.5 0.13 0.26 0.19 0.39 0.92
1.75 0.19 0.28 0.29 0.29 1.03

Savoie 1.25 0.07 0.24 0.26 0.38 0.79
1.5 0.60 0.34 0.61 0.65 2.81
1.75 0.26 0.22 0.27 0.63 1.92

average 0.42 0.32 0.36 0.52 1.16

*: chosen parameter

Table 6.6: number of times the assignment problem is solved during an iteration of the LNS, average gap
with the BKS in % for 5 runs per line

number of solved
assignment problems 1 2* 3 4 0

nb LNS iterations 113,416.31 76,173.96 68,450.20 57,601.27 15,932.73
nb IRS iterations 98.38 82.51 68.33 60.24 24.11
initial ν 100 100 100 100 100
average ν 3,147.55 2,909.77 2,795.80 2,722.17 1,447.42
final ν 5,761.82 5,465.62 5,320.42 5,187.24 3,801.73

*: chosen parameter

Table 6.7: metrics relative to the number of times the assignment problem is solved during an iteration
of the LNS
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6.6.2 Comparison with the literature

Generalized Dial-A-Ride Problem (GDARP) The closest problem in the literature to ours is
the Generalized Dial-A-Ride Problem (GDARP) presented by Pinson et al. (2016). The authors use a
Greedy Randomized Adaptive Search Procedure (GRASP) to solve their problems. In the GDARP, each
user has one origin and one destination. The specificity is that a user can walk from his/her origin to one
of the possible pickup locations and again walk from one of the possible drop-off locations to his/her
destination. In this case, the ride happens only between the selected pickup and drop-off. Similarly to
our problem, a user has multiple possible pickup and drop-off locations (i.e., multiple possible itineraries).
However, there is no resource allocation similar to the staff sizing in our problem. In the model presented
by Pinson et al. (2016), the objective is to minimize the itinerary duration of drivers and users from their
respective origins to their respective destinations. To establish a proper comparison, our algorithm has
been slightly adapted to use the same objective function.

Table 6.8 presents the results of the comparison between their results with a GRASP with 500
iterations and our IRS algorithm with 500 iterations on an instance with 50 users. To be fair, the LNS
iterations are counted in the 500 iterations of the IRS. For each algorithm, results are given with one run.
For each instance, IRS ameliorates the BKS slightly.

inst. GRASP IRS

CM 51 16,232 16,202
CM 52 14,532 14,505
CM 53 13,912 13,896
CM 54 13,821 13,790
CM 55 13,824 13,814

Table 6.8: comparison of costs for Pinson et al. (2016) instances with 500 iterations for GRASP and IRS

Vehicle Routing Problem with Delivery Options (VRPDO) Another problem close to ours is
the Vehicle Routing Problem with Delivery Options (VRPDO) introduced by Dumez et al. (2021a) and
Dumez et al. (2021b). Clients have several preferences for their delivery options, the total number of first
and second preferred options is constrained, some delivery options have capacities, and the objective is to
minimize first the number of vehicles and then the cost, based on the distance only. Our algorithm has
been adapted to these specific features. Table 6.9 presents the comparison between the best solution found
with two methods (LNS-SPP and MathHeu) combining different LNSs and set partitioning problems
with 5 runs in Dumez et al. (2021a) and Dumez et al. (2021b) and the best solution found with 5 runs of
the IRS algorithm. IRS’s computation times are 30, 60, and 120 minutes for instance sizes 50, 100, and
200 respectively. The table presents for each best solution its number of routes (“Nb routes”), its cost
(“Cost”), and the cost gap between the LNS-SPP & MathHeu and the IRS.

Instance types U and V have 2 and 1.5 delivery options per client on average respectively. We note
that these instance types are fairly well solved with IRS. However, we find that the IRS algorithm
performs poorly for the instance type UBC. The explanation is that the UBC instances are the U
instances with large vehicle capacity. With large vehicle capacity, the length of the routes increases, so
the time needed to perform an insertion with the k-regret procedure also increases. For this reason, the
number of investigated routes during the IRS algorithm is reduced. This case, with large vehicle capacity
and long routes, is rather far from our case study.

6.7 Managerial results

At this point, it is reasonable to consider that the IRS algorithm is able to provide fairly good results on
our instances. In this section, several analyses will be presented on our case study to derive managerial
results from the MSIs’ perspective and the users’ perspective.
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LNS-SPP & MathHeu IRS Gap

type size nb routes cost (e) nb routes cost (e) cost (%)

U 50 54 3,864 54 3,869 0.13
100 105 6,499 105 6,511 0.19
200 205 11,726 205 11,763 0.32

UBC 50 20 2,293 21∗ 2,272 -0.92∗

100 40 3,580 40 3,617 1.03
200 80 6,048 80 6,181 2.19

V 50 54 3,742 54 3,720 -0.59
100 104 7,001 104 6,964 -0.53
200 203 13,669 203 13,471 -1.45

*: As the number of routes is not the same, the cost cannot be compared

Table 6.9: comparison with the best solutions in the literature Dumez et al. (2021a) and Dumez et al.
(2021b) and the best solutions for 5 runs of IRS

Four scenarios are considered. Scenario (A) refers to the current real case. Most of the time in
the real case, a vehicle transports only those users who go to the same MSI, and the users are never
reassigned from their current MSI to another one to improve transportation performance (including
the user’s ride time). Scenario (B) refers to an emerging practice where the transportation facilities
of the MSIs are shared. Therefore, users from different MSIs can be in the same vehicle at the same
time. In this scenario, users are not reassigned. Without being able to measure it precisely, we find that
this sharing remains infrequent but is gradually being practiced more between the MSIs. Scenario (C)
refers to the case where the vehicles are not shared but where users are assigned to the MSIs, taking into
account the transportation cost. Scenario (D) refers to the case of ADARP, with users’ assignments and
vehicles sharing between MSIs.

6.7.1 From the MSIs’ perspective

Cost and routes Table 6.10 presents the cost and the number of routes for the 4 scenarios. As
Scenario (A) is taken as a reference, the cost and the number of routes are presented as absolute values
for this scenario and as relative values (gap in %) for the other scenarios. We note that the average
saving from the vehicles sharing without assignment (B) is 8.12% of the cost of the current practice (A).
By comparison, assignment without sharing (C) represents a 12.26% gain, and sharing and allocating
(D) represents a 16.91% gain. We can easily conclude that the users’ reassignment from one facility to
another is a fine opportunity to reduce the expenses of socio-medical facilities. We also find that the
evolution of the number of routes is strongly correlated to the cost savings in Scenarios (B) (C) and (D).
Beyond the cost reduction, the reduction of the number of routes is an objective for the MSIs that would
enable them to manage fewer vehicles and therefore also fewer drivers. We find a clear route number
reduction tendency with the introduction of assignment flexibility. In some cases, this decrease can
amount to more than 36% owing to the possibility of assignment only (Scenario (C), Inst. Sa, DTF=1.25).
To conclude, the benefit related to a reassignment policy seems equivalent to the cost reduction related to
vehicle sharing. Moreover, these two changes can be combined to further improve economic performance.
However, from a managerial point of view, reassignment could be more advantageous than vehicle sharing
which could potentially be unpractical when the MSIs have to charge one another for the transport
service. The reassignment option should then be considered a priority by MSIs wishing to collaborate
with one another.
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cost nb routes

scena. A B C D A B C D
assign. no no yes yes no no yes yes
shared no yes no yes no yes no yes

unit e % % % # % % %
inst. DTF

Loire 1.25 1,248 -7.16 -13.44 -19.66 13 -15.38 -15.38 -30.77
1.5 1,023 -9.89 -17.04 -20.26 11 -18.18 -27.27 -36.36
1.75 885 -8.73 -14.13 -16.03 9 -11.11 -22.22 -22.22

Rhône 1.25 1,931 -9.52 -9.49 -16.74 26 -15.38 -15.38 -26.92
1.5 1,601 -9.52 -6.90 -14.22 20 -15.00 -15.00 -15.00
1.75 1,408 -5.58 -3.57 -8.97 16 6.25 0.00 0.00

Savoie 1.25 4,225 -9.19 -19.95 -23.93 46 -15.22 -36.96 -34.78
1.5 3,458 -7.34 -13.73 -18.01 34 -5.88 -26.47 -23.53
1.75 3,137 -6.17 -12.11 -14.34 30 -10.00 -16.67 -20.00

average -8.12 -12.26 -16.91 -11.10 -19.48 -23.29

Table 6.10: effect of user assignment and sharing of vehicles on the cost and the number of routes

Impact on the MSIs’ payrolls Table 6.11 presents the evolution of the two main expenses for MSIs:
the cost related to the routes, and staff wages. These two costs are compared for Scenarios (A) and (D).
Wages are the sum of the current wages of the staff (1,931e, 6,910e, and 7,760efor respectively Loire,
Rhône, and Savoie) and the overtime (cost for the extension of capacity). We can see that the sharing
and the assignment decrease the routing cost significantly (up to 28.63%) but increase the cost of wages
only slightly (no more than 2.56%). From a managerial point of view, it is interesting to note that the
increase in salaries is relatively low, and therefore does not lead to a radical change in the payrolls of
the MSIs. Thus, it could be considered that the allocation of human resources to institutions would be
affected only slightly by the implementation of a reassignment policy.

routes wages

scena. A D A D
unit e % e %

inst. DTF

Loire 1.25 1,247 -22.28 1,931 1.69
1.5 1,023 -22.36 1,931 1.11
1.75 884 -17.94 1,931 0.87

Rhône 1.25 1,931 -21.96 6,909 1.46
1.5 1,600 -15.74 6,910 0.35
1.75 1,408 -10.70 6,910 0.35

Savoie 1.25 4,225 -28.63 7,760 2.56
1.5 3,457 -22.79 7,760 2.13
1.75 3,137 -19.17 7,760 1.95

average -20.17 1.39

Table 6.11: evolution of the two main expenses for MSIs: routes and wages between Scenarios (A) and
(D)

121

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0125/these.pdf 
© [T. Chane-Haï], [2023], INSA Lyon, tous droits réservés



Chapter 6. The Assignment Dial-a-Ride Problem (ADARP)

Number of user places Until now, the capacity of the MSIs (i.e., the number of users served) has
been fixed as it is difficult to increase this value in real life. However, we studied the impact of such an
increase on Scenario (D). Hence, Table 6.12 presents the cost of Scenario (A) compared with the different
increase of C5 in Scenario (D). As we can see, most of the assignment gain can be obtained without
increasing their capacities. In addition, this gain does not seem significant above a 5% capacity increase.

scena. A D

C5 0% +0% +5% +10% +20% +∞
unit e % % % % %

inst. DTF

Loire 1.25 1,247 -19.60 -22.40 -24.98 -26.65 -28.42
1.5 1,023 -20.23 -22.29 -23.46 -24.05 -25.15
1.75 884 -15.94 -17.45 -20.24 -21.27 -24.17

Rhône 1.25 1,931 -16.72 -18.08 -19.43 -19.50 -19.71
1.5 1,600 -14.12 -14.86 -15.68 -15.66 -15.69
1.75 1,408 -8.95 -11.15 -10.65 -10.57 -10.67

Savoie 1.25 4,225 -23.84 -26.32 -27.00 -27.72 -27.72
1.5 3,457 -17.97 -20.70 -21.61 -23.19 -23.22
1.75 3,137 -14.34 -17.38 -18.77 -19.29 -19.20

average -16.86 -18.96 -20.20 -20.88 -21.55

Table 6.12: impact of increasing the number of user places (Capacity C5)

6.7.2 From people with disabilities and other vulnerabilities perspective

Table 6.13 presents two indicators from a user’s perspective. The first one is the ride time, which has to
be as short as possible. The second one is the number of reassignments, which should also be as low as
possible to avoid upsetting the previous habits of the user and the staff. These indicators are important
as they are directly linked to the quality of service. We find that sharing vehicles (B) does not have a
significant impact on the ride time. However, the reassignment does, with an average reduction of ride
time of more than 5% (C, D). On the second indicator, we find that the cost saving for Scenario (D) can
be obtained by reassigning less than a quarter of the users.

6.8 Conclusion

In this chapter, we addressed an important issue in the medico-social sector that impacts the quality
of care, the cost of the system, and the system’s environmental footprint. The goal is to integrate
logistic aspects into users’ assignment decisions by simultaneously solving three interrelated problems:
the allocation of the users, the transportation of the users, and the assignment of the medical staff.
We named this new problem the Assignment Dial-A-Ride Problem (ADARP). It can be seen as an
extension of the GDARP and the VRPDO. This problem-solving approach jointly optimizes the routing
for the shared transportation service, the assignment of users with disabilities and other vulnerabilities
to geographical locations, and the extra resources needed at these locations.

To address this problem, we developed a matheuristic, the iteration route selection algorithm (IRS)
which combines an LNS and a MILP solver. The LNS generates a pool of routes and the MILP solver
chooses the best combination of these routes. For each iteration of the LNS, an assignment problem is
solved twice during the insertion procedure. The method was validated on instances from the literature
for the GDARP and the VRPDO. We then considered 3 real instances from the sanitary transportation
of 3 départements in France.
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6.8. Conclusion

ride time reassigned user

scena. A B C D C D
assign. no no yes yes yes yes
shared no yes no yes no yes

unit min. % % % % %
inst. DTF

Loire 1.25 36.44 -1.10 -1.77 -3.06 19.05 23.81
1.5 41.06 5.76 -2.48 -1.01 23.81 19.05
1.75 44.97 10.64 3.34 4.30 19.05 14.29

Rhône 1.25 25.14 0.60 -3.10 -3.27 12.80 12.80
1.5 28.09 -0.67 -2.38 -3.96 9.60 8.00
1.75 30.79 -3.87 -3.95 -8.42 8.00 8.00

Savoie 1.25 31.04 -1.12 -12.30 -11.03 24.04 21.63
1.5 34.64 0.53 -11.26 -7.51 23.56 17.79
1.75 40.09 -4.24 -16.29 -13.63 19.23 17.31

average 34.69 0.73 -5.58 -5.29 17.68 15.85

Table 6.13: ride time evolution and proportion of users moved from their current assignment

The key finding is that a proper user assignment is paramount for improving the current transportation
system. The saving induced by the assignment is equivalent to that obtained by the transport sharing.
Assignment and sharing can be combined to achieve a greater cost reduction. Compared with the current
practice, this combination reduces costs by 17% on average and up to 24% without degrading the service
quality. From the institutions’ perspective, transportation costs can be reduced with very small changes
in the staff size. From the perspective of users in vulnerable situations, the savings come with a slight
decrease in transportation time and less than a quarter of users are reassigned.

For future research, we plan to develop a model to take human resources into account more precisely.
For example, the ability to reallocate existing human resources between MSIs, considering the cost, the
skills, and the distances, may be taken into account. A second line of research is related to the location
of institutions themselves. From the public health policy point of view, it would be relevant to measure
the impact of the opening or closing of an institution, or to modify its capacity in terms of access to care
in a territory.
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Chapter 7

Conclusions and perspectives

In this final chapter, we summarize the main findings of this thesis. Additionally, we point out the
limitations and propose future directions for research.

7.1 Conclusions

The Dial-A-Ride Problem (DARP) is a classic problem of Operations Research (OR). It is one of the
most advanced variants of routing problems. In this thesis, we worked on 3 variants of the DARP. To
solve these DARPs, we developed four solution methods based on state-of-the-art metaheuristics from
the OR literature and Machine Learning (ML) techniques.

Thanks to the advancements in computational power and artificial intelligence over the last decade,
methods developed within the machine learning community are spreading to other disciplinary fields.
Today, more and more researchers use ML techniques as tools to solve their problems. In Chapter 4, we
explore this new possibility for solving the DARP in its classic form. As such, we developed two solution
methods based on machine learning and tested them on the state-of-the-art benchmark A from Cordeau
(2006).

The first solution method tackled Research Question RQ11 in an attempt to bridge Research Gaps
RG12, RG23, and RG34. The method is based on an offline learning procedure. The main goal is to
learn the characteristics of good DARP solutions and arcs. We first generated a large data set, and then
trained classifiers to differentiate good and bad solutions/arcs. Based on these predictions, we derived
four guidelines to build good DARP solutions: we should aim for a balanced distribution of requests
between routes, low connection ranks, low Forward Time Slacks (FTS), and high number of apparitions
to number of successful scheduling tests ratios. For each guideline, we created a new repair heuristic and
included it in a Large Neighborhood Search (LNS) metaheuristic. Among the new operators, the best

1RQ1: How can we build an algorithm that computes fast and optimal solutions for the regular non-urgent sanitary
transportation?

2RG1: The current state-of-the-art solution methods for the DARP are not able to tackle real-life sized instances.
3RG2: The characteristics of good DARP solutions have yet to be identified through a rigorous process and used to

solve the DARP.
4RG3: Many machine learning methods have yet to be tested on the DARP and compared to state-of-the-art solution

methods from the operations research literature.
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Chapter 7. Conclusions and perspectives

results were obtained with the FTS insertion and connection rank insertion. In addition, the operators
were able to generalize the learning obtained on medium-sized instances to large instances. Unfortunately,
none of the new knowledge-guided heuristics were able to improve the performance of the initial LNS.
Despite interesting results and new insights, outperforming the well tried and tested LNS is still a real
challenge for this offline ML-based method.

The second solution method also tackled Research Question RQ15, trying to bridge Research Gaps
RG16 and RG37. The second solution method uses the Nested Rollout Policy Adaptation (NRPA) at its
core. The NRPA is an online learning method based on the Monte Carlo Tree Search (MCTS). Inspired
by the very good results on games and some preliminary works on simpler routing problems, we adapt
the NRPA for solving the DARP. The NRPA is used within a greedy insertion framework. It is in charge
of creating the ordered list of requests to be inserted sequentially. The NRPA is a recursive algorithm
that intensifies the search in the neighbors of the best solution. At the same time, it uses different levels
of recursion to diversify the search. The NRPA demonstrates good learning capabilities on small and
medium-sized instances (i.e., less than 50 users). However, the gap between the NRPA and the LNS
grows with larger instances. In addition, the NRPA requires significantly longer computation times. As a
consequence, although the NRPA is able to solve the DARP, it is still far from a current state-of-the-art
algorithm from the OR literature.

In Chapter 5, we introduce a new variant of the DARP: the Commuting Dial-A-Ride Problem
(Com-DARP). This work provided new insights on Research Question RQ15 and its related Research Gap
RG16. At the same time, it successfully addressed Research Question RQ38 and bridged Research Gap
RG59. This new variant is inspired by the real-life transportation of disabled children but can easily
be translated to any transportation system based on commuting. The novelty lies in the dependency
between requests. Indeed, a daily maximal ride time is introduced to take advantage of a possible
asymmetry between morning and afternoon trips. For example, a long morning trip can be compensated
by a short afternoon trip. Furthermore, we provide a mathematical formulation that encompasses
and extends the Com-DARP. This formulation corresponds to a multi-request multi-trip multi-depot
heterogeneous fleet DARP. We solve the Com-DARP using a metaheuristic based on the Small And
Large Neighborhood Search (SLNS) and add a speed-up mechanism. This mechanism takes advantage of
the dynamic precedence relations between the nodes. The complete algorithm with the SLNS and the
Precedence Filter (PF) is called SLNS-PF. From an algorithmic perspective, the SLNS-PF improves upon
a classic LNS and the PF component speeds up the computation by 39% on average (up to 49%). From
a managerial perspective, it is beneficial to use the Com-DARP formulation instead of two independent
DARPs. Indeed, it allows either to reduce the cost or to improve the quality of service in terms of
maximal ride time allowed.

In Chapter 6, another variant of the DARP is introduced: the Assignment Dial-A-Ride Problem
(ADARP). This work focused on Research Gap RG410, successfully providing new insights on Research
Question RQ211. This work is motivated by three problems faced by the medico-social sector: the
assignment of users to medical facilities, the transportation of the users, and the allocation of the
medical staff. Prior to this study, the three problems were never considered simultaneously but as three
independent problems. Merging the problems allows to explore a bigger research space. On the one
hand, better solutions are now available. On the other hand, the increased size of the research space
makes it more challenging to find these solutions. We developed a new solution method called the
Iterative Route Search (IRS). The IRS is a matheuristic based on an LNS and a MILP solver. The LNS
generates a pool of routes and the MILP solver chooses the best combination of these routes. One key
finding is that the sharing of vehicles between medical facilities is the main contributor to cost reduction.

5RQ1: How can we build an algorithm that computes fast and optimal solutions for the regular non-urgent sanitary
transportation?

6RG1: The current state-of-the-art solution methods for the DARP are not able to tackle real-life sized instances.
7RG3: Many machine learning methods have yet to be tested on the DARP and compared to state-of-the-art solution

methods from the operations research literature.
8RQ3: How the dependence between requests can be used to improve the transportation?
9RG5: There are few works on shared constraints for the DARP. In particular, there is no study on a shared maximum

ride time constraint.
10RG4: There is no model that encompasses the entire scope of the regular non-urgent sanitary transportation of disabled

children in France and considers all the aspects related to the different stakeholders.
11RQ2: How can we extend the scope of the optimization and consider the different aspects related to all the stakeholders?
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Similarly, it is the proper assignment of users to medical facilities that improves the quality of service in
terms of ride time. Put together, the ADARP allows to significantly decrease the transportation cost, and
slightly decrease the ride time of the users. In addition, these improvements do not require reassigning
more than a quarter of the users.

7.2 Perspectives

During this thesis, we had to choose between which idea to investigate and which idea to put aside. At
the same time, the investigation of some ideas gave birth to new ones. Among the ones that we put aside
and the new ones, the following presents the most interesting perspectives for future work.

The two ML-based methods we developed in Chapter 4 showed interesting results despite their lower
performance compared to the state-of-the-art solution method from the OR literature.

In the first approach, the good predictions from the classifiers did not translate to good LNS operators.
Here are some possible reasons to explain the results. 1) Were the predictions good enough? We had an
accuracy score between 60 and 75%. This is better than random guessing, but far from a 100% accuracy.
Finding better metrics or classifiers could improve the accuracy and thus the reliability of the guidelines.
2) Can more elaborated guidelines improve the performance? We created operators based on guidelines,
themselves based on the classifiers’ predictions. In the end, the knowledge-guided operators are rather far
from the classifiers. Using the classifiers directly in a metaheuristic framework could be a solution to keep
the learning from the training process as untouched as possible. For example, insertions could be filtered
using a decision tree directly integrated into an LNS. 3) Is the scope of our work adequate? In this thesis,
we study the DARP at solution and arc level. However, it is possible to repeat this study using routes
or groups of users as the main scope. 4) How should the learning be used? We created new operators
for the LNS based on the results of the learning process. However, it could be possible to integrate the
learning differently. Among the possibilities, bad arcs could be penalized or knowledge-guided operators
could be used only during particular phases of the search.

In the second approach, the NRPA was not on par with the LNS both in terms of solution quality
and in terms of computational speed. 1) To improve the computation speed, the NRPA could complete
partial solutions instead of starting from scratch. 2) In our implementation, the NRPA only adds one
task: choosing the next request to insert. The NRPA could be charged with additional decisions such as
selecting the insertion heuristics or the route for the next insertion. Adding a removal component to the
NRPA could also be possible. However, adding tasks to the NRPA inevitably increases the size of its
decision space.

In Chapter 5, the Com-DARP was presented with classic features except for the daily maximum ride
time. Although it showed good results, this work could easily be improved in order to be deployed in
real-life applications. 1) The first step would be to include more realistic features such as a heterogeneous
fleet and users, multiple depots, or (re)configurable vehicles. 2) Then, testing the algorithm on real-life
instances would allow to test its robustness over instances with specific features. For example, the demand
distribution is dense in cities, sparse in rural areas, and clustered in mountainous regions.

We point out two perspectives from Chapter 6. 1) Currently, medical staff is just considered as a
resource. However, we could consider a deeper level of integration by taking into account their trips
to the medical facilities, their planning, or their skill level. 2) The study was focused on decisions
at operational and tactical levels (i.e., user allocation, vehicle routing, staff assignment, and overtime
work). Nevertheless, we derived some insights at the strategic level with a brief study on the size of the
medical facilities. To complete this analysis at the strategic level, it could be interesting to question
the geographical location of the facilities themselves. Indeed, proper location could allow more users to
benefit from these institutions while reducing transportation costs.
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Chapter 8

Final words

As a young explorer on the vast ocean of knowledge, I modestly push back, ever so slightly, the boundary
between what we know and what we don’t know. Despite facing many hardships, the journey has been
a source of joy and fulfillment. I sincerely hope that other young researchers will set forth in a similar
direction with outstanding crew members such as Samuel, Céline, and Thibaud. Even though we embark
on separate journeys, our shared aspiration to make the world a better place will undoubtedly continue
to guide us on the vast ocean of knowledge.
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Appendix

A.1 List of extended arc metrics

numerators denominator

number of apparitions/insertions/removals number of iterations, number of feasibility tests
number of feasibility tests number of iterations, total number of feasibility tests
number of feasibility tests number of iterations, number of feasibility tests

Table A.1: list of extended arc metrics

Each extended arc metric corresponds to the ratio between two simple metrics. Not every combination
are computed. The computed combination are presented in Table A.1. The metric “number of feasibility
tests” is declined in four sub-metrics to improve the readability. These four sub-metrics are the number
of preliminary tests computed, the number of preliminary tests succeeded, the number of scheduling tests
computed, and the number of scheduling tests succeeded. Each row corresponds to a set of numerators
and a set of denominators. Metrics are computed from every combination of numerator and denominator.
For example, the first row gives metrics such as the ratio between the number of insertions and the
number of scheduling tests computed.

A.2 List of notations for the Com-DARP

• sets:

– A: set of arcs
– D: set of drop-off nodes

– E : set of pairs of starting and ending depots

– Ek: set of pairs of starting and ending depots of the vehicle k

– G: complete directed graph

– K: set of heterogeneous vehicles

145

Cette thèse est accessible à l'adresse : https://theses.insa-lyon.fr/publication/2023ISAL0125/these.pdf 
© [T. Chane-Haï], [2023], INSA Lyon, tous droits réservés



Appendix

– N : set of nodes

– O+: set of starting depot nodes

– O−: set of ending depot nodes

– O+
k : set of starting depot nodes of the vehicle k

– O−
k : set of ending depot nodes of the vehicle k

– P: set of pickup nodes

– R: set of requests
– Rins: set of inserted requests

– Runins: set of uninserted requests

– Ru: set of requests of the user u

– S+: set of insertion operators

– S−: set of removal operators

– U : set of users

• data:

– An: beginning of the time windows at node n

– Bn: end of the time windows at node n

– Cdk : cost related to the ride time for the vehicle k

– Cfk : fixed cost of the vehicle k

– Ctk: cost related to the distance for the vehicle k

– Dij : travel distance from node i to node j

– Dr: drop-off node of the request r

– Fn: forward time slack at node n

– H: time horizon

– Lo+k
: maximum route ride time of the vehicle k when leaving from the depot node o+k

– Lk: maximum total ride time of the vehicle k

– Lr: maximum ride time of the request r

– Lu: maximum ride time of the user u

– Pr: pickup node of the request r

– Qn: load variation at node n

– Qk: capacity of the vehicle k

– Sn: service duration at node n

– Tij : travel duration from node i to node j

– W : total waiting time on a route

• variables:

– lki : a positive integer variable which corresponds to the number of users in the vehicle k after
leaving the node i

– wki : a positive continuous variable which corresponds to the service time of the vehicle k at
node i

– wi: a positive continuous variable which corresponds to the service time at node i

– xkij : a binary variable which is equal to 1 if the vehicle k uses the arc (i, j), and 0 otherwise
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– yk: a binary variable which is equal to 1 if the vehicle k is used

– zr: a positive continuous variable which corresponds to the ride time of request r

• parameters:

– δ: minimum destruction size in percentage of inserted requests for the LNS

– ∆: maximum destruction size in percentage of inserted requests for the LNS

– δsmall: minimum destruction size in percentage of inserted requests for a small iteration of the
SLNS

– ∆small: maximum destruction size in percentage of inserted requests for a small iteration of
the SLNS

– δlarge: minimum destruction size in percentage of inserted requests for a large iteration of the
SLNS

– ∆large: maximum destruction size in percentage of inserted requests for a large iteration of
the SLNS

– ξ: random number used in the historical node-pair removal operator

– ϕ: proportion of requests to remove

– χ: record-to-record acceptance percentage

– ψ: roulette wheel parameter used in the historical node-pair removal operator

– ω: maximum number of small iterations since the last new best solution or the last large
destruction

A.3 Precedences for the Com-DARP

This section demonstrates the results presented in Section 5.4.3. To facilitate the demonstration, the
following two propositions are used:

Proposition 1.

min{A,B} = −max{−A,−B}, ∀A,B ∈ R (A.1)

Proof. If A ≥ B, min{A,B} = A and −max{−A,−B} = A.
If A > B, min{A,B} = B and −max{−A,−B} = B.

A.3.1 Pickup/pickup

Given two pickup nodes (uhP ) and (whP ), (whP ) is a predecessor of (uhP ) if it is not possible to leave
(uhP ) at the earliest and arrive in time at (whP ). According to equation (5.18), this is the case when:

0 < auhP + SuhP + TuhP,whP − bwhP
By replacing auhP using equation 5.24 and bwhP using equation 5.25, it becomes:

0 < max{AuhP ;AuhD − SuhP − luh}+ SuhP + TuhP,whP −BwhP
This inequality allows us to define three cases:

• the node (whP ) is always a predecessor of (uhP ) if:

0 < max{AuhP ;AuhD − SuhP −max(luh)}+ SuhP + TuhP,whP −BwhP

By replacing max(luh) by Luh, it becomes:

0 < max{AuhP ;AuhD − SuhP − Luh}+ SuhP + TuhP,whP −BwhP

According to equation 5.20: AuhP ≥ AuhD −SuhP −Luh. Thus, the inequality can be simplified to:

0 < AuhP + SuhP + TuhP,whP −BwhP (A.2)
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• the node (whP ) is never a predecessor of (uhP ) if:

0 ≥ max{AuhP ;AuhD − SuhP −min(luh)}+ SuhP + TuhP,whP −BwhP

By replacing min(luh) by TuhP,uhD, it becomes:

0 ≥ max{AuhP ;AuhD − SuhP − TuhP,uhD}+ SuhP + TuhP,whP −BwhP

According to equation 5.22, AuhD−SuhP−TuhP,uhD ≥ AuhP . Thus, the inequality can be simplified
to:

0 ≥ AuhD − TuhP,uhD + TuhP,whP −BwhP (A.3)

• the node (whP ) becomes a predecessor of (uhP ) when:

0 < max{AuhP ;AuhD − SuhP − luh}+ SuhP + TuhP,whP −BwhP

According to equation 5.19, luh = min{Luh;Lu − luh′}. Thus using Proposition 1, the previous
inequality can be written as:

0 <max{AuhP ;AuhD − SuhP +max{−Luh; luh′ − Lu}}
+ SuhP + TuhP,whP −BwhP

It can be written as:

0 <max{AuhP ;AuhD − SuhP − Luh;AuhD − SuhP + luh′ − Lu}
+ SuhP + TuhP,whP −BwhP

According to equation 5.20: AuhP ≥ AuhD −SuhP −Luh. Thus, the inequality can be simplified to:

0 < max{AuhP ;AuhD − SuhP + luh′ − Lu}+ SuhP + TuhP,whP −BwhP

In the case where AuhP ≥ AuhD − SuhP + luh′ − Lu, the precedence does not depend on luh′ .
It corresponds to the case described by equation (A.2). The opposition case where AuhP <
AuhD − SuhP + luh′ − Lu, gives:

0 < AuhD − SuhP + luh′ − Lu + SuhP + TuhP,whP −BwhP

Thus, the inequality can be written as:

luh′ > BwhP −AuhD + Lu − TuhP,whP (A.4)

A.3.2 Drop-off/drop-off

Given two drop-off nodes (uhD) and (whD), (whD) is a predecessor of (uhD) if it is not possible to leave
(uhD) at the earliest and arrive in time at (whD). According to equation (5.18) and using equation (5.26)
and (5.27), this is the case when

0 < AuhD + SuhD + TuhD,whD −min{BwhD;BwhP + SwhP + lwh}
This inequality allows us to define three cases:

• the node (whD) is always a predecessor of (uhD), knowing that max(lwh) = Lwh and using
equation (5.23), if:

0 < AuhD + SuhD + TuhD,whD −BwhD

• the node (whD) is never a predecessor of (uhD), knowing that min(lwh) = TwhP,whD and using
equation (5.21), if:

0 ≥ AuhD + SuhD + TuhD,whD −BwhP − SwhP − TwhP,whD

• the node (whD) becomes a predecessor of (uhD), using equations (5.19) and (5.23), if:

lwh′ > Lw +BwhP + SwhP −AuhD − SuhD − TuhD,whD
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A.3.3 Pickup/drop-off

Given a pickup node (uhP ) and a drop-off node (whD), (whD) is a predecessor of (uhP ) if it is not
possible to leave (uhP ) at the earliest and arrive in time at (whD). According to equation (5.18) and
using equation (5.24) and (5.27), this is the case when

0 <max{AuhP ;AuhD − SuhP − luh}+ SuhP + TuhP,whD

−min{BwhD;BwhP + SwhP + lwh}

This inequality allows us to define three cases:

• the node (whD) is always a predecessor of (uhP ), knowing that max(luh) = Luh, max(lwh) = Lwh
and using equations (5.20) and (5.23), if:

0 < AuhP + SuhP + TuhP,whD −BwhD

• the node (whD) is never a predecessor of (uhP ), knowing that min(luh) = TuhP,uhD, min(lwh) =
TwhP,whD and using equation (5.21) and (5.22), if:

0 ≥ AuhD − TuhP,uhD + TuhP,whD −BwhP − SwhP − TwhP,whD

• the node (whD) becomes a predecessor of (uhP ), using equations (5.19), (5.20) and (5.23) and
Proposition 1, if:

0 <max{AuhP ;AuhD − SuhP − Lu + luh′}+ SuhP + TuhP,whD

−min{BwhD;BwhP + SwhP + Lw − lwh′}

This results in three cases where (whD) becomes a predecessor of (uhP ):


luh′ > Lu −AuhD − TuhP,whD +BwhD

lwh′ > Lw +BwhP + SwhP −AuhP − SuhP − TuhP,whD
luh′ + lwh′ > Lu + Lw −AuhD − TuhP,whD +BwhP + SwhP

A.3.4 Drop-off/pickup

Given a drop-off node (uhD) and a pickup node (whP ), (whP ) is a predecessor of (uhD) if it is not
possible to leave (uhD) at the earliest and arrive in time at (whP ). According to equation (5.18) and
using equation (5.25) and (5.26), this is the case when:

0 < AuhD + SuhD + TuhD,whP −BwhP

This inequality allows to define two cases:

• the node (whP ) is always a predecessor of (uhD) if:

0 < AuhD + SuhD + TuhD,whP −BwhP

• the node (whP ) is never a predecessor of (uhD) if:

0 ≥ AuhD + SuhD + TuhD,whP −BwhP
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A.4 List of notations for the ADARP

• sets:

– D: set of drop-off nodes

– G: set of locations
– Iu: set of itineraries of user u
– K: set of vehicles
– N : set of nodes

– N (ω): ordered set of nodes visited in route ω

– P: set of pickup nodes

– O+: set of starting depots

– O−: set of ending depots

– R: set of resources
– U : set of users
– Uno: set of uninserted users

– UI(ω): set of tuple (u, i), where u is the user and i ∈ Iu the itinerary chosen for user u ∈ U
in route ω

– Ω: set of all possible routes

– Ω′: set of routes for the route selection problem

• data:

– An: beginning of the time windows at node n

– Bn: end of the time windows at node n

– Cextr : cost to extend resource r per unit of resource

– Cdk : distance-related cost of vehicle k

– Cfk : fixed cost of vehicle k

– Ct: duration-related cost of any vehicle

– D(u, i): drop-off of itinerary i of user u

– Ēextg,r : quantity of resource r available at geographical locality g with paying for overtime

– Ēg,r: quantity of resource r available at geographical locality g without paying for overtime

– Eu,r: quantity of resource r required by user u

– Fu,i: insertion cost estimation for user u in itinerary i

– fω: cost of route ω

– F (ω): first node visited in route ω

– G(n): geographical location of node n

– Hu: maximum ride time of user u

– iu: itinerary i of user u

– L(ω): last node visited in route ω

– P (u, i): pickup of itinerary i of user u

– Q(ω, n): node visited before node n in route ω

– Sn: service time at node n

– V̄k: capacity of vehicle v
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– Vu: load variation corresponding to user u in a vehicle

– Γi,j : duration between node i and node j

– ∆i,j : distance between node i and node j

• variables:

– eg,r: a positive continuous variable which corresponds to the quantity of extra resources r that
must be spent to ensure that the needs of each user assigned to geographical locality g will be
satisfied.

– tω,n: a positive continuous variable which corresponds to beginning of service time for node n
in route ω

– vn: a positive integer variable which corresponds load of the vehicle when leaving the node n

– xk: a binary variable which is equal to 1 if vehicle k is selected for the route ω, and 0 otherwise

– yω: a binary variable which is equal to 1 if route ω is selected, and 0 otherwise

– zu,i: a binary variable which is equal to 1 if itinerary i is selected for user u, and 0 otherwise

• parameters:

– ε: constant positive multiplier for changing the pool size

– µ: minimum percentage of user to remove by the LNS

– µ: maximum percentage of user to remove by the LNS

– ν: initial number of routes used to solve the route selection problem

– τ : total time limit

– τ ′: time limit for the MILP solver

A.5 Best-known solutions for the ADARP

Table A.2: Best-Known Solution (BKS)

Inst. DTF Cost (e)

Loire 1.25 1,002.53
1.50 816.02
1.75 743.12

Rhône 1.25 1,608.01
1.50 1,373.32
1.75 1,281.98

Savoie 1.25 3,214.34
1.50 2,834.83
1.75 2,687.22
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