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Introduction

The history of optics is a captivating saga of discoveries, inventions, and intellectual
revolutions that have shaped our understanding of light, vision, and optical phenom-
ena. From the earliest experiments with lenses in antiquity to the complex theories of
electromagnetism formulated by James Clerk Maxwell, the field of optics has traversed
an extraordinary path. This historical journey has allowed us to transcend the limits
of human perception, explore the infinitesimally small, and probe the mysteries of the
universe.

The narrative of optics begins worldwide with the first lenses made by ancient Egyp-
tians, Romans, and Greeks, carving crystals and observing the light changing direction.
Around the 3rd century BCE, Euclid gave a first geometrical description of such phenom-
ena [Darrigol, 2012], and at the same period in China, Mo Zi reports on the formation
of shadows, light propagation, and reflection. Over the centuries, the theory of vision
was further explored, especially by Alhazen in the Middle Ages. His studies on reflection,
refraction, and the nature of images formed by light rays enabled fundamental advances
in understanding geometrical optics. It led to the formulation of Snell-Descartes’ laws
in the 17th century by Willebrord Snellius and René Descartes. These laws established
the foundation for lenses and paved the way for revolutionary inventions such as the mi-
croscope, opening an entirely new world of small particles, and the telescope. Galileo’s
observation of the solar system with his telescope in 1610 revealed unseen worlds to the
naked eye, transforming our perception of the universe.

In the early 19th century, the double-slit experiment conducted by Thomas Young
[Young, 1804] corroborated the wave-like model of light, confirming the ideas of Huygens
and the mathematical description of Augustin Fresnel. This led to crucial discoveries
in diffraction and interference, laying the groundwork for wave optics. Then what is
known today as classical optics was unified under Maxwell’s equations [Maxwell, 1865],
and reigned supreme for decades.

In the late 19th-century classical optics began to show its limitations with the so-called
"ultraviolet catastrophe" [Ehrenfest, 1911]. The model of classical optics failed to describe
accurately the behavior of black-body radiations at short wavelengths, giving rise to a
new scientific era that disrupted our understanding of light and matter.

In particular, Max Planck assumed that electromagnetic radiation can be emitted or
absorbed only in discrete packets (later denominated "Quanta" by Einstein) in order to
solve efficiently the black-body radiation problem [Planck, 1900]. Suddenly, light is not
only a wave anymore but is also composed of particles known as photons. The early
decades of the 20th century witnessed an extraordinary set of discoveries, marking the
first steps of quantum mechanics. This conceptual revolution transformed our view of

ix
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the world, replacing classical descriptions with unprecedented rules and laws governing
elementary particles and light.

During this period, physics witnessed major breakthroughs. In 1911, Heike Kamer-
lingh Onnes discovered superconductivity, an enigmatic phenomenon where certain mate-
rials lose all electrical resistance at very low temperatures [Onnes, 1991]. This discovery
opened the door to significant advances in industry and research, ranging from magnetic
levitation trains to future energy storage applications.

In the 1910s, the first description of Hydrogen atoms by Bohr led a few years later
to the emergence of synthetic polymers that revolutionized chemistry and the materials
industry. Researchers like Hermann Staudinger laid the foundation for our understanding
of macromolecules, thus paving the way for modern plastics and a multitude of applica-
tions [Staudinger, 1920].

The study of superfluids, fluids that flow without any viscosity at extremely low
temperatures, also provided new insights into the nature of matter. Pyotr Kapitsa’s 1937
experiment laid the foundations for this understanding [Kapitza, 1967].

One of the most revolutionary discoveries was high-temperature superconductivity,
demonstrated by Karl Müller and Johannes Bednorz in 1986 [Bednorz and Müller, 1988].
This breakthrough opened the door to even broader applications of superconductivity,
with implications for energy storage, medicine, transportation, and many other fields.

Finally, and most importantly for this manuscript, in 1960, Theodore Maiman con-
structed the first LASER (Light Amplification by Stimulated Emission of Radiation)2

[Maiman, 1960], paving the way for an incredibly wide range of applications, from optical
communication to laser surgery and the creation of ultra-fast electronic devices.

These major discoveries laid the groundwork for the technological revolution of the
20th century, shaping the modern world we know today. From optical fibers underpin-
ning the Internet to semiconductor-based electronic chips powering computers, advanced
medical devices, and advancements in energy production, these breakthroughs have left
an indelible mark on our society and continue to inspire us in the pursuit of new scientific
frontiers.

These remarkable advances we’ve just discussed have greatly benefited from the excep-
tional efficiency of the mathematical model underpinning quantum mechanics. This theo-
retical framework, brilliantly formulated in the early 20th century by eminent minds such
as Max Planck, Albert Einstein, Niels Bohr, Werner Heisenberg, and Erwin Schrödinger,
allowed for a precise description of the behavior of elementary particles and light. How-
ever, even within this solid mathematical structure, questions began to arise as early as
1935 with the famous EPR (Einstein-Podolsky-Rosen) paradox [Einstein et al., 1935].

The EPR paradox raised profound questions about the nature of quantum reality,
highlighting phenomena such as entanglement, where particles can remain closely corre-
lated regardless of the distance separating them. For decades, these questions primarily
remained within the realm of philosophy, sparking heated debates among pioneer quantum
physicists.

However, progress in manipulating quantum systems has ultimately shifted these de-
bates from the realm of philosophy to the realm of experimentation. Bell’s inequalities,
formulated by John Bell in 1964, provided a mathematical framework for testing quantum

2Following the invention of MASER by Townes
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correlations predicted by quantum mechanics [Bell, 1964]. It followed an experiment pro-
posal by John Clauser, Michael Horne, Abner Shimony, and Richard Holt in 1969s, along
with an implementation of the experiment few years later [Clauser et al., 1969,Freedman
and Clauser, 1972]. This was followed by the work of Alain Aspect and confirmed that
quantum phenomena violated Bell’s inequalities, thus establishing the existence of non-
local correlations [Aspect et al., 1981, Aspect et al., 1982b, Aspect et al., 1982a]. Such
confirmation of the quantum mechanic model was declared loophole free in 2015 [Giustina
et al., 2015,Hensen et al., 2015,Aspect, 2015].

The rise of quantum information theory brought a new dimension to our understand-
ing of quantum mechanics. The idea that quantum phenomena could be harnessed to
revolutionize information technologies came to light during Richard Feynman’s talk on
simulating physics with quantum computers in 1982 [Feynman, 1982]. This notion was
reinforced by early quantum algorithms, such as the Deutsch-Jozsa algorithm, which
demonstrated the potential of quantum computers to solve certain problems exponentially
more efficiently than classical computers [Deutsch and Jozsa, 1992]. Another important
algorithm is the quantum search algorithm described by Grover, which has the potential
to speed-up a large class of algorithm for solving NP-complete problems [Grover, 1996].

The advent of quantum cryptography, with the pioneering work of Charles Bennett,
Gilles Brassard [Bennett and Brassard, 1884], and later Artur Ekert [Ekert, 1991], opened
new perspectives in communication security by leveraging the properties of quantum
entanglement to ensure data confidentiality [Pirandola et al., 2020]. However, enthusiasm
surged with the development of Shor’s algorithm in 1994 [Shor, 1994], which showed
that quantum computers could, in principle, quickly break the encryption codes used in
classical information security.

These developments propelled quantum information to the forefront of research and
sparked a global enthusiasm for exploring the possibilities offered by quantum mechan-
ics in the fields of communication, cryptography, and computation. The excitement in
quantum physics research has given rise to a plethora of specialized areas, ranging from
trapped ions [Leibfried et al., 2003] to Rydberg atoms [Browaeys and Lahaye, 2020,Jaksch
et al., 2000], superconducting qubits [Wallraff et al., 2004], and Nitrogen Vacancy (NV)
color centers in diamonds [Doherty et al., 2013]. Such list is not exhaustive but presents
the most promising one. Each of these technologies offers exciting prospects for quantum
computation, information security, and the simulation of complex quantum systems.

The field of quantum optics has also undergone significant evolution, where two dis-
tinct approaches have emerged, each making its unique contribution to the understand-
ing and utilization of quantum mechanics. Initially, the development of discrete-variable
quantum optics was marked by major advancements, including the creation of sources of
single photons via quantum dots [Dabbousi et al., 1997,Somaschi et al., 2016], entangled
photons via Spontaneous Parametric Down Conversion [Ghosh and Mandel, 1987], and
the realization of the very first teleportation protocols [Bouwmeester et al., 1997].

However, another path opened up with continuous-variable quantum optics, which
differs from the discrete version by manipulating quantum states where information is
encoded on the amplitude and phase of the electromagnetic field, such as coherent and
squeezed states. This approach offers unique and complementary advantages compared
to its discrete-variable counterpart.

It’s important to note that most existing protocols in quantum optics, such as quantum
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teleportation [Furusawa et al., 1998], quantum computing [Menicucci et al., 2006], and
quantum cryptography (QKD) [Grosshans and Grangier, 2002], have their continuous-
variable equivalents. This convergence between the two approaches underscores the ver-
satility and power of quantum optics, where the manipulation of continuous variable states
can complement and enhance the applications in quantum information [Andersen et al.,
2015].

My personal intuition on these two distinct approaches comes from the starting point
of merging the fields of quantum mechanics and information theory. An approach from
an information theory point of view with ’bits’ leads to the emergence of the discrete
variable domain with two-level quantum systems, often seen as some of the most simple
quantum systems. On the other hand, the quantum physicist’s approach led mostly
to the Hamiltonian approach, guiding quantum simulation [Georgescu et al., 2014] and
adiabatic quantum computing [Kadowaki and Nishimori, 1998, Albash and Lidar, 2018],
describing quantum systems with operators evolving in an infinite-dimensional Hilbert
space (Continuous Variables).

The Multimode Quantum Optics group at Laboratoire Kastler Brossel, which I had
the pleasure to join in 2020, takes its origin in the pioneer work of Antoine Heidmann,
Elisabeth Giacobino, Serge Reynaud, and Claude Fabre on OPOs and quantum noise
reduction in the 80s [Heidmann et al., 1987, Lugiato et al., 1988, Fabre et al., 1989],
achieving the record limit (at the time) of 8.5dB of squeezing in a type-II OPO [Mertz
et al., 1991]. Overall, a very wide range of subjects were explored from cavities with
movable mirrors [Fabre et al., 1994] to transverse effects and mode-coupling in OPOs
[Schwob et al., 1998,Ducci et al., 2001]. Later on, new paths opened with Nicolas Treps
on temporally multimode quantum states and optical imaging [Kolobov and Fabre, 2000,
Treps et al., 2002, Treps et al., 2003], as well as on the generation of non-classical states
of light [Laurat et al., 2003].

Then, with the development of frequency combs and the Nobel prize attributed to
John L. Hall and Theodor W. Hänsch in 2005 for their inventions [Hall, 2006, Hänsch,
1972], the idea came to combine femtosecond lasers with OPO’s leading the first feasibility
study of a Synchrounsly pumped OPO (SPOPO) for the generation of quantum states in
2008 [de Valcárcel et al., 2006,Chalopin et al., 2009,Patera et al., 2009]. The study came
to life in the laboratory [Pinel et al., 2012] and was further improved in the next years
taking advantage of the multimode structure of the quantum comb to mold the output
into graph states [Roslund et al., 2013,Cai et al., 2017,Dufour, 2018,Arzani et al., 2018].

Following the proven necessity of non-gaussian states for computational advantage in
continuous variables quantum computation [Mari and Eisert, 2012] the group successfully
demonstrated the mode-selective creation of non-Gaussian states via photon subtraction
[Averchenko et al., 2016,Walschaers et al., 2017a,Walschaers et al., 2017b,Ra et al., 2019].
Successfully? To ensure such result the group recently took interest into a new domain
with the certification of non-gaussian states [Chabaud et al., 2021].

In the meantime, with the arrival of Valentina Parigi, the group developed many col-
laborations toward achieving the first use cases with our source. In particular, to overcome
several limitations of the SPOPO toward large cluster state [Nokkala et al., 2018], the
idea emerged of a single-pass approach to multimode squeezing generation. First with
bulk crystals [La Volpe et al., 2018, Volpe et al., 2019, Kouadou et al., 2019] and more
recently with waveguides showing the compatibility of the source with temporal multi-
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plexing [Kouadou et al., 2023]. It permitted new study on Non-Markovianity [Renault
et al., 2023a] and machine learning with reservoir computing [Nokkala et al., 2020].

And what about this work? We explored the generation and manipulation of multi-
modes spectral states at telecom wavelengths in a single-pass scenario. A first feasibility
study was done with Victor R. Rodriguez in close collaboration with Pr. Eleni Diamanti
from Sorbonne Université and Pr. Christine Silberhorn’s group in Padderborn Univer-
sity [Roman-Rodriguez et al., 2021]. We then characterized and mounted together the
source for the first time where I was especially in charge of designing the mode-selective
detection setup. Early results were presented in [Román Rodríguez, 2022] after what, the
source had to be displaced and entirely mounted back in a new dedicated room. Here the
source was extensively characterized and led to results published in [Roman-Rodriguez
et al., 2023] where Victor and I are both first author. In parallel, I have run a feasi-
bility study in close partnership with the team of Pr. Radim Filip, Vladislav Usenko
and Olena Kovalenko in Olomuc University for the source to implement quantum crypto-
graphic protocols multiplexed in frequency. We demonstrated potential improvement on
Quantum Key Distribution key rate from the source characterization data, paving the way
toward large multipartite cryptographic protocols with continuous variables. Finally, in a
more theoretical work, I pursued the exploration for Quantum Routing in large complex
multipartite networks begun in [Sansavini and Parigi, 2019] looking forward to establish
construction criteria for large quantum internet with continuous variables.

0.1 Thesis outline
Part 1. The fantastic realm of Gaussian Quantum Optics.
This part has two introductory chapters. The first, Continuous Variable Quantum Theory
of Light, introduces the modes, states, and tools used in this manuscript. The second,
Quantum Communication Protocols, covers the essential tools in quantum communica-
tion theory, focusing on Quantum Key Distribution and Teleportation with continuous
variables.
Part 2. Once upon a very short time.
This central part of the manuscript primarily focuses on the experiment conducted during
my Ph.D. The first chapter, Femtosecond Light Engineering, describes light pulses and
provides essential experimental background. The second chapter, Single-pass Ultrafast
Spontaneous Parametric Down Conversion, explains the theory behind the core of our
experiment for generating multimode squeezed states. The third chapter, Experimental
Characterization of the source, presents the main results of the experiment.
Part 3. And they communicated safely ever after.
This final part consists of two chapters dedicated to quantum information protocols.
The first chapter, Frequency-multiplexed continuous variable quantum key distribution,
explores the feasibility of a cryptographic protocol using the source described in Part
2, along with a proposal for experimental implementation. The second and last chap-
ter, Quantum Routing in Multipartite Complex Networks, is a theoretical study aimed at
establishing construction criteria for a large-scale quantum internet.
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of Light
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1.1 A quantum harmonic oscillator

1.1.1 Quantization of the Hamiltonian
One of the first Hamiltonian studied in the early age of quantum mechanics is the quan-
tized version of the harmonic oscillator [Bohr et al., 1924, Dushman, 1935]. It is one of
the most known Hamiltonians in classical physics as it appears in a large variety of Physic
domains, especially considering that for an arbitrary potential, one can locally study the
minimum via a parabolic approximation. By ’quantizing’ here we mean to build an opera-
tor (Hamiltonian) from the energy E of a classical harmonic oscillator E = p2

2m + 1
2mω

2x2

and substituting now the position x and momentum p of the system with their non-
commuting operator version X̂ and P̂ = ℏ

i
∂
∂x . The position and momentum operators

satisfy the commutation relation [
X̂, P̂

]
= iℏ (1.1)

and their eigenstates satisfy the eigenvalue equations

X̂|x⟩ = x|x⟩,
P̂ |p⟩ = p|p⟩.

(1.2)

These eigenstates define a complete,∫
dx|x⟩⟨x| = 1 =

∫
dp|p⟩⟨p| (1.3)

orthonormal basis,
⟨x|x′⟩ = δ(x− x′),
⟨p|p′⟩ = δ(p− p′),

(1.4)

where δ is the Dirac function. The quantized Hamiltonian is then written as follows

Ĥ = P̂ 2

2m + 1
2mω

2X̂2. (1.5)

Using now (1.1) one can then rewrite (1.5) as

Ĥ = ℏω
[√

mω

2ℏ

(
X̂ − i

P̂

mω

)√
mω

2ℏ

(
X̂ + i

P̂

mω

)]
+ ℏω

2 1

= ℏω
[
â†â+ 1

21
] (1.6)

where we defined the unit-free creation â† and annihilation â operators with commutation
relation [

â†, â
]

= 1. (1.7)

These two operators are then related to X̂ and P̂ by

â =
√

mω
2ℏ

(
X̂ + i P̂mω

)
X̂ =

√
ℏ

2mω

(
â+ â†

)
â† =

√
mω
2ℏ

(
X̂ − i P̂mω

)
P̂ = i

√
mωℏ

2

(
â† − â

)
.

(1.8)
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This thesis van Loock Theoreticians Experimentalists
Vac. fluct. std σ0

1
2

1√
2 1

Table 1.1: Sum up on the different usual conventions used among the quantum information
community

1.1.2 Heisenberg uncertainty principle and operator normalization

It follows directly from (1.8) that X̂ and P̂ are Hermitian operators thus following the
Heisenberg uncertainty principle [Heisenberg, 1927,Robertson, 1929,Nielsen and Chuang,
2010].

Heisenberg uncertainty principle : Suppose Â and B̂ are two Hermitian
operators, they should satisfy the inequality

∆Â∆B̂ ≥ 1
2
∥∥∥⟨[Â, B̂]⟩∥∥∥ . (1.9)

For position and momentum operators this leads to

∆X̂∆P̂ ≥ ℏ
2 . (1.10)

One sensible comment we can make about this inequality is that it is dependent on the
operator definition, thus the right hand side would change according to the definition of
X̂ and P̂ . First, it is natural to work with unit free operators, renormalizing the vacuum
fluctuation without the factor ℏ, then one usually consider the easiest definition for its own
purpose. Some researchers would like to go alternatively from X̂, P̂ operators to â, â† in a
symmetric way with X̂ = 1√

2(â+ â†) leading then to â = 1√
2(X̂+ iP̂ ). Such convention is

highly adopted by theoreticians as now the switching is a basis change. This modifies the
right hand side of (1.10) to 1

4 . Another standard convention is to redefine these operators
such that the right hand side of the Heisenberg inequality is normalized to 1, this way
the standard fluctuation of the vacuum becomes 1. This convention is mostly employed
by experimentalists, espcially it is the one commonly used in our group. Some others
would like the quadrature measurement of a coherent state to correspond exactly to the
phase space representation of the state1 leading to X̂ = 1

2(â + â†), changing (1.10) to
1
16 . Such convention is adopted in [Brausntein and van Loock, 2005]. To avoid making
any confusion between the different conventions inside the community, we define σ2

0 and
recover :

∆X̂∆P̂ ≥ σ2
0 (1.11)

this way σ0 represent the standard deviation of the quantum fluctuations of the vacuum.
We can then give a brief sum up of these conventions in Table. 1.1 It finally implies that

1Indeed |α⟩ is dependant on the definition chosen for â and â† as α = ⟨α|â|α⟩
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for this manuscript :
â = 1

2σ0

(
X̂ + iP̂

)
X̂ = σ0

(
â† + a

)
â† = 1

2σ0

(
X̂ − iP̂

)
P̂ = iσ0

(
â† − a

) (1.12)

with [
X̂, P̂

]
= 2iσ2

0 (1.13)

Let’s now move progressively to a direct application of these preliminary concepts with
light description.

1.2 Modal representation of light

1.2.1 Classical light

We call mode of the electromagnetic field a vector field f⃗i(r⃗, t) which is a normalized
solution of Maxwell’s equations recalled below.

∇⃗ · D⃗ = ρ ∇⃗ × E⃗ = −∂B⃗
∂t

∇⃗ · B⃗ = 0 ∇⃗ × H⃗ = J⃗ + ∂D⃗
∂t

(1.14)

We can define a volume V such that, at any time t, f⃗i(r⃗, t) is contained inside this volume
i.e

1
V

∫
V

dr⃗
∥∥∥f⃗i(r⃗, t)∥∥∥2

= 1 (1.15)

Beginning with a specified mode f⃗0(r⃗, t), which can have any spatial and temporal config-
uration as long as it satisfies equations (1.14) and (1.15), it is always possible to construct
a set of orthonormal modes {f⃗m(r⃗, t)}m that serves as a basis i.e.

1
V

∫
V

dr⃗f⃗∗
n(r⃗, t)f⃗m(r⃗, t) = δm,n. (1.16)

This basis allows the breakdown of any solution to the Maxwell equations where the field
is contained in the volume V. The electric field

E⃗(r⃗, t) = E⃗(+)(r⃗, t) + E⃗(−)(r⃗, t) (1.17)

and in particular E⃗(+)(r⃗, t) = E⃗(−)(r⃗, t)∗, the complex electric field2 can be written in
this basis

E⃗(+)(r⃗, t) =
∑
m

Emf⃗m(r⃗, t) (1.18)

and thus
E⃗(r⃗, t) =

∑
m

[
Emf⃗m(r⃗, t) + E∗

mf⃗
∗
m(r⃗, t)

]
= 2Re

(
E⃗(+)(r⃗, t)

)
.

(1.19)

2commonly associated to the terms oscillating at positive frequencies in the monochromatic plane wave
basis
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The complex amplitudes of the modes, denoted as Em, fully characterize a particular field.
It will frequently prove valuable to regard the field quadratures, Xm and Pm, as the real
and imaginary parts of the Em amplitude3.

Em = 1
2σ0

(Xm + iPm) (1.20)

1.2.2 Modal Hilbert space

The set of orthonormal modes {f⃗m(r⃗, t)}m span through a Hilbert space of infinite di-
mension. It follows that the represention of E⃗(+)(r⃗, t) is basis dependent and especially
for us, the choice of mode basis will be of high importance for the system representation
and detection process. Any basis change is done via unitary transformation f

gU on the
initial modes such that for all n

g⃗n =
∑
m

f
gUnmf⃗m. (1.21)

g⃗n forms a new orthonormal basis of modes and any field can then be expanded as
E⃗(+)(r⃗, t) = ∑

n Gng⃗n(r⃗, t).

1.2.3 Modal characteristics: transverse and longitudinal aspects
We narrow down the set of unitary modal transformations U to those that are broken
down into transverse and longitudinal components, while keeping the polarization degree
of freedom unchanged. This enables us to employ factorized modes, denoted as f⃗m, for
our analysis [Fabre and Treps, 2020]. The three factors in Equation (1.22) correspond to
three different kinds of multimode effects: polarization effects, spatial effects and temporal
effects. For simplicity, we consider a single polarization component ε⃗ thus4

f⃗m(r⃗, t) = ε⃗f⃗⊥
i (r⃗)f⃗ (t)

j (t). (1.22)

A clear separation of spatial and temporal modes is not always possible [La Volpe, 2019]
but is valuable in the case where the temporal properties remains unchanged even when
diffraction is present in the transverse mode. In the specific case of an electric field we
can write

E⃗(+)(r⃗, t) = ε⃗
∑
i,j

Ei,j f⃗⊥
i (r⃗)f⃗ (t)

j (t) (1.23)

which is still solution of the Maxwell equations and especially to the wave propagation
equation

∆E⃗(+)(r⃗, t) + 1
c2
∂2E⃗(+)(r⃗, t)

∂t2
= 0. (1.24)

Plugging now (1.23) into (1.24) one can recover the Helmotz equations for all m and
explicitly study the transverse and temporal mode independently

(∆ + k2
i )f⃗⊥

i (r⃗) = 0 (1.25)
3The notation close to the position and momentum operator defines in the previous section is fully

intended, see 1.2.4. Note that in this case Xm and Pm are not dimensionless
4Each factor operates on a different Hilbert space, thus in this manuscript expressions in the form

f⃗⊥
i (r⃗)f⃗ (t)

j (t) are tensor products.
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and (
∂2

∂t2
+ k2

j c
2
)
f⃗

(t)
j (t) = 0. (1.26)

The simplest set of solutions to (1.25) and (1.26) are the monochromatic plane waves
{u⃗m(r⃗, t)}m. It is the most commonly employed basis, which is straightforward to ma-
nipulate mathematically as at any moment, the mode u⃗m(r⃗, t) oscillating at frequency
ωm = |⃗km|c is uniform through any plane that is perpendicular to a fixed direction k⃗m in
space

u⃗m(r⃗, t) = ε⃗me
−i(k⃗m·r⃗−ωmt). (1.27)

Remark that this basis is a continuum through all possible frequencies ωm, it becomes
then sometimes more convenient to write an electric field in this basis as a continuous
sum as well

E⃗(+)
mpw(r⃗, t) = ε⃗

∫
dωE(ω)e−i(k⃗·r⃗−ωt) (1.28)

Moreover, when in this manuscript the electric field is defined with such continuum, if not
stated otherwise the reader can assume that we are working in the monochromatic plane
wave basis. Nevertheless, when the physical system is clearly defined by a finite number
of monochromatic waves, the discrete sum can be employed for clarity. Such definition
is often very convenient but lacks physicality as the volume containing the field is not
finite anymore. There exist alternative mode bases that align more effectively with the
characteristics of the light source and the optical system being examined. The usual ones
are spatial, temporal or frequency Hermite-Gauss modes. Dedicated focus to this issue is
given in the description of frequency combs in Chapter 3 as at the classical and quantum
level, temporal or frequency modes offer a highly suitable approach for portraying light
pulses and their correlations.

1.2.4 Quantization of a multimode light field
The energy of the free electromagnectic field is the integral of the energy density over
volume V

HR = ϵ0
2

∫
V

dr⃗
[
E⃗2(r⃗, t) + c2B⃗2(r⃗, t)

]
(1.29)

where ϵ0 is the dielectric permitivity of vacuum. Co-decomposing E⃗ and B⃗ into the same
mode basis, one can rewrite the radiation energy as the sum of energies associated to each
mode without cross-terms [Grynberg et al., 2010]. At a quantum level this Hamiltonian
is formally identical to an assembly of decoupled quantum harmonic oscillators

ĤR =
∑
m

ℏωm
(
â†
mâm + 1

2

)
. (1.30)

It permits then to introduce nicely the quantum field, that in the Heisenberg picture5, is
a quantized extension of the classical complex field in the basis of monochromatic plane
waves modes {u⃗m(r⃗, t)}m

Ê(+)(r⃗, t) = ∑
m E(1)

m âmu⃗m(r⃗, t) with E(1)
m =

√
ℏωm
2ϵ0V (1.31)

5meaning that the operators are time dependent
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Fig. 1.1 Phase space representation. Common representation of a quantum
state via its quadratures. In green, the rotated phase space axis.

Given equation (1.12) and (1.20), the field operator can be expressed using Hermitian
quadrature operators X̂m and P̂m associated with the distinct modes u⃗m, as follows:

X̂m = σ0
(
â†
m + âm

)
P̂m = iσ0

(
â†
m − âm

)
(1.32)

with [
X̂m, P̂m′

]
= 2iσ2

0δm,m′ (1.33)

X̂m and P̂m being hermitians once again, they are observables. In order to distinctly
understand the actual physical nature to which these operators correspond, let’s utilize
them to rephrase the operator for the real electric field

Ê(r⃗, t) =
∑
m

E(1)
m ε⃗m

(
âme

i(k⃗m·r⃗−ωmt) + â†
me

−i(k⃗m·r⃗−ωmt)
)

=
∑
m

E(1)
m ε⃗m
σ0

(
X̂m cos

(
k⃗m · r⃗ − ωmt

)
+ P̂m sin

(
k⃗m · r⃗ − ωmt

))
.

(1.34)

With this expression we see that the quadrature operators, sometimes referred to as,
amplitude and phase, are just the amplitude of the cosine and sine components of the
electric field modes. We will also from time to time use quadrature operators in a rotated
phase space X̂m

(
θ + π

2
)

= X̂m cos θ + P̂m sin θ, represented in Fig. 1.1

Ê(r⃗, t) =
∑
m

E(1)
m ε⃗m
σ0

X̂m

(
k⃗m · r⃗ − ωmt

)
. (1.35)
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1.3 Representation of a quantum state
In the earlier part, we provided a concise introduction to a quantum description of light
that encompasses multiple modes. Our primary focus was on deriving the specific mea-
surable physical operators, denoted as X̂m and P̂m. In this section, our attention shifts
to the Hilbert space of quantum states. Here, we will introduce various state representa-
tions, each of which contains all the information regarding the state. This implies that
these representations are equivalent in the sense that they capture the same information.
The state of an isolated physical system at time t is represented by a state vector |ψ⟩
belonging to a Hilbert space H called the state space. Such assertion is known as the first
postulate of quantum mechanics. Moreover, any pure quantum system defined on H can
also be defined by a density operator

ρ̂pure = |ψ⟩⟨ψ|. (1.36)

1.3.1 Mixed quantum states
Up to this point, our discussions have centered on what are known as pure systems. How-
ever, this description falls short when the quantum state encounters classical noise or is
no longer isolated. In such cases, the depiction provided is inadequate. It becomes crucial
to account for statistical superpositions of states, which are referred to as mixed states.
These mixed states are characterized using the density operator, a concept originally
introduced by John von Neumann [Neumann, 1932]:

ρ̂ =
∑
i

pi|ψ⟩i⟨ψ|i. (1.37)

Here, the pi values represent the statistical weights attributed to the individual pure states
thus ∑i pi = 1. The density matrix obey the following properties

Tr(ρ̂) = 1 and Tr
(
ρ̂2) ≤ 1 (1.38)

with equality Tr
(
ρ̂2) = 1 if and only if ρ̂ is pure. This later quantity is denoted in this

manuscript γ = Tr
(
ρ̂2) as the degree of purity of the quantum state under study. A

significant outcome of the quantum mechanics framework asserts that any mixed state
can be represented as a pure state within a larger Hilbert space. Let’s outline this outcome
more formally. For instance, consider the density matrix ρ̂A of a non pure state described
in the Hilbert space HA. Let |ψ⟩ denote a pure state within the Hilbert space HA

⊗
HB.

We say that |ψ⟩ is a purification of ρ̂A if
ρ̂A = TrB (|ψ⟩⟨ψ|) . (1.39)

The density operator is a Hermitian operator that is positive semi-definite. When ex-
pressed in a particular basis of the state space, it takes the form of a matrix called the
density matrix. This term is frequently used interchangeably with density operator. Fur-
thermore, for any Hermitian operator Â its mean value when acting on the state described
by ρ̂ can be calculated as follows

⟨Â⟩ = Tr ρ̂Â. (1.40)
The density operator representation encompasses all the details of the quantum system,
as every measurement conducted on the system can be expressed through the concept of
expectation value.
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1.3.2 Wigner representation of a quantum state
Wigner functions offer a potent visual and analytical framework for exploring the quan-
tum aspects of particles and waves in quantum optics. Such functions were named after
being introduced by the physicist Eugene Wigner in the early age of quantum mechan-
ics [Wigner, 1932]. By integrating position and momentum, they provide a comprehensive
perspective on the quantum behavior of these systems. Considering a quantum state |ψ⟩
with wavefunction ψ(x) we write

W|ψ⟩(x, p) =
( 1

2πσ0

)∫
R

dyψ
(
x+ y

2

)∗
ψ

(
x− y

2

)
eipy/σ

2
0 . (1.41)

Additionally, integrating the Wigner function over either the momentum space or the
position space retrieves the corresponding marginal probability distributions.

|ψ(x)|2 =
∫

R
dpW (x, p)

|ψ(p)|2 =
∫

R
dxW (x, p).

(1.42)

The Wigner function has interesting properties. For example, it can take negative values,
reflecting the non-classical nature of quantum systems, yet this specific case won’t be
adressed. In this manuscript we will stick to beautiful, positive Wigner functions only. It
also nicely extends to multimode quantum state scenario

W|ψ⟩(x, p) =
( 1

2πσ0

)N ∫
RN

dNy ψ
(
x+ y

2

)∗
ψ

(
x− y

2

)
eipy/σ

2
0 . (1.43)

Other phase-space representations exist [Husimi, 1940, Glauber, 1963, Sudarshan, 1963].
Finally, Wigner distributions can also describe mixed states as follows

Wρ̂(x, p) = 1
2πσ2

0

∫
R

dy⟨x− y|ρ̂|q + y⟩eipy/σ2
0 (1.44)

expression (1.44) being valid for any operator, we can also rewrite (1.40)

Tr ρ̂Â =
∫

R2
dxdpWρ̂(x, p)WÂ(x, p) (1.45)

1.3.3 Schmidt decomposition
Density operators and partial trace represent just the initial steps within a diverse toolkit
crucial for exploring composite quantum systems, which form the core of quantum compu-
tation and quantum information endeavors. Let’s focus one very powerful one [Schmidt,
1907,Nielsen and Chuang, 2010].

Schmidt decomposition: Suppose |ψ⟩ is a pure state within the Hilbert space
HA

⊗
HB. Then there exist orthonormal states |ui⟩ for system A, and orthonormal

states |vi⟩ of system B such that

|ψ⟩ =
∑
i

√
λi|ui⟩|vi⟩ (1.46)
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where {λi} are the so-called Schmidt coefficients. They are non-negative real numbers
satisfying6 ∑

i λi = 1

The Schmidt decomposition is unique and thus very practical to study any pure bi-
partite quantum state since the relative amount of entanglement, (pair-wise quantum
correlations) can be derived from the schmidt coefficient. One last important number to
consider is the Schmidt number

K = 1∑
i λ

2
i

. (1.47)

Since the space of modes is also a Hilbert space, we can also apply the Schmidt decom-
position there, and then K represents the number of modes in the system [Brecht, 2014]
as we shall see in Chapter 4.

1.3.4 Covariance matrix

Let’s consider the column vector containing all quadrature operators of a given mode basis:
⃗̂
Q =

(
X̂1, X̂2, ..., X̂n, P̂1, P̂2, ..., P̂n

)T
, we then define the quantum covariance matrix ΣQ

as the 2n× 2n matrix:

ΣQ = 1
2

〈
⃗̂
Q
⃗̂
QT +

(
⃗̂
Q
⃗̂
QT
)T〉

(1.48)

Equation (1.48) contains all second moments of the quadrature operators, this is why ΣQ

is often written in blocs

ΣQ =
(

Σxx Σxp

Σpx Σpp

)
(1.49)

where
Σxx =

(
⟨X̂iX̂j⟩

)
i,j
. (1.50)

It follows a multimode generalization of the Heinsenberg uncertainty principle [Walschaers,
2021]

ΣQ − iΩ > 0 (1.51)

where

Ω =
(

0 1

−1 0

)
. (1.52)

1.4 Gaussian states

Gaussian states hold significance within the realm of continuous-variable quantum optics
as they exhibit potential as foundational components for applications in quantum infor-
mation serving as nonclassical states. These states possess practical value as they can be
entirely described by the initial and second-order moments of the quadratures. They are
thus named Gaussian states after the Wigner distribution being a Gaussian parametrized
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Fig. 1.2 Vacuum state in phase space.

by these two moments. Considering again the column vector containing all 2n quadrature
operators ⃗̂Q associated to a gaussian state, it follows

W
(
Q⃗
)

= 1
(2π)n

√
det ΣQ

e
− 1

2

(
Q⃗−⟨ ⃗̂Q⟩

)
Σ−1

Q

(
Q⃗−⟨ ⃗̂Q⟩

)
. (1.53)

The most simple Gaussian state to consider is then the vacuum state |0⟩, when the mean
value of the quadratures is zero ⟨Q̂⟩ = 0 and there is a general saturation of the Heisenberg
inequality ΣQ = σ2

01, the Wigner function of the vacuum is then reduced to

W|0⟩(Q⃗) =
( 1

2πσ2
0

)n
e

− 1
2σ2

0
∥Q⃗∥2

(1.54)

meaning the phase space representation of the vacuum is centered on the origin (0,0) and
follows a gaussian distribution of standard deviation σ0 see Fig. 1.2. The purity γ of a
Gaussian state is simply related to the covariance matrix by the relation

γ = 1
det ΣQ

(1.55)

1.4.1 Common states in quantum optics
The goal of this section is not to present a complete review on all possible quantum states,
we would rather like to introduce only the states that we are going to manipulate in this
manuscript, which are mostly gaussian. For a more complete review see [Ferraro et al.,
2005, Weedbrook et al., 2012]. If not precise otherwise, we will stick to a single mode
scenario in this section.

a) Fock states, an important non-Gaussian state

Fock states, labeled as |n⟩ where n is a natural number, are established as the eigenstates
of the number operator N̂ = â†â. These states are linked to the count of particles within
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Fig. 1.3 Wigner representation of Fock states, from left to right, |0⟩,
|1⟩ and |2⟩.

a given state, or in the context of quantum optics, the count of photons. This relationship
is derived from the properties of annihilation and creation operators

â|n⟩ =
√
n|n− 1⟩, â†|n⟩ =

√
n+ 1|n+ 1⟩ (1.56)

leading to: N̂ |n⟩ = n|n⟩. Its first and second moment are (for n > 0)〈
N̂
〉

= n (1.57)

meaning that the mean value of the number operator leads to the number of photons
inside the state and 〈

∆N̂2
〉

= 0, ΣQ = (2n+ 1)σ2
01 (1.58)

The Wigner function of the first Fock states are represented in the figure 1.3 can be
described mathematically as follow

W|n⟩(x, p) = (−1)n
2πσ2

0
Ln

(
x2 + p2

σ2
0

)
e

− 1
2σ2

0
(x2+p2)

(1.59)

where Ln(x) = ex

n!
dn

dxn (e−xxn) are Laguerre Polynomials.

b) Thermal states

Thermal state ρth is the quantum state of the black body radiation which is often asso-
ciated with thermal noise. Such a state is a statistical mixture of Fock states

ρth =
+∞∑
n=0

n̄nth
(1 + n̄th)n+1 |n⟩⟨n| (1.60)
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Fig. 1.4 Phase space representation of a thermal state.

where n̄th = Tr(N̂ρth) is the mean photon number of the state. The mean photon number
for a mode with frequency ω, at a given temperature T is determined by the Bose-Einstein
distribution

n̄th = 1
exp

(
ℏω
kBT

)
− 1

(1.61)

where kB is the Boltzmann constant. Thermal states describe the noise background in
noisy gaussian channels. In this context, T is assumed to be the channel temperature7.
Thermal states are Gaussian states with mean vector (0, 0) and covariance matrix Σth =
(2n̄th + 1)σ2

012. A phase space representation of a thermal state is given in Fig. 1.4.

c) Coherent states

From a purely theoretical point of view, coherent states |α⟩ are eigenstates of the annihi-
lation operators i.e :

â|α⟩ = α|α⟩ (1.62)

where α = 2σ0(xα + ipα) is a complex number associated to the phase space position of
the mean quadrature: 〈

X̂
〉

= 2σ0xα,
〈
P̂
〉

= 2σ0pα. (1.63)

Just like vacuum states they saturate the Heisenberg inequality : ∆2X̂∆2P̂ = σ2
0. They

can be described by the following Wigner function (represented in Fig. 1.5) :

W|α⟩(x, p) = 1
2πσ2

0
e

− 1
2σ2

0

[
(x−⟨X̂⟩)2+(p−⟨P̂⟩)2

]
(1.64)

It is worth noticing that this state looks like a vacuum state displaced in the phase
space, another common approach to coherent states consists in the introduction of the
displacement operator D̂(α) acting on vacuum as illustrated in Fig. 1.5

|α⟩ = D̂(α)|0⟩ with D̂(α) = eαâ
†−α∗â (1.65)

8
7We use these states in the next chapter where T refers to the channel transmissivity
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Fig. 1.5 Displacement operator. The coherent state can be understood as
vacuum displaced in phase space.

d) Squeezed vacuum states

Squeezed states are at the heart of this manuscript, we will see in chapter 4 how we
can produce them experimentally. First let’s introduce some important theoretical back-
ground, starting with the squeezing operator Sâ [Loudon, 1983a]:

|Ψ⟩ = Sâ(C)|0⟩

= exp
(C

2 â
†2 + C∗

2 â
2
)

|0⟩
(1.66)

where C = reiθ is a complex number of amplitude r and phase θ. It is straigforward to
show that this operator is unitary S†

â(C)Sâ(C) = 1. From the exponential series expansion,
we can also see that the squeezed vacuum state results in a superposition of number states
with only an even number of photons:

|Ψ⟩ = 1√
cosh(r)

∞∑
n=0

√
(2n)!
n!

(
−1

2e
iθ tanh(r)

)n
|2n⟩. (1.67)

Using Baker-Campbell-Haussdorff formula we can derive

S†
â(C)âSâ(C) = â cosh(r) − â†eiθ sinh(r) (1.68)

thus the mean photon number of a squeezed vacuum state is directly linked to r by:

⟨N⟩ = ⟨Ψ|â†â|Ψ⟩

= ⟨0|S†
â(C)âSâ(C)S†

â(C)â†Sâ(C)|0⟩
= sinh2(r)

(1.69)
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Let’s now have a look at how these operators act on the quadratures, and especially
their variances. From (1.68) and its conjugate version we can directly determine that the
expectation values of the quadrature operator is 0 :〈

X̂
〉

= ⟨Ψ|X̂|Ψ⟩

= σ0⟨0|S†
â(C)(â+ â†)Sâ(C)|0⟩

= 0

(1.70)

Then following a similar approach on

X̂2 = σ2
0

(
â†2 + 2â†â+ â2 + 1

)
P̂ 2 = σ2

0

(
−â†2 + 2â†â− â2 + 1

) (1.71)

we can then compute the variances of the quadrature

∆2X̂ = σ2
0

(
e2r sin2

(
θ
2

)
+ e−2r cos2

(
θ
2

))
∆2P̂ = σ2

0

(
e2r cos2

(
θ
2

)
+ e−2r sin2

(
θ
2

))
.

(1.72)

Let’s choose θ = 0 for simplicity. First, this state still saturates the Heisenberg inequality
∆X̂∆P̂ = σ2

0. The equality is preserved, but not the variance of the operators. In our case
∆X̂ is squeezed below the standard deviation of vacuum with squeezing factor s = e−2r

and thus the complementary quadrature is antisqueezed with value 1/s. The Wigner
function of a squeezed state is represented in Fig. 1.6 and is written

W|Ψ⟩(x, p) = 1
2πσ2

0
e

− 1
2σ2

0
(sx2+p2/s)

(1.73)

e) Two-modes squeezed vacua

To give a bit of motivation for the next section, let’s first have a look at a specific case of
two mode gaussian states. We consider similarly to the squeezing operator a two-mode
squeezing operator acting on a quantum state as follow

|Ψ⟩TMSV = S2(C)|0, 0⟩

= exp
(C

2 â
†b̂† + C∗

2 âb̂
)

|0, 0⟩

= 1√
cosh(r)

∞∑
n=0

(1
2e

iθ tanh(r)
)n

|n, n⟩.

(1.74)

First, in the limit of r → +∞ we observe that |Ψ⟩TMSV tends to a uniform superposition
of Fock states, approximating a maximally entangled state. It follows that |Ψ⟩TMSV is the
zero eigenvector of X̂a− X̂b and P̂a+ P̂b [Serafini, 2017]. Then the physical interpretation
becomes interesting, the measurement of one local quadrature fixes the value of the other
one. We say that the quadratures X̂a and X̂b are correlated and conversely P̂a and P̂b
are anti-correlated. This state is probably one of the most famous states of quantum
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Fig. 1.6 Wigner representation of a squeezed state.

mechanics often called EPR state after Eistein Podolski and Rosen gedanken experiment
[Einstein et al., 1935] and is well approximated by two-mode squeezed state. Moreover
we can derive for this operator a similar expression as (1.68)

S2(C)†âS2(C) = â cosh(r) − b̂†eiθ sinh(r) (1.75)

With these relations it is easy to check once again that the mean quadrature values of
|Ψ⟩TMSV is zero: 〈

X̂a

〉
=
〈
X̂b

〉
=
〈
P̂a
〉

=
〈
P̂b
〉

= 0 (1.76)

and the quadratures variances, are given by

∆2X̂a = ∆2X̂b = ∆2P̂a = ∆2P̂b = σ2
0(cosh2(r) + sinh2(r)) (1.77)

The variances observed in this context consistently surpass the quantum limit σ2
0. Because

of the symmetrical nature of the variances as outlined in Eq.(1.77), the state, when
considered in terms of the quadratures for each separate partition â and b̂, can be referred
to as a thermal state. One last, and very important, comment to be made now concerns
the behaviour of such state under beamsplitter transformation. Let’s introduce a new
mode basis {ĉ, d̂} define after balanced beamsplitter unitary transformation on modes
{â, b̂}

ĉ = 1√
2

(
â+ b̂

)
d̂ = 1√

2

(
b̂− â

)
(1.78)

The first order moment remains 0 for all quadratures of the new mode basis, yet their
respective variances now become

∆2X̂c = ∆2P̂d = σ2
0

(
e2r sin2

(
θ

2

)
+ e−2r cos2

(
θ

2

))
∆2X̂d = ∆2P̂c = σ2

0

(
e2r cos2

(
θ

2

)
+ e−2r sin2

(
θ

2

)) (1.79)
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Fig. 1.7 Equivalence between squeezing and entanglement.

Hence the denotation of such state as two-mode squeezed state. The beamsplitter trans-
formation, acting as a change of basis, takes two squeezed states with a constant phase
difference8 and transforms them into an EPR state showcasing quantum correlations in
their quadratures. Thus in a gaussian scenario, both squeezing and entanglement are dis-
tinctive non-classical attributes that can be exchanged through suitable changes of basis,
see Fig. 1.7. The purpose of the next section is to introduce the mathematical tools for
generalization of this concept.

1.4.2 Manipulation of gaussian states

a) Symplectic and Unitary transformations

Let’s begin by noticing that all operators introduced in the previous part preserved the
gaussian statistics of the state i.e. they mapped the gaussian marginal distributions of
the Wigner function of vacuum to new gaussian distributions. In general we refer to them
as gaussian transformations, this is a very useful large set of transformations to study
multimode Gaussian states. They are characterized by the evolution, in the Heisenberg
picture, of the 2n canonical operators ⃗̂

Q under the dynamics of a, at most, quadratic
Hamiltonian Ĥ i.e. Hamiltonian which are second order polynomials in ⃗̂

Q.

Ĥ = 1
2
⃗̂
QTH

⃗̂
Q+ q⃗

⃗̂
QT (1.80)

with q⃗ ∈ R
2n and H a symmetric matrix [Serafini, 2017]. From now on, we will take

interest only in the purely quadratic term 1
2
⃗̂
QTH

⃗̂
Q. Note that as the second term in

8Same optical path and same frequency.
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(1.80) is linear in ⃗̂
Q, upto a well-chosen displacement operator, the dynamics governed

by such Hamiltonian can always be understood considering only the quadratic term. It
then follows directly from the Heisenberg evolution

d
dt
⃗̂
Q = i

2

[
Ĥ,

⃗̂
Q

]
= ΩH ⃗̂

Q (1.81)

The solution to (1.81) is then straightforward ⃗̂
Q(t) = eΩHt ⃗̂Q(0) and since it represents

the action of a unitary operation, it must preserve the canonical commutation relation

iΩ =
[
⃗̂
Q(t), ⃗̂Q(t)T

]
= ieΩHtΩ

(
eΩHt

)T
(1.82)

Hence, denoting SH = eΩHt, equation (1.82) is reduced to SHΩSTH = Ω and we identify
the action of quadratic Hamiltonians on canonical operators as symplectic transformation.

eiĤt
⃗̂
Qe−iĤt = SH

⃗̂
Q (1.83)

This is a very important conclusion as most optics and light field transformations can be
described by a quadratic hamiltonian9 thus assessing the prominent role of the symplectic
group in the quantum optic field. Equivalently for linear optics transformations, the
dynamics of annihilation operators ⃗̂a = (â1, â2, ..., ân)T , are well described by unitary
transformations U = X + iY , matrices such that

XTX + Y TY = XXT + Y Y T = 1

UU † = U †U = 1 ⇔ and
XTY = Y TX, XY T = Y XT

(1.84)

As the unitary group U(n) can be seen as a maximal compact subgroup within the real
symplectic group Sp(2n) [Arvind et al., 1995]. Considering a unitary U acting on ⃗̂a,
⃗̂a 7→ U⃗̂a, the corresponding symplectic matrix S acting on ⃗̂

Q is then

S =
(
X −Y
Y X

)
(1.85)

Moments evolution under quadratic Hamiltonian: Considering the sym-
plectic transformation S of a generalized quadratic Hamiltonian acting on the canon-
ical operators, the first and second order moments evolve as〈

⃗̂
Q

〉
7→ S

〈
⃗̂
Q

〉
+ q⃗

ΣQ 7→ SΣQS
T

(1.86)

9if a higher order term might exist, it is often negligible
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b) Gaussian state decomposition

One advantageous aspect of Gaussian transformations is their capacity to be broken down
into a series of subtransformations, also Gaussian in nature. These subtransformations
are simpler to comprehend from a physical standpoint and more feasible to construct in
experimental settings. In the case of a unitary transformation, physically a lossless trans-
formation, this breakdown corresponds to the Bloch-Messiah (BM) reduction [Bloch and
Messiah, 1962,Horoshko et al., 2019]. However, in situations involving lossy transforma-
tions, which are non-unitary, the BM decomposition is not applicable. The presence of
losses will lead to classical noise within the quantum state. However, through the utiliza-
tion of the Williamson decomposition [Williamson, 1936], it becomes possible to represent
any Gaussian state as an initial state composed of independent modes, each carrying the
classical noise that subsequently evolves under a unitary Gaussian transformation. By
combining these two types of decomposition, a comprehensive method for characterizing
lossy Gaussian operations can be established.

Bloch-Messiah (or Euler) decomposition: For every symplectic matrix S,
there exists orthogonal symplectic matrices O1 and O2, and diagonal matrix Z, such
that

S = O1ZO2 (1.87)

where Z = diag(e−r1 , ..., e−rn , er1 , ..., ern).

Hence, the Bloch-Messiah decomposition permits the breakdown of any dynamic sym-
plectic transformation into two passive gaussian transformations encapsulating a series
of one-mode squeezers. From a more physical point of view passive gaussian transforma-
tions can be considered as within the realm of linear optics, whereas the matrix Z can be
considered as a set of n squeezers with parameters (r1, ..., rn). Moreover, we introduced
in section 1.3.3 the Schmidt decomposition which decompose a state in a bipartite set of
entangled modes. Combined with the results of section 1.4.1d) those two decompositions
are in-fact equivalent up to a beam splitter transformation. This equivalence will be very
useful to efficiently switch from non-degenerate to degenerate scenario of Spontaneous
Parametric Down Conversion in Chapter 4.

Williamson decomposition: For every positive definite real matrix V there
exists a symplectic matrix S and diagonal matrix D such that

V = SDST (1.88)

where D = diag(ν1, ..., νn, ν1, ..., νn) and {νi} are called symplectic eigenvalues of V .

The Williamson decomposition permits the breaking down of any Gaussian covariance
matrix into a symplectic transformation that operates on the state defined by the diagonal
matrix D. The diagonal matrix D is associated with a system where each mode exists in
a thermal state, characterized by heightened fluctuations in both position and momen-
tum compared to the vacuum state. By combining the Williamson and Bloch-Messiah
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decompositions, it can be inferred that any Gaussian state (excluding phase-space dis-
placements) can be generated from independent thermal modes with a change in basis
(or a passive interferometer), independent single-mode squeezers, and a final transfor-
mation of the mode basis (or another interferometer). This implies the existence of two
mode bases in which the "classical" (thermal) fluctuations and the "quantum" fluctuations
(squeezing) are decoupled.

ΣQ = O1 ZO2DO
T
2 Z︸ ︷︷ ︸

Σsup

OT1 (1.89)

Finally we call Supermode basis, the basis in which the covariance matrix of our quantum
state is diagonal Σsup, i.e. where all modes are decoupled.

1.5 Graph states

Now that we have built a concrete framework for gaussian state manipulation, we will
conclude this introductory chapter by taking interest into a very specific set of multimode
quantum states called cluster states, a specific sub-class of graph states.

Graph states, were originally introduced in the discrete variable framework by [Raussendorf
and Briegel, 2001, Raussendorf et al., 2003] with the concept of ’one-way quantum com-
putation’. They serve as universal resources for quantum computing through measure-
ments [den Nest et al., 2006], enabling deterministic universal computation without the
need for controlled two-qubit quantum gates, though with a probabilistic aspect intro-
duced by the measurements of the photonic qubit.

Graph states in quantum physics refer to quantum states that represent a system
composed of multiple components, each associated with a specific node of a graph. This
graph can be thought of as a pattern of interactions: when two uncorrelated nodes inter-
act through a CZ gate10, an edge is formed in the graph connecting the corresponding
vertices. This edge shows that the two subsystems are now entangled. Consequently, in
a continuous variable scenario [Menicucci et al., 2006, Menicucci et al., 2011, Menicucci,
2014], a simple graph’s adjacency matrix, which is a symmetric n×n matrix for a system
comprising n modes, fully describes any given graph state. This perspective allows us to
view the graph as a summary of the modes interaction history.

In quantum-gate-based computation, graph states play a significant role as codewords
for quantum error correction. They enable reliable storage and processing of quantum in-
formation even in the presence of errors by encoding quantum information within quantum
states of a larger number of quantum systems. This application of graph states in quan-
tum error correction, known as graph codes [Schlingemann and Werner, 2001], emerged
as a secondary use of the concept and is intricately tied to the underlying graph structure.

Finally, the concept of a "theoretical laboratory" [Hein et al., 2006] using graph states
facilitates the exploration of challenging aspects of multi-particle entanglement [Nokkala
et al., 2018] with direct application to Open Quantum Systems and Non-Markovianity
[Renault et al., 2023a], quantum purification an decoherence [Dür et al., 2003] and, as we
shall see in the last chapter of this manuscript, quantum communications.

10defined in 1.5.1
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1.5.1 Theoretical framework for graph states with continuous variables

From the introduction, we model graph states by a pair G = {V,E}, where V is a
nonempty finite set of elements called vertices, and E is a finite set of unordered pairs
of distinct vertices, called edges. Another useful tool for describing graphs G = {V,E},
where |V | = n, is the so-called adjacency matrix AG ∈ Mn(R). If V = (v1, v2, ..., vn)
then the elements ai,j of AG are defined such that: ai,j = 1 if (vi, vj) is an element of
E and ai,j = 0 otherwise. From this definition it appears clear that we chose to restrict
our study to unweighted and undirected graphs thus assuming equal interaction strength
between all modes and making AG symmetric.

We can then define the notion of perfect cluster states when we are able to build
perfect correlations between modes. We have seen in section(TMSV) that building perfect
correlation between our modes requires infinite squeezing, such state are thus non physical
(infinite energy). Still let’s consider a set of n of these vacuum infinitely squeezed states
along the p direction |0⟩⊗n

p = (|0⟩p1 , |0⟩p2 , ..., |0⟩pn). We then build correlations between
two modes i and j out of operator ĈZ = eix̂ix̂j . It results that a generic n-mode cluster
state |G⟩ described by the unweighted graph G can be expressed as

|G⟩ = ĈZ(AG)|0⟩⊗n
p (1.90)

where
ĈZ(AG) =

∏
1≤i<j≤n

eiai,j x̂ix̂j (1.91)

Alternatively in the Heisenberg picture, acting on the input quadratures ⃗̂
Q with the

ĈZ(AG) gate to obtain a graph with the adjacency matrix AG, we get the following
interaction

⃗̂
QG = ĈZ(AG)† ⃗̂QĈZ(AG) =

(
1 0

−AG 1

)
⃗̂
Q (1.92)

where ⃗̂
QG represents the quadratures of the cluster state.

1.5.2 Optical cluster states

Since we don’t have a physical access to eigenstates of momentum operator, we have to
rely on vacuum squeezed states in the momentum quadrature to obtain an approximation
of a cluster state |G̃⟩

|G̃⟩ = ĈZ(AG) (S(r)|0⟩)⊗n (1.93)

where S(r) is the squeezing operator introduced in section... The implementation of the
ĈZ(AG) is difficult and costly experimentally, requiring online squeezing. Still, noticing
that the operator resulting from the product Û = ĈZ(AG)S(r)⊗n is a product of sym-
plectic transformation thus symplectic one can apply the Bloch-Messiah decomposition
to this operator

Û = Ô1

[
n⊗
k=1

S(rk)
]
Ô2 (1.94)
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Fig. 1.8 Optical cluster state generation from squeezed states and lin-
ear optics.

then combining (1.93) and (1.94) finally leads to

|G̃⟩ = ÔAG

[
n⊗
k=1

S(rk)
]

|0⟩⊗n (1.95)

Equation (1.95) is quite illuminating, it affirms we can build experimentally any cluster
state out of a set of n squeezers acting on vacuum and a unitary transformation function
of the adjacency matrix of the graph ÔAG

, as shown in Fig. 1.8. Moreover, [Ferrini et al.,
2015] gives an analytical formula to build cluster states in a scenario where the squeezing
is fixed by the experiment. The orthogonal matrix should be built as follow

ÔAG
=
(
X −Y
Y X

)
(1.96)

with

X =
(
1+A2

G

)−1/2
O

Y = AG
(
1+A2

G

)−1/2
O

(1.97)

O being in principle any orthogonal matrix but it can be adjusted to optimize the quality
of the cluster state. Overall these operations can be performed in a quantum optics lab
!!! As we shall see in the next part of this manuscript.
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1.5.3 Certification of cluster states
One last concept to introduce concerns the certification of the quality of our cluster state,
we need to define an observable (hermitian operator) for this specific purpose. Going back
to equations (1.90) and (1.92), breaking ⃗̂

Q in
(
⃗̂
X,

⃗̂
P

)
, we can identify

(
⃗̂
P −AG

⃗̂
X

)
|G⟩ =

0. We then define the so-called nullifier operators

δ̂i = P̂i −
∑
j

ai,jX̂j (1.98)

as they all satisfy the relation δ̂i|G⟩ = 0. Thus, nullifiers provide a multipartite entangle-
ment generalization of the entanglement relations of the ideal EPR state and they give an
efficient (but not fully complete) description of the graph. For a full characterization, one
should use the Furusawa-van Loock criteria [van Loock and Furusawa, 2003]. It is worth
noticing that a direct consequence of this is that perfect cluster states present nullifiers
with null variances

∆2δ̂i = 0 (1.99)

for all i. In the case of physical cluster states introduced in the previous section this
condition won’t be satisfied and we would rather expect their variances to be squeezed
below the shot noise limit, formally.

∆2δ̂i < σ2
0 (1.100)

Hence, the lower ∆2δ̂i, the higher the quality of our cluster state is. Finally, if there exist
one j0 such that ∆2δ̂j0 > σ2

0 then the state can’t be considered as an approximation of a
cluster state anymore.
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The purpose of this chapter is to introduce the reader to elementary quantum infor-
mation protocols within the framework of Continuous Variables only. Such knowledge is
essential to understand Chapters 6 and 7. We first define how we model the quantum
state interaction with its environment when it is transmitted through a channel. Then we

27
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Fig. 2.1 A noisy and lossy gaussian channel.

focus in the quantity of information the input state can carry and how much of it can be
recovered. Finally we give two examples of quantum information protocols: quantum key
distribution and quantum teleportation. Usually such protocols are presented as a game
between at least 2 protagonists. Alice wants to send a classical message to Bob using
a quantum state, and Bob does his best to measure the state and recover the message.
Another common antagonist is Eve, the eavesdropper.

2.1 Gaussian channel
Gaussian channels play a crucial role as they are used in the standard noise model in var-
ious quantum communication protocols. They describe communication processes where
the interaction between the mode (which carries the information) and the external envi-
ronment causing decoherence follows linear and/or bilinear Hamiltonian dynamics i.e. it
transforms a Gaussian state into a Gaussian state. Such dynamics are indeed the con-
ditions we work with since Chapter 1. In the simplest scenario, Gaussian channels are
memoryless, meaning that different quantum modes are affected independently and in the
same way. This memoryless property allows us to initially study the case of a one-mode
Gaussian state transmitted. The multimode generalization then follows, as all channels
are treated identically and independently.

2.1.1 Single-mode channel

Consider that Alice prepares a single-mode state ρ̂A and she wants to transmit it to Bob,
as shown in Fig. 2.1. Initially, a comprehensive description of the process requires studying
the state coupled to the environment ρ̂tot = ρ̂A ⊗ ρ̂E . Note that the environment should
be taken as pure gaussian in our scenario. Without loss of generality, we can consider the
environment to be in a multimode vacuum state ρ̂E = |0⟩⟨0|E [Paulsen, 2003]. The second
element to consider is that during transmission, the interaction between the quantum



2.1 Gaussian channel 29

state and its environment is described by a Completely Positive Trace preserving map
(CPT) [Nielsen and Chuang, 2010]. Thus a Gaussian channel can be represented by a
unitary interaction U applied to the composite system of the input state ρ̂A and a pure
state ρ̂E associated with the environment. The state at the channel output is obtained
by tracing out the environment

ρ̂B = TrE
[
U (ρ̂A ⊗ |0⟩⟨0|E)U †

]
. (2.1)

Providing an analytical expression for the evolution equation (2.1) is not trivial, especially
when the state is no longer Gaussian. A detailed description of how such model acts
on the Wigner function of the state can be found in [Walschaers, 2021]. Yet, as we
stick to a gaussian scenario, we can fully represent the state evolution under the unitary
transformation U by its covariance matrix evolution. In the case of a single-mode quantum
state at Alice, represented by its covariance matrix, the unitary interaction is modeled by
a beamsplitter BT

BT =
( √

T −
√

1 − T√
1 − T

√
T

)
(2.2)

where T represents the transmissivity of the beamsplitter. Denoting VA the variance of
Alice quadrature1 under consideration, assuming that the environment is in the vacuum
then Bob recovers

VB = TrE
[
BT

(
VA 0
0 σ2

0

)
BT
T

]
= TVA + (1 − T )σ2

0

(2.3)

The question now is how much of Alice initial information and encoded in the state can
be recovered by Bob in the best scenario. To answer such question we must do at first, a
little ’detour’ to classical information theory and channel capacity.

2.1.2 Losses in quantum information - the beamsplitter model

In the previous paragraph, we used a beam splitter to model losses η = 1 − T through
a Gaussian channel. This framework actually generalizes to many other loss descriptions
in quantum optics. Throughout this manuscript, we often use this model to account
for all losses and imperfections occurring in our experiment, such as imperfect mode-
matching, imperfect photodetectors, optical losses, etc. [Leonhardt and Beck, 1998]. If
we consider three different loss sources η1, η2, and η3, we can model them by three different
successive beam splitters, which turns out to be completely equivalent to one beam splitter
of efficiency η = η1η2η3, as shown in Fig. 2.2.

2.1.3 Noise in quantum information

Losses in a Gaussian channel involve a decrease in signal power during transmission, while
noise refers to random fluctuations introduced into the signal during its transmission (see
Fig. 2.1). Essentially, the variance at the channel output increases due to uncertainties

1which can be taken as the X̂ or P̂ quadrature without loss of generality as the transformation is
identical on both quadratures
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Fig. 2.2 Counting losses with beam splitters.

added by different noise sources. Both phenomena can affect communication quality, par-
ticularly in the context of continuous-variable quantum communication, where managing
noise and loss is crucial to ensure the reliability of quantum information transmission.
Noise is commonly modeled by considering that the environment is in a thermal state.
The fluctuations are then represented by a number of thermal photons inserted into the
channel, commonly referred to as excess noise ξ. The excess noise is defined as the noise
that goes beyond the loss-induced noise. This parameter is especially important as it
represents a quantity that we cannot control in our experiment. More precisely, it is often
associated with the intervention of the eavesdropper on the communication channel. As
a result, Bob’s variance after tracing out the environment is now

VB = TVA + (1 − T )Vth,E . (2.4)

with Vth,E = (2n̄th,E + 1)σ2
0, n̄th,E being the number of thermal photons in the environ-

ment. Thus, the excess noise can be expressed as

ξ = 2n̄th,E(1 − T )σ2
0 (2.5)

and the variance of Bob’s state at the output of the channel is

VB = TVA + (1 − T )σ2
0 + ξ (2.6)

Overall the excess noise is the sum of the variances of all possible noise sources (assuming
all noise sources to independant from one another) as defined in [Laudenbach et al., 2018]

ξ = ξphase + ξRIN + ξCMRR + ... (2.7)

Sometimes distinguishing between loss and noise is essentially about identifying what you
aim to trust. Here is an example that aims to illustrate such a difference. Consider a noisy
detector; we often describe two terms. The first one is detection losses, accounted for as
the imperfect conversion of the signal to a photocurrent. This is modeled by a beamsplitter
with efficiency denoted as ηdet. The second one is the electronic noise, denoted as νel,
which, assuming the detector to be untrusted (often referred to as a paranoid scenario),
should be considered as controlled by an eavesdropper and accounted for as excess noise.
Nevertheless, in the specific case of homodyne detection, we usually have a more practical
approach, considering such noise to be trusted. Thus, electronic losses are modeled via a
beamsplitter (see Section 5.3.3). Now that we have completed the description of Gaussian
channels, we should take an interest in how much information can be sent through this
channel. The answer lies in the notion of channel capacity.
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2.2 Channel capacity

The notion of Channel capacity was first introduced classically by Claude Shannon [Shan-
non, 1948]. It is commonly defined as the ultimate limits on data transmission rates
achievable over a classical communication channel. In this section we investigate the
quantum generalization of this term, introducing the notion of maximally accessible in-
formation.

2.2.1 Classical information theory
Through this paragraph we recall some basic knowledge of classical information theory.
We will focus on classical information theory using gaussian random variables, i.e. random
variables following normal distributions N (µ, σ2). We recall that the probability density
of a gaussian random variable X is

PX(x) = 1√
2πσ

e− 1
2 ( x−µ

σ )2
. (2.8)

We then define the level of the quantity of information as the entropy2 for the associated
probability density of the state [Barnett, 2009].

Entropy of a random variable X :

H(X) = −
∫ +∞

−∞
PX(x) log2 (PX(x)) dx. (2.9)

For a gaussian random variable, H(X) = 1
2 log2(2πeσ2). An important quantity is

the mutual information between two random variables A and B, it measures the common
information shared by A and B, usually expressed in bits.

Mutual Information : Consider two random variables A and B, the mutual
information between these two probability distribution is defined as

I(A,B) = H(A) +H(B) −H(A,B) (2.10)

where H(A,B) stands for the joint entropy

H(A,B) = −
∫
a

∫
b
P(a, b) log2 (P(a, b)) dadb (2.11)

The mutual information between two normal distributions modeled by the covariance
matrix ΣAB is

I(A,B) = 1
2 log2

(
σ2
Aσ

2
B

det ΣAB

)
(2.12)

2To be more precise the entropy is linked to information as it represents the level of misinformation in
the system.
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where
ΣAB =

(
σ2
A ⟨AB⟩

⟨AB⟩ σ2
B

)
(2.13)

Finally we define the classical capacity of a channel C as the maximum information that
a sender, Alice, can send to a receiver, Bob.

Channel coding theorem: Given a noisy channel with capacity, C, and given
0 < ϵ < 1, there is a coding scheme that allows Alice to transmit information through
the channel at a rate arbitrarily close to channel capacity to Bob with a probability
of error lower than ϵ and :

C = max
{PA(a)}

IAB. (2.14)

In essence, Shannon’s channel coding theorem asserts that there exists a certain dis-
tribution of A that permits Alice to transmit an average of C bits per symbol to Bob
without encountering errors. Conversely, if Alice attempts to transmit more than C bits
per symbol, errors will inevitably be introduced during the transmission.

2.2.2 Von Neumann Entropy

Von Neumann Entropy: Consider a quantum state ρ̂ = ∑
i λi|ϕi⟩⟨ϕi|. We

define the Von Neumann Entropy as a quantum generalization of the entropy S(ρ̂)

S(ρ) = − Tr ρ̂ log2(ρ̂) = −
∑
i

λi log2 λi. (2.15)

In particular when ρ̂ is a n-mode gaussian state, the Von Neumann Entropy can be
computed from the symplectic eigenvalues [Demarie, 2012,Weedbrook et al., 2012]

S(ρ̂) =
∑
i

G

(
λi − 1

2

)
(2.16)

where the symplectic eigenvalues results from the Williamson’s decomposition intro-
duced in 1.4.2 and

G(x) = (x+ 1) log2(x+ 1) − x log2(x). (2.17)

This quantity defines the average information that can be obtained from a quantum
state measurement [Neumann, 1932]. It is invariant under unitary transformation S(ρ̂) =
S(Uρ̂U †). It follows a natural definition of the classical mutual information for a quantum
system composed of two subsystems A and B.

I(A,B) = S(A) + S(B) − S(A,B) (2.18)

The Von Neumann Entropy is at the heart of the next section, and plays an important
role in quantum key distribution.
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2.2.3 Accessible information and Holevo Bound

Analogously to the classical information capacity we define the accessible information of
a quantum state as the maximum quantity of bits that can be sent through the quantum
channel. While there is no analytic formula for such quantity we can still derive an upper
bound [Holevo, 1973].

Holevo’s bound: Suppose that Alice hold a set of quantum states (ρ̂1, ρ̂2, ..., ρ̂n)
associated to probabilities (P1,P2, ...,Pn). She prepares a quantum state ρ̂A =∑n
i=1 Piρ̂i from this set and sends it to Bob through a gaussian, memoryless channel.

By performing a measurement on the quantum state Bob’s accessible information is
upper bounded by

I(A,B)acc ≤ χ(ρ̂) = S(ρ̂) −
n∑
i=1

PiS(ρ̂i) (2.19)

In practice, this quantity allows to give an upper bound on the quantity of information
that the environment, represented by Eve, has on the initial quantum state. Such result
is not trivial and paves the way toward the concept of information theoretic security
[Shannon, 1949,Diffie and Hellman, 1976].

2.3 Quantum Key Distribution with continuous variables

2.3.1 Modern cryptography in a nutshell

Contemporary cryptography relies on cryptographic keys, typically consisting of a concise
string of characters, to encode and decode messages, along with cryptographic algorithms.
Cryptography falls into two main types: symmetric [Daor et al., 1999] and asymmet-
ric [Rivest et al., 1978, Koblitz, 1987] key cryptography, depending on the type of keys
employed. Both symmetric and asymmetric key cryptography serve the purpose of ensur-
ing data confidentiality. Asymmetric key encryption is occasionally referred to as public
key encryption. Public key cryptography gives rise to digital signatures [Miller, 1986],
which in turn facilitate the verification of authenticity, integrity, and non-repudiation3.
Although cryptography plays a pivotal role in enhancing security, there exist endeav-
ors to evade and undermine its application. Given that the majority of cryptographic
algorithms are publicly accessible, the security of data largely depends on the safeguard-
ing of cryptographic keys. Consequently, safeguarding cryptographic keys becomes of
paramount importance, especially since [Shor, 1994] has shown that computational secu-
rity of a cryptographic key is not guaranted anymore with a sufficiently powerful quantum
computer. This threat leads to the necessity of designing new cryptographic protocols,
either with computational security against quantum computers or, with information the-
oretic securityand this is the purpose of quantum key distribution. This latter concept
was first introduced by [Bennett and Brassard, 1884, Ekert, 1991] in the framework of

3Non-repudiation is a situation where a statement’s author cannot successfully dispute its authorship
or the validity of an associated contract.
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Fig. 2.3 Illustration of the GG02 protocol.

discrete variables, later extended to the continuous variable framework with [Grosshans
and Grangier, 2002]. Today the field of quantum key distribution is rich and vast. For a
complete review of the domain see [Pirandola et al., 2020]

2.3.2 Overview of the GG02 protocol

a) Prepare and Measure versus Entanglement based protocol

In a prepare and measure scenario, Alice prepares n coherent states |αi⟩{i=1...n} and sends
them to Bob through a memoryless Gaussian channel. Bob uses homodyne detection (see
Chapter 5.1) to measure one of the quadrature operators of each quantum state. A
complete analog protocol, entanglement based, involves Alice preparing a TMSV state,
sending one mode to Bob and measuring the two quadratures of her mode via double-
homodyne detection4. A detailed proof on this equivalence is given in [Laudenbach et al.,
2018].

b) Classical post-processing

We present a concise overview of the specific stages involved in classical data post-
processing, as outlined in [Scarani et al., 2009]. These stages are responsible for converting
Alice’s modulation data and Bob’s measurement outcomes into a universally composable
secure key [Leverrier and Grangier, 2009,Leverrier, 2015].

• Parameter estimation. Once Alice and Bob have transmitted a sequence of
states, they will disclose and cross-reference a random portion of the transmitted

4Often cited in the literature as heterodyne detection
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data along with the corresponding measurements. This process enables them to
gauge the overall transmission quality and the presence of extra noise in the chan-
nel. Using this information, they can calculate their shared mutual information
I(A,B), and constrain Eve’s knowledge, represented by χ. If it turns out that χ
exceeds βI(A,B), the protocol terminates at this stage. The prefactor β represents
the imperfect reconciliation between Alice and Bob and is typically taken equal to
0.95 [Denys et al., 2021].

• Information reconciliation. Otherwise, if βI(A,B) > χ, Alice and Bob will be-
gin the information reconciliation, a type of error correction. There are two ways
to perform one-way information reconciliation, where one party shares information
about their key with the other: either Bob corrects his bits based on Alice’s data
(direct reconciliation), or Alice corrects her bits based on Bob’s data (reverse rec-
onciliation) [Grosshans et al., 2003]. In the case of forward reconciliation, when
the total transmittance η is less than 0.5 (approximately -3 dB), Eve may possess
more information about what Alice sent than Bob does. Consequently, it becomes
impossible to establish a secret key, assuming Eve can exploit the entire loss for
her advantage. This 3 dB loss limit can be overcome by using reverse reconcili-
ation, where Bob sends correction information to Alice, who then adjusts her bit
string according to Bob’s data. In this setup, Bob’s data takes precedence, and
because Alice’s knowledge of Bob’s measurement results always surpasses Eve’s,
the mutual information I(A,B) can remain greater than χ for any total transmis-
sion η. For continuous-variable quantum key distribution (CV-QKD) using Gaus-
sian states, various reconciliation approaches have been proposed, mostly using
low-density parity-check (LDPC) codes [Van Assche et al., 2004, Leverrier et al.,
2008,Richardson and Urbanke, 2008,Jouguet et al., 2011].

• Confirmation. Following the information reconciliation process, Alice and Bob
proceed with a confirmation step using a collection of (almost) universal hash func-
tions [Carter and Wegman, 1979]. This step is designed to establish an upper limit
on the likelihood of error correction failure. Here’s how it works: Alice or Bob,
with equal likelihood, select one specific hash function from the family and share
this choice with their counterpart. Both Alice and Bob then apply this chosen
hash function to their respective keys, resulting in hash values. Afterwards, they
exchange and compare these hash values. If the hash values differ, it indicates that
the keys are not the same, and they terminate the process. However, if the hash
values match, they continue and understand that they have established an upper
boundary for the probability that their keys are not identical. This error probability
depends on the length of the hash values and the type of hashing functions employed.

• Privacy amplification. Following a successful confirmation, Alice and Bob will
have, with very high likelihood, the same bit string. Nevertheless, Eve still possesses
some level of information about this key. To minimize Eve’s chances of accurately
guessing (a portion of) the key to an acceptable level, Alice and Bob will execute a
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privacy amplification process. This involves utilizing a seeded randomness extractor
algorithm on their bit strings. Typically, a family of universal hash functions [Pacher
et al., 2015] is employed for this purpose.

• (Authentication). In order to prevent a potential man-in-the-middle attack [Weed-
brook et al., 2012] by Eve, Alice and Bob must verify the authenticity of their clas-
sical communication. They achieve this by employing a family of highly effective
universal hash functions but this step is beyond the scope of this manuscript.

2.3.3 Finite size-effect and asymptotic regime

To effectively calculate the secure key rate, it is advantageous to assume that Alice and
Bob operate in a scenario where they exchange an infinite number of quantum states, often
referred to as the asymptotic regime. This assumption offers two key advantages [Aymeric,
2022]:

• It allows us to disregard the quantum states that are discarded during the parameter
estimation process.

• It enables the assumption that we can compute highly accurate estimators of the
channel transmissivity and excess noise because we have an infinite amount of sam-
ples to work with.

However, it’s crucial to note that this idealized scenario diverges from reality, where
the number of quantum states sent over the communication channel is finite. This finite
quantity has the effect of decreasing the key rate in comparison to the asymptotic scenario.

2.3.4 Information theoretic security in QKD

As mentioned at the begining of the chapter, quantum communication protocols are often
represented as a game between several protagonists. In the case of quantum key distri-
bution it usually involves Alice, Bob and Eve already presented. Yet as any game, the
rules must be defined clearly. In our assumptions, we generally permit Eve to have com-
plete access to the quantum channel, and she has the freedom to manipulate and control
it. She can observe the public channel but is unable to interfere in the communication
between Alice and Bob, which necessitates the use of an authenticated channel. For her
eavesdropping attempts, Eve is given the liberty to prepare various ancillary states that
she can interact with the transmitted quantum signal states. Subsequently, she conducts
measurements on these states. Importantly, she may possess a quantum memory that
allows her to store these states and carry out measurements at a later time based on
the information she acquires during the classical post-processing. The actual level of
information-theoretic security offered by a particular quantum key distribution (QKD)
protocol strongly depends on the technological capabilities assumed for a potential eaves-
dropper. Based on her abilities, we classify three distinct types of eavesdropping attacks
(i.e., efforts to gain information about the secret key) that are typically considered in
security proofs [Scarani et al., 2009]
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• Individual attack. Eve conducts an attack in which she treats all signals indepen-
dently and identically (i.i.d.). In this attack, she prepares separate ancillary states,
each of which interacts individually with a single signal pulse in the quantum chan-
nel. These states are retained in a quantum memory until the sifting procedure is
completed (but before the post-processing step), and then they are measured inde-
pendently, one at a time.

• Collective attack. Eve conducts an independent and identically distributed (i.i.d.)
attack using separable ancillary states. She stores her state in a quantum memory
and, at a later point in time (including after the post-processing stage), carries out
an optimal collective measurement on all quantum states simultaneously.

• Coherent attack. This represents the most comprehensive form of attack, where
no assumptions of independence and identical distribution (i.i.d.) are imposed.
Specifically, Eve can create an optimal global ancillary state, whose modes, which
may have interdependencies, interact with the signal pulses within the channel.
Subsequently, these modes are stored and subjected to collective measurement after
the classical post-processing stage.

2.3.5 Key rate derivation

a) The game rules

In the GG02 protocol, Gaussian attacks are optimal for Eve [Leverrier and Grangier, 2010]
thus we place ourselves in a prepare a measure scenario where Alice sends a coherent state
|αi⟩ to Bob through a gaussian channel of transmissivity T . We assume that Eve has full
control over the environment thus recovers all signal lost on the channel. We also assume
that the noise inherent to Bob’s laboratory is inaccessible to Eve. We call such quantity
the excess noise ξ. We show in this work how Eve can perform a coherent attack within
the assumption of asymptotic regime. More sophisticated security proofs in the finite-size
regime can be found in [Leverrier et al., 2010].

b) Entangling cloner attack

Denoting X̂i and P̂i the quadratures of |αi⟩ we define the normalized variance of the state
with respect to the vacuum fluctuation in an attempt to simplify the computation of this
part

V = ∆2X̂i

σ2
0

= ∆2P̂i
σ2

0
= cosh(2r)

(2.20)

where r is the squeezing parameter associated to Alice TMSV, see Fig 2.3. From Chapter
1, we can easily derive the covariance matrix of the TMSV states that Alice prepares:

ΣAB = σ2
0

(
V 12

√
V 2 − 1σz√

V 2 − 1σz V 12

)
(2.21)
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where σz =
(

1 0
0 −1

)
and V = cosh(2r). She keeps one mode to perform heterodyne

detection on it (which is equivalent to preparing a coherent state) and sends the other
one to Bob through a Gaussian channel of transmissivity T. Eve generates a TMSVS
herself with variance VE and covariance matrix

ΣE = σ2
0

 VE12
√
V 2
E − 1σz√

V 2
E − 1σz VE12

 . (2.22)

Eve will take advantage of the gaussian channel to entangle her state to the one sent by
Alice to Bob. Thus the total covariance matrix after the quantum channel is :

Σtot = ST

(
ΣAB 0

0 ΣE

)
S†
T

= σ2
0


V 12

√
T (V 2 − 1)σz −

√
(1 − T )(V 2 − 1)σz 02√

T (V 2 − 1)σz [TV + (1 − T )VE ]12
√
T (1 − T )(VE − V )12

√
(1 − T )(V 2

E − 1)σz

−
√

(1 − T )(V 2 − 1)σz

√
T (1 − T )(VE − V )12 [(1 − T )V + TVE ]12

√
T (V 2

E − 1)σz

02
√

(1 − T )(V 2
E − 1)σz

√
T (V 2

E − 1)σz VE12


(2.23)

with ST being the symplectic transformation of a beamsplitter between Bob’s mode and
Eve’s first mode. Moreover each inital mode of Eve is a thermal state which fits with the
description of a noisy lossy gaussian channel. In practice for Eve to mimic perfectly such
channel she must choose

VE = ξ

1 − T
+ 1 (2.24)

hence the impact of the environment on the state is modeled by the total excess noise
and the transmissivity of the channel.

c) Mutual information and Signal-to-Noise ratio

To evaluate the mutual information between Alice and Bob, we can have a look at the
state they share by tracing out the environment, the result is

ΣAB = σ2
0

(
V 12

√
T (V 2 − 1)σz√

T (V 2 − 1)σz [T (V − 1) + 1 + ξ]12

)
(2.25)

Hence Alice and Bob mutual information, is the classical mutual information between two
gaussian distributions

I(A,B) = 1
2 log2

(
1 + T (V − 1)

1 + ξ

)
(2.26)

where the factor T (V−1)
1+ξ compare the variances of the signal state transmited and the

variances of the Noise added by Eve which is the definition of the Signal-to-Noise Ratio
(SNR). Finally

I(A,B) = 1
2 log2 (1 + SNR) (2.27)
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d) Unveiling the Holevo bound in the asymptotic regime

We now evaluate the maximum information Eve can have on Bob’s state (reverse recon-
ciliation) via the Holevo Bound

χ(E,B) = SE − SE|B (2.28)

SE is the Von Neumann entropy associated to the symplectic eigenvalues of

ΣE = σ2
0

[TVE + (1 − T )V ]12
√
T (V 2

E − 1)σz√
T (V 2

E − 1)σz VE12

 (2.29)

and SE|B is the Von Neumann entropy associated to Eve substate conditionned on Bob’s
homodyne measurement. Considering the state shared by Eve and Bob

ΣEB = σ2
0


[TV + (1 − T )VE ]12

√
T (1 − T )(VE − V )12

√
(1 − T )(V 2

E − 1)σz√
T (1 − T )(VE − V )12 [(1 − T )V + TVE ]12

√
T (V 2

E − 1)σz√
(1 − T )(V 2

E − 1)σz
√
T (V 2

E − 1)σz VE12


= σ2

0

(
ΣB ΣT

C

ΣC ΣE′

)
(2.30)

Where ΣT
C =

(√
T (1 − T )(VE − V )12

√
(1 − T )(V 2

E − 1)σz
)
, ΣB = [TV + (1 − T )VE ]12,

and ΣE′ = VE12. A homodyne measurement on Bob’s mode will destroy the mode and
transform Eve’s covariance matrix depending on the quadrature that is measured. This is
usually described with projectors ΠX = diag(1, 0),ΠP = diag(0, 1) acting on the quadra-
tures. In case of homodyne detection of X̂ or P̂ , a partial measurement of B transforms
ΣE to ΣE|B as follows:

ΣE|B = ΣE − ΣC (ΠX,PΣBΠX,P )−1 ΣT
C (2.31)

where here the −1 is the Moore-Penrose pseudoinverse. Equation (2.31) can also be
rewritten

ΣE|B = ΣE − 1
∆2(X̂, P̂ )

ΣCΠX,PΣT
C (2.32)

Note that a more universal analysis, putting no assumption on Eve behaviour toward
Alice’s input state, Eve can hold a purification of ρ̂AB. This way Eve information becomes

χ(E,B) = SAB − SA|B (2.33)

and χ(E,B) can be computed the same way but this time with the symplectic eigenvalues
of ΣAB and ΣA|B Finally we can compute the key rate K in bits/channel use with the
Devetak-Winter formula [Devetak and Winter, 2005]

K = βI(A,B) − χ(E,B) (2.34)

or alternatively the key rate in bits/s multiplying (2.34) by the symbole rate, commonly
taken to be the repetition rate of the laser source frep.
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Fig. 2.4 Illustration of the teleportation protocol.

e) The PLOB bound

It is intriguing to explore whether there exists a fundamental restriction on the maximum
secret key rate achievable through quantum key distribution. This specific value is referred
to as the two-way secret key capacity, denoted as C(T ), and it depends on T , representing
the channel transmittance. This inquiry was addressed in reference [Pirandola et al., 2015]
and the fundamental bound is now named after the authors of this paper i.e. the PLOB
bound. The authors determined C(T ) without regard to the specific QKD protocol under
consideration, expressed as

C(T ) = − log2(1 − T ) (2.35)

2.4 Teleportation with continuous variables

2.4.1 The protocol

Consider Alice and Bob share an EPR pair, Fig. 2.4, such that

⟨(X̂A − X̂B)2⟩ = σ2
0e

−2r

⟨(P̂A + P̂B)2⟩ = σ2
0e

−2r (2.36)

Alice now mix her part of the EPR pair with the state to be teleported |ψ⟩in. It’s
important to note that technically it is not the physical state itself that is teleported
through such protocol but the information encoded on the state. This information is
characterized by its quadratures (X̂in, P̂in) in the Heisenberg picture [Brausntein and van
Loock, 2005]. We assume that Alice uses a perfectly balanced beamsplitter and that she
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has no knowledge about the input state information to be teleported. Otherwise, she
could cheat and transfer this information to Bob, using classical communication channel.
The result is then

X̂u = 1√
2

(
X̂in − X̂A

)
P̂u = 1√

2

(
P̂in − P̂A

)
X̂v = 1√

2

(
X̂in + X̂A

)
P̂v = 1√

2

(
P̂in + P̂A

) (2.37)

and thus using equation (2.36) and (2.37) we can rewrite Bob’s quadratures as

X̂B = X̂in − (X̂A − X̂B) −
√

2X̂u

= X̂in − σ0e
−rX̂vac −

√
2X̂u

P̂B = P̂in + (P̂A + P̂B) −
√

2P̂v
= P̂in + σ0e

−rP̂ vac −
√

2P̂v

(2.38)

If now Alice measures the quadratures X̂u and P̂v and send the results to Bob, the latter
can effectively displace his state to recover

X̂B = X̂in − (X̂A − X̂B)
= X̂in − σ0e

−rX̂vac

P̂B = P̂in + (P̂A + P̂B)
= P̂in + σ0e

−rP̂ vac

(2.39)

and thus in the limit of infinite squeezing Bob’s state is now exactly |ψ⟩in

X̂B = X̂in

P̂B = P̂in
(2.40)

2.4.2 Fidelity
In the previous section, we explained how it was possible to transfer information from
Alice to Bob via the so-called teleportation protocol. However, achieving perfect infor-
mation transfer required several assumptions: infinite squeezing, a perfectly balanced
beamsplitter, perfect measurement of Alice’s quadratures, and a perfect displacement at
Bob’s stage. To evaluate how close the transfered state ρ̂tel is to the initial state |ψ⟩in we
often use the Fidelity

F = ⟨ψ|inρ̂tel|ψ⟩in (2.41)

as a metric (even though it is not technically a distance).
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Part II

Once upon a very short time
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Femtosecond light engineering
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The purpose of this chapter is to give an extensive description of light pulses in the
femtosecond regime, how they propagate in space and how we manipulate them in the
laboratory via dispersion compensation and pulse shaping. Additionally, this chapter
explores classical nonlinear effects, such as Second Harmonic Generation, using short
pulses.

45



46 Chapter 3. Femtosecond light engineering

3.1 Introduction to femtosecond pulses

As introduced in Chapter. 1, the complex electric field can be written in a basis of solution
of Maxwell equations, 1.2.1.

E⃗(+)(r⃗, t) =
∑
m

Emf⃗m(r⃗, t) (3.1)

When considering a breaking of the modes into transverse and longitunal modes as in
1.2.3, they must solve the Helmholtz equation (1.25) and the propagation equation (1.26).
Thus

E⃗(+)(r⃗, t) = ε⃗
∑
i,j

Ei,j f⃗⊥
i (r⃗)f⃗ (t)

j (t) (3.2)

with
(∆ + k2

i )f⃗⊥
i (r⃗) = 0 (3.3)

and (
∂2

∂t2
+ k2

j c
2
)
f⃗

(t)
j (t) = 0. (3.4)

Pulses of light are often modeled as a wavepacket (propagating along axis z) formed
by combining frequency modes with wavevectors near an average value of k⃗0 (paraxial
approxiamtion) and frequencies close to a central frequency ω0 = c|⃗k0| (narrowband ap-
proximation) [Grynberg et al., 2010]. We thus define the group velocity of the pulse as
vg = dω

dk . The paraxial approximation f⃗⊥
i (r⃗) = g⃗⊥

i (r⃗)eik0z, leads to the paraxial Helmholtz
equation

∆⊥g⃗
⊥
i (r⃗) + 2ik0

∂g⃗⊥
i (r⃗)
∂z

= 0. (3.5)

In a similar way, the narrowband approximation permits to rewrite the temporal mode
as f⃗ (t)

j (t) = g⃗
(t)
j (t)e−iω0t. A basis of solutions to equation (3.5) are the Hermite-Gauss

functions, extensively discussed in section 3.1.2, for now without any assumption made
on the transverse and temporal mode, we can rewrite the complex electric field as

E⃗(+)(r⃗, t) = ε⃗

∑
i,j

Ei,j g⃗⊥
i (r⃗)g⃗(t)

j (t)

 e−i(ω0t−k0z)

= ε⃗E(r⃗, t)e−i(ω0t−k0z)

(3.6)

E(r⃗, t) carries the information about the spatial mode and the envelope of the pulse de-
fined by the inverse Fourier transform of the pulse spectrum centered at frequency ω0.
Such pulses find extensive use in research laboratories as temporal probes, enabling un-
paralleled resolutions. Additionally, they play a crucial role in information technologies
for transmitting information through optical fibers [Hache, 2016]. Another pivotal fea-
ture, central to this manuscript, is the high peak power that leads to efficient nonlinear
processes.
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3.1.1 Propagation equation

To study the propagation of light pulses we neglect the vectorial aspect of the electric
field and consider only the electric field as its temporal mode travelling along the z axis

E(z, t) = E(z, t)ei(k0z−ω0t) + c.c = E(+)(z, t) + E(−)(z, t) (3.7)

E(z, t) being the envelope of the pulse centered at frequency ω0 with spectral bandwidth
∆ω ≪ ω0. This pulse is one solution of the standard propagation equation (3.8) derived
from Maxwell Equations (1.14)

∂2E(z, t)
∂z2 − µ0

∂2D(z, t)
∂t2

= 0. (3.8)

We can then derive the standard propagation equation in the frequency domain by Fourier
transform of (3.8), here keeping only the terms oscillating at positives frequencies

∂2E(+)(z, ω)
∂z2 + k2(ω)E(+)(z, ω) = 0 (3.9)

where

E(+)(z, ω) =
∫ +∞

−∞
E(+)(z, t)e−iωtdt =

∫ +∞

−∞
E(z, t)ei(k0z−ω0t)e−iωtdt = E(z, ω − ω0)eik0z

(3.10)
and k(ω) = n(ω)ωc . Inserting (3.10) into (3.9) we obtain

∂2E
∂z2 (z, ω − ω0) + 2ik0

∂E
∂z

(z, ω − ω0) + (k2(ω) − k2
0)E(z, ω − ω0) = 0 (3.11)

A Taylor expansion of the wavevector k(ω) = k(ω0)+(ω−ω0)k′(ω0)+ (ω−ω0)2

2 k′′(ω0), after
a few line of computation in the slowly varying envelope approximation1 [Hache, 2016]
finally gives us the standard propagation equation for a short pulse in a linear media.

∂E
∂z

(z, ω − ω0) − i
k′′

0
2 (ω − ω0)2E(z, ω − ω0) = 0 (3.12)

From (3.12), we find that the envelope shape will change depending on k′′
0 = ∂

∂ω

(
1
vg

)
i.e. due to the group velocity being itself frequency dependant. We thus usually call this
term Group Velocity Dispersion (GVD) expressed usually in fs2/cm. The solution
of equation 3.12 is

E(z, ω) = E(0, ω − ω0)ei
k′′

0
2 (ω−ω0)2z (3.13)

showing that through propagation the spectrum of the pulse does not change but the
spectral phase does. This results in a temporal dispersion of our pulse. More on this
effect and how to compensate the dispersion is mentioned in section. 3.2.

1which assumes that the variation, in the amplitude, of the envelope E as it propagates over a wave-
length is very small. Mathematically we can neglect ∂2E

∂z2 and k′
0

∂2E
∂z∂ω

with respect to k0
∂E
∂z
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3.1.2 Transverse propagation equation
Up to this point, we have represented the complex electric field as a pulse traveling along
the z-axis without making any assumptions about its transverse profile. The spatial extent
of a beam is finite, and the distribution of light in a transverse plane is non-uniform. In
this context, the propagation equation in a vacuum (3.8) involves the gradients of the
electric field in the transverse directions, denoted as ∆⊥, which are responsible for the
phenomena of light diffraction:

∆⊥E(r⃗) + 2ik∂E(r⃗)
∂z

= 0 (3.14)

It has been demonstrated that the set of Hermite-Gauss functions constitutes a com-
prehensive basis of solutions for the paraxial Helmholtz equation [Delsart, 2008]. This
implies that every solution of Equation (3.14), and consequently, every paraxial wave, can
be expressed as a linear combination of various Hermite-Gauss functions, as illustrated
in Fig. 3.1. These functions collectively define a variety of spatial patterns within the
electromagnetic field. They can be explicitly expressed as:

E(r⃗)l,n = E(0)l,nHl

(√
2x

w(z)

)
Hn

(√
2y

w(z)

)
e

−i
(
k x2+y2

2R(z) −(l+n+1)ϕ(z)
)

(3.15)

with
E(0)l,n =

√
2
π

1
l!n!2l+n

w0
w(z) (3.16)

and Hl being the lth order Hermite polynomial

Hl(x) = (−1)lex2 ∂l

∂xl

(
e−x2) (3.17)

The position z = 0 corresponds to the minimum size of the beam, the waist w0. In this
position, the wavefront is a plane. As the electromagnetic wave propagates away from
the waist, the beam size changes as:

w(z) = w0

√
1 +

(
z

zR

)2
(3.18)

Meanwhile, the wavefront curves, gradually approaching a spherical wave in the far field
induced by the presence of the term R(z) called radius of curvature.

R(z) = z

(
1 +

(
zR
z

)2
)

(3.19)

The characteristic focal size of the beam is determined by the Rayleigh length, denoted
as zR. This length represents the propagation distance required to double the beam’s
cross-sectional area:

zR = πw2
0

λ
(3.20)

Finally ϕ(z) = arctan
(
z
zR

)
is called the Gouy Phase.
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Fig. 3.1 Transverse Mode. Representation of an arbitrary spatial profile with
its decomposition in the spatial Hermite Gauss basis. The factor Λ represent the
weight of each spatial mode in the decomposition.

3.1.3 Optical Frequency combs

The term ’optical frequency comb’ refers to a specific category of pulsed lasers in which
a significant number of spectral modes within the laser cavity are coherently stimulated
through a technique known as mode-locking. This broadband excitation range, com-
bined with a high level of coherence, enables the generation of extremely short pulses,
reaching durations in the femtosecond and even attosecond regime. Initially developed
as instruments for measuring the cycles of atomic optical clocks, frequency combs exhibit
remarkable phase stability among the discrete ’teeth’ of the comb, allowing for unpar-
alleled precision in time and frequency measurements. Subsequently, they have found
diverse applications and have been extensively employed in fundamental research across
various domains, including metrology, spectroscopy, and investigations of optical, atomic,
molecular, and solid-state systems [Udem et al., 2002,Fortier and Baumann, 2019,Cladé
et al., 2019].

Very recently2, Anne L’Huillier, Pierre Agostini, and Ferenc Krausz were awarded the
Nobel Prize ’for experimental methods that generate attosecond pulses of light for the

2As of the time of writing this manuscript
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study of electron dynamics in matter’ [Antoine et al., 1996, Krausz, 2016, Agostini and
DiMauro, 2004].

In the following, we will give a mathematical description for the output of a mode-
locked laser. The output field can be depicted, in the temporal domain, by an optical
wave with carrier frequency ω0 and envelope E(t)

E(t) = E(t)e−iω0t + c.c. (3.21)

Since the train of pulses is periodic in time E(t) = E(t − Trep), one can decompose it on
a discrete Fourier basis

E(t) =
∑
m

Eme−i(ω0+mωrep)t + c.c (3.22)

where Em are the Fourier components of E(t) and ωrep = 2π
Trep

. The spectrum of the
output of a mode-locked field is, therefore, represented by a comb of equally separated
frequencies around ω0

ωm = ω0 +mωrep (3.23)

Please note that this result have been obtained under the assumption of identical pulses.
Generally, for any pulse shape, there exists a carrier-envelope phase ϕCE that corresponds
to the phase shift between the peak of the envelope and a given wavefront of the carrier
wave. In presence of dispersive material, the difference between group and phase velocities
is at the origin of ϕCE . After a round-trip, the phase accumulated between the envelope
and the carrier is

ϕCE =
(

1
vg

− 1
vϕ

)
Lω0 (3.24)

where vg and vϕ are, respectively, the group and phase velocities and L is the length of
the laser cavity. The consequence is that the phase carrier-envelope induces a rigid shift
of the frequencies of the comb by an amount ωCE that is linked to ω0 through the relation

ωCE = ω0
ϕCE
2π (3.25)

There exist different mechanisms for locking the phases of lasing longitudinal modes based
on active or passive phase modulators. In our specific case, the mode-locking is done in an
all polarization-maintaining fiber laser architecture with a recently developped technique
known as Additive Pulse Mode-Locking [Hänsel et al., 2017].

3.1.4 Electric field of a Gaussian pulse

a) Elementary knowledge about Gaussian in experiments

Let’s begin this short review by recalling that a normal distribution N (x0, σ) is charac-
terized by the following probability density, reprensented on Figure X

H(x) = 1√
2πσ

e− 1
2

(
x−x0

σ

)2

(3.26)

Experimentally σ is not often employed to characterize the gaussian, we would rather use
the Full Width Half Maximum value (FWHM), denoted ∆x, defined by the difference
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between the two values x1, x2 at which the distribution is equal to half of its maximum
value.

H(x) =
√

ln 2
π

2
∆xe

−4 ln 2
(

x−x0
∆x

)2

(3.27)

Alternatively, the gaussian is sometimes characterized by its value at 1/e2, called the
waist3 w0 of the gaussian. It results that we can rewrite

H(x) =
√

2
π

1
w0
e

−2
(

x−x0
w0

)2

(3.28)

This means that when we measure effectively these quantities (waist and FWHM) we
have to be careful. Almost all the time what we measure directly is the field intensity.
We can thus define the field expression with the measured values, considering a gaussian
temporal pulse with spectrum in FWHM ∆ω and tranverse profile TEM00 characterized
by the waists wx and wy we find

I(r⃗, ω) = I0e
−2
(

x2
w2

x
+ y2

w2
y

)
e

−4 ln 2
(

ω−ω0
∆ωint

)2

(3.29)

Alternatively by Fourier Transform we could consider the pulse intensity by its pulse
duration in FWHM

I(r⃗, t) = I0e
−2
(

x2
w2

x
+ y2

w2
y

)
e

−4 ln 2
(

t
∆tint

)2

(3.30)

with the following relation between ∆tint and ∆ωint

∆tint∆ωint = 4 ln 2
≈ 2π × 0.441

(3.31)

This definition then leads to the following expression for the electric field defined with
the quantities accessible experimentally

E⃗(r⃗, t) = E⃗0e
−
(

x2
w2

x
+ y2

w2
y

)
e

−2 ln 2
(

t
∆tint

)2

ei(ω0t−k0z)

= E⃗0e
−
(

x2
w2

x
+ y2

w2
y

)
e

−4 ln 2
(

t
∆tamp

)2

ei(ω0t−k0z)

(3.32)

Elementary relations for Gaussians in experiment.

FWHM = 2
√

2 ln 2σ
σamp =

√
2σint

w = 2σint

(3.33)

3More precisely, the waist is the radius at which the field amplitudes fall to 1/e of their axial values
(i.e., where the intensity values fall to 1/e2 of their axial values)
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Fig. 3.2 Sum up on elementary relations for Gaussians.

b) Energy and Peak power

To define the solution of Maxwell’s equation we considered the field to be contained in a
volume V = S × L where S is the surface covered by the transversal mode. We define
then the power P of the field by integrating the intensity over transverse coordinates i.e.

P(z, t) =
∫
S
I(r⃗, t)d2S (3.34)

as well as the energy of the field W by integrating the power in time

W =
∫
T

P(z, t)dt (3.35)

T is typically the integration time of the detector, much larger than the time duration
of the pulse. Because of the dependency between the t and z variables, the integral
over t cancels the longitudinal component of these quantities. Yet, when measuring in
the laboratory the power with a powermeter, these instruments measure power through
heating, and are therefore incapable of resolving the power in a single pulse. The result
of such a measurement is the power averaged over a second Pavg (in W). By assuming
a train of continuously repeated, periodical, square pulses with repetition rate fr, pulse
duration ∆t and average power Pavg, the pulse peak power Ppeak calculations is trivial,
with pulse energy provided by the ratio between average power and repetition rate and
peak power provided by the ratio between energy and pulse duration:

Ppeak = Trep
∆t Pavg (3.36)

where Trep = 1/frep is linked to the repetition rate of our laser.
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c) The time-bandwidth product

Let’s now highlight an important characteristic of short pulses that will play a crucial
role later: a short pulse, i.e., narrow in the time domain, will have a broad spectrum in
the frequency domain. This property is a direct consequence of the Fourier transform
(FT), as the time-frequency spaces are conjugate through this transformation. If we
denote ∆t as the pulse duration, defined as the full width at half maximum (FWHM)
of the intensity curve I(t), and ∆ν = 2π∆ω as the width of the spectrum of this pulse,
then ∆ν∆t ≥ Λ, where Λ is a constant that depends on the pulse shape. Table. 3.1
provides the value of Λ for different classical pulse shapes. It is important to note that
this is an inequality. When ∆ν∆t = Λ, it is referred to as a Fourier-transform-limited
pulse, representing the shortest possible pulse duration T0 for a given spectral width.
However, as we will see later, the pulse duration can be much larger than this minimum
duration. In practice, short pulses effects become noticeable when the associated spectral
width becomes significant compared to the pulse’s central frequency; this occurs in the
femtosecond domain.

Table 3.1: Usual short pulses in the temporal and spectral domain

E(t) |E(ν)|2 Λ

Gaussian e−(t/T )2
e−ν2T 2/2 0.441

Sech2 sech2(t/T ) sech2(πνT/2) 0.315
Lorentzian

[
1 + (t/T )2]−1

T 2 e−Tν 0.142

3.1.5 Laser characterization

A detailed characterization of our laser source was done in [Roman-Rodriguez et al., 2021],
here we recall briefly the main working principle of the laser and essential characteristics.
The MenloSystems laser is a relatively high power (500 mW per output) laser with low
Relative Intensity Noise (RIN) making it powerful and stable enough for high precision
experiments [Raabe et al., 2017,Hänsel et al., 2017]. The laser system consists of two main
parts: a mode locking system and an optical amplification system. In the mode-locking
setup, a loop is formed using a single-mode fiber, resembling a Fabry-Perot cavity. Within
the fiber, a laser medium and partially transparent dielectric induce phase shifts in light
due to self-modulation, creating an artificial saturable absorber beyond a given intensity
limit. This influences cavity losses, establishing phase relations among resonator modes,
resulting in consistent ultra-short pulse generation. The fiber loop length controls pulse
repetition. This technique, known as additive-pulse mode locking, drives this process,
and this laser section is called the "oscillator." After leaving the oscillator, pulses move
through an Erbium-doped fiber amplifier in a loop mirror, serving as a low-noise optical
amplifier. Amplification occurs via a nonlinear interference effect. The laser’s output is
then a train of ultrashort pulses at λ = 1560 nm with linear vertical polarization and a
repetition rate of 100 MHz. The laser unit also delivers a synchronized electrical signal
that can be used for pulse synchronization in experiments.

From the autocorrelation presented in Fig. 3.4b, we could measure the pulse duration
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Fig. 3.3 Laser presentation. Left: Simplified scheme of the laser system.
Right: the Laser in our laboratory.

∆t to be about 64 fs. The spectral width ∆λ is not easy to define given the shape of the
spectrum in Fig. 3.4a. We estimate it to be approximately 56 nm from the autocorrelation
signal, considering a Fourier limited gaussian pulse at the output.

(a) (b)

Fig. 3.4 (a) Laser spectrum. Acquired with spectrometer Avesta ASP-IR.
The red dotted line is a gaussian fit. (b) Laser autocorrelation signal. Ac-
quired with autocorrelator APE mini-TPA. The red dotted line is a gaussian
fit.
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3.2 Dispersion

3.2.1 Theoretical framework for pulse dispersion
From the solution of the linear propagation equation of a pulse (3.12) we can directly
derive the pulse duration as a function of the propagation length :

∆t2(z) =
∫ +∞

−∞
τ2|E(z, τ)|2dτ (3.37)

Applying Parseval Plancherel formula to (3.37) along with (3.13) leads to

∆t2(z) =
∫ +∞

−∞

∣∣∣∣∂E(z, ω)
∂ω

∣∣∣∣2 dω =
∫ +∞

−∞

∣∣∣∣∂E(0, ω)
∂ω

+ ik′′
0ω

2zE(0, ω)
∣∣∣∣2 dω. (3.38)

∆t2(z) is a second order polynomial of z with general form [Hache, 2016]

∆t2(z) = ∆t20 + k
′′2
0 ∆ω2z2 (3.39)

where ∆t20 is the minimum pulse duration and the term ∆ω is the spectral width of the
pulse. This has a simple physical interpretation: the pulse broadens because the different
spectral components do not have the same group velocity. The period of the electric field
oscillations changes within the envelope, and this phenomenon is referred to as chirp. In
the case of a constant time-bandwidth product, as introduced in 3.1.4, Λ = ∆t0∆ν, we
can rewrite (3.39) as

∆t(z) = ∆t0

√√√√1 +
(

(4 ln 2)k′′
0z

∆t20

)2

. (3.40)

We see from Eq. (3.40) that the temporal broadening will be even more significant when
the initial duration of the pulse is short. When working with femtosecond pulses it is
essential to control the influence of dispersion in the full experimental setup. Two specific
examples :

• To have a good temporal mode matching in homodyne detection we should have a
good temporal overlap between the signal and local oscillator pulses.

• Chirp should be avoided in the pump of the SPDC process to prevent unwanted
modification of the quantum process.

Assuming now our pulse is traveling through a crystal of length L, we define the Group
Delay Dispersion (GDD) as GDD = k′′

0L, isolating this term in (3.40) leads to :

GDD = 1
4 ln 2

√(
T (L)Λ

∆ν

)2
−
( Λ

∆ν

)4
. (3.41)

Equation (3.41) permits to experimentally infer the pulse duration at the output of the
crystal T (L) via autocorrelation technique and ∆ν = c∆λ

λ2
0

via a spectrometer to recover
the GDD. Another more theoretical approach consist via Sellmeier’s equation to directly
compute k′′

0 = λ3

2πc2
d2n
dλ2 . In practice, we measured the GDD experimentally, ensuring the

value had the right order of magnitude according to Sellmeier’s equations.



56 Chapter 3. Femtosecond light engineering

Fig. 3.5 Pulse Compressor. A compact optical setup used in our experiment
to prevent chirp.

3.2.2 Pulse compression

Now that we know how to evaluate the dispersion in our pulse, let’s have a look at a
standard technique called prism compression to compensate for this phenomena. The
overall idea, as some wavelength are travelling faster than other (creating dispersion) is
to create a frequency dependant path to compensate [Akturk et al., 2006]. It involves
two head-to-toes prisms separated by a distance d and a mirror as shown in Fig. 3.5.
Each prism has an apex angle equal to the Brewster angle for a specific wavelength,
and the prisms are arranged in a manner that allows the beam to enter and exit each
prism at the Brewster angle. Usually this arrangement minimizes the reflection losses at
a specific polarization (horizontal is our case). The first prism disperses the beam, while
the second prism collimates the dispersed beam. A 0° low GDD mirror then send the
beam backward into the two prisms to recombine all frequency components, ensuring that
the beams entering and exiting the compressor are spatially identical. The wavelength-
dependent path length, P (λ), caused by dispersion can be expressed as

P (λ) = 2d cosβ (3.42)

β is the angle of the dispersed beam after the first prism. The GDD introduced by this
setup is

GDDpc = λ3

2πc2
d2P (λ)
dλ2 ≈ λ3

2πc2 8
[
D1/e2

d2n

dλ2 − d

(
dn

dλ

)2]
(3.43)
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The first term on the right side of equation (3.43) stands for the dispersion induced inside
the prisms material (of the sign of d2n

dλ2 ) [SCHOTT, 2017]4 while the second depends on the
prism separation and introduces a negative dispersion contribution. From an experimental
point of view, we adjusted the distance between the prisms in order to minimize the pulse
duration.

3.3 Pulse shaping

3.3.1 Concept
A very important tool for our experiment is the pulse shaper, placed on the Local Oscil-
lator path, it is at the core of our mode-selective homodyne detection. By changing the
temporal shape of LO and taking avantage of the projective character of the homodyning,
one can select the spectral-temporal mode to measure [Fabre and Treps, 2020]. If Ein(t)
is the field at the input of the pulser shaper and analogously Eout(t) at the output, then
passives shaping technique consist in making the field interact with a material. We call
then R(t) the temporal response function of the system excited by the impusion.

Eout(t) =
∫ t

−∞
R(t′ − t)Ein(t′)dt′ = R(t) ⊗ Ein(t) (3.44)

The temporal response function is the sum of all the contribution of the field who inter-
acted with the material at all anterior times t′. In practice femtosecond pulses are too
short, direct temporal shaping is not practically doable. We then usually take advan-
tage of the large frequency spectrum to adress all frequency components. The fourier
transform of (3.44) leads to :

Eout(ω) = R(ω)Ein(ω) (3.45)

Then shaping amplitude and phase of the different frequency components leads naturally
to the corresponding temporal shaping.

3.3.2 Fourier Optical Processing
One standard technique to shape temporally a femtosecond pulse is by Fourier Optical
Processing [Monmayrant et al., 2010]. Such dispositive was initially designed by [Froehly
et al., 1983] and results experimentally in a 0-dispersion line composed of a grating, a
cylindrical mirror and spatial light modulator (SLM) as described in Figure 3.6. All the
frequencies of the pulse are mapped into spatially separated components via a holographic
grating and then focused with a cylindrical mirror on the SLM liquid crystal screen which
permits the fine tuning of the amplitude and phase of the different frequency components
in the Fourier plane. An important point to not overlook is the ability of a pulse shaper
to generate complex pulses, meaning that it requires the independant shaping of a large
number of spectral components. It is possible to design and implement a customized 4f
line for specific spectral ranges and applications by carefully selecting the focal length and
the number of grooves per mm of the grating. One way to quantify the shaping capability

4This term is always positive in the visible domain, it is not necessary the case at telecom wavelength.
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Fig. 3.6 Pulse Shaper. A zero dispersion line composed of a grating, a cylin-
drical mirror focal length f , arranged in a 4f set-up with a Spatial Light Modu-
lator (Hamamatsu LCOS X15213). The output pulse is shaped according to the
mask printed on the SLM and the input pulse spectrum. In the Fourier plane,
all the spectral components are spatially separated and focused.

from the optics selected is the optical complexity ηopt. The optical complexity is often
defined as the ratio between the largest element and the smallest element present in the
pulse profile, either in the spectral domain or in the time domain.

ηopt = ∆t
δt

= ∆ω
δω

(3.46)

In a more practical way, it can be seen as the ratio between the size of total spectrum
shining on the mask ∆L compared to the size of a spot for an individual frequency
components δxopt. Consider a pulse characterized by its waist w0 and its spectrum ∆λ
(in FWHM) centered at λ0 entering the 4f-line. The grating is characterized by its number
of grooves per mm g, it is optimized to diffract in order -1 so the relation between input
angle θi and diffracted angle θd can be established from the fundamental relation of
gratings

θd(θi, λ) = arcsin
(

−λ

g
− sin θi

)
(3.47)
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and the waist of each frequency components after the grating can be established with the
following relation

w = cos θ(0)
d

cos θ(0)
i

w0. (3.48)

The cylindrical mirror is characterized by its focal length f . Assuming the spectrum is not
too broad and the individual spectral components have the same spatial shape, the typical
total spread on the SLM can be derived from the diffraction angle of the grating [Michel,
2021]

θd(λ) ≈ θ
(0)
d − 1

g cos θ(0)
d

(λ− λ0). (3.49)

Overall the spatial dispersion of the pulse shaper is α = f

g cos θ(0)
d

and the total spread on
the SLM is

∆L = α∆λ = f∆λ
g cos θ(0)

d

. (3.50)

On the other hand, the cylindrical mirror is expected to focus the different frequency
components along their horizontal waist such that

wf = λ0f

πw
(3.51)

so the waist on the SLM screen of each individual component is

wf = λ0f

πw0

cos θ(0)
i

cos θ(0)
d

(3.52)

following relations established in 3.1.4 the typical size of each individual component (in
FWHM) is

δxopt =
√

2 ln(2) λ0f

πw0

cos θ(0)
i

cos θ(0)
d

(3.53)

and finally the optical complexity is

ηopt = ∆L
δxopt

= ∆λπw0√
2 ln(2)gλ0 cos θ(0)

i

(3.54)

Another constraint that appears when shaping with an SLM is the pixelisation of the
mask due to the finite size of screen. The pixel has a definite size δxpx to be taken into
account. We commonly define then the pixel complexity ηpx as the ratio between the
spatial size of the total spectrum shining on the SLM and the size of a pixel.

ηpx = ∆L
δxpx

= f∆λ
g cos θ(0)

d δxpx
(3.55)

In the common case where a pixelated mask is used, the shaped pulse is accompanied
by a certain number of temporal replicas [Monmayrant, 2019]. This can be easily under-
stood through Fourier transform considerations: the pixelated mask behaves as a discrete
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transfer function in the spectral domain, which corresponds, in the time domain, to a
periodic response function. As a result, the shaped pulse is accompanied by an infinity
of regularly spaced copies in time. However, these replicas are less problematic than they
may seem because they tend to be distorted and attenuated. Still, pixellization should
be taken into account when selecting the optics for the shaping.

Ultimately we should design the shaping with ηopt ≈ ηpx so one fequency components
has the size of a pixel and minimize the impact of pixellization. If this equality cannot
be achieved, we consider that the ultimate limitation on our shaping capabilities is de-
termined by the smaller complexity, making it pointless to increase one while the other
remains small. This quantity will then gives a good estimate of the number of orthogonal
modes that can be shaped with our setup. In our case we find ηpx = 933 and ηopt = 200
meaning that it should be feasible to shape the LO spectrum with more than 100 orthog-
onal modes, much more than what we would need. Nevertheless, by comparision with
previous shaping experiments in the visible domain [Renault, 2022,Kouadou, 2021] we are
more limited by the optical complexity due to the central wavelength at the denominator
(see Eq. (3.54). It could be compensated by increasing slightly the size of the input waist
ωin = 2mm but not indefinitely due to the SLM screen vertical limitations, or by choosing
a grating with more grooves/mm. This later option is not extremely viable as well as the
wavelength dispersion is also limited by the horizontal dimension of the SLM or requir-
ing a shorter focal length, decreasing the pixel complexity and making the experimental
implementation impractical.

3.3.3 Transfer function
The standard universal mask that we use for pulse shaping consist in applying a sawtooth
profile on each column of the SLM as depicted in Fig. 3.7a. The distribution of the
intensity in the different orders of diffraction is dictated by the profile f(x) = hx of the
sawtooth printed on the SLM [Albero et al., 2012]. The proportion in order k is given by
the Fourier coefficient ck of f(x):

ck = 1
2π

∫ π

−π
eif(x)e−ikxdx (3.56)

For our sawtooth function, the proportion of diffracted light in the first order depends on
the sinc of the depth of the sawtooth. For a depth of 0, meaning a flat mask, no light is
diffracted, and for a depth of 1, all the light goes into the first order. The supplementary
phase component is achieved by translating the pattern along the y axis. If ω0 is the
frequency component on the colomn x0 of the SLM screen we get the transfer function
G(ω0):

Eout(ω0) = e−iϕ(x0) sinc(1 −A(x0))︸ ︷︷ ︸
G(ω0)

Ein(ω0) (3.57)

where A(x0) and ϕ(x0) corresponds respetively to the amplitude (depth) and global phase
of the sawtooth function on column x0. So knowing the amplitude of the different fre-
quency components in Ein(ω) we can adequately chose the values of [A(ω), ϕ(ω)] for all
ω displayed on the screen, and hence shape the pulse spectrum in amplitude and phase.

It directly implies that by knowing Ein(ω), and especially the amplitudes of its differ-
ent frequency components, we can choose adequately the values of [A(ω), ϕ(ω)] for all ω
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(a) (b)

Fig. 3.7 (a)SLM Mask. An example of a uniform sawtooth function printed
on the SLM screen. (b)Sawtooth Scheme. Typically printed on every column
of the SLM.

displayed on the screen, to shape the pulse spectrum in amplitude and phase. Finally, ex-
perimentally we don’t print on the SLM a perfect sawtooth but rather a pixelized version
of it. The effects on shaping are not detrimental and were adressed in [Renault, 2022].

3.3.4 Calibration

A carefull calibration of the 0-dispersion line is necessary to ensure an accurate pulse
shaping. In short, the distances between the optics should be exactly equal to the focal
length, the input beam should travel in a plane parallel to the optical table. Other-
wise, [Michel, 2021] described in details what would be the consequences for the shaped
beam. In the following we give a brief summary.
Vertical spatial chirp. Precise alignment of the diffraction grating’s rulings perpendic-
ular to the optical table is essential to achieve horizontal beam diffraction; misalignment
causes reduced resolution due to dispersed single-frequency components, leading to a ver-
tical spatial chirp that requires iterative grating rotation for minimization. This can also
be caused by a rotation of the cylindrical mirror in plane transverse to the one parallel
to the optical table.
Temporal chirp. The critical distance between the cylindrical mirror and the grating
determines if the output beam has temporal chirp; ensuring it equals the focal length
compensates for optical path differences and avoids such chirp. Incorrect distances cause
temporal chirp due to spectral phase differences and improper recombination of frequency
components.
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Reduced optical resolution, ellipticity and Horizontal chirp. If your output beam
is spatially elliptical then it means the SLM is not placed exactly in the focal plane of
the cylindrical mirror. Horizontal chirp will also appear due to imperfect recombination
on the output grating. Moreover this means that each frequency component has a bigger
spot on the SLM, resulting in a reduced optical complexity. Adjusting carrefully this
distance is thus mandatory.

Furthermore, a carreful calibration of the SLM itself is necessary. Knowing the po-
sition of each frequency component on the screen permits to design a custom mask to
compensate for flatness defects of the liquid crystals (from data interpolation provided by
Hamamatsu). The spread should be linear on the screen [Weiner, 2011], and the optimal
depth of the sawtooth functions should be adapted to every frequencies following data
provided by Hamamatsu. It is also possible to access experimentally the sawtooth depth
by increasing progressively the depth and looking at the intensity of the field in the first
order. The optimal depth corresponds to the intensity maxima of the sinc2 profile, ex-
pected from (3.57). Finally, a last check consist in shaping the spectrum and comparing
it the expected shaping. In Fig. 3.8 we sum up a few comparison between shaped spec-
tra and their expected waveform demonstrating a good agreement between theory and
experiment.

3.4 Second Harmonic generation

3.4.1 Nonlinear propagation equation
Let’s have a look now at what happens when a pulse propagates through a nonlinear
media [Boyd, 2011]. The incident pulse, E1(z, t), centered on frequency ω0 is called the
fundamental beam, expressed in (3.7), while the one centered5 at double frequency 2ω0 is
called the harmonic. Both electric fields propagate in the z-direction and pass through a
crystal of thickness L. It is assumed that there is no harmonic beam sent at the entrance
of the crystal. The harmonic beam is expressed as follow

ESHG(z, t) = E2(z, t)ei(k2z−2ω0t) + c.c. (3.58)

The polarization of the electromagnetic field at time t depends on all the contributions
of the field that interacted in the nonlinear media at anterior time. Formally it means
that the polarization of the media is not a linear function of the electric field anymore
but rather we will consider a Taylor expansion in E1(z, t) up to order 2. It leads us to
rewrite the dielectric displacement as

D(z, t) = ϵ0E1(z, t) + PL(z, t) + PNL(z, t) = ϵ0ϵrE1(z, t) + PNL(z, t). (3.59)

with
PNL(z, t) = 2ϵ0χ(2)E2

1(z, t) (3.60)
PNL represent the polarization that oscillates at the frequency ω = ω1 + ω2, identical to
that of the electromagnetic field whose evolution we are seeking. Indeed, only a polariza-
tion at ω can interact with a field of frequency ω. On the one hand, there is nothing that

5Mentionning this process as second harmonic generation is an abuse of language, the process is a
particuliar case of Sum Frequency Generation (SFG).
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Fig. 3.8 Demonstration of the shaping capabilities with our the pulse shaper.
In the upper left the original spectrum before shaping is represented. All other
spectra acquisition are at the PS output with different Hermite-Gauss masks on
SLM. Moreover we plotted on top the expected spectra in red.

fixes the wave vector of the polarization to k(ω). On the other hand, the wave vector
of the polarization is imposed by the nonlinear phenomenon under consideration. For
example, in the case of second harmonic generation it derives as:

PNL(z, t) = 2ϵ0χ(2)
∫ ∫ dω1

2π
dω2
2π E1(z, ω1)E1(z, ω2)ei(k1(ω1)+k1(ω2))ze−i(ω1+ω2)t

= 2ϵ0χ(2)
∫ dω

2π e
−iωt

∫ dω1
2π E1(z, ω1)E1(ω − ω1)ei(k(ω1)−k(ω−ω1))z

= 2ϵ0χ(2)
∫ dω

2π e
−iωtPNL(z, ω)

(3.61)

This extra term in dielectric displacement leads to a new propagation equation, derived
once again from (3.8), called nonlinear propagation equation where we dropped the dis-
persion term k′′

0 to focus on the nonlinear process

∂E2
∂z

(z, ω) = i
ω0χ

(2)

n0c

∫ dω1
2π E1(z, ω1)E1(ω − ω1)ei(k1(ω1)−k1(ω−ω1)−k2(ω))z. (3.62)
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Now we identify a new term ∆k = k1(ω1) − k1(ω − ω1) − k2(ω) being the wavevector
mismatch in the degenerate case scenario of second harmonic generation. Solving (3.62)
we get

E2(z, ω) = i
ω0χ

(2)

n0c

∫ dω1
2π E1(ω1)E1(ω − ω1)e

i∆kz − 1
i∆k (3.63)

we see that, when the media is not dispersive ∆k(ω) = 0 for all ω, the second harmonic
frequency bandwidth will result from the superposition of all the couples ω1, ω−ω1 in the
initial pulse spectrum i.e. E2,ND(z, ω) = iω0χ(2)

n0c

∫
E1(ω1)E1(ω − ω1)dω1

2π . In a dispersive
media, with the following a Taylor expansion of the wavevector mismatches :

k1(ω) ≈ k1(ω0) + k′
1(ω0)(ω − ω0)

k2(ω) ≈ k2(2ω0) + k′
2(2ω0)(ω − 2ω0).

(3.64)

Now assuming the phasematching to be achieved at the central frequencies of both pulses,
i.e. 2k1(ω0) − k2(2ω0) = 0, we finally find by integration over the cristal length L [Hache,
2016]

|E2(z, ω)|2 = |E2,ND(z, ω)|2 sinc2
(

(ω − 2ω0)∆k′L

2

)
. (3.65)

Thus, the harmonic spectrum is convolved with a sinc2 function, which results in reducing
the spectral width as the propagation distance increases. This detail is important as it
permits to consider the spectral width as a tunable parameter, that as we will see in the
next chapter is useful for the design of the ultrafast parametric down conversion process.
It can also be observed that the broadening depends on ∆k′ = k′

1(ω0) − k′
2(2ω0), which is

the difference in group velocities between the fundamental and the harmonic. So during
the propagation in the crystal, the two pulses do not travel at the same velocity, leading
to elongation of the harmonic pulse.

3.4.2 Experimental implementation
We work in a regime where we focused the input pulse inside a PPLN crystal (from
HCPhotonics) as presented in Fig. 3.9. A detailed experimental characterization of this
crystal can be found in [Roman-Rodriguez et al., 2021], here we simply here recall the main
results and we discuss few improvements. We achieved an overall conversion efficiency
above 34% after a careful alignment and adjustment of the χ(2) crystal temperature.
This slight improvement in the conversion efficiency, compared to first characterization
done in [Roman-Rodriguez et al., 2021], is also attributed to a better investigation and
control of the pulse duration (at the Fourier Limit), and the cleaning of the input beam
polarization. The SHG spectrum is about 2-nm wide, with the expected sinc-profile
predicted in (3.65), see Fig. 3.10a. Its temporal duration has quite a large uncertainty.
The autocorrelation shown in Fig. 3.10b was measured after pulse compression of the
filtered output, we adjusted experimentally the distance between the prism to minimize
the pulse duration. Still the ∆t value measured from the gaussian fit, if assumed to be
Fourier limited, would lead to a pulse of 3 nm (FWHM) which is incompatible with the
measured spectrum but in the range of uncertainty (expected 450 fs).

Finally, when focusing our pulse inside the PPLN, a bright green light appeared, not
represented in Fig. 3.9. We attribute this effect to cascaded frequency conversion (second
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Fig. 3.9 Second Harmonic generation. The input beam at telecom wave-
length is focused inside a PPLN crystal from HCPhotonics. The phasematching
conditions are adjusted with the help of a oven. At the output the telecom beam
is filtered out, leaving only a collimated beam at 780 nm.

(a) SHG spectrum acquisition. (b) SHG autocorrelation signal.
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order effect) [Rasputnyi et al., 2022]. This can’t be a third harmonic generation, because
as it is shown in [Hache, 2016], this phenomena is null when pumped with a focused beam,
in contrast to what is obtained with a calculation for plane waves. This surprising result
is linked to the Gouy phase in a scenario where L ≫ zR. Due to this phase, the harmonic
and fundamental beams undergo a phase shift during propagation, leading to a similar
problem as phase mismatch: destructive interferences cancel out the harmonic intensity.
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Spontaneous Parametric Down Conversion (SPDC) is a particular case of Difference
Frequency Generation [Kulkarni et al., 2022], a phenomenon that arises from interaction
between light and a χ(2) nonlinear material. It is a second order nonlinear effect, just as
second harmonic generation, in which a pump photon at frequency ωp is down converted
to two photons, commonly labeled signal and idler, respectively at frequency ωs and ωi.
SPDC obeys several conservation laws. Energy conservation dictates that the sum of the
energies of the signal and idler photons must equal the energy of the pump photon (4.1).
Momentum conservation requires the total momentum of the interacting photons to be
conserved (4.2), as we will see this nicely appears when deriving the theoretical model.
These two conditions are called phase-matching conditions.

ωp = ωs + ωi (4.1)
k⃗p = k⃗s + k⃗i (4.2)

A first theoretical model and experimental demonstration of such parametric effect was
done in the 60’s [Fano, 1961, Glauber, 1963, Harris et al., 1967, Magde and Mahr, 1967,
Burnham and Weinberg, 1970]. Since then, this process is at the heart of many quantum
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Fig. 4.1 Waveguide scheme Left : Representation of a channel waveguide.
Right : A periodically poled waveguide with poling period 2Λ.

optics experiments for applications, e.g., in quantum cryptography [Gisin et al., 2002],
quantum computing [O'Brien, 2007] but also simply for testing fundamentals laws of
physics in quantum mechanics [Sinha et al., 2010].

4.1 Spontaneous parametric down conversion in waveguide

We aim to produce and study high-dimensional cluster states for telecommunication pro-
tocols. A natural approach is to use technologies already employed in classical com-
munications. Commonly, it implies lasers at telecom wavelength, an optical frequency
chosen to minimize losses in optical fibers [Dutton, 1998], that is modulated in ampli-
tude and phase (standard QAM16 methods) and a coherent detection to measure the
information encoded in the state in phase space. The focus of this chapter is on the
production of non-classical states of light within this framework and to do so, we take
advantage of Spontaneous Parametric Down Conversion. Moreover, to maximize the in-
teraction strength, we confine the light in a waveguide. Waveguides also leads to a more
compact SPDC source, when compared to standard cavity OPO experiment [Pinel et al.,
2012], and they are compatible with integrated optics. Through this chapter, we first
discuss some elementary features about the waveguide model, then derive the interaction
Hamiltonian of the nonlinear process, and finally perform numerical simulations for the
expected experimental results.

4.1.1 General consideration on waveguides

The waveguides used in this thesis confine light over the two transversal directions, x
and y, and are called Channel Waveguides, see Fig. 4.1. In our case, the waveguide is
made in a Potassium Titanyl Phosphate (KTP) crystal and was manufactured by ADVR-
inc. It is necessary to apply a poling process to the waveguide region to ensure phase
matching for the desired wavelength conversion process, as discussed in more details in
4.1.3. The choice to work with KTP instead of another standard crystal like LN is justified
in [Roman-Rodriguez et al., 2021]. It does not rely solely on the criteria of nonlinearity;
otherwise, LN would be a better fit. KTP rather offers a better balance between the
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expected number of quantum modes, the overall spectral bandwith of the output pulse
and the waveguide dimensions. Achieving similar performances with LN would require
waveguide with dimensions smaller than 1.5 µm thus switching to a completely different
regime. Moreover it appears that LN waveguides suffer from photorefraction at high
pump power [Domeneguetti et al., 2023].

4.1.2 Hamiltonian approach to quantum optics

This quantum phenomena is usually easier to understand and study in the Hamiltonian
approach. Nevertheless this approach is possible only when assuming no coupling between
spatial and temporal modes [Volpe et al., 2020]. We model the energy of the entire system
under study {Fields + waveguide} by the following hamiltonian

Ĥsys = Ĥ0 + Ĥfield/crystal = 1
2

∫
V

dr⃗
[
⃗̂
Etot(r⃗, t)2 + ⃗̂

Btot(r⃗, t)2
]

+
∫
V

dr⃗P̂NL(r⃗, t)E⃗p(r⃗, t)
(4.3)

Ĥ0 represents the energy of the free propagation of the total field and Ĥfield/crystal repre-
sents the interaction energy between the crystal and the pump field characterized by the
nonlinear polarization.

As we aim for a single-pass production of a multimode quantum state in waveguide
we will, without loss of generality, consider a propagation of the pump, signal and idler
fields in the z direction (just as we did for the SHG). To stay compliant with waveguide
physics only the allowed modes will be able to travel inside the crystal. We limit our
study to the case of a single spatial mode for all three involved fields. A more general
derivation, considering all possible spatial modes, was done in [Román Rodríguez, 2022]
and showed that given the waveguide dimensions we consider, there is only one dominant
spatial mode propagating for all fieds. Thus, we drop the multimode spatial structure
from the beginning. Finally, in order to capture the specific quantum features like the
vacuum fluctuations of signal and idler fields, as well as the squeezing generation we have
to treat these latter as quantized fields. The pump will be treated as a classical field, i.e a
bright coherent field which can be represented by its mean field only. This assumption is
justified by the fact that the input power of the pump field (few mW) is large compared
to the few photons generated by the process. We define1:

Ep(z, t) = i

∫
Ep(ωp)e−i(ωpt−kpz)dωp + c.c

Ês,i(z) = i

∫
âs,i(ωi,s)e−iks,izdωi,s + h.c

P̂NL(z) = 2ϵ0χ(2)Ês(z)Êi(z).

(4.4)

Injecting this into the expression of Ĥfield/crystal, and keeping only the relevant terms of
interest for Parametric Down Conversion (associated to a creation of a couple of signal
and idler photons) we get

ĤPDC = −i2ϵ0χ(2)
∫

dωpdωsdωiEp(ωp)e−iωptâ†
s(ωs)â

†
i (ωi)

∫
dze−i∆kz + h.c (4.5)

1The signal and idler fields are defined without the time dependant term in the Schrödinger picture.
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where ∆k = kp−ks−ki is the wavevector mismatch in its most common form. From now
we will consider a quasi-phasematching scenario described in 4.1.3, this is done without
loss of generality in the rest of the derivation. Integration over the waveguide length leads
to a new important quantity called the phasematching function ϕ(ωp, ωs, ωi)

ĤPDC = −i2ϵ0χ(2)
∫

dωpdωsdωiEp(ωp)e−iωptϕ(ωp, ωs, ωi)â†
s(ωs)â

†
i (ωi) + h.c (4.6)

with
ϕ(ωp, ωs, ωi) = L sinc

(
L

2 ∆k
)
. (4.7)

From here we finally get the interaction Hamiltonian2

Ĥint(t) = e
iĤ0t

ℏ ĤPDCe
−iĤ0t

ℏ . (4.8)

Using Baker-Campbell-Haussdorff formula, equation (4.8) derives nicely as:

Ĥint(t) = −i2ϵ0χ(2)
∫

dωpdωsdωiEp(ωp)ϕ(ωp, ωs, ωi)â†
s(ωs)â

†
i (ωi)e−i(ωp−ωs−ωi)t + h.c

(4.9)
ensuring that this interaction happens only under energy conservation ωp = ωs + ωi we
can then write the interaction Hamiltonian in its final form :

Ĥint = −i2ϵ0χ(2)
∫

dωsdωiEp(ωs + ωi)ϕ(ωs, ωi)â†
s(ωs)â

†
i (ωi) + h.c (4.10)

Hence, the interaction depends on two main terms, the pump field amplitude Ep(ωs, ωi)
and the nonlinear crystal phasematching function ϕ(ωs, ωi). We usually call this product
the joint spectral amplitude (JSA), as it contains all the information about the parametric
interaction combining properties of the waveguide and the pump spectrum

J (ωs, ωi) = Ep(ωs + ωi)ϕ(ωs, ωi). (4.11)

4.1.3 Quasi-Phasematching conditions in KTP
Under certain conditions, it’s not possible achieve the phase matching conditions ∆k = 0
at the desired central frequency ωp,0. If such condition cannot be achieved then the
intensity of the downconverted field will scale as sin2 ∆kz

2 i.e. the field intensity will be
maximum if the crystal length is lc = 2π

∆k , called coherence length. On the other hand,
when ∆k → 0 the down converted field intensity scale as z2 (assuming the pump is
not depleted). Thus achieving the phase-matching conditions is very important for the
efficiency of the nonlinear process and an idea emerged, based on coherence length [Hache,
2016]. The idea is simple: since after a coherence length, the generated harmonic starts to
interfere destructively, why not change the sign of the second-order nonlinear susceptibility
and thereby enforce the harmonic to interfere constructively again. This gave rise to the
concept of quasi-phasematching. This inversion of regions is achievable in ferroelectric
media, such as LiNbO3 (ppLN) or KTP (ppKTP), where the sign of χ(2) depends on an

2The quantum state will evole following iℏ d
dt

|ψI(t)⟩ = Ĥint(t)|ψI(t)⟩ the relation between the state in

the interaction picture and the Schrodinger picture is then |ψI(t)⟩ = e
iĤ0t

ℏ |ψS(t)⟩
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applied electric field. Such devices are now commonly employed, particularly in planar
waveguide geometries. We consider a nonlinear medium formed by alternating layers, in
which its second-order nonlinear susceptibility is varying along the z-axis, see Fig. 4.1:

χ(2)(z) = χ(2)
+∞∑
m=0

dme
−imkQPMz. (4.12)

with kQPM = 2π
Λ , Λ being the periodic poling length. This is a Fourier series where the

Fourier coefficients are defined by

dm = 1
Λ

∫ Λ

0
χ(2)(z)eimkQPMzdz. (4.13)

Injecting equation (4.12) in (4.5) one can recover the quasi-phasematching condition :

∆k = kp − ks − ki − kQPM (4.14)

Ajusting carrefully the poling period Λ, ∆k = 0 is now achievable.

4.1.4 Kleinman Symmetries in KTP
In the frequency domain, the second-order susceptibility establishes a link between all
possible pairs of cartesian components of the electric field, denoted as Ej(ω) and Ek(ω),
with the orthogonal component of the polarization field, represented by Pi(ω). Moreover,
it is essential to note that the susceptibility coefficients associated with this relation are
not constant but vary with frequency. Hence, we express them as χ(2)

ijk = χ
(2)
ijk(ω). In

the context of a three-wave mixing process, three frequencies play a role: ωn, ωm, and
ω3 = ωn + ωm. Explicitly, the expression of the polarization given the electric field
components is:

Pi(ωn + ωm) = ϵ0
∑
j,k

∑
n,m

χ
(2)
ijk(ωn + ωm;ωn;ωm)Ej(ωn)Ek(ωm) (4.15)

In non-linear materials, when the external field frequencies are far from any atomic res-
onance, the second-order susceptibility can be treated as frequency-independent. Addi-
tionally, assuming a lossless medium, the third-order tensor χ(2) exhibits full permutation
symmetry. This symmetry condition implies that the frequency arguments of the non-
linear susceptibility can be interchanged freely, as long as the corresponding cartesian
indices are also interchanged simultaneously. For example, it can be demonstrated that:

χ
(2)
ijk(ω3 = ω1+ω2;ω1;ω2) = χ

(2)
jki(ω1 = ω3+ω2;ω2;ω3) = χ

(2)
kij(ω2 = ω3+ω1;ω3;ω1) (4.16)

The aforementioned outcome is commonly referred to as the Kleinman Symmetry con-
dition. This condition enables us to express the susceptibility tensor in a more compact
form, which involves using a 3 by 6 matrix dil. The matrix is typically denoted as follows:

dil = 1
2χ

(2)
i(jk) (4.17)

jk 11 22 33 23,32 31,13 12,21
l 1 2 3 4 5 6
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So we end up rewriting the components of the nonlinear process in the frequency domain,
taking into account symmetry conditions

PxPy
Pz

 = 2

d11 d12 d13 d14 d15 d16
d16 d22 d23 d24 d14 d12
d15 d24 d33 d23 d13 d14




E2
x

E2
y

E2
z

2EyEz
2ExEz
2ExEy


(4.18)

This work uses two nonlinear materials: Lithium Niobate (LN) for SHG and Potassium
Titanyl Phosphate (KTP) for SPDC. In both cases, the susceptibility tensor experiences
can be significantly simplified, for example3

dKTP =

 0 0 0 0 d15 0
0 0 0 d24 0 0
d15 d24 d33 0 0 0

 (4.19)

These tensors play a crucial role in showing the allowed processes within the crystals. For
example, if we consider a mixing process involving two input frequencies, where one is
polarized along the x-axis and the other along the y-axis, the induced polarization will be
oriented along the x-axis. This alignment is due to the fact that only the term d15 couples
this specific combination. This specific combination corresponds to a type-II Parametric
Down-Conversion (PDC) process, wherein a pump photon polarized along the x-axis
splits into two photons; one polarized along x and the other along y. Similar conclusions
can be derived from other field combinations and nonlinear effects. Furthermore, we
emphasize the significance of the crystal-cut, as it establishes a relation between the
crystal’s propagation axis, the transversal directions and the cartesian axes used when
constructing the susceptibility matrix. A different crystal-cut leads to a repositioning of
the coefficients in the d matrix. Hence, it becomes crucial to consider the crystal-cut when
designing experiments involving nonlinear bulk crystals or waveguides. Looking now in
closer details at the values of dKTP [Crystals, 2016] the most significant one, by nearly
an order of magnitude, is d33 corresponding to a type-0 process, a scenario where the
signal and idler photons are degenerate and present the same polarization as the one of
the input pump. Thus when studying the interaction hamiltionian in 4.1.5 we will focus
our study on a type-0 scenario.

4.1.5 The supermode basis
In section 4.1.2 we derived the Hamiltonian of interaction of the SPDC process, equation
(4.10), as a function of the JSA acting on all pairs of creation and annihilation operator
(â†
s(ωs), â†

s(ωi)) where ωs + ωi = ωp. This expression gives a little bit of intuition on
what happens during the physical process will all frequency components of the pump
downconverting to couples of new entangled signal and idler frequencies. Yet, we need
to study more extensively the behaviour of the JSA to have a full characterization of
the physical process. A very intuitive tool we introduced in chapter 1 when dealing with

3The matrix dKT P here consider x as the propagation axis.
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bipartite systems is the Schmidt decomposition. Applying it to the JSA permits to rewrite
it in a unique way where signal and idler fields are a sum of decoupled modes.

J (ωs, ωi) =
∑
k

√
λkhk(ωs)gk(ωi) (4.20)

{λk}k are the Schmidt coefficients. From here we can easily derive a new set of operators
{Ak, Bk} that are the creation and annihilation operators of a new basis that we call
supermode basis.

Â†
k =

∫
dωshk(ωs)â†

s(ωs)

B̂†
k =

∫
dωigk(ωi)â†

i (ωi)
(4.21)

In the specific case of type-0 SPDC, the two laters output field are made indistinguishable
meaning that Â†

k = B̂†
k for all k and therefore the quantum state after the waveguide is :

|Ψ⟩ = exp
( 1
iℏ

∫ +∞

−∞
Ĥint(t)dt

)
|0⟩

= exp
(∑

k

√
λkC

(
Â†
k

)2
+ h.c.

)
|0⟩

=
∏
k

ŜÂk

(
C
√
λk
)

|0⟩

(4.22)

with C = −2ϵ0χ(2)

ℏ . Here we clearly identify that SPDC with ultra short pulses of light
is able to produce a set of squeezed vacua in the spectral domain. Thus the covariance
matrix of our state in the supermode basis Σsup is diagonal. In the degenerate scenario
the Schmidt coefficients {λk}k characterize the squeezing distribution in the multimode
quantum state and give access to the number of squeezed mode of light via the Schmidt
number K = 1∑

k
λ2

k

[Brecht, 2014].

4.2 Numerical simulation

4.2.1 Joint-Spectral Amplitude
An analytical diagonalization of the JSA in the gaussian approximation was perform
in [Patera et al., 2009]. In most of the cases however, we cannot find an analytical
solutions for this Hamiltonian, thus numerical simulations were performed in order to
predict the properties of the independent squeezed modes at the output of the waveguide.
We found an optimal configuration for a waveguide length of 15 mm, cross-section of
3 × 3 µm and poling period Λ = 13.4 µm. By optimal, we mean a cross-section allowing
at most one spatial mode at telecom wavelength and with a good balance between the
number of squeezed modes and the spectral size of such supermodes. Indeed too many
modes, would decrease the quantity of squeezing per mode and very large mode would be
hard to detect in terms of bandwith accessible to our Local Oscillator [Roman-Rodriguez
et al., 2023,Kouadou et al., 2023]. We give more details about it in the chapter 5. Using
Sellmeier’s equation, we computed the wavevector mismatch ∆k and thus the phase-
matching function ϕ(ωs, ωi). We then used the experimentally measured FWHM from
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Fig. 4.2 Numerical simulation of the independent squeezed states.
Left: JSA function, Right: First three frequency modes, resembling Hermite-
Gauss and the distribution of the Schmidt coefficients for every supermode.

the SHG spectrum, see 3.4.2 to compute the JSA. The results are shown in Fig. 4.2. A
number of about 34 modes is expected with the Schmidt distribution, {λk}, shown in
the figure. The first three frequency modes, similar to Hermite-Gauss modes, are also
shown [Roman-Rodriguez et al., 2021].

4.2.2 Covariance matrix analysis
The earlier method successfully addressed the issue of determining the supermodes and
their corresponding relative squeezing values directly from the Hamiltonian, which char-
acterizes how the system evolves differentially over time. While it yields the same physical
outcomes, there are instances where it’s more convenient to work with the input-output
relationships that pertain to the system’s evolution for a finite period or its progression
through a finite crystal length. The primary advantage of this approach is its simplicity
in deriving the covariance matrix of the output state, which encodes information about
its noise characteristics [Arzani et al., 2018]. Let’s consider the equations governing the
motion of annihilation operators in the Heisenberg picture

d
dt
⃗̂a = i

ℏ
[Ĥint, ⃗̂a] = CJ ⃗̂a† (4.23)

where J is the JSA, thus
d
dt

(
⃗̂a
⃗̂a†

)
= CJ̃

(
⃗̂a
⃗̂a†

)
(4.24)
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where
J̃ =

(
0 J

J ∗ 0

)
(4.25)

Solving for (4.24) then leads to(
⃗̂a(t)
⃗̂a†(t)

)
= exp(CJ̃ t)

(
⃗̂a(0)
⃗̂a†(0)

)
(4.26)

and in the canonical operators point of view to ⃗̂
X(t)
⃗̂
P (t)

 = σ0

(
1 i1
1 −i1

)†( ⃗̂a(t)
⃗̂a†(t)

)

= σ0

(
1 i1
1 −i1

)†

exp(CJ̃ t)σ0

(
1 i1
1 −i1

)
︸ ︷︷ ︸

S

 ⃗̂
X(0)
⃗̂
P (0)

 (4.27)

And the final covariance matrix in what we call the frexel basis is

Σω = 1
2SS

T (4.28)

Thus from the JSA computed numerically in Fig. 4.2, we can derive the expected covari-
ance matrix in the frequency domain discretizing with small frequency interval i.e. a high
number of frequency bands. This is the case of Fig. 4.3 where we discretized over 64 fre-
quency bands and ploted respectively Σxx and Σpp. The overall shape of the covariance
matrices is interesting to comment. Indeed, it appears as if the correlations inside the
down-converted spectrum would be built pairwise with respect to the central frequency.
In practice, this is not exactly true and we adress this in the next section using the PPT
entanglement criterion. We would like to point out that this covariance matrix can be
analyzed using the Bloch-Messiah decomposition, which was introduced in Section 1.4.2.
This decomposition ultimately results in the expected supermodes

4.2.3 Peres-Horodecki Criterion

The Peres-Horodecki criterion [Horodecki et al., 2009], is also known as the Positive Partial
Transpose (PPT) criterion. It provides a necessary and so practical condition to determine
whether a given quantum state shared between two or more systems is separable. In
particular we use its extension to the continuous variables regime introduced by [Simon,
2000]. To compute the PPT value, we split the state spectrum into 8 frexels. The PPT
value is calculated for each of the 127 potential bipartitions, representing various ways of
arranging the 8 frequency bands into two distinct sets, some examples are shown in Fig.
4.4. The test is based on a partial transpose operation on the state’s density operator,
which transforms its covariance matrix Σω into Σ̃ω = PΣωP using the operation P.
This operation alters the sign of the p coordinate for one of the bipartitions. A necessary
requirement for the state to be separable is given by the condition P = Σ̃ω−iΩ ≥ 0, where
Ω has the symplectic form. It means that if one eigenvalue of P is negative then the state
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Fig. 4.3 Numerical simulation of the covariance matrix.

Fig. 4.4 Bipartition example. 4 of the 127 possible bipartitions of the spec-
trum are represented, a bipartition does not necessary has the same number of
frequency bands on each side.



4.2 Numerical simulation 77

Fig. 4.5 PPT criterion applied to all 127 possible bipartitions out of
the 8 frexels. The values are obtained from the numerical JSA computed.

is not separable. For each possible bipartition we thus compute the minimum eigenvalue
of P which we call the PPT value [Medeiros de Araújo et al., 2014,Kouadou et al., 2023]).
The result is shown in Fig. 4.5 where we see that, in a scenario without loss, inseparability
holds for all bipartitions. The only point that is non-negative corresponds to the trivial
bipartition where the all the frequency bands belong to one party. This conclusion is very
appealing for us as we want to use such state for quantum communication protocols. It
means that this ressource can be demultiplexed in frequency and we can distribute the
entanglement through the different frequency bands. This conclusion will be at the core
of Chapter 6.
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Through this chapter we report on the experimental demonstration of a source that
generates spectrally multimode squeezed states of light over the infrared C-Band. This is
achieved using a single-pass Spontaneous Parametric Down Conversion (SPDC) process in
a periodically-poled KTP waveguide that is pumped with the second harmonic of a fem-
tosecond laser. A first version of the experiment was mounted with Victor R. Rodriguez
in 2021. Early results were reported in his Ph.D manuscript in 2022 [Román Rodríguez,
2022]. Then, I mounted a second version of the experiment, improving the detection
setup by adding a waveguide on the Local Oscillator path for spatial mode-matching and
improving the selection and coupling of the pump inside the waveguide. I performed the
most recent characterization of the source and the result have given a common publication
where both Victor and I are first author [Roman-Rodriguez et al., 2023].

We begin this chapter by introducing the reader to mode selective homodyne measure-
ment. We then give a proper characterization of the waveguide chip as well as a roadmap
on how to identify the appropriate waveguides. Our measurements then show significant
squeezing in more than 21 frequency modes, with a maximum squeezing value over 2.5
dB1. Moreover, we demonstrate multiparty entanglement across 8 individual frequency
bands by reconstructing the covariance matrix of their quadratures. Finally, we use the
reconfigurable mode-selective homodyne detection to mold the output into cluster states
of various shapes.

5.1 Principle of mode selective homodyne measurement

5.1.1 A projective measurement

One standard approach to reconstruct a spectral field is the use of coherent detection.
In particular homodyne detection is a standard technique used to efficiently recover the
amplitude and phase of a modulated light beam in quantum physics [Grynberg et al.,
2010]. The signal to measure is mixed on a balanced beam splitter with a bright local
oscillator (LO), then directed to two photodiodes. The homodyne signal result from the
subtraction of the two photocurrents, see Fig. 5.1. Let’s consider two fields with their
operators, ˆ⃗

Es(r⃗, t) associated to the signal to be measured and ˆ⃗
ELO(r⃗, t) our bright beam

named Local Oscillator (LO). More precisely, we can decompose our signal state in a basis
made of decoupled transverse and longitunal modes and assume our Local Oscillator to
be a bright coherent state i.e. it can be describe by a dominant term in the mean-field
basis2. To simplify slightly, we assume that the fields have perfect polarization overlap,
thus we drop this term.

ˆ⃗
E(+)
s (r⃗, t) =

∑
i,j

âi,j,sg⃗
⊥
i,s(r⃗)u⃗j,s(t)

ˆ⃗
E

(+)
LO (r⃗, t) = αLOg⃗

⊥
LO(r⃗)u⃗LO(t)

(5.1)

1A proper definition of this quantity is given in 5.1.2
2The mean-field basis means that we can effectively write ˆ⃗

E
(+)
LO (r⃗, t) = αLO g⃗

⊥
LO(r⃗)u⃗LO(t) +

E0
∑

n
δân,LO g⃗

⊥
n,LO(r⃗)u⃗n,LO(t) with δân,LO = ân,LO − ⟨ân,LO⟩ ≪ ⟨ân,LO⟩ Since the operators δân,LO

are zero-mean, we can write the LO field keeping only the dominant term
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Fig. 5.1 Homodyne detection scheme.

While the local oscillator is traditionally considered as a single mode classical field, we
will denote it as a quantum operator only during the derivation, yet dropping the hat
notation off the scalar αLO for lisibility. We can then compute the total complex electrical
field in the two arms of the homodyne setup after the beamsplitter

ˆ⃗
Etot(r⃗, t) = 1√

2

(
ˆ⃗
Es(r⃗, t) ± ˆ⃗

ELO(r⃗, t)
)
. (5.2)

Each arm is then converted to a photocurrent. To do so, we introduce first the quantum
intensity operator [Loudon, 1983a]

Î(r⃗, t) = 2ϵ0c ˆ⃗
E(−)(r⃗, t) ˆ⃗

E(+)(r⃗, t) (5.3)

and the photocurrent operator from the photodiode is proportional to the responsivity R
of the detector during the impulsion duration with detector temporal response r(τ) and
over all the photodetector surface S:

î(t) = R
∫
S

dxdy
∫
T

dτr(τ)Î(r⃗, t− τ) (5.4)

Moreover, the temporal response of the photodiode is typically a gate function of much
longer duration than the pulse duration (tens of nanoseconds versus tens of femtoseconds
in our case) meaning that this quantity can be considered approximately 1 during the
process. The homodyne photocurrent is obtained after the two photocurrents from the
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photodiodes is subtracted.

îhom(t) ∝ î3(t) − î4(t)

îhom(t) ∝
∫
S

dxdy
∫
T

dτ ˆ⃗
E(+)
s (r⃗, t− τ) ˆ⃗

E
(−)
LO (r⃗, t− τ) + h.c

(5.5)

Now replacing inside (5.5) the field by their expressions in (5.1) we can rewrite the full
homodyne signal as :

îhom(t) ∝
∫
S

dxdy
∫
T

dτ
∑
i,j

âi,j,sg⃗
⊥
i,s(r⃗)u⃗j,s(t)α∗

LOg⃗
⊥∗
LO(r⃗)u⃗∗

LO(t) + h.c

îhom(t) ∝ α∗
LO

∑
i,j

âi,j,s

(∫
S

dxdyg⃗⊥
i,s(r⃗)g⃗⊥∗

LO(r⃗)
)(∫

T
u⃗j,s(t)u⃗∗

LO(t)
)

+ h.c
(5.6)

and so the homodyne signal is proportional to the overlap integrals, spatially and tem-
porally, between the signal and the LO modes. This overlap integral is also sometimes
called coherence Γ of the field. Assuming now a perfect spatial overlap and that we can
select the temporal mode of the Local Oscillator to be precisely the kth signal temporal
modes, doable via pulse shaping technique presented in Chapter 3, then (5.6) reduces to

îhom(t) ∝ α∗
LOâk,s + αLOâ

†
k,s (5.7)

with αLO =
√
NLOe

iθ carrying the information of the mean field amplitude (in terms of
photon number NLO) and relative phase between signal and LO θ we can rewrite (5.7) in
terms of field quadratures in a rotated phase space

îhom(t) ∝
√
NLOX̂k,s(θ)

îhom(t) ∝
√
NLO

(
X̂k,s cos θ + P̂k,s sin θ

) (5.8)

The scan of the relative phase θ permits to access the value both quadratures X̂k,s and
P̂k,s associated to the kth mode. Homodyne measurement, coupled to a temporally re-
configurable local oscillator, is mode-selective and permits to measure both quadratures
of the signal field. Such measurement technique has also the avantage of amplifying the
quadratures signal to be measured by the Local Oscillator intensity NLO.

5.1.2 Sideband squeezing measurement
In the previous part we have shown how the photoelectric current produced by homodyne
detection is proportional to the quadrature of the signal field. Yet, coming back to
squeezing, the main quantity of interest is the variance of the quadrature. Accessing this
quantity is done, in this manuscript, with a spectrum analyzer which display the power
spectral density (PSD) defined as

S(Ω) =
∫

dτ⟨∆i(t)∆i(t+ τ)⟩eiΩτ (5.9)

where ⟨∆i(t)∆i(t+τ)⟩ = ⟨i(t)i(t+τ)⟩−⟨i(t)⟩⟨i(t+τ)⟩ is the photocurrent autocorrelation
function. In a stationary regime, [Fabre, 1997] shows how the PSD is linked to the variance
of i(t)

∆2i =
∫ +∞

−∞
∥f(Ω)∥2 S(Ω)dΩ

2π (5.10)
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where f(Ω) represent a linear filtering process in the Fourier space, characterizing the
finite bandwidth of the detection process. Thus in the specific case of a narrowband pass
filter of frequency δf centered around the pulsation Ω0, (5.10) reduces to

∆2i = 2δfS(Ω0) (5.11)

and thus, combining (5.11) with (5.8) the filtered PSD is proportional to the variance of
the quadrature signal. Defining K0 to be the proportional factor we get

S(Ω0) = K0∆2X̂k,s(θ). (5.12)

Note that, in this specific situation K0 is independent of the signal field measured. Thus,
we can experimentally acces K0 by measuring the signal of the vacuum state (experimen-
tally by simply blocking the signal to be measured, leaving the entry of the beamsplitter
to be the vaccum). This quantity is denoted as the ’shot noise’. Finally

∆2X̂k,s(θ) = S(Ω)
S(Ω)vac

(5.13)

where
S(Ω)vac = K0∆2X̂vac = K0 (5.14)

In a spectrum analyzer, such final filter δf that is applied to the input signal is given by
the resolution bandwidth (RBW) with a minimum span. Finally, it is common to present
such quantity in decibel

∆2X̂k,s(θ)dB = 10 log10

(
S(Ω)
S(Ω)vac

)
(5.15)

when S(Ω) < S(Ω)vac, we say that the quadrature variance ∆2X̂k,s(θ)dB is squeezed below
the shot noise limit.

5.2 Waveguide characterization
Through this section we present the central element of our experiment in more details.
As in Chapter 4 we call pump the pulse at 780 nm that enters into the waveguide for
the purpose of squeezing production at 1560 nm. Moreover, for the alignment of the
experiment and the characterization of the source we also couple into the same waveguide
a small portion of the inital laser at telecom wavelength (introduced in Chapter 3). This
pulse is called seed in the rest of the manuscript.

5.2.1 Chip features

From the numerical JSA computed in Chapter 4 we also derived the required physical
parameters (dimension of the waveguide, length, poling period) [Roman-Rodriguez et al.,
2021]. Advr inc. manufactured the waveguide according to these parameters, they sup-
plied us with a chip, shown in Fig. 5.2, 15 mm in length and 1.5 mm in width, containing
30 waveguides organized into 5 groups of 6 waveguides with cross-sections dimension of
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Fig. 5.2 Schematic of the waveguide chip provided by AdvR. Each group
contains 6 waveguides of cross-section 2 µm, 3 µm and 4 µm.

2, 3 and 4 µm3. Each of these 30 waveguides exhibits unique performance characteristics
that require evaluation before proceeding with the experiment. This is due to the fabri-
cation process not being fully deterministic. A full characterization of the chip was done
in [Román Rodríguez, 2022]. I will show in the following section what are the important
criteria we used to chose the waveguide for the experiment.

5.2.2 Input-output coupling efficiency

A first, quite obvious, parameter of interest is the ability to couple light inside the waveg-
uide. The efficacy of coupling mechanisms directly impacts the overall performance of
our setup in terms of nonlinear interaction. A well-designed coupling interface not only
optimizes the injection of light into the waveguide but also minimizes losses and distor-
tions. Achieving this balance involves meticulous choice of the input/output components,
such as achromatic lenses, tailored to match the modal properties of the waveguides. In
Fig. 5.3 we present the results of coupling efficiency for both pump and seed realized
independantly. Another important point comes when we now need to couple, at the same
time, both seed and pump inside the same waveguide, either for parametric amplification,
see 5.2.4, or simply for alignment of the detection setup. We need to take into account the
focal shift between the two beams, meaning that the focusing with the same lens won’t
happen precisely in the same plane due to the wavelength dependancy of the refractive
index. From a practical point of view, we prioritize the coupling of the pump into the
waveguide as the squeezing is directly proportionnal to it. Moreover we want to have a
good control over the nonlinear process that is dependent on the spatial mode coupled
into the waveguide. On the seed side a degraded coupling is not that problematic. Too
large power is even detrimental as in parametric amplification we should avoid pump
depletion. Moreover the waveguide is designed to be monomode spatially for the telecom
wavelength and, having a seed that is less powerful than the pump reduce the risks of
damaging the coating of the chip.

3A group of 6 waveguides is organized in the following order of cross-sections: 2, 3, 4, 2, 3, and 4 µm.
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Fig. 5.3 Coupling efficiency at pump and seed wavelengths for every waveg-
uide measured along the chip. In all cases the polarization was set to vertical to
prevent frequency conversion.

5.2.3 Second Harmonic characterization

The SHG characterization of our waveguides was performed by coupling them to the C-
band wavelength (1560 nm). A measurement of the spectrum of the second harmonic field
produced by the C-band input gives an estimate on the homogeneity of the waveguide
along the propagation direction. We look for a sinc-like function corresponding to the
Fourier transform of a square non-linear profile, that is expected for a homogeneous
structure, see Chapter 3.4. We show in Fig. 5.4 the second harmonic field measured from
two waveguides, identical in dimension, and in the same group of the chip. The result is
quite clear by eye: the SHG profile of waveguide N is much closer to a sinc function than
waveguide N+3. Experimentally the waveguide N does not present a better coupling or
better nonlinear coefficient, yet the purity of the non-linear process appears to be better.
The amount of second harmonic field produced from the telecom input gives an estimate
on the order of magnitude of the nonlinear coefficient of the waveguide.

5.2.4 Phase sensitive amplification

Prior to any squeezing measurement, we built a degenerate Optical Parametric Amplifier,
or OPA, by pumping the waveguide with both seed and pump. The seed is taken at low
power (≈ 100 µW ) to avoid pump depletion and unwanted cascaded frequency conversion.
The phenomenon of parametric amplification can be observed as a modulation of the seed
amplitude at the output of the waveguide, depending on the relative phase ϕ between the
seed and the pump fields. Indeed, in the scenario of a single-mode OPA, considering the
seed as coherent state |α⟩ with α = |α|eiϕ, the number of photons inside the seed before
the waveguide is

Nin = |α|2 (5.16)
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Fig. 5.4 Second Harmonic characterization. Measured spectra for two
different consecutive waveguide identical in dimension.

whereas after interaction with the down-converted pump inside the waveguide the number
of photon is [Gigan, 2004]

Nout = |α|2 [cosh(2r) + sinh(2r) cos(2ϕ)] (5.17)

where r is the squeezing factor introduced in Chapter 1.4. This measurement shows the
existence of parametric gain G = Nout

Nin
in our waveguides. In particular when ϕ = 0

the gain is e2r (maximum amplification) and when ϕ = π
2 the gain is e−2r (maximum

deamplification). Such amplification and deamplification of the seed is a precondition of
squeezing generation, even though the levels of multimode squeezing cannot be predicted
in this way as we derived the gain in a monomode scenario. The extrema of the parametric
gain, G±, can be approximated, for a single-mode OPA, with the characteristics of our
system as [Serkland et al., 1995,Umeki et al., 2011]:

G± ∼ exp
(
±2
√
ηPSAP

)
, (5.18)

where P is the pump power and ηPSA is the parametric efficiency. Ideally, the minimum
deamplification, G−, should be symmetric with respect to G+, although a disparity be-
tween the two has been reported when using pulsed lasers, and attributed to a distortion
of the spatial or temporal profile inside the nonlinear material [La Porta and Slusher,
1991]. The disparity appears at sufficiently high power density in the material. Fig. 5.5
shows the parametric gain measured as a function of the pump power. The data fits well
Eq. (5.18) and gives two values for the parametric efficiency due to their asymmetry. How-
ever, a measurement of the second harmonic efficiency in the same nonlinear waveguide
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Fig. 5.5 Parametric gain vs pump power. Extrema in the modulation of
the amplitude for the degenerate OPA, fit to Eq. ((5.18)) gives the parametric
efficiency, related to the total squeezing level.

gives an efficiency of ηSHG = 0.33 W−1, which is in good agreement with the extracted
parametric efficiency for the deamplification. Nevertheless this elementary model tells us
about the functioning of the source only, and does not take into account the temporal
profile of the seed u⃗seed(t) which in the end is the one that either amplified or deamplified.
A more sophisticated model would derive a mean gain over the temporal profile of the
seed

⟨G±⟩ =
∫ T

−T
G±(t)useed(t)dt

=
∫ T

−T
exp

(
±2
√
ηPSAP (t)

)
useed(t)dt

(5.19)

Then by shaping in the temporal domain the seed, we could measure the gain associated
to different temporal modes that are relevant in our multimode quantum source, as was
done in [Huo et al., 2020]. Overall, the conclusion of the phase sensitive experiment is
that, at pump powers of few mW, we can expect at least some dB of squeezing in our
multimode states.
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Fig. 5.6 Experimental scheme for the generation of the multimode
states. A telecom wideband (bandwidth around 55 nm) pulsed laser is up
converted to its second harmonic with a ppLN crystal and then coupled to a
nonlinear ppKTP waveguide. Type 0 SPDC interaction generates squeezing in a
set of independant frequency modes. Each mode is addressed individually with
homodyne detection, where the LO is shaped spectrally with the use of a pulse
shaper.

5.3 Experimental realization of a multimode squeezing source

5.3.1 Description of the experiment

The experimental setup for generating multimode squeezed states is illustrated in Fig. 5.6.
We start with a broadband femtosecond laser, introduced in Chapter 3 that emits light
pulses with the following properties: bandwidth of approximately 55 nm in FWHM, pulse
duration about 57 fs, repetition rate of 100 MHz, and power output of around 500 mW.
This laser is centered at a wavelength of 1560 nm.

A portion of this laser’s is directed towards our periodically poled Lithium Niobate
(ppLN) crystal, presented in 3.4, designed for second harmonic generation. After passing
through the ppLN crystal, we recall that the light bandwidth is approximately 2 nm, with
a central wavelength of 780 nm. This second harmonic field is our pump.

Next, the pump is coupled into a single-mode, rectangular, nonlinear waveguide made
from periodically poled Potassium Titanyl Phosphate (ppKTP). This waveguide down-
converts the pump field to C-band4 telecom wavelengths and generates the multimode
squeezed states.

On the other side, a big fraction of the original power from the laser is sent to a pulse
shaper, described and characterized in 3.3, in order to generate a spectrally configurable
LO. The LO is then passed through another ppKTP waveguide (identical in dimensions)

4In infrared optical communications, C-band (C for "conventional") refers to the wavelength range
1530–1565 nm, which corresponds to the amplification range of erbium doped fiber amplifiers (EDFAs).
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Fig. 5.7 Multimode Squeezing Curves. Left : We summarize, for each
Hermite-Gauss mode (supermode) the quantity of squeezing and anti-squeezing
measured experimentally. The shot noise stands as reference (0 dB). For each
mode, the red area represents the part of the spectrum not accessible to our
Local Oscillator. Top Right : Measurement in the ‘flat’ mode basis. Down right:
A zoom on the necessary spectral range for mode HG20.

before mixing it with the quantum signal. This is done to spatially match the LO and the
signal, effectively decreasing losses in the detection. The signal field from the waveguide
and the LO are mixed and directed to separate photodiodes, whose electrical outputs are
subtracted to obtain the homodyne signal.

5.3.2 Multimode squeezing measurement

a) Hermite-Gauss modes characterization

Fig. 5.7 summarizes the squeezing values obtained in each of the measured modes, where
the shot noise stands as reference (0 dB). The quadrature noise was measured as a function
of the relative phase between the signal and the LO, for different LO spectral shapes, via
a spectrum analyzer.

We first performed the experiment by projecting the states into the family of Hermite-
Gauss (HG) modes. The particular family we used, derived from the numerical simulation
performed in Chapter 4, is defined by a fundamental HG0 mode with 45 nm of FWHM
(in amplitude). A complete description of this family can be found in Appendix A.
The squeezing values were obtained by averaging 15 maxima/minima over every single
Hermite-Gauss mode, performing homodyne detection with a linear phase shift in time
via a piezoelectric mirror. The acquisition is monitored by the ascending signal ramp (∼
300 mHz) applied to the piezo electric such that it always starts with the same phase
reference. This detail is especially important for the covariance matrix reconstruction in
the next section. One example of squeezing traces is depicted in Fig. 5.8 for the first
mode, full data acquistion can be found in Appendix A. The mean squeezing and anti-
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Fig. 5.8 Squeezing trace for the projection onto the first Hermite
Gauss mode. The average squeezing and anti-squeezing values are shown as
the dotted red and green horizontal lines. One point is ignored on purpose as
the local maxima is due to the piezo electric mirror changing direction.

squeezing values where computed after applying a Savitsky-Golay filter to smooth the
data without distorting the signal and avoiding unwanted local extrema. Typically the
local extrema are generated by the piezoelectric mirror when changing direction and so
were intentionally ignored. The asymmetry between squeezing and antisqueezing levels
(typical values are -1.0 dB for squeezing and 1.4 dB for antisqueezing), is attributed to
experimental optical losses. The complete characterization of optical losses is done in the
5.3.3, still we can already highligh that the main loss source is the non-optimal spatial
mode-matching between the signal and LO optical modes.

b) The flat-mode basis

Furthermore, we projected the states into a basis of a form of orthogonal and flattened
HG modes that we call flat modes. For such modes we observed larger squeezing values -
with more than 2 dB of squeezing up to the 4th mode - than for the HG modes. The flat
modes and their squeezing level are shown in the right side of Fig. 5.7. This result implies
that the HG basis shown on the left side of Fig. 5.7 is not the family of supermodes, since
those should be the most squeezed modes in the system by definition.
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Fig. 5.9 First 4 Hermite-Gauss modes measured (blue) and the corresponding
spectral flat modes (orange).

The spectral flat mode basis is orthogonal, taking advantage of even and odd symme-
tries for the subsequent mode functions. It was specifically designed to resemble the first
4 Hermite-Gauss modes, so that the spectral width of each flat mode was obtained by
minimizing the l2 norm distance to the corresponding Hermite-Gauss modes in intensity.
Fig. 5.9 shows the 4 flat modes constructed and implemented in the experiment, together
with the first 4 Hermite-Gauss modes from the supermode basis.

Further evidence that the tested HG modes are not the family of supermodes is given
by the covariance matrix measurements in the next section, showing that the spectral
widths of the theoretically predicted HG modes are probably underestimated. We there-
fore expect that the measured squeezing values in Fig. 5.7 constitute a lower bound for the
potential squeezing that can be achieved with larger mode-matching visibilities and with-
out optical clipping. This is also witnessed by the significant asymmetry in the squeezing
and antisqueezing values measured in the flat mode basis.

To summarize the above discussion, Fig. 5.7 demonstrates the experimental realiza-
tion of an optical multimode squeezed state composed of at least 21 frequency modes,
with reasonable margin for improvement, and that can be used for quantum information
protocols.

c) Optical clipping in the pulse shaper

Fig. 5.7 also shows the spectral shapes set in the LO pulse shaper to measure the cor-
responding squeezing values. A detrimental effect in our setup is what we call optical
clipping, which arises due to the limited size of the cylindrical mirror responsible for
focusing the light beam onto the SLM for pulse shaping. Since the beam comes from
a refractive element (a grating), some wavelengths at the extremes of the spectrum are
therefore cut off. Due to this effect, the LO spectral extremes cannot be used in homo-
dyne detection (the corresponding clipped regions for the different modes are shown in
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red in Fig. 5.7).
It means that a perfect spectral overlap between the signal and the LO shaped as one

of the supermode is not practically doable at the time of the measurement, but considering
the full wavelength range spanned by our laser it should be possible. Moreover this was
more evident when considering higher order supermodes, which are known to be broader
spectrally.

Due to the optical clipping, the cut HG modes in which we project our state are
technically not orthogonal anymore. The dimension of the subspace spanned by the
modes shown in Fig. 5.7 is nevertheless close to 21 HG modes. This number depends on
the dimensionality of the vector space spanned by the non-orthogonal modes. In order to
account for that, we evaluate the rank of the matrix composed by these modes performing
a singular value decomposition on the set of 21 vectors. The non-zero singular values
count the number of linearly independent modes and hence the dimension of the space we
are looking for. The singular values resulting from the decomposition is summarized in
Table 5.1. Since this is a numerical computation, we need a somewhat arbitrary criterion

Table 5.1: Singular values obtained from clipped Hermite-Gauss modes used
in the experiment.

Singular Value 0 1 2 3 4 5 6 7 8 9 10
1.42 1.40 1.31 1.28 1.21 1.19 1.18 1.12 1.09 1.08 1.02

Singular Value 11 12 13 14 15 16 17 18 19 20
0.99 0.97 0.94 0.90 0.84 0.60 0.30 0.08 0.02 0.005

to give a whole number indicating the dimension of our vector space from this result. In
our case, we obtain the dimension of the vector space by accounting for singular values
that are at least 10% of the highest one. This criterion gives us 18 linearly independent
modes. The value being close to the 21 Hermite-Gauss modes indicates that the optical
clipping did not have a large impact in reducing the dimensionality of the modes measured
in the experiment.

5.3.3 Practical homodyne measurement
The homodyne measurement was performed with a detector designed and manufactured
at C2N5, including the two photodetectors and the transimpedance circuit outputting the
homodyne electrical signal. The total homodyne efficiency, ηh, can be calculated following
the beam-splitter model developped in Chapter 2.1. It results in the following terms:

ηh = ηPD · ηel · ηopt · ηmod, (5.20)

where ηPD is the photodetector’s efficiency (around 85% in our case), ηopt is related to
the optical losses in the homodyne circuit (< 2% in our case), ηmod is the mode matching
efficiency, i.e., how close are the LO and the signal in terms of polarization, spatial and
temporal profile when interfering, and ηel is the efficiency associated to the electronic
noise. Let’s give a bit more detail about the different losses.

5Centre for Nanosciences and Nanotechnologies in Paris Saclay.
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a) Optical losses on the signal

This stands for all potential losses than can happen before the homodyne detection due
to optics imperfections. It is probably the easiest loss to evaluate experimentally, we can
take advantage of the seed, more precisely its intensity at the output of the waveguide
and compare it with the intensity after all optics before the photodiodes. In our case we
limited drastically the optics quantity in that path, thus the near unity result in terms of
efficiency mentioned above.

b) Electronic noise

We have seen in 5.1 that an ideal homodyne signal permits, in principle, to measure the
quadrature of the signal field ihom(t) = α(t)q̂s(t) with α(t) being the strong matching
mode reference field. We can make a preliminary observation regarding the dependence
of the measured quadratures on the mode of the Local Oscillator (LO). In other words,
the specific temporal mode that is measured is determined by the mode of the LO. Still
this formula stands with the assumption of perfect photodiodes response, free of electronic
noise. In practice we model the homodyne signal as :

îhom(t) =
∫
T
Îe(τ)dτ + R

∫
S

dxdy
∫
T

dτr(τ)Î(r⃗, t− τ)

= îe + R
∫
S

dxdy
∫
T

dτr(τ)Î(r⃗, t− τ)
(5.21)

where ie is the electronic noise contribution 6 [Appel et al., 2007]. From Eq.(5.21) we
can see the impact of the electronic noise is minimized by raising the power of the local
oscillator and the amplifier gain. However, practical possibilities of increasing the gain
without proportionally increasing the electronic noise are limited. The Local Oscillator
power must also be restricted to avoid saturation of the photodiodes and eliminating the
classical noise. The electronic efficiency can be written as [Kumar et al., 2012],

ηe = 1 − ⟨̂i2e⟩
⟨̂i2hom⟩

= 1 − 1
SNR (5.22)

with SNR the signal to noise ratio, i.e., the ratio between the shot noise at a certain input
intensity and the value in the absence of any input signal (electronic noise). Note that
the ability to express the electronic noise as a loss in the setup is a specific property of
homodyne detection, in general the electronic noise of a photodetector cannot be expressed
in such a simple way. We measured the best Signal-to-Noise Ratio (also called clearance,
if one measures it in dB) at a demodulation frequency of 2 MHz, where the clearance C
was about 20 dB at 2 mW of input power and is accessed by comparing the electronic
spectra in presence and absence of Local Oscillator

C = Se(ν)
S(ν) (5.23)

where S(ν) is defined in 5.1.
6Any non-desirable ambient noises, dark current noises from the photodiodes and the intrinsic noise of

the amplifiers fall under the umbrella of electronic noise.
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Fig. 5.10 Clearance of our homodyne detector. Experimental charac-
terization of the homemade balanced homodyne detectors. We progressively
increased the LO power until saturation to access the maximum clearance, dou-
blind the power everytime to ensure that the detector response is linear.

c) Mode-matching efficiency with perfect spectral overlap

The coherence between the signal and Local Oscillator field in such a configuration, which
is the one of the measurements in Fig. 5.7, reaches the value of 77%. To evaluate the
Coherence we first match our seed with the quantum signal via phase-sensitive amplifica-
tion technique (described in 5.2.4), maximizing this interaction inside the waveguide sets
a reference for the spatial profile, temporal position and polarization. Then we mix the
seed and LO (at equal intensity) on the homodyne beam splitter optimizing the horizontal
and vertical alignment.

Such value was measured ensuring a perfect overlap between the seed and LO spectra
by applying a spectral filter on the seed side (1560 ± 6 nm in FWHM) and a equivalent
mask on the pulse shaper. The polarization overlap was compensated using zero-order
waveplate on the LO path. The temporal chirp was optimized by applying some chirp
on the LO. We thus explain the non-ideal coherence by residual differences between the
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Fig. 5.11 Spectral modulation inside the waveguide. Such effect appears
only when the spectral bandwidth of the seed is too large. For example, when
we apply a spectral filter of 12 nm on the seed, this modulation is not present
anymore.

spatial modes of the signal and the LO. This can be due to inhomogeneities in the two
waveguide structures that are known to appear when the waveguide is long (∼ cm scale)
[Brecht, 2014]. In terms of losses, ηmm is linked to the coherence Γ by ηmm = Γ2 [Gupta
et al., 2020]. By scanning the relative phase between the two coherent pulses we can access
the coherence by measuring the maximum and minimum intensity on a photodiode:

Γ = Imax − Imin
Imax + Imin

(5.24)

We achieved a value above 77%, leading to a mode matching efficiency of ηmm ≈ 0.6. It
has to be noted that this quantity is in principle mode-dependant, due to the supermode
being one another spectrally different, we cannot use this efficiency as a general loss in
our setup.

d) Spectral coherence

Without the presence of optical clipping described in 5.3.2 we would then expect larger
values for the measured squeezing levels due to a better spectral coherence between the
signal and the LO, thus decreasing losses during the measurement process. Another
parameter of importance to be solved is what appears to be a modulation of the LO
(and seed) spectrum when travelling through the waveguide. An example is given in
Fig. 5.11 for the seed who’s spectrum before the waveguide was the one of the laser given
in Fig. 3.4a. This phenomena still needs to be further investigated. We do not expect
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it to be present on the signal side as it appears to be power dependent. One way, for
further investigations, could be to use a Spatial Light Modulator on the LO side instead
of a waveguide for the spatial mode-matching. Another way could be to confine both the
signal and LO inside a fiber to filter the spatial mode, at the expense of substantial losses
in the signal path. This later idea is part of the experimental proposition in Chapter 6.

Finally, this modulation makes difficult the investigation on why the flat mode presents
a larger squeezing value than the expected HG modes.

5.4 Covariance matrix reconstruction

5.4.1 Reconstruction from homodyne measurement

In this section, we explain the application of homodyne detection (HD) to reconstruct the
covariance matrix of a Gaussian quantum state using a specific real mode basis {uk(r, t)}
(known as the measurement basis). However, it’s important to note that this technique
only enables partial recovery of the covariance matrix. In other words, while HD provides
valuable information about the quantum state, it does not yield a complete reconstruction
of the covariance matrix for the Gaussian state under consideration. Indeed, to use stan-
dard homodyne detection for reconstructing the covariance matrix of a Gaussian quantum
state, an assumption is necessary, which sets the amplitude-phase (xp) correlation terms
of the covariance matrix to zero. Consequently, the off-diagonal blocks of the covariance
matrix, which represent correlations between different quadrature components, become
effectively zero due to this assumption. Such property was effectively quantified in similar
experiment [Cai et al., 2021], making the assumption reasonable.

ΣQ =
(

Σxx Σxp

Σpx Σpp

)
=
(

Σxx 0
0 Σpp

)
(5.25)

Let’s focus on the reconstruction of the xx and pp blocks of the covariance matrix ΣQ

using homodyne measurements. We previously outlined the fundamental principle of
homodyne detection in 5.1. When considering a coherent local oscillator (LO) beam in
mode uk(r, t) with an amplitude α =

√
NLOe

iθ, the signal of the subtracted photocurrent
can be expressed as follows

îhom(t) = ie +
√
NLOX̂k(θ) = ie +

√
NLO

(
X̂k cos θ + P̂k sin θ

)
(5.26)

The variables X̂k and P̂k represent samples obtained from the signal quadratures in mode
uk, while ie accounts for electronic noise. By conducting a scan of the LO phase with
low speed compared to our acquisition speed, we can compute the variance over a rolling
window to obtain

∆2X̂k(θ) = NLO(cos2(θ)⟨X̂2
k⟩ + sin2(θ)⟨P̂ 2

k ⟩ + 2 cos(θ) sin(θ)⟨X̂kP̂k⟩) + ⟨i2e⟩ (5.27)

For simplicity of notation and without loss of generality we assume ⟨X̂k⟩ = ⟨P̂k⟩ = 0.
We can measure the electronic noise (dark noise) and shot noise variance separately by
blocking either all inputs or only the signal input to the homodyne detection and using
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these measures, calculate the corrected signal variance trace

∆2X̂k(θ) = ∆2X̂k(θ) − ⟨i2e⟩
NLO

(5.28)

which can be rewritten with the assumption ⟨X̂kP̂k⟩ = 0 in the following form :

∆2X̂k(θ) = ⟨X̂2
k⟩ + ⟨P̂ 2

k ⟩
2 + cos(2θ)⟨X̂2

k⟩ + ⟨P̂ 2
k ⟩

2 (5.29)

we easily access the quadratures variances by sum and differences of the amplitude and
offset of the homodyne signal directly readable on the spectrum analyzer traces. Re-
peating the procedure with all the modes {uk(r, t)} we access the diagonal terms of the
matrices Σxx and Σpp.
To reconstruct the non-diagonal terms, we gather homodyne traces where the LO mode
is shaped into all possible sums of pairs of modes from the set {uk(r, t)}. By shaping the
LO mode (using a pulse shaper) into the mode uk+uk′

2 , the corrected variance of the signal
obtained ∆2X̂k+k′(θ). We then directly access the offdiagonal terms of the covariances
matrices by :

⟨X̂kX̂k′⟩ = ∆2X̂k+k′ − ∆2X̂k + ∆2X̂k′

2 (5.30)

with a similar expression for ⟨P̂kP̂k′⟩. Hence using standard homodyne detection it is
possible to reconstruct the covariance matrix.

5.4.2 Experimental realization

In order to check the presence of entanglement, i.e., quantum correlations, in our mul-
timode state, we measured the covariance matrix in different basis from the one of the
supermodes [Brausntein and van Loock, 2005]. In particular, we used the so-called frexel
basis, which is composed of a number of equally spaced frequency bands covering the
total spectrum of the LO. This is a suitable basis, not only because it is easily accessible
via the shaping capability of the LO, but also because the frexel modes can be easily
spatially separated via dispersive elements and sent to different locations, which is nec-
essary for multiparty quantum protocols. We therefore measured the covariance matrix
that characterizes our gaussian state, in the frexel basis, using 8 equally spaced frequency
bands7.

The covariance matrix is shown in Fig. 5.12. The non-zero off-diagonal elements in the
data show the presence of correlations between the frequency bands defining the 8 frexels
in our state. This can be associated to the entanglement between the frequency bands that
can be tested via the positive partial transpose (PPT) criterion. We obtained violation
of the PPT criterion for almost all of the possible bipartitions of our system. Fig. 5.13
shows the PPT value for the different bipartitions of our covariance matrix, showing the
violation of the PPT criterion, i.e., negativity in the partial transpose matrix, in 120
bipartitions out of 128 (∼ 94%). More details about the PPT criterion applied to the
covariance matrix can be found in chapter 4.

7each frexel is about 7nm bandwidth
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Fig. 5.12 Reconstructed covariance matrix. The covariance matrix on the
left is obtained by measuring the multimode state in the frexel basis, using 8
frequency bands. On the right, we show a numerical diagonalization of the
measured covariance matrix for recovering the squeezed supermodes.

On the right of Fig. 5.12, we perform a numerical diagonalization of the measured
covariance matrix to recover the eigenmode basis, where no entanglement is present.
Thus we expect these eigenvectors to resemble discretized versions of the supermodes,
with eigenvalues related to a squeezing level value over the frequency band composing the
frexel. Overall, the numerical eigenvectors obtained in the diagonalization are in good
agreement with the theoretical prediction of approximate Hermite-Gauss modes, except
that their spectral widths are larger than the theoretically predicted modes. This is
consistent with the measurement of larger squeezing values in the flat modes basis rather
than in the theoretically derived HG mode basis, as shown in the previous section.

The numerical diagonalization of the covariance matrix gives back the supermode basis
where there are no quantum correlations. We therefore expect the numerical eigenmodes
to resemble discretized versions of the quasi-Hermite-Gauss supermodes found in our
numerical simulations from theory.

Fig. 5.14 shows the numerical eigenmodes obtained after the diagonalization. In gen-
eral, the supermode shapes are in very good agreement with the expected theoretical
Hermite Gauss modes. The bandwdith of every Hermite-Gauss is systematically higher
than the theoretical value, which together with the optical clipping in the pulse shaper
and the LO bandwidth could be causing the degradation of the measured squeezed values
described in the main text.

On a technical note, the 55 nm bandwidth, in total, of our LO was slightly smaller
than the bandwidth of our expected quantum signal. This limits the experimentally
accessible modes if the wavelengths outside the LO bandwidth are involved in the spectral
features of the supermode. This effect is noticeable for high-order modes, which are
the most broadband. In Fig. 5.14, the red area highlights the wavelength range that
was not accessible with our LO bandwidth. The necessary bandwidth for a complete
evaluation was estimated to around 80nm during the phase sensitive amplification process,
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Fig. 5.13 PPT values computed for all 127 possible bipartitions. The
PPT values from the experimental covariance matrix are in red while the one
derived from numerical simulations presented in the last chapter are in blue. The
simulated one were reordered to correspond to the experimental one. Overall,
it appears that in the presence of losses the curve is shifted up, progressively
increasing the number of separable bipartitions.

see Appendix A.
Note also that the eigenvalues of the covariance matrix are directly related to the

expected squeezing levels of each eigenmode. Fig. 5.15 shows the eigenvalues obtained
in the diagonalization, which are consistent with those directly measured in the super-
mode/flatmode basis.

5.5 Cluster state measurement

5.5.1 Measuring cluster states with homodyne detection

In section 5.3.2 we have studied a basis that approximate the supermodes, we denote
{usupi }i=1,2,... this set of modes associated to the corresponding squeezing value {λi}i=1,2....
We now want to certify the measurement of cluster state associated to an adjacency
matrix AG. In the introductory chapter we mentioned how the supermodes quadratures
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Fig. 5.14 Eigenmodes of the covariance matrix The amplitudes of the
eight eigenmodes were plotted and fitted with Hermite Gauss functions. The
wavelength outside of the Local Oscillator bandwidth was emphasized by mark-
ing it with a red hatched area.

are linked to the quadratures of the cluster state with matrix AG

⃗̂
QG =

(
X −Y
Y X

)
⃗̂
Q (5.31)

with
X =

(
1+A2

G

)−1/2
O

Y = AG
(
1+A2

G

)−1/2
O

(5.32)

O being any orthogonal matrix. We also defined the nullifiers ⃗̂δ as observables for cluster
certification

δ̂i = P̂Gi −
∑
j

ai,jX̂
G
j (5.33)

where P̂G and X̂G are denoted this way to highligh that they corresponds to the cluster
state quadratures. Combining (5.31) and (5.33) we get

⃗̂
δ =

(
−AG 1

)(X −Y
Y X

)
⃗̂
Q (5.34)

Having a clear relation between the supermode quadratures and the nullifiers permits
then to operate the adequate basis change on the supermodes {usupi }i=1,2,... to build a set
of mode {wnulli }i=1,2,... to measure directly the different nullifiers. Is is done practically
by first computing the cluster modes {wci}i=1,2,... using equation (1.95)

wc = (X + iY )usup = (1 − iV )(1 + V 2)−1/2Ousup (5.35)
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Fig. 5.15 Squeezing values obtained from the numerical diagonaliza-
tion of the covariance matrix in the frequency basis. The modes have
been arranged in decreasing order of antisqueezed quadratures, and the first
eigenmode is squeezed in the P̂ quadrature by convention.

Then we build the nullifiers modes by linear combination on the quadratures of the cluster
modes

wnull = [diag(r1, r2, ...)(1 − iV )]†wc (5.36)

where ri =
√

1 + ni is a normalizing factor linked to the number of nearest neighbout
ni of node i. More details on this can be found in [Dufour, 2018]. Thus from the
supermodes, using the reconfigurability of the Local Oscillator via pulse shaping we can
directly measure the nullifiers variance.

5.5.2 Experimental results

Finally, we used the experimental setup for the deterministic generation of some few-
node cluster states, as a proof of principle on the versatility of the source. We probe the
generation of the cluster states by measuring squeezing in the nullifiers that character-
ize a specific adjacency matrix, i.e., a particular topology defining the graph. Changing
from one topology to another can be achieved by appropriately changing the mask on the
pulse shaper . Furthermore, the quality of the probed cluster state can be qualitatively
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Fig. 5.16 Cluster state generation. The maximum squeezing value for the
first HG modes and the nullifiers of different cluster state size and topologies.
The numerical values indicate the mean nullifiers’s squeezing value.

obtained by the amount of squeezing measured in the nullifiers [Van Loock et al., 2007].
We measured 4-node cluster states with different topologies and whose nullifier’s level of
squeezing is summarized in Fig. 5.16 for each cluster topology. Additionally, we show
that all nullifiers are squeezed below the shot noise up to an 8-mode linear cluster. This
test demonstrates the potential for creating cluster states within this setup. To achieve
true clusters, access to supermodes would be necessary. This result paves the way for
the implementation of continuous variable quantum information protocols at telecom-
munication wavelengths, with applications in multiparty, entanglement-based quantum
communication and computation.



Part III

And they communicated safely
ever after
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Chapter 6
Frequency-multiplexed continuous vari-
able quantum key distribution

Contents
6.1 Protocol description . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.2 Expected performances of the source . . . . . . . . . . . . . . 108
6.3 Proposal for experimental realization . . . . . . . . . . . . . . 109

6.3.1 Overview the experimental setup . . . . . . . . . . . . . . . . . . 109
6.3.2 Technological barriers . . . . . . . . . . . . . . . . . . . . . . . . 109

a) Ultrafast homodyne detection . . . . . . . . . . . . . . 110
b) Cross-talk mitigation . . . . . . . . . . . . . . . . . . . 111
c) Optical phase-locking and Digital Signal Processing . . 112
d) Real-time data acquisition . . . . . . . . . . . . . . . . 113

6.4 Extension to Multipartite key distribution . . . . . . . . . . . 113

Continuous Variable Quantum key distribution benefits from cutting-edge technol-
ogy such as high-speed mode-selective homodyne detection with minimal electronic noise,
even under room temperature conditions [Lvovsky and Raymer, 2009]. When combined
with the encoding of information into modulated fragile entangled states of light within
a continuous-variable framework, it becomes feasible to securely transmit keys across dis-
tances of up to 300 kilometers through lossy optical fiber channels [Madsen et al., 2012].
These protocols are more resilient to channel noise and tolerate certain limitations in
data processing efficiency compared to protocols using coherent states [Ma et al., 2007].
To further enhance the secret key rate in this setup, one can increase the system clock
rates and employ frequency-mode multiplexing of optical transmission channels [Qu and
Djordjevic, 2017]. This approach on frequency multiplexing was conducted recently in
the discrete variable domain with entangled photons [Appas et al., 2021]. Earlier, it
was also demonstrated with continuous variables in a prepare and measure scenario us-
ing frequency combs where it is possible to increase the key rate by a factor of 20 with
35 comb lines [Wang et al., 2019]. In Chapter 5, we have implemented an experiment
using a source of femtosecond optical pulses entangled in the frequency domain, demon-
strating entanglement between eight frequency bands (frexels). Throughout this chapter
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we present a protocol for frequency-multiplexed quantum key distribution in continuous
variables. Firstly, we study the expected performance of the source via a joint work with
Olomouc university based on the results of [Kovalenko et al., 2021]. Then, we propose an
experimental setup for the realization of the protocol, specifying the main milestones to
achieve. Finally, we propose an extension to a multipartite key distribution protocol.

6.1 Protocol description
We are exploring the use of our spectrally entangled source in a multimode CV QKD
experimental setup. This testbed relies on the use of frequency-multiplexed femtosecond
light pulses, which include four different frequency bands to begin with. To assess the
suitability of this source for QKD purposes, we assume a specific configuration: the lower
half of the frequency modes is allocated to Alice, while the upper half is allocated to
Bob and sent to him via a multimode lossy Gaussian channel, as shown in Figure 6.1.
It is important to emphasize that this division of modes, in the frequency basis, is not
implemented yet in the current experimental setup. Spectrally splitting a light beam
into two halves can be accomplished using straightforward experimental techniques. For
example, it can be done by employing a dispersive element: a grating, a dichroic mirror,
or a prism. In Section 6.3, we suggest to use Coarse Wavelength Division Multiplexer
(CWDM) [Liu et al., 2016] to achieve the frequency splitting, attempting to show the
compatibility of our source with other standard integrated components used in fibered
telecommunications. To measure the generated multimode state, we employ once again
a mode-selective homodyne detection. We consider a typical scenario in Quantum Key
Distribution (QKD). In this scenario:

• We assume that Alice’s preparation is trustworthy, meaning it is beyond the con-
trol of a potential eavesdropper, Eve. Alice measures her modes locally using a
multimode homodyne setup.

• Bob’s modes travel directly to his detection setup, where he employs mode-selective
homodyne detections, which are also assumed to be trustworthy. This trustwor-
thiness extends the knowledge of parameters as the as detector efficiency and the
electronic noise (non-paranoid scenario).

The ability to accurately address individual local modes in homodyne detection is crucial
for the multiplexing of channels in Continuous Variable QKD (CV QKD). The multimode
structure of entangled states can potentially interfere with protocols if not properly man-
aged [Usenko et al., 2014] as at first it can be used by an eavesdropper as a side-channel.
The multimode character of both the sources of entanglement and the homodyne de-
tectors can cause a security breach, even for a perfect channel when trusted parties are
unaware of the detection structure

To deliberately investigate the effects of a lossy channel, we introduce attenuation
to Bob’s measurement results. This emulates an untrusted channel, characterized by its
transmittance (T), which is assumed to be under the control of an eavesdropper, Eve,
who is capable of carrying out collective attacks. We assume a purely lossy (attenuating)
channel for this analysis. This approach is appropriate because in actual optical fiber
channels, background noise is already minimal. It allows us to model both fiber-based
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Fig. 6.1 Frequency multiplexed QKD scheme. The colorful diagram de-
picts a setup for a Continuous-Variable Quantum Key Distribution (CV QKD)
test-bed, focused on examining a multimode entangled source from the perspec-
tive of the sender, Alice. In this configuration, there is crosstalk coupling between
the frequency modes in both of the two beams originating from the source. The
entangled source operates based on eight pairs of modes. Here’s how the pro-
cess unfolds. Mode Distribution: Initially, half of the modes (those below the
central frequency) are locally measured by Alice, while the other half (above the
central frequency) is transmitted to a remote trusted party, Bob. The trusted
devices are represented by dashed blocks in the diagram. Homodyne Detec-
tion: Both of the multimode beams, one at Alice’s end and the other at Bob’s
end, are subjected to homodyne detectors. These detectors capture the quantum
information contained in the modes. Crosstalk Mitigation: The data from
the detectors are processed to optimally eliminate crosstalk between the modes.
This processing involves a local physical multimode symplectic transformation,
fine-tuned to enhance the secret key rate between the trusted parties. Secure
Key Generation: Following successful crosstalk elimination, the trusted par-
ties can employ an authenticated classical channel for post-processing. This
post-processing includes error correction and data privacy amplification, which
are conducted numerically. The goal is to obtain a quantum-secure key as the
final outcome. This part of the protocol, involving post-processing and key gen-
eration, is represented in paler colors in the diagram.
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and free-space channels, where fluctuations due to atmospheric turbulence are typically
slow compared to the signal repetition rate [Usenko et al., 2012]. While we assume
crosstalk happens at the source in line with the experimental test where the multimode
source was characterized, the methodology we use, following [Kovalenko et al., 2021], can
also address crosstalk within the channel and detectors.

6.2 Expected performances of the source

The security of Continuous Variable Quantum Key Distribution (CV QKD) is assessed
by examining the positivity of the lower bound on the key rate, as presented in Chapter 2.
Specifically, in scenarios involving collective attacks and reverse reconciliation, this lower
bound is expressed by the Devetak-Winter bound:

K = βI(A,B) − χ(E,B) (6.1)

This approach inherently provides security against general attacks [Renner and Cirac,
2009, Leverrier et al., 2013]. For our analysis of frequency-multiplexed CV QKD, we
evaluate the lower bound on the key rate per multimode channel use in the following way.
I(A,B) is the classical information between Alice and Bob in P̂ quadrature (we chose it
because in this experiment it gives larger key than in X̂). We then evaluate the classical
mutual information between Alice and Bob from the covariance matrix by summing over
the classical information channel per channel

I(A,B) =
8∑
i=1

I(Ai, Bi) (6.2)

with
I(Ai, Bi) = 1

2 log2(1 + SNRi) (6.3)

The calculation of the Holevo bound is a more complex process and is carried out under
the assumption that Eve has the capability to perform a collective measurement on the
eight-mode state affected by the attenuating channel. This is akin to the scenario in single-
mode Continuous Variable Quantum Key Distribution (CV QKD) where the channel is
purely lossy, as presented in Chapter 2. In this context, it is assumed that Eve’s vacuum
modes, which correspond to the loss experienced in each of the individual modes, are
not correlated with each other. This assumption underpins the calculation of the Holevo
bound in this scenario. Assuming Eve holds a purification of the state we have

χ(E,B) = SAB − SA|B (6.4)

SAB is obtained from the symplectic eigenvalues of the covariance matrix shared between
Alice and Bob, ΣAB, using the bosonic entropy function G(x) introduced in Chapter 2.
SA|B is conditionned on Bob’s measurement and it is also computed as in (2.31). From the
covariance matrices acquired in Chapter 5 we can then compute the expected key rate as
a function of the channel loss; the results are shown in Figure 6.2a. Another interesting
figure of merit is the key rate achievable per channel, as shown in Figure 6.2b, which
already exhibits an improvement of the key rate by a factor 3 with 4 frequency bands.
The results are presented in bits/symbol, the total rate achievable in bits/s is then given
by multiplying this quantity by the repetition rate of our laser, which is 100 MHz.
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(a) (b)

Fig. 6.2 (a) Expected total key rate. The key rate (in blue) is achieved with
4 pairs and compared to the PLOB bound (in black). (b) Scaling of the key
rate. The key rate is presented as a function of the number of channels.

6.3 Proposal for experimental realization

6.3.1 Overview the experimental setup

The purpose of this section is to move from the model to an actual experimental implemen-
tation of the protocol. As presented in Chapter 5, the current experiment is conducted in
free-space. To efficiently separate the different users in space to a few kilometers without
introducing too much loss, the most natural approach, given that we are working at the
telecom wavelengths, is to use fibers. Furthermore the spectral bandwidth of the signal
state is centered at 1560 nm, which is compatible with the standard communication bands
of Coarse Wavelength Division Multiplexers (CWDMs), typically 1530, 1550, 1570 and
1590 +/- 13 nm. It appears that the splitting using off-the-shelf fibered components is
then doable. We propose in Figure 6.3 an experimental implementation of the protocol
using fibered components only. For the sake of readability, only one of the frequency band
path is shown, but we expect to implement a similar setup on all arms. Each arms of the
Local Oscillator side includes the essential components for mode-matchings issues at the
homodyne detection. If such fiber-based approach was to fail, because of high insertion
loss even without lossy connectors (i.e. via direct splicing of the fiber components), it
would be possible to keep a full free-space approach for a first implementation.

6.3.2 Technological barriers

If we go deeper into the experimental implementation, we need to visualize not only
the optics on the table but also all equipment surounding us and helping toward the
key establishment. For such an experiment to happen on the D-day a few technological
barriers will have to be overcome. The list we make here is probably not exhaustive, and
further investigation will be carried out depending on the elements chosen in the final
implementation.
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Fig. 6.3 Experimental implementation proposal. Scheme of the setup,
where both the telecom quantum source and the Local Oscillator for homodyne
detection are frequency multiplexed via CWDM. Couple of LO and signal fre-
quency bands will be sent in different locations where homodyne detection will
be performed. (Only one of the 4 homodyne setups is shown in the scheme)

a) Ultrafast homodyne detection

One critical point for the protocol implementation is to transition from measuring side-
band squeezing to effectively measuring the quadratures of the field pulse-by-pulse. Over-
all, the detection system is crucial; in [Laudenbach et al., 2018], the detection noise makes
up about 60% of the total excess noise. The pulsed regime is not trivial as it requires
the development of a sufficiently fast homodyne detection, meaning able to resolve the
quantum signal of a pulse with enough clearance at frep = 100 MHz and with a good
Common Mode Rejection Ratio (CMRR). The CMRR assesses how well the device can
filter out the typical noise from the Local Oscillator. This is especially crucial when deal-
ing with pulsed scenarios, as a low CMRR, indicating ineffective noise reduction, can lead
to the signal being mixed with the pulse’s repetition frequency and its harmonics, causing
contamination. In a perfectly balanced homodyne detection, we want the output voltage
to be a function of the voltages output by each photodiode

Vhom = G(V+ − V−). (6.5)

In pratice, the electric response of each photodiode (Common mode) is never perfectly
identical even when adjusting the photodiode temporal response by acting on their bias.
Thus, the real homodyne photocurrent is

Vhom = G(V+ − V−) + Gcm(V+ + V−) (6.6)
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where Gcm(V+ + V−) is a contribution from both photodiode due to imperfect cancelling
of the photocurrent. The CMRR is then mathematically defined as the ratio between
the homodyne gain when both photodiode are illuminated and the common mode gain
(obtained when only one photodiode is illuminated). It is usually expressed in dB as
follow

CMRR = 10 log10

( G
Gcm

)
(6.7)

Such development was undertaken for a similar experiment in [Kouadou, 2021] and re-
sulted in a pulse-by-pulse measurement, as reported in [Kouadou et al., 2023]. A compara-
ble unit was constructed and characterized for our setup, achieving approximately 14 dB
of clearance at 100 MHz with a continuous-wave (CW) laser and over 45 dB of Common
Mode Rejection Ratio (CMRR)1 with a pulsed laser. However, unexpected saturation
of the electronic circuit occurs in the pulsed regime and still needs to be addressed by
adjusting the component selection of the electronic card.

b) Cross-talk mitigation

Multiplexed modes tend to interfere with each other either at the source or elsewhere in
the protocol, resulting in crosstalk, which can severely diminish the gain. For example
an imperfect spectral splitting of the source can generate cross-talks when the different
frequency bands are overlapping. Fortunately, proper data processing techniques of ho-
modyne data offer a solution. This advantage distinguishes CV protocols from those using
single-photon detectors, which lack the capability for similar data processing methods.
We still have to evaluate such cross-talks for commercial demultiplexers, but the effect
was evaluated and corrected in a previous experiment where the splitting was done at a
multipixel homodyne detection. This multipixel homodyne detection [Thiel, 2015] is built
using a grating and set of microlenses focusing the different frequency bands to different
photodiodes. During this process, some crosstalks naturally appeared. However, it is
possible to offset some of this cross-talk by applying a comprehensive symplectic transfor-
mation that optimizes the mutual information. Unfortunately, in the context of quantum
communication, implementing such a global transformation is not possible. Still, we can
make significant strides in reducing the cross-talk by having Alice and Bob each carry out
independent local operations. Both Alice and Bob have control over some modes within
the shared state. They can introduce specific linear, passive operations on their respec-
tive sides to minimize cross-talk while ensuring the security of the protocol. To achieve
this, we actively seek for two local symplectic transformation matrices that can effectively
function as a series of linear optical devices. It is important to note that there is no need
to maximize the key rate, as unitary transformations do not affect the Holevo bound
(the von Neumann entropy of the states is preserved). Therefore, maximizing the mutual
information suffices. The key rate before and after the optimization are visualized in Fig-
ure 6.4, with the raw data acquired in Chapter 5. Compared to previous application of
this optimization protocol on similar experiments [Cai et al., 2017,Kovalenko et al., 2021],
this time the improvement is not significant. This is essentially due to the reconstruction
of the covariance matrix in Chapter 5, which was done with a single homodyne detec-
tor and with frexels that did not overlap, limiting crosstalks during the acquisition. The

1In the pulsed regime, a good CMRR should be in the order of 30 dB.
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Fig. 6.4 Key rate before and after crosstalk processing. For this op-
timization, the limited memory Broyden–Fletcher–Goldfarb–Shannon (l-BGFS)
optimization algorithm with bound constraints from the SciPy library was used.

matrix representing the optimized interaction is determined during the parameter estima-
tion step of the Quantum Key Distribution (QKD) protocol, relying on the estimation of
the state shared between the trusted parties in terms of its covariance matrix [Leverrier,
2015]. This optimization can be performed on either the sender or the receiver side and
then made public. Importantly, the optimization parameters are unrelated to the raw key
data, eliminating the need for further disclosure or discarding of key bits. The knowledge
of the optimized interaction by a potential eavesdropper does not affect the security of the
protocol because the security proof already assumes that the eavesdropper can perform
an optimal collective measurement on the intercepted signal [Grosshans, 2005]. Moreover,
the Holevo bound is not influenced by the linear interactions between the signal modes
on the trusted sides, as the Von Neuman Entropy is not.

c) Optical phase-locking and Digital Signal Processing

To effectively detect the quantum signal, it is essential to have a precise understanding of
the relative phase and frequency of the transmitter signal and the Local Oscillator. Oth-
erwise it has an impact on the quadrature measurement X̂(θ) that is phase-dependent.
Additionally, the transmitter laser introduces some phase noise, denoted as δθ. In exper-
iments involving both a SPDC process and a homodyne detection we simultaneously lock
the seed with the signal and the Local Oscillator. The signal-seed lock is done using the
phase-sensitive amplification signal on the filtered pump at the output of the waveguide.
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This might not be sufficient in pratice as when multiplexing the different frequency bands
inside the signal will follow different optical paths. Another approach can be the use of a
"local" Local oscillator [Qi et al., 2015,Soh et al., 2015,Kleis et al., 2017,Suleiman et al.,
2022]. In such case, both this phase-noise and any phase differences between the signal
laser and Local Oscillator can be corrected by using a strong reference signal sent by Alice,
referred to as the pilot tone. This pilot tone maintains a well-known phase, denoted as ωt.
Bob employs double homodyne detection to measure the X- and P-quadrature of the pilot
tone. By making these measurements at a rate of exactly ω, he can determine any de-
viations from a fixed and temporarily constant reference phase. Any measured deviation
from this reference phase is utilized to make the necessary adjustments to the measured
phase of the quantum signal. Nevertheless, this pilot tone leads to heavy digital signal
processing in the reconciliation step [Trigo Vidarte, 2019, Roumestan, 2022]. In the rec-
onciliation process, error correction is usually carried out using low-density parity-check
(LDPC) codes. Establishing such protocols will be part of a joint effort with the team of
Eleni Diamanti in Laboratoire d’Informatique de Paris 6 (LIP6, Sorbonne Université).

d) Real-time data acquisition

From an operational point of view, our oscilloscope (a Teledyne LeCroy WaveRunner
8108HD) should be able to provide a sufficiently accurate measurement for the exper-
imental demonstration. The bandwidth of 1 GHz is, in fact, 10 times larger than the
repetition rate, thus the signal should not be distorted. Moreover the sampling rate2 of
10 GS/s and the 12 bits vertical resolution are more than enough for an accurate mea-
surement. Yet, real-time processing requires an advanced triggering system to be setup.
Finally, efficient data storage should be considered for efficient data post-processing.

6.4 Extension to Multipartite key distribution
In Section. 6.2 we presented the total key rate achievable as a function of the channel
loss as well as the key rate achievable per frequency channels, see Figure 6.2. It appears
that the key rate is nearly proportionnal to the number of channels, thus we can exploit
the source not only as a test-bed for frequency-multiplexed QKD (between two users
only) but also as a resource to share a key with several users in a multipartite scenario.
Practically such protocol does not necessitate more resource in the experimental setup.
It mainly requires to attribute the detectors to the different users as in Figure 6.5. The
key rate computation is then slightly more subtle to derive, depending on the trust given
or not to the other users. Assuming first all users can be trusted, then the key rate for
each users i is derived the following way

K = βI(A,Bi) − χ(E|Bi) (6.8)

In the condition where the other users can’t be trusted we need to take into account the
potential knowledge on the Key acquired by Eve through other users i.e.

K = βI(A,Bi) − χ(E|Bi for all i) (6.9)

A comprehensive comparision between the two scenario is given in Figure 6.6. Demon-
2In Sample per second
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Fig. 6.5 Scheme in a 3-party scenario.

Fig. 6.6 Key rate in a 3-party scenario. A comparision is given between
two situations were the other parties can be considered as trusted or not.
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strations of multipartite cryptographic protocols are nowadays limited in the number of
participants (4 in general), the source we designed can expect to perform some protocols
with more than 303 simultaneous users at the metropolitan level.

3Due to the numerically simulated schmidt number to be K=34.
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The purpose of this chapter is now to extend our work to larger cluster states, ap-
proaching real world quantum networks. This almost started with a Gedankenexperiment.
If a quantum internet [Kimble, 2008] should exist with continuous variable states, what
should it look like? Should it mimic the classical internet in terms of architecture, or is
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Fig. 7.1 A basic social network. Graphic representation of a social network,
Alice and Charlie know Bob without knowing each other.

there a better way to implement such a network? Let’s approach this problem through
the framework of quantum routing. Routing involves reshaping the network to coordi-
nate information transfer. In the case of a quantum network, the easiest way to transfer
information is via a teleportation protocol (described in Chapter 2). Our exploration of
quantum routing will then begin by extracting an EPR pair between two selected nodes
from a large network. This work builds upon the efforts in [Sansavini and Parigi, 2019]. I
dedicated considerable time to improving the derandomized evolution algorithm, aiming
to explore larger network topologies (>100 nodes). The goal was to study networks large
enough to effectively outline their main properties, such as small-world characteristics and
clustering. Along with the assistance of Ilya Karuscheik (PhD student in the group) and
Antoine Debray (intern), we initiated an analytical approach to the problem on a small
cluster state. Antoine and I also worked on running a large number of simulations with
the algorithm. A recent development opens new perspectives on what appears to be a
more general no-go theorem toward the extraction of a perfect EPR pair1 from a cluster
state.

7.1 Introduction to complex quantum networks

7.1.1 Quantum networks

A network represents a group, a system of interconnected agents who interact with one
another. Complex networks describe a wide range of systems in nature and society, from
the internet [Elmokashfi et al., 2010] and the world-wide web [Barabási and Albert, 1999]
to brain connections [Sporns, 2011] and protein-protein interactions [Ispolatov et al.,
2005]. It is usual to mathematically represent a network with a graph where the vertices
are the agents of our system, and the edges represent the links between them (see Fig 7.1).
In the case of continuous variable quantum networks, as introduced with cluster states,
agents are modes of the electromagnetic field, and connections represent non-classical
correlations (entanglement) between their quadratures. In Chapter 5, we demonstrated

1Maximally entangled state allowed by the level of squeezing used to build the cluster state
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Fig. 7.2 Deterministic topologies used in this manuscript. On the left
a grid network, Alice owns all the upper nodes. On the right, a fully connected
network.

how it was possible to experimentally produce and measure such a state with a limited
number of modes. We now take more interest in the topologies that can be scaled up
in terms of nodes. In particular, fully connected networks and rail cluster states are
of interest for us as they have already been studied for quantum information protocols
[Yokoyama et al., 2013a,Asavanant et al., 2019,Larsen et al., 2019,Arzani et al., 2019].

7.1.2 Toward real world complex networks

So far through this manuscript we took interest only in regular and deterministic networks
i.e. networks with a completely determined adjacency matrix by a pattern repeting itself
in space. In Chapter 5 for example, we studied some networks with linear, star or square
shapes. In the context of quantum routing, we present some results based on deterministic
topologies such as grid networks or fully connected networks, see Fig. 7.2. Moreover,
we now model some probabilistics networks, beginning with fully random networks and
gradually exploring the world of complex networks.

a) Random networks : the Erdos-Renyi model

Among all possibilities to generate networks, using probabilistic laws for building edges
permits the generation of a wide range of networks, all linked by one randomness pa-
rameter. In the Erdos-Renyi model, we take interest in random networks GN,n where n
is the number of vertices and N is the number of edges [Erdös and Rényi, 1959]. The
N edges are chosen at random among the

(n
2
)

possible choices, leading to one network
amid the

((n
2)
N

)
possibilities. In modern approaches, random networks are built with a

wiring probability p ∈ [0, 1]. For instance, a random network Gp=0.25,n=50 is represented
in Fig. 7.3.

b) Small-world and the Watts-Strogatz model

The Watts-Strogatz networks, denoted as Gp,N,n, aim at exploring regions in-between
regular and random networks, revealing new important properties such as clustering and
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Fig. 7.3 Random and complex topologies used in this manuscript.
From left to right : An Erdos-Renyi network G0.25,50. A Watts-Strogatz net-
work G0.4,6,50. A Barabasi-Albert network G2,50. A Protein-protein interaction
network G2,50. A network resembling the Internet Autonomous System G100.

path length [Watts and Strogatz, 1998]. The model begins with a regular network having
a ring shape, where each node has the same number of edges. Subsequently, each edge is
rewired with a random probability p, leading to the first approach of small-world within
networks. An example of such a network with 50 nodes, 6 links, and a rewiring probability
of 0.4 is depicted in Fig. 7.3.

c) Scaling in random networks via Barabasi-Albert models

Some systems, such as the World Wide Web or social networks, cannot be accurately
described by static models due to their dynamic properties, constantly adding new nodes
to the network and growing bigger. Barabási and Albert addressed this challenge through
the scaling construction of networks [Barabási and Albert, 1999]. In their model, new
nodes are added one after the other, and their probability to get linked to another node
depends on the current number of links that those nodes already have, forming what is
commonly known as a power law distribution. In essence, the higher a node is connected,
the higher is the probability for a new node created to connect to it. The parameter
of interest, denoted as mBA, represents the number of edges to attach from a new node
to existing nodes. Barabasi-Albert networks played a pivotal role in the development of
the field of complex networks. Over the years, these models have become increasingly
accurate in describing a wide range of complex networks of interest, such as the brain,
the Internet, or Protein-Protein interaction networks [Barabási and Pósfai, 2016,Newman,
2018].

7.2 Routing in quantum network

7.2.1 Context

There is not only one approach to quantum routing, when we want to extract an EPR pair
from a network state a possible mechanism is based on measurement protocols [Centrone
et al., 2023]. Indeed, [Gu et al., 2009] proposes two fundamental rules for quadrature
measurements in a Gaussian network:

• Vertex Removal: A X̂-measurement on a mode results in the removal of that
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Fig. 7.4 Example of unitary decomposed in a multiport interferome-
ter.

mode from the network, along with all connecting edges.

• Wire Shortening: A P̂ -measurement on a mode is equivalent to a X̂-measurement
following a Fourier transform, corresponding to a phase rotation of π/2. While the
node is removed, the phase shift induces correlations among neighboring edges.
Therefore, momentum basis measurements effectively shorten linear graph states.

These rules can be understood utilizing the graphical calculus introduced by [Menicucci
et al., 2011] as well. Another point of view rely on passive symplectic transformations
on the mode quadratures [Sansavini and Parigi, 2019], this will be our approach. A less
restrictive approach allowing all symplectic transformations (online squeezing included)
was studied in [Zhang et al., 2009].

The main interest of our work is the capability to easily couple such theoretical result to
a practical implementation. First, the passive symplectic (unitary transformation) found
for Alice and Bob can be efficiently implemented via multiport interferometers [Clements
et al., 2016]. In Fig 7.4 an example of such decomposition is given for n = 6. Such
decomposition permits also to follow the covariance matrix evolution along the routing
process, beam splitters after beam splitters as shown in Fig 7.4. After this step, the
EPR pair is extracted with minimal loss and the teleportation can be implemented. Note
that these two approaches, measurement based and via symplectic transformations, are
complementary and nothing prevent to combine them in the future.
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7.2.2 Global and Local transformation
Suppose we have access to all the nodes of a network state |GA⟩ and would like to rewire
it completely to |GB⟩. Applying a global transformation on a cluster to switch from |GA⟩
to |GB⟩ is nearly trivial knowing how to build them via symplectic transformation,SA
and SB, on vacuum squeezed states (X̂s, P̂s).(

X̂A
c

P̂Ac

)
= SA

(
X̂s

P̂s

) (
X̂B
c

P̂Bc

)
= SB

(
X̂s

P̂s

)
(7.1)

The symplectic group structure allow then us to define S = SBS
−1
A and thus(

X̂B
c

P̂Bc

)
= S

(
X̂A
c

P̂Ac

)
(7.2)

It is always possible, given a cluster, to implement a global transformation on it with
the aim of creating an EPR channel out of two given nodes. Now let’s try a more
realistic communication scenario. We imagine to distribute the modes of the cluster to
two spatially separated parties, Alice and Bob, such that each party is allowed to perform
local linear optical transformations only on its set of nodes. This scenario is interesting
because we want to check the versatility of a complex cluster as a resource to distribute,
with the hope that it could be easily re-shaped according to the protocol the two parties
would like to perform. Say n and p are the number of nodes of Alice and Bob respectively.
Let’s imagine we want to act with a local linear optical transformation Sn_local on the n
modes of Alice and with a local linear optical transformation Sp_local on the p modes of
Bob, namely

Sn_local =
(
X1 Y1
−Y1 X1

)
Sp_local =

(
X2 Y2
−Y2 X2

)
(7.3)

where X1 and Y1 are n×n matrices while X2 and Y2 are p×p matrices. The transformation
acting on the whole set of modes then reads

S =


X1 0 −Y1 0
0 X2 0 −Y2
Y1 0 X1 0
0 Y2 0 X2

 (7.4)

where the 0 on the first and third line represents a n × p null matrix while the 0 on the
second and fourth line represents a p× n null matrix. We already saw in Chapter 1 that
a linear transformation on the quadrature operators corresponds to a unitary operator
U = X + iY acting on the annihilation operators. We can thus rewrite the last matrix in
terms of the unitary matrices as

S =


Re(U1) 0 −Im(U1) 0

0 Re(U2) 0 −Im(U2)
Im(U1) 0 Re(U1) 0

0 Im(U2) 0 Re(U2)

 (7.5)

where U1 and U2 are two unitary matrices parametrized respectively by n2 and p2 pa-
rameters.
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Fig. 7.5 Routing in a Barabasi-Albert network in a bipartite scenario.

7.2.3 EPR vs two-mode cluster state with equal squeezing

Before going into the computation we should first define our general target state called
earlier as an EPR pair by misuse of language. To be more precise we build a two-mode
linear cluster state using linear optics as explained in Chapter 1. The adjacency matrix
of the cluster state is trivial, reading

A• • =
(

0 1
1 0

)
(7.6)

and the transformation we need to implement on the momentum-squeezed modes to obtain
such a cluster is

S• • =
(
X• • −Y• •
Y• • X• •

)
= 1√

2


1 0 0 −1
0 1 −1 0
0 1 1 0
1 0 0 1

 (7.7)

where we recall that X• • and Y• • are linked to A• • by the following relations

X• • =
(
1+A2

• •

)−1/2

Y• • = A• •
(
1+A2

• •

)−1/2 (7.8)

The covariance matrix of the resulting finite-squeezed cluster state is given by Σ• • =
S• •ΣsqzS

†
• • where Σsqz is the covariance matrix for the squeezed states, that reads

Σsqz = σ2
0


e2r 0 0 0
0 e2r 0 0
0 0 e−2r 0
0 0 0 e−2r

 (7.9)
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which permits us to get a covariance matrix

Σ• • = σ2
0


λ 0 0 µ
0 λ µ 0
0 µ λ 0
µ 0 0 λ

 (7.10)

with λ = cosh(2r) and µ = sinh(2r). Σ• • exhibits similar correlation strenght as ΣEPR,
yet between XP and PX quadratures instead of XX and PP . From an information
theory point of view these states can be considered as equivalent and Σ• • can be used
equivalently to perform a teleportation protocol simply by adjusting the feedforward
classical post processing done between Alice and Bob [Pirandola and Mancini, 2006].

7.3 Local Routing via Derandomized Evolution Strategy
One way to address the problem of local routing is to find the appropriate unitaries
(UA, UB) through a feedback loop, using a robust evolutionary algorithm capable of scan-
ning a large parameter space. In particular, a cluster state of 50 nodes equally distributed
between two parties, Alice and Bob, would have D = 252 + 252 = 1250 parameters to
optimize. All these parameters together permit the generation of unitary matrices in a
deterministic way. For example, if we choose to generate these unitaries using Hurwitz’s
parametrization [Zyczkowski and Kus, 1994], each parameter is an angle in the interval
[0, 2π[. Among the different existing ways to design a robust evolutionary algorithm, we
chose to follow a derandomized evolution strategy (DES) because it has already demon-
strated efficient behavior when dealing with Covariance Matrix Adaptation [Hansen and
Ostermeier, 2001, Shir et al., 2009]. DES is similar to genetic methods; that is, the way
parameters are updated is not purely stochastic and depends on the quality of the existing
offspring to realize the mutations, crossover, and selection.

Therefore to perform such an algorithm we need 3 important bricks :

• An evolutionary algorithm able to explore a large space of solutions;

• A fitness function to evaluate the quality of each offspring;

• An efficient way to generate our offsprings.

7.3.1 Covariance Matrix Adaptation Evolutionary Algorithm
A detailed description of the evolutionary algorithm is provided in Appendix B. The
Covariance Matrix Adaptation Evolutionary Algorithm (CMA-ES) is an optimization
method used to solve numerical optimization problems and belongs to the family of evo-
lutionary algorithms.

The algorithm’s operation relies on the adaptive update of a covariance matrix, cap-
turing statistical relationships among variables in a group of candidate solutions. This
covariance matrix models the multivariate distribution of the population and is iteratively
adjusted to converge toward the optimal solution.

CMA-ES generates new solutions by combining the best current solutions with a
stochastic perturbation based on the covariance matrix. This statistical covariance matrix
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Fig. 7.6 Illustration of the operation of CMA-ES algorithms.

is then coupled to a factor σg to model an expansion or contraction of the main path
through the parameter space. The approach involves initially exploring a large diversity
of offspring to limit the influence of local minima, progressively reducing diversity to
pinpoint the precise solution of our problem. This process is illustrated in Figure 7.6.
The most successful solutions guide the search towards promising areas of the search
space.

7.3.2 Gell-mann parametrization of unitaries

As mentionned in 7.3.1, at each generation the algorithm needs to generate several el-
ements of U(n) to evaluate their score with the fitness function. For example, in the
case of a cluster with 50 nodes (D = 1250), it requires 11 unitaries per generations.
Considering that the algorithm needs approximately 10,000 generations to converge to
an acceptable answer, it means that it computes a total of 110,000 elements of U(n).
To have the algorithm finding a solution within a minute, it would require an efficient
subprogram that generates each unitary in 10−4 s. We achieve this using Gell-mann
parametrization [Bertlmann and Krammer, 2008]. Other parametrizations such as [Zy-
czkowski and Kus, 1994] or [Golub and Loan, 1996] were used but lacked computational
efficiency for dense explorations of a large space of parameters. The main idea behind
the Gell-Mann parametrization is to use exponentiation of traceless hermitian matrices
to generate elements of U(n). Indeed any unitary U can be written

U = eiH (7.11)

where H is hermitian. Then here we make use of the generalized Gell-Mann matrices as
generators for the unitary group. The Gell-Mann basis is composed of n2 − 1 matrices
which are constructed as follow and comprehends three different categories. Through all
this part Ei,j is a matrix composed of zeros only except for a one in position (i, j). It
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composed of three sets of symmetric {Λsj,k}1≤j<k≤n, antisymmetric {Λaj,k}1≤j<k≤n and
diagonal matrices {Λl}1≤l≤n−1 as follow

Λsj,k = Ej,k + Ek,j

Λaj,k = −i(Ej,k − Ek,j)

Λl =
√

2
l(l + 1)

 l∑
j=1

Ej,j − lEl+1,l+1

 (7.12)

Renaming all the matrices as Λ1, ...Λn2−1 we can now construct any n×n hermitian matrix
through this basis with our parameters {ϵi}i∈{1,...n2−1} and then obtain the corresponding
unitary through exponentiation

H =
n2−1∑
i=1

ϵiΛi (7.13)

and the coordinates {ϵi}i=1,..,n2−1 of H in the Gell-Mann basis are the parameters we
optimize with the evolutionary algorithm.

7.3.3 Fitness function

To evaluate our different offsprings we make use of the Froebenius norm (∥·∥2) between
their associated covariance matrix and the ideal covariance matrix we target. Yet, not
all correlations between the quadratures are fixed in our problem, only those of the two
nodes selected that should exhibit the noise correlation of an EPR pair and no further
correlations with other modes. In practice we look at a reduced covariance matrix. We
define the ideal covariance matrix Σideal(n1, n2) as a generalization of the two-mode cluster
state between nodes n1 and n2 as the following element of M4×2(n+p)(R).

Σideal(n1, n2)1,n1 = Σideal(n1, n2)2,n2 = Σideal(n1, n2)3,n1+n+p = Σideal(n1, n2)4,n2+n+p = λ

Σideal(n1, n2)1,n2+n+p = Σideal(n1, n2)2,n1+n+p = Σideal(n1, n2)3,n2 = Σideal(n1, n2)4,n1 = µ

Σideal(n1, n2)i,j = 0 ∀(i, j) ̸∈ {n1, n2}
(7.14)

where λ and µ are defined as in section 7.2. We then compare the reduced covariance
matrix Σreduced(n1, n2) generated via the lines of interest of the covariance matrix of our
offspring Σ:

Σreduced(n1, n2) =


Σn1

Σn2

Σn1+n+p
Σn2+n+p

 . (7.15)

Another important covariance matrix to consider is the 4 × 4 matrix of the two nodes
of interest (n1, n2) obtained when tracing out all the other modes. We call this matrix
Σrouted. In the case of a successful routing Σrouted should be identical to Σ• •. Finally,
we define

fopt = ∥Σideal(n1, n2) − Σreduced(n1, n2)∥2 + 1
2 [1 − γ(Σrouted(n1, n2))] (7.16)
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where we recall that γ is the Purity of the gaussian state as defined in Chapter 1. We were
initially performing the algorithm with the Frobenius norm only, but then the algorithm
was less tolerant to local minima, especially in situations where an exact solution appears
not to exist.

7.4 Simulation results
We now present the most recent results obtained based on our evolutionary algorithm. We
explored several different topologies, ranging from deterministic to complex networks. Fi-
nally, we provide some insight into the performance of the algorithm in terms of execution
time and convergence.

7.4.1 Fully connected networks
One behaviour observed in [Sansavini and Parigi, 2019] was the impossibility to achieve
a perfect TMSV cluster state with networks that are defined by a set of n nodes, all
interconnected. When performing the derandomized algorithm on such networks, we
observe two distinct behaviours

1. The algorithm is never able to fully converge toward a perfect EPR pair for any
selection of two nodes shared between Alice and Bob. Moreover the algorithm stops
to improve atfter a few hundreds of generations;

2. The algorithm always converge toward an accurate EPR pair when the two nodes
belong to one party, Alice for example. Indeed, it appears that the algorithm
converges perfectly with a final optimization function value of fopt = O(10−15).

In Figure 7.7, we plot the value of the optimization function fopt after each generation
to illustrate this phenomenon. Figure 7.7a represents a situation where the algorithm
converges perfectly. It was done with a fully connected network with 50 nodes and internal
routing. This figure illustrates that the algorithm continues to learn over generations,
reaching the lowest possible value achievable in computer memory. On the other hand,
Figure 7.7b shows the convergence on the same network, but this time the two nodes of
interest belong to Alice and Bob. Here, the evolutionary algorithm quickly stops learning
and fails to converge. In the second scenario, considering two nodes on Alice’s side without
loss of generality, the final covariance matrix Σrouted, full, AA is identical to

Σrouted, full, AA =


5.05 O(10−15) O(10−15) −4.95

O(10−15) 5.05 −4.95 O(10−15)
O(10−15) −4.95 5.05 O(10−15)

−4.95 O(10−15) O(10−15) 5.05

 (7.17)

In the first scenario, the purity of the state is also close to 100% yet this time some
unwanted correlations between the quadratures remain.

Σrouted, full, AB =


3.63 O(10−9) 2.35 −4.11

O(10−9) 3.63 −4.11 −2.35
2.35 −4.11 6.47 O(10−9)

−4.11 −2.35 O(10−9) 6.47

 (7.18)
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(a) (b)

Fig. 7.7 Illustration of the two different convergence scenario. The evo-
lution of the optimization function with the number of generations is presented.

7.4.2 Grid
In this section, we present the routed covariance matrices obtained from grid-type net-
works. These networks exhibit two distinct behaviors as well, depending on the parity of
the number of nodes each party possesses. A result that was already observed in [Sansavini
and Parigi, 2019] is the difference in the convergence of the objective function depending
on the parity of the number of nodes distributed between Alice and Bob in a grid network.
The conclusion at the time was:

• if Alice and Bob possess an odd number of modes, then up to a sufficient number
of generation the objective function can drop to nearly 0 (O(10−14)).

• if Alice and Bob possess an even number of modes, then the algorithm stops to learn
after few generations (≈ 1000 for n < 14) and the final objective function value is
typically in O(10−1).

We have confirmed this behaviour for all possible grids of sizes 4 to 100 nodes, see Table
7.1. Moreover, in an odd scenario we get a perfect covariance matrix of an TMSV cluster
state as a result, typically for a grid of size n = 6, tracing out all the modes to keep only
the covariance matrix between the two modes of interest we get

Σrouted, odd =


5.05 O(10−15) O(10−15) −4.95

O(10−15) 5.05 −4.95 O(10−15)
O(10−15) −4.95 5.05 O(10−15)

−4.95 O(10−15) O(10−15) 5.05

 (7.19)

here 5.05 and -4.95 are the numerical values of λ and µ respectively for s = 10. On the
contrary for an even scenario due to the objective function not converging toward 0 the
final result is more of this form (example with n = 8)

Σrouted, even =


4.88 O(10−3) 0.86 −4.86

O(10−3) 4.88 −4.86 −0.86
0.86 −4.86 5.22 O(10−3)

−4.86 −0.86 O(10−3) 5.22

 . (7.20)
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n ∥·∥2 γ fopt
4 4.55 100 4.55
6 O(10−14) 100 O(10−14)
8 1.86 99.99 1.86
10 7.32.10−5 99.99 7.32.10−5

12 0.98 96.73 0.99
14 0.40 96.20 0.42
16 0.59 98.96 0.60
18 0.19 99.08 0.19
20 0.40 99.09 0.40
22 0.40 96.09 0.42
24 0.29 99.90 0.29
26 0.19 99.04 0.19
28 0.49 95.21 0.52
30 0.56 95.13 0.58
32 0.19 99.67 0.19
34 0.29 95.13 0.30
36 0.28 98.69 0.28
38 0.15 99.47 0.15
40 0.34 97.99 0.35
42 0.23 98.99 0.23
44 0.31 98.06 0.32
46 0.38 98.54 0.39
48 0.37 97.21 0.38
50 0.27 98.43 0.28

Table 7.1: Algorithm Performance Summary on Grid Networks. The result of
the evaluation by the optimization function is given in the last column. The others
corresponds in order to the size of the graph considered n, the Froebenius evaluation
∥Σideal(n1, n2) − Σreduced(n1, n2)∥2 and the purity γ(Σrouted(n1, n2)) of the best offspring.
While for larger number of nodes, the difference between the two described scenario is
not clear in this table, there is a clearer difference when we look at the convergence of
the optimization function. Indeed they exhibit similar patters as the one presented in
Figure 7.7.

Yet, as shown in Table 7.1, the purity of the state is still nearly 1; thus, the state is
decorrelated from the rest of the network but does not exhibit the exact correlations
of a TMSV cluster state. Diagonalizing such a matrix gives eigenvalues of 10, 10, 0.1,
0.1, meaning that the traced state is indeed associated with two squeezed modes with a
squeezing parameter of s = 10. The difference between behaviors decreases with the size
of the network for a constant number of generations, but simply observing the difference in
convergence speed is enough to convince oneself that it persists, cf. Figure 7.7. Moreover,
this difference in behavior has the primary consequence of the remaining correlations at
the end of the execution, see (7.20).
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Fig. 7.8 Illustration of the different scenario explored. The different
scenario labels are related to the description given in the main text.

7.4.3 Complex networks
The implementation of complex clusters in our problem allows us to study models that
closely resemble real networks. We examine the protocol for extracting TMSV clus-
ter state on a complex topology: the Barabási-Albert model.We present results for this
topology, as it is the only one for which we have conducted enough simulations to provide
relevant statistics. Nevertheless, a few simulations were performed with Internet Au-
tonomous System and Protein-Protein Interaction networks and yielded similar results.
Using this model, we will employ the EPR pair extraction protocol in three different
scenarios, posing the following questions: Is it possible to extract an EPR pair between

1. A hub and a node with low degree?

2. Two nodes with low degrees?

3. Two distant nodes?

A graphic visualization of the scenario are given in Figure 7.8. To answer these questions,
we apply the extraction algorithm over 10,000 generations, one hundred times to BA
networks with n = 100 nodes and a parameter of mBA = 2. The results are presented in
Table. 7.2 based on the scenario under investigation. The algorithm appears to converge

Scenario 1 2 3
γ̄ (%) 91.04 90.48 90.85

std(γ) (%) 3.57 3.49 3.02
f̄opt 0.77 0.80 0.77

std(fopt) 0.18 0.15 0.14

Table 7.2: Performance Summary on Complex Networks by the Algorithm. γ̄ is
the average purity obtained over the 100 simulations and std(γ) the standard deviation.
Similar conventions are adopted for the objective function f̄opt and std(fopt)

correctly; however, the optimization function is not yet on the order of magnitude of
O(10−14) as for smaller graphs. To draw a conclusive analysis, we need to study the
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influence of the number of generations. Therefore, we increased the number of generations
from 10,000 to 30,000. Due to temporal complexity concerns with our algorithm, we are
reducing the number of algorithm executions by a factor of 10. As a result, the statistics
presented in Table 7.3 are based on a smaller population. We observe that the algorithm’s

Scenario 1 2 3
γ̄ (%) 98.07 98.21 98.14

std(γ) (%) 1.98 1.09 1.41
f̄opt 0.36 0.40 0.41

std(fopt) 0.14 0.13 0.18

Table 7.3: Performance Summary on Complex Networks by the Algorithm with
more generations. γ̄ is the average purity obtained over the 100 simulations and std(γ)
the standard deviation. Similar conventions are adopted for the objective function f̄opt
and std(fopt)

ability to converge in the case of the BA model appears to be directly proportional to the
number of generations. The purity as of the final state has increased and the optimisation
function decreased by nearly a factor 2. Thus, in all three cases studied (excluding the
hub-hub case), it seems possible to extract an EPR pair from a Barabasi–Albert network
using linear optical operations. None of the three cases appears to be preferential; all the
results are comparable in terms of magnitude. The degree of the nodes chosen to form
the EPR pair seems to have no impact on the extraction capacity (the same holds for the
distance between the nodes). Some simulations with an even larger number of generations
would be necessary. The question we should answer is then how much?

7.4.4 Execution time scaling with problem size
We conclude this preliminary study by providing a rough estimate of how fast our algo-
rithm converges depending on the size of the network. We performed numerical optimiza-
tion on networks for which we knew convergence would occur and counted the number
of generations necessary to achieve such performance. When plotting this number of
generations as a function of the number of parameters to optimize in our algorithm (see
Fig. 7.9), we find there is nearly a linear relationship between the two quantities. The
criterion chosen for stopping the algorithm, fopt < 10−4, is selected arbitrarily but within
a relevant range when compared to the number of significant digits in our problem. A
linear regression allows us to estimate the approximate number of generations necessary
to optimize for a given parameter, which appears to be about 7. This analysis is consis-
tent with results on complex networks presented in the last section where we optimized
5000 parameters and achieved satisfying results after 30,000 generations.

7.5 Analytical approach

7.5.1 Square network
The essence of this section is to acquire a little bit of intuition on the general problem that
was tackled so far using a derandomized evolution algorithm. When working with a very
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Fig. 7.9 Optimization Journey: Required Generations for Objective Func-
tion < 10−4 vs. Parameter Count.

small cluster (only 4 modes here shared between Alice and Bob) the passive transformation
on each side is essentially a beam splitter combined with phase rotation meaning that the
number of parameters permits to look for a manual optimization. We then proceed with
an analytical demonstration in a simple case. Here, we will analytically study the 4-
node network represented in Figure 7.10, which is one of the first non-trivial case of our
problem. We recall that a grid with an even number of modes for Alice and Bob appears
to not have an optimal solution from our algorithm point of view. The idea is as follows:
once again, we aim to extract an EPR pair from the system. In a preliminary approach,
we will, in a naive manner, analytically apply two beam-splitters, one between the two
nodes of Alice and the other between the two nodes of Bob. Following this operation,
we expect to obtain two decoupled EPR pairs between nodes 1-3 and 2-4. Let’s start by
constructing the initial covariance matrix of the 4-node network. Such network has an
adjacency matrix given by

A■ =


0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0

 . (7.21)

We construct the two basic blocks, X■ and Y■, of the symplectic matrix S■ once using
equations (1.97) (assuming once again that O = 1). Thus, the initial covariance matrix
of the state is

Σ■ = S■LS
T
■ (7.22)

where L = σ2
0diag(s, s, s, s, 1/s, 1/s, 1/s, 1/s) is the covariance matrix in the supermode

basis with squeezing parameter s = e2r. The analytical form of the initial covariance
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Fig. 7.10 Graphic representation of a square network. The network is
shared between Alice and Bob. They own respectively the nodes labeled 1,2 and
3,4.

matrix, in the convention (X1, X2, P1, P2, X3, X4, P3, P4)2, is as follows

Σ■ =



3s
5 + 2

5s 0 0 s2−1
5s 0 −2(s2−1)

5s
s2−1

5s 0
0 3s

5 + 2
5s

s2−1
5s 0 −2(s2−1)

5s 0 0 s2−1
5s

0 s2−1
5s

2s
5 + 3

5s 0 s2−1
5s 0 0 2(s2−1)

5s
s2−1

5s 0 0 2s
5 + 3

5s 0 s2−1
5s

2(s2−1)
5s 0

0 −2(s2−1)
5s

s2−1
5s 0 3s

5 + 2
5s 0 0 s2−1

5s
−2(s2−1)

5s 0 0 s2−1
5s 0 3s

5 + 2
5s

s2−1
5s 0

s2−1
5s 0 0 2(s2−1)

5s 0 s2−1
5s

2s
5 + 3

5s 0
0 s2−1

5s
2(s2−1)

5s 0 s2−1
5s 0 0 2s

5 + 3
5s


(7.23)

Thus the target state is built from the covariance matrix associated to two TMSV cluster
states, read

Σtarget =



λ 0 0 0 0 0 µ 0
0 λ 0 0 0 0 0 µ
0 0 λ 0 µ 0 0 0
0 0 0 λ 0 µ 0 0
0 0 µ 0 λ 0 0 0
0 0 0 µ 0 λ 0 0
µ 0 0 0 0 0 λ 0
0 µ 0 0 0 0 0 λ


. (7.24)

Now, let’s construct the transformations performed by Alice and Bob on their respective
subsystems. These transformations are governed by four parameters: ϕ1A, ϕ2A, ϕ3A, θA

2With this definition, assuming Alice has the modes 1 and 2, and Bob the modes 3 and 4, the upper
left part of Σ■ is the local state of Alice and analogously the lower right part belongs to Bob.
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(and likewise for Bob ϕ1B, ϕ2B, ϕ3B, θB). We denote this set of parameters as X for
the sake of brevity. The unitary matrices associated with these transformations are the
product of a rotation matrix and a phase-shift matrix, which allows us to study the
situation in the most general way

UA/B =
(
eiϕ2A/B cos(θA/B) −ei(ϕ1A/B+ϕ2A/B) sin(θA/B)
eiϕ3A/B sin(θA/B) ei(ϕ1A/B+ϕ3A/B) cos(θA/B)

)
. (7.25)

From UA and UB we build the overall simplectic transformation on the state

S1 =
(
SA 0
0 SB

)
(7.26)

where

SA/B =
( cos(θA/B) cos(ϕ2A/B) − sin(θA/B) cos(ϕ1A/B + ϕ2A/B) cos(θA/B) sin(ϕ2A/B) − sin(θA/B) sin(ϕ1A/B + ϕ2A/B)

sin(θA/B) cos(ϕ3A/B) cos(θA/B) cos(ϕ1A/B + ϕ3A/B) sin(θA/B) sin(ϕ3A/B) cos(θA/B) sin(ϕ1A/B + ϕ3A/B)
− cos(θA/B) sin(ϕ2A/B) sin(θA/B) sin(ϕ1A/B + ϕ2A/B) cos(θA/B) cos(ϕ2A/B) − sin(θA/B) cos(ϕ1A/B + ϕ2A/B)
− sin(θA/B) sin(ϕ3A/B) − cos(θA/B) sin(ϕ1A/B + ϕ3A/B) sin(θA/B) cos(ϕ3A/B) cos(θA/B) cos(ϕ1A/B + ϕ3A/B)

)
(7.27)

which leads us to the final cluster state covariance matrix in its most general form

Σgen = S1Σ■S
T
1 (7.28)

The problem thus reduces to finding a solution to the equation Σgen = Σtarget for the set
of parameters. The first method tested to attempt to solve the problem is to analytically
search for values of X for which Σgen is zero in positions where Σtarget is zero. In other
words, we are looking for values of X such that

(Σgen)i,j(X) = 0 iff (Σtarget)i,j = 0 (7.29)

One known method for correlating or decorrelating two nodes in the systems we are
studying here is to use symmetric beam-splitters, so we set θA = θB = π/4 in the
preliminary approach. Then, it is possible to find ’by hand’ a set of values that satisfy
the problem for all (i, j) satisfying (7.29). Using this approach we are not able to fully
recover the covariance matrix of an EPR pair, yet we find

Σgen =


λ′ 0 0 µ
0 λ′ µ 0
0 µ λ” 0
µ 0 0 λ”

 (7.30)

with{
µ = s2 − 1√

5s
, λ′ = (

√
(5) + 5)s2 −

√
(5) + 5

10s , λ” = −(
√

(5) + 5)s2 +
√

(5) + 5
10s

}
(7.31)

It appears that the problem has no solution in the case of symmetric beam-splitters (with
lambda fixed). This impossibility was also extended to a scenario where no assumption
is made on θA/B. Looking at the analytical expression of Σgen we find

Cov(X̂1, X̂2) ∝ [sin(θA) cos(θA) sin(ϕ1A) + cos(2θA)] sin(ϕ1A + ϕ2A + ϕ3A)
∝ [sin(θA) cos(θA) sin(ϕ1A) + cos(2θA)] cos(ϕ1A + ϕ2A + ϕ3A)

(7.32)



7.5 Analytical approach 135

Fig. 7.11 ∆2X̂1 − λ et Cov(X̂1, P̂1) pour ϕ1A ∈ [0, 2π] et ϕ2A ∈ [0, 2π]. It
appears that the two functions are never 0 at the same point of the space, thus
showing the impossibility of a perfect routing in square networks.

which leads to the condition

sin(θA) cos(θA) sin(ϕ1A) + cos(2θA) = 0 (7.33)

and thus
θA = 1

2 cot−1
(

−sin(ϕ1A)
2

)
(7.34)

We can now analytically assess ∆2X̂1 − λ and Cov(X̂1, P̂1), are two functions of ϕ1A
and ϕ2A for the determined θA. We plot these two functions in Fig. 7.11. There are no
values of (ϕ1A, ϕ2A) for which both covariances vanish at the same point, indicating that
the problem has no solution even in the case of an unbalanced beam-splitter. Overall,
it appears that in the case of a square cluster, if our evolutionnary strategy does not
converge perfectly it is indeed due to an impossibility to find a solution. However, this
result cannot be generalized yet to all cluster topologies with n > 4.

7.5.2 General approach and Williamson decomposition

A recent development in the subject involves not looking anymore at the state that Alice
and Bob share together but rather at the final state that Alice and Bob should hold
individually. If, after their transformation, they own an EPR pair, then locally Alice and
Bob see a thermal state with a temperature associated with photon number λ = cosh(2r).
This state is completely separated from the rest of all other local nodes. Then, if Alice
and Bob apply local symplectic transformations SwA and SwB that correspond to the
Williamson decomposition of their local state, the state they should see is locally a set of
thermal states.
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In essence, we can provide a no-go theorem on extracting an EPR pair from the cluster
state by looking at the symplectic eigenvalues of the state. If one of them is exactly
λ, then perfect routing is doable, and the symplectic transformation of the Williamson
decomposition is the solution to our problem. Moreover, it appears that in a scenario
where local routing appears doable (as in 7.4.1), the set of symplectic eigenvalues always
presents the value 1 with multiplicity 2. The value 1 indicates that some modes of the
subsystem are pure and thus decorrelated from Bob completely. This value (1) is very
often present in complex topologies scenarios.

This result is not enough to identify a topology, among the ones explored so far, as
a universal candidate for quantum routing. Further work is necessary to determine the
potential impact that the orthogonal matrix O presented in equation (1.97) and taken
to the identity matrix in our case because the clusters are built with identical squeezing.
Choosing appropriately the value of O permits to optimize the squeezing distribution
in the network [Sansavini and Parigi, 2019]. Thus, in a more realistic scenario, this
orthogonal matrix could be an extra crucial parameter.

Finally, more work should be done to explore how the imperfect EPR pair affects the
teleportation protocol presented in Chapter 2.4.



Conclusion & Outlook

In this thesis, we have examined the single-pass generation of multimode squeezed states
of light at telecom wavelengths in ppKTP waveguide. This is, to my knowledge, the
first time such multimode quantum states are produced at these wavelengths. We gave
through this manuscript a dedicated focus on the detection setup as I was especially in
charge of its design, as well as a focus on how to properly acquire the different data for the
caracterization of the source (squeezing curves, covariance matrix and nullifiers of cluster
states). Moreover, we provided a comprehensive framework for selecting the appropriate
waveguide to work as a source in our experiment. This framework might not be complete
but it is what I know at the time of writing my thesis. Indeed the experiment was not
only designed during my Ph.D, but also built, rebuilt from scratch, and characterized
extensively each time. Our results have demonstrated that such technique for producing
non classical states of light is promising for a wide range of applications in quantum
information. Indeed the squeezing level per mode [over 2 dB in the first 4 modes] appears
as a very promising result. Generation at such wavelengths is especially important, as
it can enable quantum information, communication, and sensing beyond the laboratory
scale with fibered components.

We have also addressed the question of an application of the source toward frequency-
multiplexing quantum key distribution and provided a proposal for an experimental im-
plementation. Finally, we have explored Quantum Routing in large complex multipartite
networks and derived some important criteria for the construction of quantum network.

The completion of this thesis opens the door to new research possibilities. Here are
some avenues for future research that stem from our findings and limitations:

1. Measuring the exact supermodes: A deeper exploration of the quantum state
produced may reveal unexplored nuances. This would certainly lead to higher
squeezing level per mode as well as the production of accurate cluster states. Further
studies could investigate the role of spectrum modulation inside the waveguide for
a more comprehensive understanding. Moreover the issue of spatial mode-matching
should be adressed as well to reduce optical losses in the system. This is a necessary
step in order to move from source caracterization to several case of study such as
quantum cryptography, quantum computing or quantum metrology.

2. Multimode photon addition and/or subtraction: Future research can be ded-
icated on producing non-gaussian quantum states from photon addition or photon
subtraction on the generated multimode squeezed state. Applying these findings to
certification of non-gaussian states could open new research perspectives. Recently

137
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the group acquired superconducting nanowire single-photon detector (SNSPDs) for
this purpose.

3. Waveguide engineering: Technology and methodologies are constantly evolving.
Advances in waveguide engineering, via aperiodic poling for example, could enable
more sophisticated quantum source toward the direct production of cluster states
in the frequency domain.

4. Toward Quantum Information protocols: Integrating Quantum Cryptography
and/or Computing [Yokoyama et al., 2013a, Asavanant et al., 2019, Larsen et al.,
2019] with the conclusions of this thesis might provide a more comprehensive inter-
disciplinary understanding of the potential of the source for real world applications.

In conclusion, there is still much to explore in this field, and the outlook for future
research offers exciting opportunities to expand our knowledge and deepen our under-
standing. I hope this thesis will serve as a strong foundation for future research in this
area.
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Fig. A.1 20 mode curve acquisition. The masks applied for the acquisition
on the Local Oscillator were HG functions with respective FWHM (nm) in am-
plitude : 45, 31, 28.5, 27, 26, 25.5, 25.2, 24.9, 24.7, 24.6, 24.5, 24.4, 24.2, 24, 24,
24, 24, 24, 24, 24, 24

Fig. A.2 First 6 HG masks acquisition at the output of the pulse
shaper.

A.1.2 Flat-mode basis
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Fig. A.3 Flat mode curve acquisition. The masks applied for the acquisition
on the Local Oscillator were flat modes presented in Chapter 5.

A.2 Covariance matrix reconstruction

Fig. A.4 Covariance matrix acquisition curve. The 8 first masks cor-
responds to the 8 individual frexels, and the rest are acquired with masks as
combinations of 2 different frexels
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Fig. A.5 Covariance matrix mask order. All the mask use for the recon-
struction in the same order as the acquisition curve.

A.3 Cluster state measurement
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Fig. A.6 Cluster nullifiers curve acquisition. The masks applied for the
acquisition on the Local Oscillator are shown after.

Fig. A.7 Cluster nullifiers masks.

A.4 Other parameters

A.4.1 Coherence

A.4.2 Spectral amplification and deamplification
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Fig. A.8 Coherence acquisition curve. Coherence between the local oscil-
lator and the seed.
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Fig. A.9 Phase sensitive amplification in the seed spectrum. By looking
at the portion of the spectrum that is amplified or deamplified, we can evaluate
the order of magnitude of the total bandwith of the signal field. It appears to
be about 80 nm in this figure.
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Appendix B
Covariance Matrix Adaptation Evolu-
tionary Algorithm

We give a detailed description of the so-called (µ, λ) Covariance Matrix Adaptation evo-
lutionary algorithm1 where λ is the number of generated mutants per generation, and µ
are the individuals selected to become subsequent parents [Shir et al., 2009]. λ is designed
to scale with the dimensionality D of our problem such that :

λ = 4 + ln(D)

µ = ⌊λ2 ⌋
(B.1)

To produce a new generation the algorithm first generates λ perturbations z⃗k ∼ N (0, 1)
from the former control point ⟨x⃗⟩(i) combined with a multivariate normal distribution
parametrized by the statistically learned covariance matrix Σ such as :

ΦN (z⃗) = 1√
(2π)D det Σ

exp
(

−1
2 z⃗

TΣ−1z⃗

)
. (B.2)

Σ is a weighted history of the successful evolution path p⃗c in an effort to minimize the
effects of noise. The evolution path is calculated this way :

p⃗(i+1)
c = (1 − cc)p⃗(i)

c +
√
cc(2 − cc)µeffR(i)Λ(i)1/2⟨z⃗⟩(i+1), (B.3)

where cc = 4
D+4 , µeff = 1∑µ

k=1 ω
2
k

, R and Λ come from the eigendecomposition of Σ =
RΛRt. The weights ωk are defined in (B.11). Σ is then updated according to:

Σ(i+1) =(1 − ccov)Σ(i) + ccov
µeff

p⃗(i+1)
c p⃗(i+1)T

c

+ ccov

(
1 − 1

µeff

)
R(i)Λ(i)1/2

( µ∑
k=1

ωkz⃗
(i+1)
k z⃗

(i+1)T
k

)(
R(i)Λ(i)1/2

)T (B.4)

1In this part λ and µ are standard notation linked to the algorithm, they are different than the
correlation strength of the EPR pair described in the main text.
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Where ccov = 2
(D+

√
2)2 and Σ(0) = 1. This statistical covariance matrix is then coupled

to a factor σg to model an expansion or contraction of the main path. The idea is to
begin by exploring a large diversity of offspring, to limit the influence of local minima and
then progressively reducing the diversity to look for the precise solution of our problem,
as illustrated in Figure 7.6. It is updated as follow

σ(i+1)
g = σ(i)

g exp

 cσ
dσ


∥∥∥p⃗(i+1)
σ

∥∥∥
⟨∥N (0,1)∥⟩

− 1

 (B.5)

with
cσ = (µeff + 2)

(D + µeff + 3)
dσ = 1 + cσ

(B.6)

and
p(i+1)
σ = (1 − cσ)p⃗(i)

σ +
√
cσ(2 − cσµeff )R(i)⟨z⃗⟩(i+1). (B.7)

Finaly the λ trial solutions are

x⃗
(i+1)
k = ⟨x⃗⟩(i) + σ(i)

g R(i)Λ(i)1/2z⃗
(i+1)
k (B.8)

thus we have our new generation of offsprings. We now only need to compute our future
control point ⟨x⃗⟩(i+1). First we need to evaluate each offspring of the new generation to
determine the µ best candidates via the objective function f . We reorder our offspring
(x⃗1, ...x⃗λ) such that :

f(x⃗1) < f(x⃗2) < ... < f(x⃗λ) (B.9)

then keeping only the µ best candidates we build

⟨x⃗⟩(i+1) =
µ∑
k=1

ωkx⃗
(i+1)
k (B.10)

where the weights are set to give a higher importance to offsprings with better fitness
function

ωk = ln [(µ+ 1)/k]∑µ
j=1 ln [(µ+ 1)/j] (B.11)
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Sujet : Continuous Variable Multimode Quantum States at
Telecommunication Wavelengths for Quantum Networks

Résumé : Le but de cette thèse est le montage d’une source d’états comprimés du vide mul-
timode aux longueurs d’ondes utilisées pour les télécommunications. Pour ce faire, nous util-
isons la conversion paramétrique descendante en simple passage d’un peigne de fréquence dans le
proche infrarouge à l’aide d’un guide d’onde ppKTP de type-0. Cette méthode possède beaucoup
d’avantages, tout d’abord la production est totalement déterministe ce qui lui offre beaucoup de
fiabilité. D’autre part, elle ne nécessite aucun système de cryogénie pour fonctionner. Enfin, elle
a été construite à l’aide d’éléments d’optique intégrée (guide d’onde) ce qui laisse à imaginer une
intégration sur une puce photonique. Le choix de la longueur d’onde pour les télécommunications
n’est pas un hasard non plus, étant donné notre volontée future de transmettre cette source avec
le moins de pertes possibles. Nous présentons les résultats du montage et de la caractérisation
mode-à-mode de la source allant jusqu’à la production de canevas quantiques. Plus précisément,
nous montrons la présence de plus de 20 modes et un degré de compression du vide dans le pre-
mier mode supérieur à 2.5dB. En parallèle, nous présentons une proposition expérimentale pour
aller vers une application directe de cette source pour des protocoles de cryptographie quantique
à variables continues. Enfin, une étude plus théorique est réalisée sur le routage dans les canevas
quantiques à structures complexes.

Mots clés : Quantique, Optique, Information

Subject : Continuous Variable Multimode Quantum States at
Telecommunication Wavelengths for Quantum Networks

Abstract: The goal of this thesis is to build a source of multimode vacuum squeezed states of
light at telecommunication wavelength. We achieve this via in a single-pass spontaneous paramet-
ric down-conversion of a frequency comb in the near-infrared using a type-0 ppKTP waveguide.
This method offers numerous advantages. Firstly, the production is entirely deterministic, pro-
viding a high level of reliability. Additionally, it doesn’t require any cryogenic systems to operate.
Furthermore, it was constructed using integrated optics elements (waveguides), which suggests
the potential for integration on a photonic chip. The choice of wavelength for telecommunica-
tions is also deliberate, given our future intention to transmit this source with minimal losses. We
present the results of the assembly and mode-to-mode characterization of the source, extending
to the production of clusters. More specifically, we demonstrate the presence of over 20 squeezed
modes and a degree of squeezing in the first mode exceeding 2.5 dB. In parallel, we present an
experimental proposal to move towards a direct application of this source for continuous-variable
quantum cryptography protocols. Finally, a more theoretical study is conducted on routing in
complex cluster states.

Keywords : Quantum, Optics, Information
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