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Glossary

Nomenclature

Chapter 1

Symbol Unit Definition

T - Clarke Transformation
~Vs V Stator voltage space phasor

Rs Ω Stator resistance

~is A Stator voltage space phasor
~ψs Wb Stator flux space phasor

Vαs,Vβs V α- and β-axis stator voltages

iαs,iβs A α- and β-axis stator currents

ψαs,ψβs Wb α- and β-axis stator fluxes

ψm Wb Permanent magnet flux

θe,θm Rad Electrical and mechanical angles

Ls,Lm H Stator self and mutual inductances

ωe,ωm Rad/s Electrical and mechanical fundamental frequencies

Vd,Vq V d- and q-axis stator voltages

ψd,ψq Wb d- and q-axis stator fluxes

id,iq A d- and q-axis stator currents

Ld,Lq H d- and q-axis stator inductances

p - Stator pole pair number

Te N.m Generated torque

ρ - Differential operator

Vγ,Vδ V Stator voltage in the estimated γ- and δ-axis
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iγ,iδ A Stator current in the estimated γ- and δ-axis

eγ,eδ V Stator EEMF in the estimated γ- and δ-axis

ω̂e Rad/s Estimated electrical fundamental frequency

θ̂e Rad Estimated electrical angle

λα,λβ Wb alpha- and β-axis total stator fluxes

x - State variable of the system state-space model

u - Input of the system state-space model

y - Output of the system state-space model

A,B,C,I,J,0 - Constant matrix coefficient

P - Perturbation term

O - Observed disturbance

H - Feedback gain matrix

Vdh,Vqh V High-frequency term in the d- and q-axis voltages

idh,iqh A High-frequency term in the d- and q-axis currents

Vh V Amplitude of the HFI voltage

ωh Rad/s Frequency of the HFI voltage

Ihp,Inp A Amplitudes of the positive- and negative-sequence of iαβh

Id′h,Iq′h A High-frequency terms of the estimated dq-frame currents

VN V Amplitude of the positive-sequence of iαh

V1 V Amplitude of the zero-sequence voltage

iαh−prc.,iβh−prc. A Processed α- and β-axis currents

Th s Period of the square-wave HFI voltage

k - Constant integer

t s Instance of time

Vαβ−pulse V Injected voltage in INFORM method

iαβ−pulse V Induced current in INFORM method

Ii A Amplitude of the current ith harmonic

φi Rad Phase of the current ith harmonic

BPM
r ,BPM

θ T PM radial and tangential airgap fields

BArm
r ,BArm

θ T Armature radial and tangential airgap fields

bPMr ,bPMθ ,bArmr ,bArmθ - Constants depending on r and j

r m Radius of analysis in the airgap

j - The number of spatial harmonics

λα,λβ - Real and imaginary components of the complex permeance
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λdc,λαn,λβn - Constants depending on the stator slots dimensions

Ns - Number of stator slots

Fr,Fθ N Radial and tangential airgap forces

Mm Kg Global mass matrix

Cm N.s/m Global damping matrix

Km Pa Global rigidity matrix

Fm N Nodal force vector matrix

X m Nodal displacement matrix

F̃k N Amplitude of the force kth harmonic

X̃k m Amplitude of the displacement kth harmonic

c0 m/s Sound wave speed in a given medium

γ m2/s Kinematic viscosity

ρ Kg/m3 Medium mass density

P Pa Sound pressure

v m/s sound propagation velocity

Chapter 2

Symbol Unit Definition

fe,fm,fei Hz Electrical, mechanical, and current frequencies

F PM
r ,FArm

r N PM radial airgap forces considering the PM and Arm impacts

KT - Transformation matrix

Lαβ H Inductance matrix in αβ-frame

Ldq H Inductance matrix in dq-frame

Vαβh,Vdqh V HFI voltages in the αβ- and dq-frame

iαβh,V idqh V Resulting HFI currents in the αβ- and dq-frame

i
Vαβh
αβ A HF current in the αβ-frame with HFI voltage in αβ-frame

i
Vdqh
αβ A HF current in the αβ-frame with HFI voltage in dq-frame

Vphd V Gate pulses in deadtime-included PWM

Vphi V Gate pulses in ideal PWM

Vref V Reference PWM waveform, which is to be compared with the carrier

Vc V PWM carrier waveform

ma - PWM modulation index

T s Period of the carrier signal
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D - PWM duty cycle

Vdc V DC link voltage

K,k - Constant integers

Chapter 3

Symbol Unit Definition

h - Order of the chosen harmonic

i,k - Coefficients used in the design of BPFI and BPFII

C - Gain of the chosen BPF

fb,fc Hz Passing band and central frequency of the BPF

W ,X - Gain and input of the ADALINE

d,µ - Error and learning rate of the ADALINE

e Rad Estimation error of PLL/QPLL

Kp,Ki - Proportional and integral coefficients of the PLL loop filter

Gfrw
QPLL - Forward-path transfer function of the QPLL

GQPLL - Closed-loop transfer function of the QPLL

ξ - Damping coefficient of the second-order system

ωn Rad/s Undamped natural frequency of the second-order system

τsd,τsq s Time constant of the d- and q-frame current loop

Tsw s Period of the switching

Gfrw
i - Forward-path transfer function of the current loop

Kpi ,KIi - Proportional and integral gain of the current loop PI regulator

τi s Current loop time constant

Tsi s Accumulated time constant of the digital delays

τelec s Time constant of the PMSM electrical model

Gi - Closed-loop trabsfer function of the current loop

Te,Tl N.m Electromagnetic and load torque

J Kg.m2 The rotor moment of inertia

B N.m.s/rad Frictional damping coefficient

ωm Rad/s Rotor mechanical speed

Gfrw
ω - Forward-path transfer function of the speed loop

Kpω ,Kiω - Proportional and integral coefficient of the speed loop PI

Ai,Ao V Amplitude of the PLL input and output
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hi,ho - Harmonic order of the PLL input and output

ωe,ω̂e Rad/s Actual and estimated frequency

KRC - Gain of RC

ξRC - Damping coefficient of RC

ωRC Rad/s undamped natural frequency of RC

α,γ - Constant coefficients in RC design

GRC - Closed-loop transfer function of the compensation block

Gfrw
RCPLL - Open-loop transfer function of RCPLL

Gcl
RCPLL - Closed-loop transfer function of RCPLL

Gfrw
ω - Open-loop transfer function of the speed loop with RCPLL

Abbreviation

PMSM Permanent magnet synchronous motor

SM Synchronous machine

IM Induction machine

FOC Field-oriented control

IPMSM Interior PMSM

SPMSM Surface PMSM

CA Commutation angle

BEMF (EMF) Back Electromotive Force

EEMF Extended EMF

LDO Linear disturbance observer

SMO Sliding-mode observer

EKF Extended Kalman filter

LPF Low-pass filter

BPF Band-pass filter

HPF High-pass filter

PLL Phase-locked loop

ANN Artificial neural network

LESO Linear extended state observer

SNR Signa-to-noise ratio

HFI High frequency injection

PWM Pulse width modulation
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INFORM Indirect flux detection by online reactance measurement

PM Permanent magnet

Arm Armature

FEM Finite-element method

RPWM Random PWM

ADALINE Adaptive linear neuron

QPLL quadrature PLL

ADC Analog-to-digital converter

FFT Fast fourier transform

RC Resonanr controller

RCPLL RC-based PLL

ADALINE-PLL ADALINE-based PLL

SOGI Second-order generalized integrator

SRFPLL Synchronous reference-frame PLL

EPLL Enhanced PLL

PMSG Permanent magnet synchronous generator
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General Introduction

Electric motors have always had a pivotal role in industry. At first, DC motors were abun-

dantly used, due to their simple control and satisfactory torque dynamics. Then, AC ma-

chines became more widespread, owing to their simpler structure and less mechanical sophis-

tication. Prior to the era of modern power electronics, open-loop and constant V/f ratio

control algorithms were the most utilised control methods of AC machines. Introduction of

powerful processors and proliferation of efficient semiconductor switches have culminated in

a tangible leap within the power electronic industry, directly influencing the electric motor

drive technologies and related control algorithms.

Nowadays, cutting CO2 emission is at the forefront of attention of the governments and

global decision-makers. To this end, the topic of transportation electrification has garnered

especial importance. Within this context, reliability, flexibility, and redundancy are vital

keywords defining a successful technology. Having the characteristics like wide speed range,

high torque density, robust structure, and low disseminated vibration and acoustic noise has

made the permanent magnet synchronous motor (PMSM) an apt AC machine, especially

within the electrified drivetrains.

Having a high-performing and reliable operation, field-oriented control (FOC) is an in-

tegral part of any AC motor control algorithm. The coordinate transformation is the heart

of FOC, which entails having access to the instantaneous rotor position. The rotor position

is usually captured through position sensors, in the form of encoder, resolver, or hall-effect

sensor. However, these sensors need to be regularly tuned and are bulky, expensive, and sus-

ceptible to conductive noise and faulty operation; therefore, seeking more relible and cheaper

acquisition techniques has become a trending research topic, resulted in the emergence of

sensorless control algorithms.

Given the operating speed, different sensorless mehods exist; at zero and low-speed range,

the saliency tracking-based methods are widely adopted. Besides, the model-based algo-

rithms are utilised for the medium-high speed operation. Scanning the literature, a plethora
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of research is found concerning these two methods.

On the other hand, this thesis proposes a novel method for PMSM sensorless control

implementation which utilizes the machine output acoustic noise, instead of the current

or electromotive force (EMF). While the acoustic noise has traditionally been viewed as a

drawback in PMSM operation, this cross-coupled phenomenon is deeply investigated and

actively leveraged for the extraction and estimation of rotor position information.

In contrast to the conventional methods, the proposed sensorless method can cover a wide

speed range. As the result, the acoustic noise-based sensorless control is of great potential

in being applied to many applications, at least as the back-up control method in case of the

main method failure, accentuating all of the mentioned keywords, i.e., reliability, flexibility,

and redundancy.

Chapter 1 discusses the fundamental modelling and control methods of PMSM, asso-

ciated sensorless algorithms state-of-the-art, and vibration and acoustic noise occurrence in

electric machines. Regarding the sensorless algorithms, all of the aspects of the existing

methods, including the model-based and saliency tracking-based, are extensively discussed.

Chapter 1 provides the necessary elements for the proposed methods and analyses pro-

vided in Chapter 2 and Chapter 3.

Chapter 2 deeply investigates the vibroacoustic behaviour of PMSM, in response to

various high-frequency injection (HFI) and PWM voltages. Given each condition, the har-

monics of current, electromagnetic fields, airgap radial forces, and resulting vibration and

acoustic noise are investigated. Finally, it is proved that, if PMSM is excited by an HFI or

PWM voltage, the radiated acoustic noise serves as a rich source for extraction of the rotor

position information.

Chapter 3 implements an acoustic noise-based PMSM sensorless control. Regardless of

the excitation type (HFI or PWM only), two novel signal processing algorithms, for extrac-

tion of the speed-dependent components, are proposed. In the following step, the system

stability is investigated. Finally, two novel position observers, equipped with adaptive har-

monic compensation blocks, are proposed which greatly improve the estimation performance.

Chapter 4 evaluates the performance of the proposed methods through experimental

tests on an actual testbench. Reliability, robustness and stability of all the proposed methods

are verified through various tests conducted in static and dynamic conditions. In addition,

successful performance of the proposed methods is benchmarked against the conventional

sensorless algorithms in similar working points.
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Chapter 1

State of the Art - PMSM

Fundamentals, Sensorless Control,

and Vibration and Acoustic Noise

This dissertation is dedicated to development of a closed-loop sensorless control for perma-

nent magnet synchronous motor (PMSM) using the machine output acoustic noise, as the

source for extraction and estimation of the rotor position information. As the result, this

chapter details the following aspects:

• PMSM fundamentals, operation, and conventional control algorithms: it is

necessary to review the fundamentals of PMSM operation and conventional control

algortithms at first.

• Sensorless control of PMSM: instead of using the bulky, expensive, and faulty

position sensors for acquiring the rotor position, sensorless algorithms are developed

which provide the estimated values of the rotor position.

• Vibration and acoustic noise phenomenon in PMSM: the nature of vibration

and resulting acoutic noise are deeply invesrigated in order to provide a suitable back-

ground for using the PMSM acoustic noise (or vibration) for the rotor position es-

timation in the following chapter, which finds its application in acoustic noise-based

sensorless control.
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1.1 PMSM Fundamentals, Operation, and Conventional

Control Algorithms

Introduction

In the past, DC motors were abundantly used for variable-speed applications due to the

fact that their torque and flux could be controlled by changing the field and armature

currents in a linear manner. On the contrary to the ease of control and rapidity of torque

response, DC motors have complicated mechanical structure which is a big disadvantage.

Due to the existence of commutators and brushes mounted on the rotor, performing periodic

maintenence is required.

AC motors, on the other hand, due to their simpler structure and especially after the

maturity of power electronic converters and digital processors proved themselves as reliable

and cost-effective alternative to their DC counterparts. It is possible to apply the similar

flux and torque control principles to AC drives, by which the generated flux and torque

are directly controlled by the respective flux-producing and torque-producing components

of the current. This method is called field-oriented control (FOC) or vector control of AC

drives which is applicable to both synchronous machines (SM) and asynchronous machines

(or induction machines abbreviated as IM) [1].

In both IM and SM, the salient stator is made of a laminated iron core. The stator has

windings responsible for producing stator-side magnetic field.

On the other hand, SM and IM have fundamentally different rotor structures. The rotor

of IM can either be of squirrel cage, with the minimal manufacturing cost, or wound type.

For SM, different rotor structures exist which results in having different types of machines

as follows [2]:

• Wound rotor SM: In this structure, the rotor flux is generated through a DC-excited

winding which is mounted on the rotor by means of brushes and slip rings. In order to

facilitate the process of torque generation, an auxiliary winding can also be added to

the rotor. This machine structure is shown in Fig. (1.1a).

• Synchronous reluctance machine (SynRM): In this machine structure, there is

no magnet or winding within the rotor structure. The rotor is made of laminated

core which has several voids to better orient the flux paths as shown in Fig. (1.1b);

consequently, the rotor is deemed to be of salient type which results in the generation
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(a) Wound SM [2]. (b) SynRM [2].

(c) SPMSM [2]. (d) IPMSM [2].

Figure 1.1: Different structures of SM.
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of reluctance torque while operation. Compared to PMSM, this machine has lower

efficiency, yet due to to absence of PM in the structure, the overall manufacturing cost

is lower.

• Permanent magnet SM (PMSM): In this structure, the rotor field is generated

via using permanent magnets in the rotor structure. Depending on the position of

the magnets, different types of PMSM can be obtained. Given the magnets mounted

on the stator surface, the structure is called surface permanent magnet SM (SPMSM)

shown in Fig. (1.1c). If the magnets are buried inside the rotor, the structure is interior

permanent magnet SM (IPMSM) shown in Fig. (1.1d). The use of rare-earth magnets

with high remnant flux yields machines with smaller size and higher efficiency. On

the contrary, these high-performance magnets significantly increase the manufacturing

cost and complexity of PMSM. It is to be mentioned that all the analyses,

simulations, and experimental results in this dissertation are provided for

PMSM.

In all SM topologies, the rotor always rotates in synchronism with the stator flux, meaning

that the rotor always rotates at the synchronous frequency. By utilizing appropriate control

strategy and power converter, the stator fundamental frequency could be altered which

results in having variable speed operation. Also, the dq-frame is always aligned with the

generated rotor flux as a convention.

1.1.1 Modeling of PMSM

In this subsection, the space phasor models of PMSM in the stationary (αβ) and synchronous

rotating (dq) reference frames are reviewed. Modelling of PMSM in the αβ- and dq-frame is

an important asset for the development of FOC and sensorless control algorithms.

1.1.1.1 PMSM Model in the Stationary Reference Frame Fixed to the Stator

Given an arbitrary vector ~x in the abc coordinate system (three-phase) as shown in Fig. (1.2),

there always exist two orthogonal vectors representing the real and imaginary components,

as mathematically provided in eq.(1.1). The x0 component, known as the zero-sequence

component, is introduced to the matrix to make it invertible. The transformation is made
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Figure 1.2: Transformation from the abc-frame to the stationary αβ-frame.

possible through using a constant matrix known as Clarke Transformation. xα
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2
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−
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3
2

1
2

1
2

1
2
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Using the same principle, the voltage equation in the three-phase system (Appendix A and

eq. (A.1)) can be rewritten using the space phasor notation:

~Vs = Rs ·~is +
d

dt
~ψs (1.3)

The above equation can be decomposed into its real and imaginary components as in eq.

(1.4) and eq. (1.5).

Vαs = Rsiαs +
dψαs
dt

(1.4)

Vβs = Rsiβs +
dψβs
dt

(1.5)

The stator flux components in the stationary reference frame are obtained as:

ψαs = ψm · cos (θe) + Lssiαs (1.6)
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ψβs = ψm · sin (θe) + Lssiβs (1.7)

As the result, the voltage equations are obtained as:

Vαs = Rsiαs + Lss
diαs
dt
− ψmωe · sin (θe) (1.8)

Vβs = Rsiβs + Lss
diβs
dt

+ ψmωe · cos (θe) (1.9)

Within eq. (1.8) and eq. (1.9), the two terms containing the rotor speed (ωe) are defined as

the Back Electromotive Force (BEMF) which are induced rotational voltages.

1.1.1.2 PMSM Model in the Synchronous Rotating Reference Frame Fixed to

the Rotor

Given the arbitrary vector ~x in the stationary reference frame shown in Fig.(1.2), it is

possible to transform this vector to an arbitrary new reference frame which is rotating at a

fixed speed (ωs) as shown in Fig.(1.3). In this transformation, the original vector ~x is kept

constant and only its real and imaginary components are changed with respect to the new

coordinate system. The transformation from the stationary-frame to the synchronous-frame

Figure 1.3: Transformation from the stationary frame to the synchronous frame.

is mathematically defined as:

~xdq = ~xαβ · e−jθs (1.10)[
xd

xq

]
=

[
cos (θs) sin (θs)

− sin (θs) cos (θs)

][
xα

xβ

]
(1.11)
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where θs represents the arbitrary angle difference among the stationary and rotating frames.

This transformation is completely invertible which makes it possible to transform the dq-

frame components to their corresponding stationary frame version.

In SM, the rotor flux is aligned with the actual rotor angle; therefore, the chosen dq-

frame rotates synchronously with the rotor speed and its actual angle corresponds to the

instantaneous rotor position (θs = θe).

In order to obtain the SM model in the synchronous reference frame, eq. (1.3) is multiplied

by e−jθe and the components are decomposed which results in the following:

Vd = Rsid +
dψd
dt
− ωeψq = Rsid + Ld

did
dt
− ωeLqiq (1.12)

Vq = Rsiq +
dψq
dt

+ ωeψd = Rsiq + Lq
diq
dt

+ ωe (ψm + Ldid) (1.13)

Applying the same transformation, the dq-frame flux equations are obtained as:

ψd = Ldid + ψm (1.14)

ψq = Lqiq (1.15)

In eq. (1.12) and eq. (1.13), the terms containing ωe are BEMF in the synchronous frame.

1.1.1.3 Torque Equation of PMSM

The general equation for the generated electromagnetic torque of an SM is provided in eq.

(1.16) [3] ,[4].

Te =
3

2
p (ψdiq − ψqid) =

3

2
p (ψmiq + (Ld − Lq) idiq) (1.16)

about which:

• The torque is composed of two terms, an electromagnetic torque generated as the

result of interaction between the rotor flux and the stator current (1.5pψmiq), and a

reluctance torque which is due to the difference of inductances in the d and q axes

(1.5p(Ld − Lq)idiq).

• For SPMSM, the values of direct- and quadrature-axis inductance are the same (Ld =

Lq = Lss), while for the IPMSM the q-axis inductnace is larger (Lq > Ld). Conse-

quently, depending on the design and type of SM, the torque can be of electromagnetic

origin only, reluctance origin only, or a combination of both.
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1.1.2 Field-oriented Control of PMSM

In case of PMSM, the rotor flux (which is produced by the permanent magnets) is always

aligned with the rotor position. Consequently, no flux observer or estimator is needed and

the rotor flux angle is simply obtained by using a position sensor, which directly provides the

position of the d-axis. This means that the available d-axis angle can be instantaneously used

within the coordinate transformation for obtaining the dq-axis components of the current

and voltage. Space phasor diagram of the SM is depicted in Fig. (1.4).

Figure 1.4: Space phasor illustration of the stator current and the rotor flux in the
synchronous rotating reference frame (dq-axis).

As the result of this inherent feature and given eq. (1.14) and eq. (1.16), the magnetic

flux can be controlled by the d-axis current and the electromagnetic torque is controlled by

the q-axis current. It is to be mentioned that, in most of the conditions, the d-axis current is

set to zero and only the q-axis current is controlled. The FOC comprises the instantaneous

control of speed, torque, and currents as shown in Fig. (1.5). Both the speed and dq-frame

currents are controlled through using PI regulators which have proved itself as an efficient

control solution.

Looking at the dq-frame voltage equations in eq. (1.12) and eq. (1.13), the BEMF terms

make the equations non-linear. If a PI regulator is to be used for the current regulation,

the voltage equations must be linearized; therefore, the BEMF terms are fed forward to the

control system (shown in Fig. (1.5) within the Decoupling box) which make [2]:

Vd = Rsid + Ld
did
dt

(1.17)

Vq = Rsiq + Lq
diq
dt

(1.18)
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Figure 1.5: Block diagram of FOC.

1.1.2.1 Determination of the Angle Difference Among the Rotor and Stator Flux

Vectors

In the FOC control of PMSM, the angle between the stator magnetic flux and rotor mag-

netic flux (created by the magnets) is crucial since it is directly used within the coordinate

transformation blocks. At the first-time start-up, these two vectors are randomly placed and

their respective angle (called commutation angle, CA) is unknown. Therefore, determination

of the CA is of paramount importance. Determination of the CA can be done in two ways

[5]:

• Using DC Excitation: in this method, the phase A is connected to the positive

DC-link voltage and both the B and C phases are connected to the negative DC-link.

As the result, a DC current is flowed within the windings and the stator current vector

is aligned with the α-axis direction. Consequently, the rotor magnetic flux vector is

forced to follow the stator current vector and the rotor moves and locks in a position

which is the alignment position (the CA is equal to zero in this condition).

• Using Current Controllers: in this method, the coordinate transformation angle is

kept constant at zero and the d-axis reference current is set to the machine nominal

current and the q-axis reference current is set to zero. After reaching the steady-state,

the stator curent vector is aligned with the α-axis and the rotor is forced to move until
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it locks in a position which is alignment with the α-axis. Similar to the previous DC

excitation method, the offset angle is equal to the CA.

Within the context of FOC, it is possible to apply two other auxiliary control strategies

called ’maximum torque-per-ampere’ and ’field-weakening’, which are respectively reviewed

within the Appendix A and Appendix B, at the end of this dissertation.

In this section, the fundamentals, models, and conventional control algorithms applicable

to PMSM were detailed. In all of the control algorithms, and especially for the coordinate

transformation, having an accurate knowledge about the rotor position was necessary. In the

following section, the sensorless control of PMSM (in which the rotor position is estimated)

is deeply investigated and the conventional and most recent algorithms are reviewed.

1.2 Sensorless Control of PMSM

PMSM has received extensive attention, as compared to its main competitor the induction

machine, over the years in both industry and academic sectors, which is solely due to its

reliability, efficient operation, wide speed range, and high torque density. In order to exhaust

the maximum efficiency out of the PMSM, countless closed-loop algorithms are proposed,

all of which are directly dependent upon the rotor position information which is usually

obtained through using encoder or resolver.

However, these position sensors are bulky, expensive, and susceptible to conductive noise.

Eliminating the position sensor, sensorless algorithms have garnered special attention [6], [7].

In all sensorless algorithms, the position information is estimated and fed to the coordinate

transformation afterward. There are two methods of rotor position estimation, which depend

on the speed range:

• At medium to high speed, the flux or BEMF models are used and the position

information is estimated. This category of sensorless control is known as model-based

method [8].

• At standstill and low speed, a high-frequency voltage/current signal is injected and

the current/voltage response is used as a basis for the rotor position estimation. This

category of sensorless control is known as saliency tracking-based method [9].

In the following part of this section, firstly the model-based sensorless control is reviewed.

Afterward, the saliency tracking-based sensorless algorithms are reviewed. As the pro-

posed sensorless methods in this dissertation are fundamentally different from
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the conventional methods, a through review of the previous methods are pro-

vided in this section so as to provide the reader with a deep insight into the

PMSM sensorless control.

1.2.1 Model-based Sensorless Control

As mentioned earlier, the model-based sensorless algorithms are suitable for medium to high

speed regions. The first studies focused on the high-speed sensorless control, used open-loop

strategies, which were highly sensitive to machine parameter mismatch and measurement er-

rors [10–13]. In order to improve the poor dynamic performance of the open-loop methods,

non-linear observer algorithms within a feedback loop were utilised [14–18]. These solu-

tions were proposed to expand the system overall robustness and accelerating the estimation

performance.

Two of the most utilised methods are the extended BEMF (EEMF) and flux models

which contain the rotor position information and can be used for the purpose of estimation

(replacing the position sensor). The EEMF model is firstly reviewd, then the flux model is

provided. Additionally, the overall diagram of the model-based sensorless FOC algorithm is

depicted in Fig. (1.6).

Figure 1.6: Block diagram of the model-based sensorless control of PMSM.
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1.2.1.1 EEMF Model

The voltage equations in the synchronous dq-frame are given below, in the matrix form, for

convenience. [
Vd

Vq

]
=

[
Rs + ρLd −ωeLq
ωeLd Rs + ρLq

][
id

iq

]
+

[
0

ωeψm

]
(1.19)

where ρ is the differential operator. This equation can be written with a new notation as

follows [19–21]: [
Vd

Vq

]
=

[
Rs + ρLd −ωeLq
ωeLq Rs + ρLq

][
id

iq

]
+

[
0

E

]
(1.20)

where

E = ωe ((Ld − Lq) id + ψm) + (Lq − Ld) ρiq (1.21)

As can be seen, this model does not contain rotor position information and therefore cannot

be used for the purpose of estimation. To approach this problem, eq. (1.20) is transformed

to a new estimated rotating reference frame (γδ-frame), which is lagging the synchronous

reference frame by the angle of θdiff = θe − θ̂e, in which the estimated position is denoted

by θ̂e. [
Vγ

Vδ

]
=

[
Rs + ρLd −ωeLq
ωeLq Rs + ρLd

][
iγ

iδ

]
+

[
eγ

eδ

]
(1.22)

and [
eγ

eδ

]
= E

[
− sin (θdiff )

cos (θdiff )

]
+ (ω̂e − ωe)Ld

[
−iγ
iδ

]
(1.23)

Equation (1.23) is the EEMF model within which ω̂e represents the estimated angular fre-

quency.

1.2.1.2 Linear Flux Model

Considering the transformation of dq-frame voltages (shown in eq. (1.19)) into the stationary

αβ-frame as [22]: [
Vα

Vβ

]
=

[
Rs + ρLq 0

0 Rs + ρLq

][
iα

iβ

]
+ ρ

[
λα

λβ

]
(1.24)

[
λα

λβ

]
= ((Ld − Lq) id + ψm)

[
cos (θdiff )

sin (θdiff )

]
(1.25)
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Equation (1.25) represents the linear flux model of PMSM in the stationary reference frame

which can be used for the estimation of rotor position information.

In order for the EEMF and/or flux models to be used for the sensorless algorithm, their

actual values must be estimated through using observers, which is discussed in the following

part.

In eq. (1.23) and eq. (1.25), a pair of orthogonal position-dependent com-

ponents is appeared which is directly used for the estimation of rotor position

information. The same notion is applicable to the proposed acoustic noise-

based sensorless methods in this dissertation, detailed in Chapter 3.

1.2.1.3 Observer Design for the Model-based Sensorless Control

In order for the EEMF (or linear flux) models to be estimated, it is necessary to rewrite the

associated models in state-space notation, as linear observable equations, as follows [23].{
d
dt

x = Ax + Bu

y = Cx
(1.26)

where

• x denotes the system state variable

• u is the voltage vector acting as the system input

• y is the system output

• A, B, and C are respectively constant coefficients.

Given each of the models, the variables accept different forms as follows [8].

• EEMF Model

x =

[
i

e

]
A =

[
−IRs

Ld
+ Jωe

Ld−Lq
Ld

− I
Ld

0 Jωe

]

B =

[
I
Ld

0

]
C =

[
I 0

] (1.27)
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where i and e are respectively the current and EEMF vectors and also:

I =

[
1 0

0 1

]
J =

[
0 −1

1 0

]
0 =

[
0 0

0 0

]
(1.28)

• Linear Flux Model [24]

x =

[
i

λ

]
A =

[
−IRs

Lq
− J
Lq

0 Jωe

]

B =

[
I
Lq

0

]
C =

[
I 0

] (1.29)

where λ is the vector of magnetic flux.

The linear observable PMSM model provided in eq. (1.26) can be approached by the well-

known classical control approaches. In order to estimate the EEMF/linear flux, appropriate

observer design should be adopted. Given the available methods and excluding the open-loop

ones which are severely unreliable, two powerful observer designs stand out. The first one

is to use an observer with the same order as the system, known as the ’full-order observer ’,

which has a complex parameter design procedure [25]. In order to eliminate such design

sophistication, the disturbance observer-based techniques are the alternative solution [26].

1.2.1.3.1 Disturbance Observer-based Estimation Method

Using the stator current equations of PMSM, the disturbance observer can be developed as

[8]:
d

dt
î = P (u,x, t) + O (1.30)

where P (u,x, t) represents the perturbation term depending on the model of PMSM, and

O is the observed disturbance by which the EEMF vector is estimated. The condition for

the accurate estimation of EEMF is that the observed current converges to its actual value.

The simplest form of the disturbance-based observer is linear diturbance observer (LDO),

in which the observed disturbance is designed in a linear feedback manner to facilitate the

analysis procedure [27–29] shown in Fig. (1.7).

One of the biggest disadvantages of LDO is that its operation alters in high operating

speeds. Therefore and to approach this shortcoming, sliding mode observer (SMO) has been

used altenrnatively, which can cover almost the entire speed range [30–35]. The easy-to-
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Figure 1.7: Block diagram of the linear disturbance observer.

implement structure of the SMO has made it one of the most widespread observers in the

model-based PMSM sensorless control. On the other end of the scale, the observed EEMF

contains excessive noise, known as the chattering phenomenon, which makes the use of an

output low-pass filter essential [8]. In order to alleviate the chattering phenomenon and

improve the EEMF estimation, an alternative SMO structure known as the super-twisting

SMO is proposed and applied in [36–41].

1.2.1.3.2 Full-order Observer-based Estimation Method

As mentioned earlier, the complete PMSM model can be used with the addition of a feedback

path to implement a full-order observer shown in Fig. (1.8). Within this observer structure,

the EEMF acts as a state (not a disturbance), which eliminates the need for a high bandwidth

design [8],[42]. The structure of a full-order observer, using the full model of PMSM, is given

below

Figure 1.8: Block diagram of the full-order observer.{
d
dt

x̂ = Ax̂ + Bu + H (̂y− y)

ŷ = Cx̂
(1.31)

where H is the feedback gain matrix. The full-order EEMF observer can be obtained in both

the stationary and rotating reference frames, which are equivalent [43–47].

The full-order observer methodology requires designing of the gains, which is subject to
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predefined conditions. On the contrary, the extended Kalman filter (EKF) is deemed as an

optimum method by which the feedback gains are automatically calculated. As the result

of this inherent characteristic, the EKF has become the estimation touchstone for nonlinear

systems. Its application in model-based PMSM sensorless control is widely investigated in

[48–54].

1.2.1.3.3 Position and Speed Estimation Algorithm

After estimation of the EEMF, through the disturbance observer or full-order observer, the

position and speed of the rotor must be extracted (estimated) as they are key to the FOC

algorithm. Given the fact that the estimated EEMF (or linear flux) is composed of two

orthogonal waveforms, there are usually three main position estimation algorithms available

within the literature, described in the following.

• Trigonometric Function

In the first algorithm, a trigonometric function (usually an inverse tangent function)

is used to directly estimate the position. The speed is obtained as the derivative of

the estimated position therefore. Since the speed is obtained through a derivative

procedure, the use of a low-pass filter (LPF) is indispensable which strengthen the

estimation against unwanted noise [37],[38],[40].

• Phase-Locked Loop (PLL)

The second position estimation method is the use of phase-locked loop (PLL) [30],

[31], [55], [56]. PLL is a nonlinear feedback-based observer, in which the estimated

speed and position are internal variables. Due to its simple design, PLL is one the

widely-used estimation methods not only in PMSM sensorless control, but also in

power system studies. The conventional PLL is a general second-order system, yet

this second-order position observer outputs either a steady-state value or a cumulative

value in the estimation error, when the input frequency is linearly changing. A revised

version of the conventional PLL, taking into account the applied torque and real rotor

dynamics, can also used, known as the Luenberger observer [57, 58].

In order to make the estimation robuster against the input signal frequency variations,

it is possible to use a type-III observer, which enables the user to have a greater

control over the loop filter design and its frequency-domain behaviour [59]. The type-

III observer can repress the estimation error, however, it is still susceptible to nonlinear
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variations of the input signals frequency (nonlinear profile of the acceleration). As the

result, an improved PLL observer with a compensation module is proposed in [60]. This

observer utilizes a dynamic compensation block, which transforms the observer to a

type-IV system, and enables it to better cope with the high-order input accelerations.

It is to be mentioned that the higher the PLL order, the more difficult the tuning will

be. Moreover, the pole placement becomes increasingly important, since it can directly

impact the overall speed-loop stability.

• Adaptive Observer

Adaptive approach is an alternative solution for estimation of the rotor speed and

position [32],[61]. In such observer structure, an adjustable model coupled with a

gradient descendent algorithm is used in order to track the phase and frequency of the

estimated EEMF.

1.2.1.3.4 Estimation Using Artificial Neural Network

The use of artificial neural network (ANN) for implementation of sensorless control, especially

for the purpose of EEMF estimation, has also been investigated in the literature. ANN is

usually used for prediction, model recognition, and nonlinear function estimation [62].

The back propagation-based ANN usually suffer from long learning speed and sluggish

convergence rate, which is not at all suitable for sensorless control. Therefore, a new method

with weights as adjustable functions is proposed in [62], which enhances the estimation

performance and reduce the system complexity. A PMSM sensorless control based on radial

basis function (RBF) ANN is proposed in [63].

Considering the nonlinear mathematical model of PMSM in the stationary frame, Lya-

panov theory is used to design an ANN-based nonlinear adpaptive observer [64]. Flux

spatial harmonics and inverter nonlinearities induce the fifth and seventh harmonics within

the EMF waveforms. To this end, an adaptive training control-based filter is combined with

an SMO through which the EMF harmonics are eliminated and the estimation performance

is enhanced [65]. The adaptive filter uses the steepest descent algorithm for automatic

adjustment of its parameters.

Integration of EKF and artificial neural network learning models for the sake of sensorless

control of SynRM is investigated in [66]. Using a custom radial basis neural network, a precise

analytical model describing the nonlinear current-flux relationships is obtained. Instead of

using the detailed dynamic model of SynRM, posing a computational burden to the digital
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processor, a new hybrid model is proposed which well integrates with the EKF structure and

can be used even for low-end applications.

1.2.1.3.5 Estimation Performance Improvement

• DC Offset Elimination

Regarding the EEMF-based sensorless control, measured values of the dq-frame volt-

ages are included within the observer model, which can contain DC offset in practice.

This DC offset culminates in an offset or a distortion in the estimated rotor position,

and the performance is therefore degraded. The impact of such DC offset on the PLL

estimation is investigated in [67] and to eliminate this DC error, a dual synchronous

coordinate conversion compensation method is proposed. In this method, the error DC

offset is estimated and the compensation is realised bu using a proportional-integral

controller.

• Estimation Harmonics Elimination

The sensorless performance is highly dependent upon the quality of EEMF/linear flux

waveforms. Therefore, if there is any harmonics within these waveforms, the estimated

rotor position would be negatively impacted. In order to tackle this problem, a hybrid

filtering stage-based PLL is proposed by which the PLL estimation is improved [68].

In this method, the hybrid filtering stage is built by integration of band-pass filters

and moving average windows tuned at each specific frequency.

Sensorless performance of switched-flux PMSM (SFPM), having double-layer and single-

layer windings, is investigated in [69]. It is shown that, depending on the winding type,

the EMF can be of asymmetrical shape, nonsinusoidal shape, or sinusoidal shape. For

asymmetric and nonsinusoidal EMF waveforms, due to the existance of extra harmon-

ics ,the sensorless performance is directly influenced. In order to minimize this negative

impact, an EMF harmonic compensation algorithm is proposed, which is not depen-

dent on the machine parameters. In IPMSM, nonsinusoidal distribution of the rotor

flux or the slot harmonics can be problematic in linear flux-based sensorless controls.

In this case, the conventional observer in the dq-frame is unstable for low rotor speeds.

In order to improve the performance, the rotor flux in the stationary-frame is consid-

ered and the flux harmonics are considered as the disturbances to the control system

[70].
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• Improved Observers

The traditional linear extended state observer (LESO) cannot provide precise estima-

tion in times of fast-paced EEMF dynamics, like in high speeds or big step changes

within the reference speed, which has limited its application. An enhanced LESO,

comprising a pure integral and high-frequency sinusoidal disturbance estimator, is pro-

posed so as to extend the application scope of LESO [71]. The high-frequency changes

of EEMF is estimated by adding the high-frequency sinusoidal disturbance observer to

overall disturbance observer loop. In order to improve the dynamic performance of the

conventional EEMF-based sensorless methods, an extended state observer is designed

which is based on the differential term of the position estimation error [72]. As the

result, rapid and precise estimation of the rotor position and load disturbance is made

possible.

A model-based PMSM sensorless control, based on a new estimation method for the

position and speed error is proposed in [73]. The actual speed within the voltage

equations is decomposed into the estimated and error terms, by which the error within

the estimated position and speed are extracted. Using this estimation methodology

has resulted in elimination of the speed error in steady-state operating points.

The model-based sensorless algorithms are now mature enough and extensively applied to

industrial drives. However, they fail to operate at standstill and low speed regions which is

solely ascribed to the poor signal-to-noise ratio (SNR) of EEMF/linear flux, caused by model

uncertainty, inverter nonlinearity, etc. To solve this issue and extend the operating region of

the sensorless algorithms, to standstill and low-speed regions, the saliency (tracking)-based

methods are introduced, which are extensively discussed upon within the following part.

1.2.2 Saliency Tracking-based Sensorless Control

The saliency tracking-based methods are categorized into two subcategories [9]:

• Signal injection-based methods, in which a high-frequency injected (HFI) signal is

superimposed (upon the fundamental excitation) and the machine response (containing

the rotor position information) is investigated. The HFI can be placed within either

the estimated dq-frame or the αβ-frame as shown in Fig. (1.9).

• Fundamental pulsewidth modulation (PWM) excitation (FPE)-based meth-

ods, in which the HFI is eliminated and the rotor position information is obtained from
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Figure 1.9: Block diagram of the saliency tracking-based sensorless control of PMSM.

the PWM signals.

1.2.2.1 Signal Injection-based Methods

This method is adopted for obtaining the rotor position through tracking the saliency of the

machine [74]. Furthermore, the torque can be estimated by means of using HFI [75].

The HFI can be placed within either the rotating reference frame or stationary frame.

As the result, the HFI can be of rotating or pulsating types. Moreover, the pulsating type

can also be of sinusoidal or square-wave shapes.

Given all sinusoidal HFI types, the injected signal frequency must be at least hundreds of

times greater than the electrical fundamental frequency, while tens of times lower than the

switching frequency (in order for the HFI signal to be generated with satisfactory resolution).

Adhering to this important design guideline and within the low-speed region, the resistive

voltage drop and EMF terms within the voltage equations can be safely neglected. As the

result, the voltage equations, in both the stationary and synchronous reference frames, are

obtained as follows. [
Vdh

Vqh

]
=

[
Ld 0

0 Lq

]
· d
dt

[
idh

iqh

]
(1.32)

[
Vαh

Vβh

]
=

[
ΣL+ ∆L cos (2θe) ∆L sin (2θe)

∆L sin (2θe) ΣL−∆L cos (2θe)

]
· d
dt

[
iαh

iβh

]
(1.33)

where ∆L = 0.5 (Ld − Lq), ΣL = 0.5 (Ld + Lq), and the subscript ”h” denotes the HFI

component.
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1.2.2.1.1 Rotating Signal injection

In this method, a complex voltage vector is injected within the αβ-frame as:

Vαβh =

[
Vαh

Vβh

]
= Vh

[
cos (ωht)

sin (ωht)

]
(1.34)

where Vh represents the magnitude and ωh denotes the frequency of the injected voltage

vector. Given the injected voltage, the rotor position can be extracted using the following

methods.

• Current Response Processing

Applying the rotating voltage vector, the αβ-frame current vector is obtained as:[
iαh

iβh

]
=

[
Ihp sin (ωht) + Ihn sin (−ωht+ 2θe)

−Ihp cos (ωht)− Ihn cos (−ωht+ 2θe)

]
(1.35)

where Ihp and Ihn are respectively the current magnitudes of the positive and negative

sequences. As can be noticed, the rotor position information is only included within

the negative-sequence current components. Therefore, a synchronous-frame filter (or

demodulation or coordinate transformation) is used and the currents are transformed

to the HF rotating frame to be:[
id′h

iq′h

]
=

[
Ihp sin (2ωht) + Ihn sin (2θe)

−Ihp cos (2ωht)− Ihn cos (2θe)

]
(1.36)

in which the subscripts d′ and q′ represent the HF rotating frame. In the following

step, eq. (1.36) is passed through a low-pass filter in order to isolate the position-

carrying components. Finally, a PLL or trigonometric function can be used to extract

the position. These two steps are mathematically shown in eq. (1.37). This method,

known as the negative-sequence current method, is extensively used in the literature

[57, 76–83]. The block diagram of the signal processing is also illustrated in Fig. (1.10).

Omitting the conventional LPF form the signal processing, the HF current ellipse

is traced by curve fitting using least square (LS) algorithm [84]. By processing the
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Figure 1.10: Overall block diagram of the signal processing for the rotating signal injection
method.

coefficients of the fitted current ellipse equation, the rotor position is estimated.

θe = 0.5 · tan−1

[
−LPF {id

′h}
LPF {iq′h}

]
(1.37)

• Zero-sequence Voltage Processing

Additionally, the rotor position can be obtained through the zero-sequence voltage

method [85–87]. Measuring the zero-sequence voltage entails having a balanced resitive

load and access to the neutral point of the machine winding [9]. The value of the zero-

sequence voltage is:

VN ≈ V1 cos (ωht+ 2θe) (1.38)

with VN being the zero-sequence voltage component and V1 being its magnitude, which

is a function of the machine inductance values and the magnitude of the HFI voltage.

In order to extract the position information, the following signal processing is imple-

mented.

θe = 0.5 · tan−1


LPF

{
VN ·

[
2 cos (ωht)

2 sin (ωht)

]}
︸ ︷︷ ︸

V1

 cos (2θe)

sin (2θe)




(1.39)

1.2.2.1.2 Sinusoidal Pulsating Signal Injection

In this method, a pulsating HF voltage is injected in the estimated synchronous reference

frame. Given the HFI voltage given in eq. (1.40), the HF current response within the
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stationary reference frame is given in eq. (1.41).

Vd̂q̂h =

[
Vd̂h
Vq̂h

]
= Vh

[
sin (ωht)

0

]
(1.40)

iαβh =

[
iαh

iβh

]
=

 cos(θe) cos(∆θe)
Ld

+
sin(θe) sin(∆θe)

Lq

sin(θe) cos(∆θe)
Ld

− cos(θe) sin(∆θe)
Lq

∫ Vd̂q̂hdt. (1.41)

In the above equations, the subscript d̂q̂ represents the estimated synchronous reference

frame and ∆θe = θe − θ̂e is the difference among the actual and estimated position. In the

steady-state condition, where ∆θe ≈ 0, the current equation can be simplified as follows [9].[
iαh

iβh

]
=

1

Ld

[
cos (θe)

sin (θe)

]
·
∫
Vd̂q̂hdt (1.42)

As the result and in order to extract the rotor position information, as shown in Fig.

(1.11), the following signal processign algorithm is adopted [9, 88–100].

Figure 1.11: Overall block diagram of the signal processing for the sinusoidal-type pulsating
signal injection method.

[
iαh−prc.

iβh−prc.

]
= LPF

 1

Ld

[
cos (θe)

sin (θe)

]
·

− cos (ωht)︸ ︷︷ ︸
demodulation

·
∫
Vd̂q̂hdt

 = Iprc.

[
cos (θe)

sin (θe)

]
(1.43)

θe =
1

Iprc.
tan−1

(
sin (θe)

cos (θe)

)
(1.44)

In the above equations, iαβh−prc. denotes the processed current in the stationary reference

frame and Iprc. is a constant coefficient, which is a function of the machine inductances as

well as the amplitude and frequency of the HFI voltage signal.

• Signal Processing Improvement
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In the pulsating HFI methods, the control algorithm becomes unstable in high speeds

and also a large error appears within the estimated position. Therefore, the impact of

revolution speed and loading condition upon the estimation error need to be undergone

a deep investigation. Given such consideration, a novel detection method for the

amplitude of the HF current, which is independent of the revolution speed, is proposed

[101]. Also, a position estimation error compensation method which considers the

impact of speed and load is introduced.

There is an LPF in the signal processing algorithm of the conventional HF pulsating

voltage injection methods, which can cause long convergence time and even limited

system stability. To approach these shortcomings, a direct signal demodulation algo-

rithm without any LPF is proposed, which enhances the system stability and dynamic

performance [88]. Eliminating the LPF and band-pass filter from the signal processing,

a new algorithm incorporating second-order generalized integrator (SOGI) serving as

the harmonic extraction unit is proposed in [102]. This method improves the system

dynamic performance and also the system parameters are more easily tuned, compared

to the conventional LPF-based algorithms.

In addition to the conventional signal processing algorithm for the pulsating sinusoidal

HFI method, it is possible to use both the positive and negative current sequences,

which maximizes the salient inductance impact and inversely minimizes the impact

of noise [103]. Using this method, the utilisation of the position-carrying current

components in addition to the signal-to-noise ratio are accentuated.

1.2.2.1.3 Square-wave Pulsating Signal Injection

As mentioned earlier, the pulsating HFI signal can be a square-wave signal also. Since the

waveform is a square-wave, the injection frequency can be mush higher than the sinusoidal

case, which is advantageous to the separation of the HF signals and sideband harmonics.

Moreover, it provides the drive with a quieter operation, since the frequency of the HFI

signal can be placed high enough so as not be within the audible range [104–118].

Given a square-wave HFI voltage given in eq. (1.45), the HF current response in the

estimated d̂q̂-frame is derived in eq. (1.46).

Vd̂q̂h = Vh

{
+1; kTh 6 t < kTh + Th/2

−1; kTh + Th/2 6 t < k (Th + 1)
(1.45)
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[
id̂h
iq̂h

]
=

1

LdLq

[
ΣL−∆Lcos (2∆θe)

−∆Lsin (2∆θe)

]
·
∫
Vd̂q̂hdt (1.46)

Looking at the q̂-axis current, there is an alternating triangular waveform which contains

the rotor position information. Through using a PI regulator, the term ∆θe can be forced to

zero, which is equivalent to the rotor position estimation. Alternatively, the rotor position

estimation can be done by using a current axis with an offset angle of 45◦ [119].

• Improved Methods

Given a square-wave HF signal injection method, the HF current magnitude is used for

extraction of the rotor position information, but with a novel adaptive PLL updating

its gain and badwidth with respect to the load changes [120, 121]. In order to enhance

the dynamic performance of the conventional square-wave HFI methods, a method

containing an adaptive complex-coefficient filter (ACCF) is proposed, which also elim-

inates the phase lag and therefore the need for compensation algorithms [122]. Also,

the conventional PLL is replaced by a double PLL (DPLL), by which the estimation

performance is improved and the position estimation error is reduced.

Since the square-wave HFI implementation is done through the PWM modules, in

practical conditions, the inverter deadtime, cross saturation, and secondary harmonics

of the inductance should also be paid attention in order to improve the estimation per-

formance [123–126]. The inverter nonlinearities, can be modeled by an HF resistance

which is highly nonlinear, impacting the overall control performance [125].

Applying HFI-based methods to non-salient PMSM is relatively difficult which is at-

tributed to the low signal-to-noise ratio of the current response. In order to solve this

problem, a square-wave HFI-based sensorless algorithm, using current oversampling,

is proposed in [127].

If a special HFI synchronized to the PWM carrier is used, the rotor position can be

estimated [128]. The inverter output voltage error is highly affected by the amplitude

and polarity of the sampled current, so a method for estimation of the instantaneous

current value is proposed which paves the way for application of this method within

the sensorless control.

Dual three-phase PMSM has garnered increasing attention over the years, owing to

the promising reliability characteristics. In order to further increase their potential, a

sensorless control algorithm, utilizing square-wave HF signal injection, is proposed for
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these machines [129]. The HFI is implemented within the harmonic subspace, which

is decoupled from the torque subspace, resulting in torque ripple suppression and ease

of signal separation.

• Random Pulse Injection-based Methods

In order to lower the acoustic noise level of the HFI-based methods, a random pulse

sequence (HFPVI-RPS) algorithm is proposed by which a random voltage pulse, with

random width and amplitude, is used which spreads the spectral density of the current

harmonics and pushes them to higher frequency zones [130, 131]. In order to have an

HFI-based sensorless control with reduced acoustic noise level, the injection is done at

the switching frequency while a special q-axis injection is utilised by which the torque

ripple is also cancelled [132].

1.2.2.2 Fundamental PWM Excitation-based Methods

Although the HF signal injection-based methods are effective in the rotor position estimation

at the standstill and low-speed operating conditions, existance of an extra injected signal

coupled with observers are necessary for the method implementation. Consequently, the

FPE-based methods, simplifying the overall algorithm, are proposed [9]. A rotor position

extraction method which relies upon the carrier-frequency component signal and utilizes two

reference frames is proposed [133]. The FPE-based methods, generally, can be categorized

into three branches as follows.

1.2.2.2.1 Indirect Flux Detection by Online Reactance Measurement (INFORM) Method

This method was firstly proposed in [134]. Voltage vectors are applied in different directions

and the induced current response is analysed, which makes this method a simple and easy-to-

accomplish algorithm. Three cycles with a single current derivative measurement per cycle

are enough to showcase the effectiveness of this method [9].

Given a set of injected voltage signals as:

Vαβ−pulse = Vh · ejk·
2π/3 (1.47)

the induced current derivative is obtained as [9]:

d

dt
iαβ−pulse =

Vαβ−pulse
ΣL−∆L

·
[
ΣL−∆L · ej2(θe−jk

2π
3 )
]

(1.48)
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with k = 0, 1, 2 reflecting the injection in a, b, or c axes accordingly. The original IN-

FORM algorithm suffers from current ripples, so modified versions are proposed to reduce

the switching loss and extra harmonics [135, 136]. In order to further reduce the current

distortion and required time for the algorithm execution, a new method is proposed in [137].

By interrupting the PWM pattern for a given time interval, it is possible to apply various

voltage space phasors, which merely require the DC-link measurement [138].

1.2.2.2.2 Zero-sequence Current Derivatives (ZSCD) Measurements Method

In this method, the test voltage vectors are injected inside the machine, and induced zero-

sequence current derivatives (dependent on the position-carrying dq-frame inductances) are

obtained [139–145]. The derivative of the zero-sequence currents can be measured by using

Rogowski coil and the rotor position is extracted [9]. Although the ZSCD method is simple

and providing the sensorless operation with high efficiency, access to the neutral point of the

machine windings is necessary, which makes this method not available for every industrial

drive. Additionally, it is proved that the neutral-point voltage (if accessible) also carries

the rotor position information even at standstill, without the need for any extra HF signal

injection, which is also applicable to non-salient PM machines [146].

1.2.2.2.3 Zero-voltage Vector Injection Method

By comparing the acoustic noise and torque ripple of the HFI-based and FPE-based methods,

the zero-voltage vector injection method is proposed [147–151]. The derivation calculations

of current and zero voltage vectors are combined in this method, which is especially dedicated

to standstill and low-speed operating zones. Comparing with the typical PWM switching

patern, the amount of current ripple in this method is higher, yet the switching frequency

is kept constant which can be helpful in terms of acoustic noise alleviation. Moreover, the

acoustic noise associated with injecting the zero voltage vectors can be eliminated with the

method proposed in [147].

1.2.2.3 Initial Position and Polarity Detection

The polariy of the stator flux and therefore the sign of the estimated position cannot be

detected in the HF pulsating signal injection-based sensorless algorithms, which is a big

issue with this family of sensorless algorithms. The HF model of PMSM shows that the

saliency experiences two periods in each electrical cycle, so incorrect polarity leads to 180◦

error within the estimated electrical position.
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1.2.2.3.1 Current-based Algorithm

The permanent magnets used within the structure of the PM machines, make the magne-

tization characteristics nonlinear. It is shown that the d-axis current value increases if the

applied voltage vector is further aligned toward the north pole of the rotor (similarly, for the

south pole alignment, the d-axis current possesses lower value) [152].

The cavities dedictaed to magnet placements in PM machines make a tangible difference

in the values of the direct- and quadrature-axis inductances. By means of this spatial saliency,

which is based on the rotor position, it is possible to identify the orientation of the direct- and

quadrature-axis even at standstill condition, subject to the use of an HF rotating/pulsating

voltage vector. The polarity of the magnets can be identified by using the impact of magnetic

saturation on the saliency image [153].

Prior to the position estimation, a voltage pulse is injected within the arbitrary d-axis.

Depending on the orientation of the d-axis toward the north or south pole, the current

response would be different [154]. Given the hysteresis curve of the core, it is proved that

the second-order harmonic of the d-axis current response carries rotor position information.

If the d-axis is oriented toward the north pole, the current 2nd harmonic has a positive

average value, while there is a negative average value if the axis is oriented inversely [155].

In most of the magnet polarity detection algorithms, a train of short pulses are used,

while the HF signal injection must be deactivated when the these pulses are being applied.

To this end, a method relying on the amplitude variation of the d-axis current is proposed in

[88]. This method detects the magnet polarity in three simple steps: first, the reference d-axis

current is set to a tiny portion of the nominal value (with the reference q-axis current being

always set to zero), and the HF current amplitude is obtained (through using a Recursive

Discrete Fourier Transformation (RDFT) algorithm) and stored as the first value. Second,

the reference d-axis current is made a couple of times higher and the new amplitude is stored

as the second value. Finally, the two stored amplitudes are compared; if the first value is

larger, the estimated rotor position is opposite to the actual value. Inversely, the estimated

rotor position is in correct alignment only if the second stored current magnitude is larger.

1.2.2.3.2 Vibration-based Algorithm

Almost all of the conventional polarity detection algorithms are based on calculating the sta-

tor voltage equations. These methods have poor adaptability to PM machines having various

saliency characteristics. Moreover, high sensitivity to the variations of electrical parameters

is another stark weakpoint of these methods. Incorporating the dynamic electromechanical
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equations of the PMSM, the surface vibration response of the machine, subject to dq-axis

HF excitations, is used as an asset for detecting the initial magnetic polarity [156].

1.2.2.4 Performance Comparison of HFI-based Methods

In the rotating-vector injection method, a balanced three-phase HF voltage/current signal

is injected within the stationary reference frame. On the other hand, an HF voltage/current

signal (either a single or vector) is injected within the estimated synchronous reference frame

in the pulsating signal injection method. The HF voltage injection is usually preferred, since

the resulting current is processed and the rotor position is estimated straightforwardly [157].

The performance of pulsating and rotating HF signal injection methods are compared for

an internal PM machine and an inset PM machine in [97]. The HFI methods are implemented

in various working conditions for both PM machines, and it is observed that there is no

conspicuous difference between their performance. As the result, both methods can be used

interchangeably.

Moreover, at heavy loading conditions (requiring high q-axis current), the estimation

error signal becomes dangerously small and therefore the estimation process is interrupted.

However, the inset-type PMSM, compared to IPMSM, has higher threshold which means

that it provides estimation for higher current level.

Given the nonlinearties of the whole system - including the motor, inverter, PWM, etc.

- the performance of rotating and pulsating HFI methods are investigated in [124, 158].

Position estimation error expressions - taking into account the impacts of cross-saturation,

multiple saliency, and finite resistance - are analytically obtained for both pulsating and

rotational HFI methods. Additionally, it is proved that both methods showcase a similar

tracking performance. Besides, the pulsating HFI method is shown to be less prone to dead-

time effects. Finally, pulsating HFI generates more localized flux linkage distribution with

lower intensity.

1.2.2.5 The Impact of System Nonlinearities on the Sensorless Performance

Magnetic saturation causes a cross-coupling effect between the d- and q-axis inductances

when HFI methods are applied; therefore, a detailed investigation and modeling of the cross-

saturation effect is conducted in [159]. Unless this phenomenon is taken into consideration in

the machine model, the position estimation faces undesired error. An improved model of the

brushless AC machine, taking into account the cross-coupling phenomenon on the dynamic
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inductances is proposed in [160]. Moreover, by using a simple error correction method, this

negative position estimation error is compensated. A detailed model with consideration of

multiple saliencies enables us to not only estimate the rotor-related information, but also

the magnet flux angle [161]. Invesigation of the operating points during which the sensorless

control can be successfully commissioned, taking into account the saturation phenomenon

and applicability to different machines, is presented in [162].

In HFI-based methods and by using two ancillary angles of the injected voltage and

observed current (in addition to the classical rotor position), the dynamic performance of a

highly saturated PMSM can be improved [163]. Given the sign of the derivative of the EMF

absolute value within the stationary frame, it is possible to design an online tuning method

for the angle of the injected HFI in order to reduce the position estimation error resulted

from saturation and other nonlinear phenomena[164].

1.2.2.6 Other Studies

The majority of the saliency tracking-based sensorless algorithms are based on using an

HFI signal, yet an HFI-independent method, without the need for a priori knowledge of the

machine parameters and minimum tuning effort is proposed [165]. The machine parameters

are identified in an online manner, owing to the last three sampled instances used within a

finite control set model predictive current controller.

The sensorless performance for an electrically-excited synchronous machine fed by a load-

commutated inverter, covering the entire speed range, is proposed in [166]. For the low-speed

range, the rotor position estimation investigates the field current harmonics. On the other

hand and for the high-speed region, an EMF-based position estimation method is proposed.

In order to lower the stress while switching among the two estimation methods, a swift

transition algorithm is also incorporated within the control algorithm. Moreover, a whole-

speed-range sensorless control algorithm, using the voltage ripples obtained from an adaptive

finite-control-set model predictive control (FCS-MPC), applicable to IPMSM is proposed in

[167].

Stability of the overall sensorless control, which comprises the internal current loop,

outer speed loop, and the position observer, is of paramount importance [168]. Appropriate

placement of zeros and poles of each part of the system, i.e. proper design of the PI regulators

with respect to the other system components, is a key criterion [169].

For a very special sensorless condition when the IPMSM machine is power-off and the

speed and position are to be recorded, an ultra high-frequency (UHF) sinusoidal voltage is

30



injected and, given the RMS value of the injected signal with respect to the inherent machine

saliency variation, the rotor position information is extracted [170].

1.2.3 Conclusion

In this section, the sensorless control of PMSM was extensively reviewed. First, the model-

based methods, applicable to the medium-high speed range, were reviewed. Second, the

saliency tracking-based methods, applicable to standstill and low-speed range, were exten-

sively reviewed.

Almost all of the sensorless controls, were based on the electrical parameters of the

machine. However, in this thesis, we want to show that it is well possible to use the output

acoustic noise (or vibration) of the PMSM as a rich source for extraction of the rotor position

information, alternatively.

As the result, in the following section, the fundamentals of the PMSM vibration/acoustic

noise (especially that of electromagnetic origin) are extensively reviewed. Once the back-

grounds had been established, the acoustic noise response of the machine, to specific HFI and

PWM voltage methods, in addition to the proposed acoustic noise-based sensorless control

will be respectively introduced in Chapter 2 and Chapter 3.

1.3 Acoustic Noise and Vibration Phenomena in PMSM

In this section, the fundamental concepts related to the vibration and resulting acoustic

noise of PMSM are investigated, in a step-by-step manner. Among many reasons behind

occurrence of vibration/acoustic noise, a special focus is placed upon the electromagnetic

origin, since it is the base of our proposed methods in this thesis. The electromagnetic

equations of the air-gap magnetic fields and radial forces are used as the ground for the

calculations and methods provided in the next chapter; therefore, they are written in the

most generalized format to be applicable to any PMSM.

As the electromagnetic origin of PMSM acoustic noise is the main focus of this section,

the general format of the airgap magnetic fields is firstly reviewed. In the following step, the

resulting generated forces within the airgap, which are applied to the mechanical structure of

the stator, are provided since these are deemed the principal cause of the vibration occurrence

[171]. Finally, the backgrounds related to the occurrence of vibration and resulting acoustic

noise are deeply reviewed.
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1.3.1 Air-gap Magnetic Field

Given the structure of a PMSM, the sum of the permanent magnet (PM) field and the

armature-reaction (Arm) field constitutes the overall air-gap field, given a balanced three-

phase current system defined below [172–175].

ia =
∞∑
i=1

Ii cos (ipωmt+ φi) (1.49)

ib =
∞∑
i=1

Ii cos
(
ipωmt+ φi − 2π/3

)
(1.50)

ic =
∞∑
i=1

Ii cos
(
ipωmt+ φi + 2π/3

)
(1.51)

with

• Ii being the amplitude of the phase current ith harmonic

• t being the instance of time

• φi being the phase of the current ith harmonic.

For the sake of brevity, firstly the slotless model of PMSM is considered and the field

equations are presented. In the following step, the field equations in the presence of stator

slotting are presented.

1.3.1.1 Slotless Air-gap Field

Given a rounded slotless stator, magnets mounted on the rotor surface, and current sheets

distributed around the inner surface of the stator, the radial and tangential components of

the PM and Arm fields are obtained as follows [176]:

BPM
r (r, θ) =

∞∑
j=1,3,5

bPMr (j, r). cos (jp (θ − ωmt)) (1.52)

BPM
θ (r, θ) =

∞∑
j=1,3,5

bPMθ (j, r). sin (jp (θ − ωmt)) (1.53)
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BArm
r (r, θ) =

∞∑
k=1

∞∑
i=1

bArmr (r) . sin (kθ ± (ipωmt+ φi)) (1.54)

BArm
θ (r, θ) =

∞∑
k=1

∞∑
i=1

bArmθ (r) . cos (kθ ± (ipωmt+ φi)) (1.55)

k ± i = 3C,C ∈

0,±1,±2,±4,±5,±7,±8, ...︸ ︷︷ ︸
non−triplen

 (1.56)

with

• θ being the angular position around the stator periphery

• bPMr , bPMθ , bArmr , and bArmθ being constants depending upon the radius of analysis in

the air-gap (r) and the number of spatial harmonics (j).

It is worth mentioning that in a PMSM, the phase current harmonics, (i), are of non-triplen

order (1, 5, 7, 11, 13, etc.) [177].

1.3.1.2 Air-gap Field with Slotting Effect

Assuming a fictitious arc in the air-gap drawn within the polar coordinate system, the vector

of magnetic field can be defined as follows.

~B = Br + jBθ = ‖B‖ ejϕB (1.57)

‖B‖ =

√
(Br)

2 + (Bθ)
2 (1.58)

ϕB = tan−1
(
Bθ/Br

)
(1.59)

Applying a so-called conformal transformation to the magnetic field vector, the slotted stator

model can be transformed into a slotless one through using a complex permeance model as

defined below [176, 178]:
~λ = λα − jλβ (1.60)

with

λα = λdc +
∞∑
n=1

λαn. cos (nNsθ) (1.61)

λβ =
∞∑
n=1

λβn. sin (nNsθ) (1.62)
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where

• λα and λβ are real and imaginary components of the defined complex permeance

• λdc, λαn, and λβn are constant coefficients depending on the stator slots physical di-

mensions

• Ns denotes the number of slots.

Consequently, the magnetic field vector resulted from the stator slotted model is obtained

as:
~Bs = (Br + jBθ) . (λα − jλβ) = (Brλα +Bθλβ)︸ ︷︷ ︸

Bsr

+j (Bθλα −Brλβ)︸ ︷︷ ︸
Bsθ

(1.63)

in which Bsr and Bsθ respectively denote the radial and tangential field components. As the

result, the radial and tangential components of the PM field can be obtained as follows.

BPM
sr (r, θ) = BPM

r λα +BPM
θ λB =

[
∞∑

j=1,3,5

bPMr (r, j) . cos (jp (θ − ωmt))

]
[
λdc +

∞∑
n=1

λαn. cos (nNsθ)

]
+

[
∞∑

j=1,3,5

bPMθ (r, j) . sin (jp (θ − ωmt))

][
∞∑
n=1

λβn. sin (nNsθ)

]

∝
∞∑

j=1,3,5

∞∑
n=0

cos (jp (θ − ωmt)) . cos (nNsθ) (1.64)

BPM
sθ (r, θ) = BPM

θ λα − BPM
r λβ ∝

∞∑
j=1,3,5

∞∑
n=0

sin (jp (θ − ωmt)) . cos (nNsθ) (1.65)

Similarly, the orthogonal components related to the armature reaction field are obtained as:

BArm
sr (r, θ) = BArm

r λα + BArm
θ λβ ∝

∞∑
k=1

∞∑
i=1

∞∑
n=1

sin (kθ ± (ipωmt+ φi)) . cos (nNsθ) (1.66)

BArm
sθ (r, θ) = BArm

θ λα + BArm
r λβ ∝

∞∑
k=1

∞∑
i=1

∞∑
n=1

cos (kθ ± (ipωmt+ φi)) . cos (nNsθ) (1.67)
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Consequently, the overall air-gap flux density, for either the slotless or slotted model, can be

obtained as the separate sum of PM and armature-reaction fields. In addition, as shown in

Fig. (1.12) and [176], the magnitude of the radial air-gap flux density is considerably greater

than that of the tangential one (simulation results are provided for a given PMSM

in ALTAIR Flux software). The figure compares the radial and tangential components of

the flux density for two conditions of zero phase current (PM field only) and non-zero current

(PM field + Arm field). Comparing the figures for zero and non-zero currents respectively

shown by PM and PM+Arm, for either of the radial or tangential fluxes, the PM field

possesses the highest contribution in the overall air-gap field. As the result, without losing

the generality, the impact of the tangential fields can be conveniently disregarded. Given both

Figure 1.12: Radial and tangential air-gap flux density comparison.

the slotless and slotted stator models, the impact of rotor eccentricity, in which the rotor is

not axially placed in the middle of the airgap resulting in a non-uniform airgap, is analytically

investigated [179, 180]. The effect of eccentricity is modeled by using a perturbation method.

It is shown that eccentricity makes a noticeable deviation within the field ditribution, and

its impact is linearly related to the amount of eccentricity.

BPM+Arm
r = BPM

r +BArm
r (1.68)

1.3.2 Air-gap Electromagnetic Force

Having obtained the air-gap fields, the radial and tangential components of the electroma-

netic force can be obtained using the Maxwell Stress Tensor as defined below, with the

35



vacuum permeability constant defined by µ0, [181]:

Fr =
B2
r +B2

θ

2µ0

≈ B2
r

2µ0

(1.69)

Fθ =
Bsr.Bsθ

µ0

(1.70)

As the radial force, which is the principal reason for the occurrence of vibration and acoustic

noise in electric machines, is orders of magnitude greater than the tangential force as shown

in Fig. (1.13) and [181, 182], from this point onward, merely the radial force is taken into

consideration.

Figure 1.13: Radial and tangential air-gap force comparison.

It is proved that, in a condition with non-zero phase current, the impact of stator slotting

on the radial forces is also negligible [176]. Consequently, the force equation can be simplified

as shown in eq. (1.71). Since only the frequency components appeared in the radial forces

are important in this study, the radial force equation can be approximated as eq. (1.72).

Given that, the radial force comprises the self and mutual interactions between each PM and

armature-reaction fields harmonic componets. To this end, the first, second, and third terms

on the right side of eq. (1.72) respectively denote the PM self interaction, armature-reaction

self interaction, and mutual interaction between the PM and armature-reaction. Therefore,

knowing the exact frequency components appeared in the PM and armature-reaction fields
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is enough for predicting the harmonics within the radial force.

Fr≈
(
BPM
r +BArm

r

)2

2µ0

=

(
∞∑

j=1,3,5

bPMr cos (jp(θ−ωmt))+
∞∑
k=1

∞∑
i=1

bArmr sin(kθ±(ipωmt+φi))

)2

2µ0

(1.71)

Fr ∝
∞∑
j1

∞∑
j2

cos [(j1 ± j2) p (θ − ωmt)] +

∞∑
k1

∞∑
k2

∞∑
i1

∞∑
i2

cos [(k2 ∓ k1) θ ± (i2 ∓ i1) pωmt+ (φi1 ∓ φi2)] +

∞∑
j

∞∑
k

∞∑
i

sin [(k ± jp) θ ± (i∓ j) pωmt+ φi] (1.72)

Given different PMSM topologies with various pole/slot configurations, a comparative

analysis regarding the frequency components in the fields and radial forces is carried out in

[182]. In addition, in-depth study of the current harmonics impact upon the radial force,

vibration, and acoustic noise frequency components is conducted in [183].

In conclusion, if the PM and armature-reaction fields are respectively with the arbitrary

harmonic orders of i and j, the radial force harmonic orders are obtained as:

• |i1 ± i2| as the self contribution of PM field components.

• |j1 ± j2| as the self contribution of armature-reaction field components.

• |i± j| as the mutual contribution of PM and armature-reaction fields components.

Having investigated the magnetic fields in frequency-domain, the specific harmonics

within the radial forces are obtained. These forces are applied on the stator tooth tips, which

are the initiator of the electromagnetic vibration. Therefore, the next part is dedicated to the

vibration and acoustic noise of electic machines, including fundamentals, different origins,

and methods of calculation.

1.3.3 Vibration and Acoustic Noise in Electric Machines

As far as technical definition concerns, Vibration is defined as a limited alternating movement

of a particle (of an elastic structure or medium), when the equilibrium point is disturbed.

37



Sound is also technically defined as the transmitted vibration through an elastic structure,

liquid, or gas when the frequency lies within the audible range of 20Hz to 20KHz. A sound

wave is generated as the result of energy transfer between the surface of a vibrating body

and its surrounding medium. When the surrounding medium is air, the movement of each

air particle is in a parallel direction with respect to the direction of the transfered energy

(from the surface of the structure) [181].

The output vibration and acoustic noise of electric machines are always deemed a draw-

back and therefore having an acceptable level of vibration and acoustic noise, while oper-

ation, is an integral performance index. Vibration and acoustic noise in electric machines

stem from three main origins namely electronic and electromagnetic, aerodynamic, and me-

chanical [184]. Figure (1.14) illustrates the various origins of acoustic noise and vibration in

electric machines.

Figure 1.14: Origins of vibration and acoustic noise in electric machines.

• Mechanical Origin

Compared to the other origins, the mechanical origin of the vibration and acoustic noise

is eclectic and has the most diversity as shown in Fig. (1.14). Natural frequencies of

stator and rotor are important since any harmonic excitation coinciding with those

frequencies will lead to the resonance occurrence and therefore an abundant level of

vibration and acoustic noise will be disseminated. Moreover, the bearing mounted at

the end of rotor shaft adds up to the overall noise level. Balance of stator and rotor axes
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is a key design parameter ensuring a homogenous air-gap; consequently, if there is any

unbalance (i.e. eccentricity), the even field distribution is disturbed which culminates

in uneven radial force distribution and extra vibration and acoustic noise.

In addition to the motor, the coupled load mechanical characteristics are of great

importance, as any vibration on the load side is easily propagated to the motor through

the coupling. Coupling, per se, is a complex mechanical structure comprising different

moving components and connections; therefore, any imperfect connection or loose screw

can lead to extra vibration and acoustic noise especially in high-speed revolutions [181].

The basement and foundation, on which the motor-load bench is mounted, must also

be strictly fixed and signigicantly heavier than the whole test bench to make sure that

there is no extra vibration induced to the system. In case of unappropriate weight ratio

between the motor-load bench and the foundation, in specific speed ranges, the total

structure experiences tremendous vibration, attributed to the resonance phenomenon.

• Electronic and Electromagnetic Origin

Any parasitic effect related to high-order spatial and time harmonics in the current,

magnetic fields, or MMF waveforms directly impacts the radial force harmonic content

and results in additional vibration and noise; for instance high-order current harmonics,

non-sinusoidal EMF, phase unbalance, and magnetic saturation. Additionally, any

physical aspect influencing the magnetic fields, including eccentricity, stator or rotor

skewing, slot openning, and electrical or mechanical faults, can also be considered as

a source of vibration/acoustic noise [171, 181, 184].

• Aerodynamic Origin

Considering integrated motor drives or electric vehicles having power-densed electric

propulsion system, existence of an efficient thermal management system is essential;

the coolant within the system can be liquid or natural air. In either case, a fan is placed

responsible for maintaining a constant airflow which can produce high-pitch acoustic

noise [181].

It is neccessary to mention that, in this thesis, we just focus on the electromagnetic

and electronic origins of the acoustic noise in electric machines, since by a priori

knowledge about the electromagnetic behaviour of the system and appropriate excitation,

the electromagnetic fields and vibration/acoustic noise harmonics are directly predictable.
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1.3.3.1 Vibration Fundamentals

The generated vibration and acoustic noise of the rotor/stator structure is the direct response

to the applied excitations by the forces. As the result, if the frequency of the applied force

is close to the natural frequencies of the structure and the order of the force harmonic

component is the same as structure vibration mode, an abundant amount of vibration and

acoustic noise, as the result of resonance, is generated [181].

Although it is possible to simply model the stator frame as a shell and derive analytical

models for the low-order vibration modes prediction, the results will be erroneous for high-

order modes and therefore utilization of more accurate models is indispensable. Due to the

curvatures of the actual stator and rotor structures, the generated vibrations in the radial,

tangential, and axial directions are coupled together meaning that excitation in only one of

these directions might lead to the vibration in one or all of the directions. Consequently,

accurate results can be obtained, provided that finite element modeling (FEM) is utilized

[181].

In FEM, the stator and rotor geometries are devided into tiny segments called mesh;

the higher the number of meshes, the higher the modelling fidelity and the more precise the

results. Given a conveniently-precise meshed structure, the global equation of motion, given

below, is solved and the natural frequencies and forced harmonic responses of the structures

are obtained [171].

Mm
∂2

∂t2
X + Cm

∂

∂t
X +KmX = Fm (1.73)

Where the following parameters are defined as:

• Mm the global mass matrix

• Cm the global damping matrix

• Km the global rigidity matrix

• Fm the nodal force vector matrix

• X the nodal displacement matrix.

Considering the availability of nodal force vectors and matrices of damping and rigidity,

eq. (1.73) is solved, for each individual node, and the output nodal displacement vector

matrix is obtained [171].
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1.3.3.2 Natural Frequeny Calculation

Assuming that there is no excitation force applied to the system, which has no global damp-

ing, the general solution of eq. (1.73) provides us with the natural frequencies of the system

under investigation.

Mm
∂2

∂t2
X +KmX = 0 (1.74)

Supposing that the output displacement matrix possesses a harmonic nature as follows:

X = X0e
jωt (1.75)

with ω being the deformation angular frequency, eq. (1.74) can be rewritten as follows:

KmX = ω2MmX (1.76)

which is an eigenvalue problem with its responses providing the natural modes and frequen-

cies of the structure [171].

1.3.3.3 Harmonic Response Analysis

Having obtained the radial forces and the natural frequencies, the nodal displacement and

acceleration (vibration) matrices can be obtained. In a steady-state condition, the air-gap

radial forces and nodal displacement vectors are considered to be in a harmonic regime

defined as:

Fm =
∞∑
k=1

F̃ke
jkωt (1.77)

X =
∞∑
k=1

X̃ke
jkωt (1.78)

where F̃k represents a complex amplitude vector related to the kth-order harmonic of the

applied radial force and X̃k denotes the complex amplitude attributed to the kth harmonic

of the nodal displacement vector.

Considering each harmonic of the radial force, X̃k can be obtained as [171]:

[
Km − (kω)2Mm

]
X̃k = F̃k (1.79)

In the following step, the nodal acceleration (vibration) is obtained given that the nodal
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displacement is available.
∂2

∂t2
X̃k = (kω)2X̃k (1.80)

Equations (1.73-1.80) are solved for each mesh element, and the resulting displacement

vector, in additions to its second-order derivatives giving the acceleration, are calculated in

FEM-based environments.

1.3.3.4 Basics of Acoustic Noise

In acoustic science, the sound filed is typically identified through two important variables

of the pressure (P ) and velocity (v) of the medium particles. Two fundamental equations

govern the dynamics of acoustic fields as follows [181].

∇2P (~r, t)− 1

c2
0

∂2P (~r, t)

∂t2
= 0 (1.81)

∂~v (~r, t)

∂t
+ (~v (~r, t) .∇)~v (~r, t) =

1

ρ
∇P (~r, t) + γ · ∇2~v (~r, t) (1.82)

where

• ∇ is the divergence operator.

• ~r is the displacement vector in the Cartesian coordinate system.

• t represents the instance of time

• c0 is the speed of sound wave in the corresponding medium

• γ denotes the kinematic viscosity

• ρ is the medium mass density.

Given the equations governing the vibration and acoustic noise, the frequency components

within the radial forces are directly appeared within the vibration and acoustic noise wave-

forms, yet the amplitudes follow a highly non-linear nature. Therefore, FEM-based sofwares

provide the highest accuracy in simulation of the vibration/acoustic noise of a complex body,

like stator of an electric machine.

Given an approximate model of the stator geometry as a thin shell, the amplitude of the

superficial vibration can be obtained by eq. (1.83) when a sinusoidal regime is considered
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for the forces and vibro-acoustic waveforms [181, 185].

Am =
Fm
M√

(ω2
m − ω2

r)
2 + 4(ξmωrωm)2

(1.83)

where

• Am denotes the vibration amplitude

• Fm represents the force magnitude

• M is the stator mass

• ωm is the angular resonance frequency

• ωr is the angular frequency of the applied force component

• ξ denotes the modal damping ratio.

Then, the sound power is calculated as:

∏
=

∞∑
m,n=0

σmnρ0c0S
〈
v2
mn

〉
(1.84)

with

• ρ0 being the sound density

• σmn being the efficiency of the sound radiation

• S being the area of the radiating vibrating surface

• vmn being the velocity of the vibrating stator surface

Considerig the electromagnetic origin of the vibration/acoustic noise in electric machines

(including PMSM) and based on eq. (1.83) and eq. (1.84), the amplitudes of the vibration

and acoustic noise are linearly dependent on the amplitude of the radial force. Moreover,

the resonance phenomenon only intensifies the amplitude of the generated vibration/acoustic

noise.

On the contrary to the affected amplitudes, the frequency components of the vibra-

tion/acoustic noise are not altered by the resonance phenomenon, and are exactly equal to

the frequencies within the radial force [185].
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1.3.3.5 Other Methods of Calculating Vibration and Acoustic Noise

Another method for rapid computation of electromagnetcally-induced vibration in electric

machines is proposed in [186]. In this method, the radial force is calculated using field

reconstruction method. The calculated forces, in parallel to the impulse vibration response,

are used to compute the overall vibration of the stator.

A comprehensive and accurate analysis of the vibration/acoustic noise in PMSM is carried

out in [187], which provides a systematic approach for vibroacoustic analysis of PMSM. It

is shown that obtaining reliable results is bound to using a sufficiently-small mesh element

for the vibrating surfaces. Moreover, the impact of tangential forces on the acoustic model

derivation cannot be neglected.

Given an end-to-end coaxially-coupled PMSM, to its load generator, a lumped parametric

model is developed which is used to predict the vibration/acoustic noise of such a system

[188]. This method is based on using an effective modal mass and a modal participation

factor accuracy enhancement technique.

1.3.3.6 Methods to Alleviate the Vibration and Acoustic Noise

Vibration/acosutic noise is inherent to PMSM operation, and finding ways to alleviate it has

always been sought. Given the underlying nature of PMSM, successful vibration reduction is

equal to finding methods to reduce the harmonics magnitude within the radial airgap forces.

Such approaches can be opted in two ways: firstly, by optimizing the stator/rotor geometry in

such a way that the concentration of the radial forces, on the tooth tips, is allayed. Secondly,

through controlling the applied phase voltage/current, to indirectly impact the radial force

magnitude. The former method falls outside of this thesis scope, so is not detailed any

longer. However, the latter method can be done through various algorithms, among which

the random excitation-based methods have shown superior performance.

Application of random or pseudo-random PWM (RPWM or PRPWM) methods, as a

way to spread the harmonic noise power in a wide discrete frequency range, is reported in

many papers in [189–192]. Not only is this method able to alleviate the vibration/acostic

noise intensty but also reduces the torque ripple, resulting from the tangential component

of the airgap field. In RPWM methods, the carrier signal, within the PWM generation

algorithm, is built using a random pattern algorithm. As the result, the output PWM pulses

are of random nature.

The current harmonic injection method is a proven solution for suppression of the radial
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vibration in electric machines. Obtaining the relationship among the amplitude, frequency,

and phase of the current harmonic and resulting vibration, a new current injection algorithm

able to alter the radial force harmonics amplitude is proposed in [193].

1.3.3.7 Other Studies

The impact of rotor position error, for resolver-connected PMSM, on the harmonics of cur-

rent, radial force, and resulting vibration/acoustic noise is deeply investigated in [185]. The

study reveals that any position detection error, results in extra sideband harmonics within

the phase currents, which in turn induces extra harmonics in the radial force. Therefore,

excessive harmonics are generated in the vibration/acoustic noise waveform if there is a

position tracking error.

Through proposing a multi-stage multiphysics method, the electromagnetic noise and

sound quality of a PMSM, with a variable speed range, is realized [194]. Firstly, the radial

forces are obtained for a 2D FEM model of PMSM with currents varying for a start-up

scenario. In the following step, the mode superposition method is used and the resulting

vibration is predicted. Finally, based on the structural mode data, a transfer function for

predicting the output acoustic noise with given input radial force is established.

1.4 Conclusion

Throughout this chapter, three main topics were extensively investigated. First, the PMSM

model in different coordinate systems in addition to the FOC algorithm. Second, PMSM

sensorless algorithms, including both model-based and HFI-based methods. Third, the basics

of vibration and acoustic noise in electric machines (i.e. formation mechanism, different

origins, and analytical equations).

This thesis develops a novel PMSM sensorless control, which relies on the machine dis-

seminated acoustic noise as the rotor position information source. As the result, the mate-

rials covered throughout this chapter served as the prerequisite for the upcoming proposed

methods and analyses.

Given that, this thesis is organized as follows.

• Chapter 2 investigates the PMSM vibroacoustic response in special excitation condi-

tions, including the HFI and PWM voltage signals. As the result, the frequency-domain
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response of the resulting current, magnetic fileds, radial force, vibration, and acoustic

noise are investigated.

This chapter, also, answers the following questions:

– The raw output acoustic noise is fraught with countless harmonics, so how can it

be used for the purpose of position estimation?

– Does the output acoustic noise follow an stochastic nature or can it be determin-

istically studied?

• Chapter 3 is dedicated to the implementation of the acoustic noise-based sensorless

control of PMSM. Two methods are proposed, one using an HFI voltage and the other

using the PWM voltages.

In order to implement the acoustic-based sensorless control, the signal processing algo-

rithm, overall system modelling and stability analysis, and suitable position observer

should be all considered.

Additionally, this chapter provides answers to the following questions:

– What is the structure of the proposed signal processing algorithm?

– How to safeguard the signals from the environmental noise impact?

– How does the proposed position observer affect the overall sensorless speed loop

stability?

– Which novel observer should be used to improve the estimation performance, in

case there exist additional harmonics within the estimated values?

• Chapter 4 experimentally evaluates the performance of the proposed acoustic noise-

based sensorless algorithms. The proposed methods are benchmarked against various

static and dynamic conditions.

The answers to the following questions can also be found in this chapter.

– Given the performance stability and robustness, are the proposed methods capable

of keeping up with the existing, mature-enough sensorless algorithms?

– Are the proposed methods able to satisfactorily perform under static and dynamic

conditions?
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– As the estimation at standstill and low-speed are the most challenging aspects

of every sensorless algorithm, how do the proposed methods perform in these

conditions?

• Conclusion serves as the ending part of this dissertation, summarizing the key find-

ings and insights obtained throughout the research on acoustic noise-based sensorless

control. In addition, the Conclusion discusses potential future directions for research

and improvement aspects that can be explored in the field of acoustic noise-based

sensorless control, in order to further advance this new technology.
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Chapter 2

Vibration and Acoustic Noise of

PMSM in Special Conditions

Considering what have been provided in the previous chapter, in a PMSM, firstly the radial

forces can be merely considered as the principal cause for the machine disseminated acoustic

noise. Secondly, the impacts of stator slotting and air-gap tangential field components on

the radial force formation is negligible. Although all the upcoming analyses are for a PMSM

with the parameters given in Table. 2.1, similar method can be adopted for any PMSM,

with arbitrary pole/slot configuration, without the loss of generality. Another point is that

all the electromagnetic, mechanical, and electrical simulations are respectively conducted by

ALTAIR FLUX, ALTAIR PSIM, and ALTAIR Simlab.

Table 2.1: Parameters of the studied PMSM.

Parameter Value

No. of Slots/Poles 9/6
Rated Power 1600W
Rated Speed 1500rpm

d-/q-Axis Inductances 140µH/178µH
Phase Resistance 97mΩ
PM Flux Linkage 39.5mWb

This chapter is organized as follows:

• Frequency-domain analysis of airgap fields and forces, under the fundamental excitation

regime, is provided in Section 2.1.
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• Given different HFI conditions, the harmonics of current and radial force are investi-

gated in Section 2.2.

• Given the HFI conditions, the generated vibration and acoustic noise harmonics are

investigated in Section 2.3.

• Removing the HFI, the PWM-induced acoustic noise is investigated in Section 2.4,

named ’HFIless’ condition.

• For the HFI and HFIless conditions (relying on PWM voltages only), the output acous-

tic noise is compared in Section 2.5.

• Conclusion is provided in Section 2.6.

2.1 Frequency-domain Composition of Air-gap Fields

and Radial Forces

Given a PMSM with the general phase current format shown in eq. (2.1), the simplified

model of the radial air-gap field - comprising the individual sum of PM and armature-

reaction radial fields with using the super-position theorem - are provided in eq. (2.2)-(2.5)

[182].

iph =
∞∑
i=1

Ii. cos (ipωmt+ φi) (2.1)

BArm
r =

∞∑
k=1

∞∑
i=1

barm (r).Ii. sin [kθ ± (ipωmt+ φi)] (2.2)

BPM
r =

∞∑
j=1,3,5

bPM (r) . cos [jp (θ − ωmt)] (2.3)

BAirgap
r = BPM+Arm

r = BPM
r +BArm

r (2.4)

k ± i = 3C,C = {0,±1,±2,±4,±5,±7,±8, ...} (2.5)

In the above equations, the parameters represent:

• iph, the phase current.

• Ii, amplitude of the ith harmonic within the phase current.
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• i, order of the harmonic within the phase current.

• p, the pole-pair count.

• ωm, the rotor mechanical angular velocity.

• φi, phase of the ith harmonic within the phase current.

• θ, the mechanical angle around the stator periphery.

• r, the calculation radius within the airgap, considering a spherical coordinate system.

• bPM and barm, geometry-dependent variables.

Besides, in a PMSM, the current harmonics are always of specific nontriplen order (1, 5, 7,

11, etc.) [182].

For the PMSM used in this thesis, the harmonic components within the PM and armature-

reaction radial fields are obtained as follows:

F(BPM
r ) = jpfm = fe ×

1, 3, 5, 7, ...︸ ︷︷ ︸
j

 (2.6)

F(BArm
r ) = fei × {1, 2, 4, 5, 7, 8, ...} (2.7)

where:

• fe denotes the fundamental electrical frequency.

• fm corresponds to the fundamental mechanical frequency.

• fei represents the harmonics within the phase current (if the machine is only fed with

the fundamental excitation, fe = fei).

Given eq. (2.6), the PM-related field harmonics are merely dependent upon the num-

ber of pole pairs and the mechanical revolution speed, and resultantly directly related to

the fundamental electrical frequency. The Armature-reaction field harmonics, however, are

related to the harmonics appeared in the current, given eq. (2.7).

Given the pole/slot configuration of the considered PMSM and for the sake of brevity,

1/3 of the total stator and rotor peripheries, equal to 120◦ mechanical, can be used for the
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Figure 2.1: Symmetrical model of the PMSM with the arc drawn in the air-gap.

field analysis as shown in Fig. (2.1). A fictitious arc is drawn in the middle of the air-gap

on which the magnetic fields are calculated.

Considering each radial and tangential field component, three different conditions are

simulated (using transient analysis on a 2D model in ALTAIR Flux software):

• Firstly, the solo impact of permanent magnets - without any phase current.

• Secondly, the solo impact of armature-reaction - as the result of current injection within

the machine and the PMs replaced by the stator lamination.

• Thirdly, the superposition of PM and armature-reaction fields.

Figure (2.2a) compares the radial air-gap fields for each of above-mentioned conditions. As

can be noticed, BPM
r is considerably greater that BArm

r . Moreover, waveforms of BPM
r and

BPM+Arm
r are almost identical with a tiny difference existing. Consequently, in an actual

condition where both the PM and armature-reaction fields exist, BPM
r possesses the highest

contribution and BArm
r can be safely disregarded. A similar behaviour exists for the tangen-

tial componets, as shown in Fig. (2.2b), where BPM
t is almost equal to BPM+Arm

t . Graphical

representation of the magnetic flux density (B) distribution taking into account the perma-

nent magnet field only, armature-reaction field only, and the overall field are respectively

shown in Fig. (2.3-2.5). It is graphically evident that BPM possesses the dominant portion

in the overall flux density distribution, which certifies the aforementioned discussion.
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(a) Radial air-gap magnetic fields. (b) Tangential air-gap magnetic fields.

Figure 2.2: Comparison of air-gap magnetic field components.

Figure 2.3: Flux density distribution showing BPM .

Verifying eq. (2.6), (2.7), the frequency-domain analysis of the air-gap radial magnetic

fields is shown in Fig. (2.6). It is observed that only the odd-order harmonics are dominant

in the spectrum of BPM
r , of which the 1st and 3rd possess the highest amplitudes. Looking at

the harmonic spectrum of BArm
r , exactly non-triplen orders (1, 2, 4, 5, 7, 8, ...) are appeared.

Therefore and as the result of field superposition in actual case, the harmonic spectrum of

BPM+Arm
r hosts both even and odd orders, yet due to the dominance of BPM

r over BArm
r

validated in Fig. (2.2a and 2.2b), the magnitude of odd-order harmonics - especifically the
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Figure 2.4: Flux density distribution showing BArm.

Figure 2.5: Flux density distribution showing BPM+Arm.
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Figure 2.6: Frequency-domain analysis of radial air-gap magnetic fields.

(a) Radial air-gap magnetic forces. (b) Tangential air-gap magnetic forces.

Figure 2.7: Comparison of air-gap magnetic force components.

1st and 3rd - are more pronounced.

Having obtained the harmonics within the air-gap magnetic fields, radial forces can be

analysed in the following step. An imaginary arc depicted in Fig. (2.1), covering only one

of the tooth tips in the middle of the air-gap, is drawn and Maxwell Stress Tensor is applied

and the applied forces to the given tooth tip are calculated as shown in Fig. (2.7). The

total simulation time is chosen to be 0.02s, representing the electrical period for a complete

revolution at 1000rpm, and the quadrature-axis current is chosen to be 30A, which is equal

to the nominal current.

Radial air-gap forces are compared in Fig. (2.7a) where F PM
r is orders of magnitude

greater than FArm
r ; therefore, the total radial air-gap force (F PM+Arm

r ) is almost equal to

F PM
r . This is completely justifiable owing to the fact that the radial force is the fruit of

magnetic fields interactions and it was verified that BPM
r is in an undisputable dominance

over BArm
r . For tangential forces, a similar behaviour is noticed where the impact of FArm

t is
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almost negligible as compared to F PM
t , as depicted in Fig. (2.7b). Additionally, it is worth

mentioning that the overall amplitude of radial forces is meaningfully greater than that of

tangential forces. Consequently, in analysis of air-gap forces, the radial ones are the only

influential components.

Given the above-mentioned analysis and time-domain waveforms of the fields, the domi-

nant harmonics within the radial forces are obtained as follows:

F(F PM
r ) ≈ F(F PM+Arm

r ) = fe × {2, 4, 6, 8, ...} (2.8)

F(FArm
r ) = fe × {1, 2, 3, 4, ...} (2.9)

where the magnitudes of components related to the PM fields are times higher than those

of armature-reaction. Consequently, in overall condition, it is feasible to only consider the

impact of PM fields as shown in eq. (2.8). Frequency-domain analysis of radial air-gap

forces is illustrated in Fig. (2.8). As expected, harmonics within the F PM
r and F PM+Arm

r

are almost identical and are of even-order, while the amplitudes of the harmonics of FArm
r

are almost negligible.

Figure 2.8: Frequency-domain analysis of radial air-gap magnetic forces.

In this section and given the fundamental excitation only, the overall airgap magnetic

field - considering the impacts of permanent magnet and armature-reaction fields altogether

- was investigated in the frequency domain. In the following step, the generated magnetic

force harmonics were investigated. For both the airgap fields and forces, simulation results

were provided in time- and frequency-domain to verify the analytical discussions.

In the next section, the impact of HFI on the harmonics of current, airgap fields, and

radial forces is investigated.
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2.2 Harmonics of Current and Radial Force in High-

frequency Injection Condition

In this section, the motor is excited with a low-amplitude, high-frequency excitation and the

impact of such excitation upon the radial force and disseminated acoustic noise is studied.

The term high − frequency is relative; actually, a voltage (or current) signal is superim-

posed on the fundamental machine excitation. The frequency of the injected signal must

be conveniently higher than the fundamental frequency in order to make sure there is no

interruption in the overall performance.

2.2.1 Inductance Matrix in an Estimated Coordinate System

Considering the voltage equations in the synchronous rotating reference frame (dq-frame)

presented below in the matrix form,[
Vd

Vq

]
= Rs

[
id

iq

]
+ ωe

[
0 −1

+1 0

]
︸ ︷︷ ︸

j

[
λd

λq

]
+

[
λ.d
λ.q

]
(2.10)

[
λd

λq

]
=

[
Ld 0

0 Lq

][
id

iq

]
+

[
ψm

0

]
(2.11)

where

• Vd and Vq represent the direct- and quadrature-axis voltages.

• id and iq the quadrature-axis currents.

• ωe the electrical fundamental frequency.

• λd and λq the quadrature flux linkages.

• Ld and Lq the qudrature inductances.

• ψm the PM flux.
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The matrix of linkage fluxes can be reformatted as follows [195]:

[
λd

λq

]
=

[
Lq 0

0 Lq

][
id

iq

]
+

 ψm + (Ld − Lq) id︸ ︷︷ ︸
λmmdq

0

 = Lqqidq + λmmdq (2.12)

where λmmdq denotes the modified dq-frame flux linkage which, for most of the conditions

where id = 0, is equal to ψm.

In the next step, the voltage equations are transformed to a new arbitrary rotating frame

lagging the dq-frame by an angle defined as ∆θ = θe− θ̂e with θe being the dq-frame position

and θ̂e being the position of the estimated frame.

KT .Vdq = K T .Rsidq + KT .ωe.jλdq + KT .λ
.
dq (2.13)

where KT is the transformation matrix defined as:

KT = ej∆θ =

[
cos (∆θ) − sin (∆θ)

sin (∆θ) cos (∆θ)

]
(2.14)

Considering the transformation, the new flux linkage matrix is obtained as:

λ̂dq = Lqq îdq + λ̂mmdq (2.15)

λ̂mmdq = KT .λmmdq = ψm

[
cos (∆θ)

sin (∆θ)

]
+ (Ld − Lq) id

[
cos (∆θ)

sin (∆θ)

]
︸ ︷︷ ︸

λ1

(2.16)

In the new coordinate system, the term λ1 is equivalent to:

λ1 = (Ld − Lq)

[
îdcos2 (∆θ) + îq sin (∆θ) cos (∆θ)

îd sin (∆θ) cos (∆θ) + îqsin
2 (∆θ)

]
= ∆L̂dq îdq (2.17)

where

∆L̂dq =

[
1 + cos (2∆θ) sin (2∆θ)

sin (2∆θ) 1− cos (2∆θ)

]
∆L (2.18)

∆L =
Ld − Lq

2
(2.19)

Given eq. (2.15),(2.18), the inductance matrix in the new coordinate system is obtained as
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follows:

L̂dq = Lqq + ∆L̂dq =

[
ΣL+ ∆L cos (2∆θ) ∆L sin (2∆θ)

∆L sin (2∆θ) ΣL−∆L cos (2∆θ)

]
(2.20)

where

ΣL =
Ld + Lq

2
(2.21)

Consequently, if the arbitrary coordinate system is chosen to be fixed on the stator, the

stationary coordinate system inductance matrix (αβ-axis) can be derived as in eq. (2.22). It

is to be noted that, this format of displaying inductance profile is different from the classical

notations since it is developed to incorporate the rotor position more effectively. Given

the foregoing anlysis, vector diagram for a given d -axis voltage, transformed to different

coordinate systems, is shown in Fig. (2.9).

Lαβ =

[
ΣL+ ∆L cos (2θe) ∆L sin (2θe)

∆L sin (2θe) ΣL−∆L cos (2θe)

]
(2.22)

Figure 2.9: Projection of the d -axis voltage on the stationary and estimated reference frames.
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2.2.2 High-frequency Injection and Current Harmonics

Given the classical notation of voltage equation in the stationary reference frame shown

below:

V αβ = (Rs + ρLαβ) iαβ + ωeψm

[
− sin (θe)

cos (θe)

]
︸ ︷︷ ︸

EMF

(2.23)

where ρ is the time-derivative operator. There is a frequency-dependent EMF term in the

equation when the fundamental excitation is considered. If a periodic voltage signal having:

• the amplitude conveniently smaller than the fundamental component in order not to

negatively impact the fundamental operation and torque production

• the frequency orders of magnitude larger than the fundamental electrical frequency

is superimposed on top of the fundamental voltage excitation, the EMF term is negligible

and therefore eq. (2.23) gets a simple linear form shown in eq. (2.24). Additionally, if the

HFI frequency is high enough, the resistive voltage drop can also be neglected.

V αβ ≈ (ρLαβ) iαβ ⇒ iαβ ≈ (Lαβ)−1

∫
V αβ.dt (2.24)

Although Lαβ is a function of electrical angle, since the HFI frequency is high enough, the

differential operator is only applied to the current.

Having mentioned those, different combinations of HFI waveforms as a form of either

voltage or current and in different coordinate systems can be used. Here in this thesis, only

the voltage injection is considered, yet the anlysis is the same for the case of current injection.

Figure (2.10) illustrates different voltage-type HFI methods.

Figure 2.10: Different types of voltage-type HFI methods.
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2.2.2.1 Complex HFI in αβ-frame

An arbitrary high-frequency complex voltage vector is injected in the αβ-frame shown below.

V αβh = Vhe
j
(
ωht+

π/2
)

= Vh

[
− sin (ωht)

cos (ωht)

]
(2.25)

where Vh denotes the amplitude and ωh represents the signal frequency. In such an excitation,

the quadrature axes are being injectd with quadrature sinusoidal signals. Consequently, using

eq. (2.24), the current in the stationary coordinate is obtained as follows.

i
αβh

=
1

ωh (ΣL2 −∆L2)

[
ΣL−∆L cos (2θe) −∆L sin (2θe)

−∆L sin (2θe) ΣL+ ∆L cos (2θe)

]
︸ ︷︷ ︸

(Lαβ)
−1

∫
V αβh.dt (2.26)

Using eq. (2.25), (2.26):

i
Vαβh
αβ =

Vh
ωhLdLq︸ ︷︷ ︸

Ih

[
ΣL cos (ωht)−∆L cos (ωht− 2θe)

ΣL sin (ωht) + ∆L sin (ωht− 2θe)

]
(2.27)

Knowing the direct- and quadrature-axis inductances in addition to the constant amplitude

and frequency of the injected signal, one can conclude that the coefficient Vh/ωhLdLq is

always available. It is worth mentioning that, Ld and Lq are directly influenced by the current

amplitude and winding temperature; therefore, a look-up table can be used guarantee having

the correct values in all conditions. Further simplifying eq. (2.27),

i
Vαβh
αβ = Ih

(
ΣLejωht −∆Le−j(ωht−2θe)

)
(2.28)

there are two distinctive components appeared in the current spectrum at± |ωh| and± |ωh − 2ωe|
of which the latter contains the rotor position information.

Verifying that through a simulation in PSIM software, a PMSM fed by a voltage-source

inverter with a DC link voltage of 60V , switching frequency of 10KHz, and nominal current

of 30A is considered. The motor is injected with an HFI in the stationary frame having an
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amplitude of 10V and frequency of 1KHz as follows:

V αβh =

[
Vαh

Vβh

]
=

[
−10. sin (2π × 1000× t)
10. cos (2π × 1000× t)

]
(2.29)

In a three-second time duration, the reference speed is ramped up from standstill to 1000rpm,

shown in Fig. (2.11a), and the current waveform of iα is depicted in Fig. (2.11b).

(a) Acceleration profile. (b) α-axis current.

Figure 2.11: Speed and current profile during acceleration.

In order to perform a time-dependent harmonic analysis, a short-time Fourier transform

algorithm is used and spectrogram of the current is obtained shown in Fig. (2.12). Con-

Figure 2.12: Spectrogram of the α-axis current when HFI is done in the αβ-frame (the
colors are in dB unit).

sidering the linear relation of speed and time, the vertical axis of the spectrogram can also

be linearly ascribed to the speed. There are three distinctive spectral rays appeared in the

spectrogram:
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• The first in the ultra low frequency zone representing the electrical fundamental fre-

quency (fe).

• The two others in the HFI frequency zone, exactly complying with what has been

obtained in eq. (2.28) with a component at fh and another one at fh − 2fe.

Needless to mention that, since the speed is varied in a linear relation to the time, spectral

rays related to fe, also behave the same.

2.2.2.2 Complex HFI in dq-frame

A complex high-frequency voltage vector is injected in the dq-frame as:

V dqh = Vhe
j
(
ωht+

π/2
)

= Vh

[
− sin (ωht)

cos (ωht)

]
(2.30)

the injected voltage is redefined in the αβ-frame as:

V αβh = Vdqh.e
jθ = jVh.e

j(ωht+θe) (2.31)

As the result, given eq. (2.26,the αβ-frame current vector is obtained as:

i
Vdqh
αβ =

jVh
ωhLdLq︸ ︷︷ ︸

IH

[
ΣL−∆L cos (2θe) −∆L sin (2θe)

−∆L sin (2θe) ΣL+ ∆L cos (2θe)

][
cos (ωht+ θe)

sin (ωht+ θe)

]

= IH

[
ΣL cos (ωht+ θe)−∆L cos (ωht− θe)
ΣL sin (ωht+ θe) + ∆L sin (ωht− θe)

]
(2.32)

The current spectrum hosts a pair of symmetrical components at fh±fe. On the contrary to

the previous condition, although the HFI is implemented at fh, there is no current component

at this frequency. This phenomenon is also justifiable due to the fact that the injected

voltage, which was originally in the dq-frame, is transformed to the stationary-frame in

which a frequency shift, equal to +fe, is introduced to the equations.

Maintaining the same acceleration profile, shown in Fig. (2.11a), the current spectrogram

for the α-axis current is illustrated in Fig. (2.13), which completely verifies eq. (2.32).

Given Fig. (2.13) and except for the fundamental electrical frequency, there is a pair of

distinctive sidebands around the injected frequency which are linearly widened with respect
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Figure 2.13: Spectrogram of the α-axis current when HFI is done in the dq-frame (the
colors are in dB unit).

to the increasing-speed.

For complex injections in the αβ- and dq-axis and a specific condition of rotation at

500rpm, providing the fundamental electrical frequency of 25Hz, FFT of the α-axis currents

are compared in Fig. (2.14). For the case of HFI in the αβ-axis, there are two current

harmonics at 1KHz and 950Hz = fh − 2fe. For the case of injection in the dq-axis, there

are two symmetrical sidebands at 975Hz and 1025Hz representing components at fh ± fe.

Figure 2.14: FFT of α-axis current for complex HFI in αβ- and dq-axis.

2.2.2.3 Sinusoidal Injection in d-axis

An arbitrary high-fequency signal is injected in the d -axis as:

Vdh = Vh. cos (ωht) (2.33)
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Similar to eq. (2.32), the α-axis current would contain symmetrical sidebands around the

injected frequency; spectrogram of the current is depicted in Fig. (2.15). Comparing Fig.

Figure 2.15: Spectrogram of the α-axis current when a sinusoidal HFI is done in the d -axis
(the colors are in dB unit).

(2.13) and Fig. (2.15),there are more frequency components appeared in the zone below

the injected frequency. This is due to the fact that the current would have asymmetrical

components in its quadrature axes, as compared to the symmetrical components in eq. (2.32).

Therefore, choosing a complex sinusoidal HFI results in a less-contaminated current profile.

2.2.2.4 Square-wave Injection in d-axis

Similar to the previous case, the HFI is implemented in the d -axis but with a square-wave

signal. Since the square-wave signal is composed of multiple sinusoidal terms, the resultant

current profile is more contaminated with extra harmonics which is clearly illustrated in Fig.

(2.16). It is evident that, in addition to the components at fh± fe, there are two distinctive

components at triple the injection frequency (3fh ± fe).
FFT of the α-axis current for the sinusoidal and square-wave d -axis HFI implementation

- for the fixed revolution speed of 500rpm and injection frequency of 1KHz - are compared

in Fig. (2.17) in which, near the injection frequency, there are two dominant sidebands at

fh ± fe.

2.2.3 High-frequency Injection and Radial Force Harmonics

Given what have been discussed about, on the one hand, the PM-related fields are only

dependent on the revolution speed and therefore not affected by the current harmonics.
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Figure 2.16: Spectrogram of α-axis current when a square-wave HFI is done in the d -axis
(the colors are in dB unit).

Figure 2.17: FFT of α-axis current for sinusoidal and square-wave d-axis HFI
implementation.

On the other hand, the armature-reaction field is directly affected by the current harmonics.

Additionally, all the previous analyses were conducted for the case of fundamental excitation

where the current was mainly composed of one main component equal to the electrical

fundamental frequency.

Consequently, considering the HFI condition in which a high-frequency component is

superimposed on top of the fundamental excitation, there would be significant changes in

the armature-reaction fields harmonics and therefore those of radial and tangential forces.

In the proximity of the injected frequency, the field harmonics are as follows:

F
(
BPM
r

)
= fe × {1, 3, 5, 7, ...} (2.34)
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F
(
BArm
r

)
= fei × 1 =

{
fh ± fe, dq − frameHFI

fh, fh − 2fe, αβ − frameHFI
(2.35)

Since the zone around fh is the focal point of this section, higher multiples of the armature-

reaction field harmonics (i.e.fei × {2, 4, 5, 7, 8, ...}) are neglected.

2.2.3.1 dq-Frame HFI and Radial Force Harmonics

For a condition in which an HFI is implemented in the dq-frame, and based-on the interaction

among PM and armature-reaction fields given in eq. (2.34) and eq. (2.35), the radial force

harmonics are obtained as:

F
(
F PM+Arm
r

)
= fh ± fe × {0, 2, 4, 6, ...} (2.36)

In HFI condition, the radial force frequency spectrum is composed of two main zones:

• Low-frequency Zone: mainly occupied by the even-order harmonics of the electrical

frequency obtained in eq. (2.8).

• High-frequncy Zone: occupied by the frequencies obtained in eq. (2.36).

As the result, F PM+Arm
r is no longer approximated by F PM

r ; therefore, the impact of FArm
r is

more pronounced as its frequency spectrum encompasses high-frequency zone in which the

PM-related harmonics have almost-negligible magnitudes. Figure (2.18) compares the radial

(a) Radial force. (b) Tangential force.

Figure 2.18: Radial and tangential forces for the normal and dq-frame HFI conditions.

and tangential force profiles for the fundamental excitation and HFI conditions. For both

cases, existence of high-order harmonics in the force waveforms are obvious which is directly
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ascribed to the impact of HFI voltage on the armature-reaction fields. Besides, HFI imple-

mentation does not alter the average values of air-gap forces, while the magnitude of radial

forces are orders of magnitude larger than the tangential forces, as expected. Therefore, even

in HFI condition, the contribution of tangential forces is conveniently negligible.

2.2.3.2 αβ-frame HFI and Radial Force Harmonics

For an αβ-frame HFI and owing to the fields interactions, the harmonics within the radial

forces are obtained as:

F
(
F PM+Arm
r

)
= fh ± fe × {1, 3, 5, 7, ...} (2.37)

Similar to the previous case, Fig. (2.19) compares the radial and tangential forces for fun-

damental excitation and HFI conditions. All the observations in the previous condition hold

true here except for the change in the HFI-related harmonics.

(a) Radial force. (b) Tangential force.

Figure 2.19: Radial and tangential forces for the normal and αβ-frame HFI conditions.

Figure 2.20: FFT of radial forces, considering dq- and αβ-frame HFI conditions.

Inspecting in the frequency domain for the revolution speed of 1000rpm and the electrical

fundamental frequency of 50Hz, Fig. (2.20) depicts the FFT of the dq-frame and αβ-frame
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HFI conditions. The FFT can be devided into two sections; a low-frequency zone and

an HFI-zone. The former corresponds to F PM
r in which the even-order harmonics of the

electrical frequency are appeared for both HFI scenarios. For the latter zone, there is a

conspicuous difference existing in the harmonics which is directly related to the difference in

the armature-reaction field harmonics. For the dq-frame HFI, there are even-order harmonics,

while odd-order harmonics are generated in αβ-frame HFI. Additionally, Table. 2.2 details

the harmonic contents of Fig. (2.20).

Table 2.2: Comparison of radial force harmonics for fundamental excitation and HFI methods
shown in Fig. (2.20).

Fnd. Exc.
(Hz)

dq-frame HFI
(Hz)

αβ-frame HFI
(Hz)

Low-freq. Zone
100, 200, 300,
400, 500, 700

100, 200, 300,
400, 500, 700

100, 200, 300,
400, 500, 700

HFI Zone -
800, 900, 1000, 1100,

1300, 1400, 1500
950, 1050, 1150,
1250, 1350, 1450

In this section, the impact of HFI on the generated harmonics within the phase currents

and resulting radial forces was investigated. In the following section, the HFI impact on the

motor vibration and acoustic noise is investigated.

2.3 Harmonics of Vibration and Acoustic Noise in High-

frequency Injection Condition

Due to the fields interactions, radial forces are generated with the concentrated impact

points on the stator tooth tips. Following that, small displacements are occurred in the

stator structure. Finally, some energy transfer takes place between the stator surface and

the surrounding air molecules, which is perceived as the acoustic noise. Given the direct,

linear energy transfer mechanism between the stator and the surrounding air, there would

be almost identical harmonics generated in their waveforms (considering an ideal behaviour)

which have different amplitudes ( which is directly linked to the difference in their mechanical

properties). Figure (2.21) illustrates the overal mechanism of vibration and acoustic noise

generation in electric machines.

For the electromagnetic- and mechanical-domain analyses, ALTAIR Flux and ALTAIR

Optistruct softwares are used respectively. Firstly, a 2D model of the machine is simulated
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Figure 2.21: Mechanism of vibration and acoustic noise occurrence in electric machines.

and the radial forces are obtained. In the second step, a 3D model of the machine is created

and the mesh on the stator tooth tips is exported to the ALTAIR Flux software. Given the

exported mesh and the axial length of machine, calculated radial forces are homogenously

distributed over each node in 3D domain. Finally, the 3D-mapped forces, serving as applied

loads to the mechanical structure, are exported to ALTAIR Optistruct and the vibration on

each node of the stator frame is obtained. The coupling workflow between the two software

environments is graphically presented in Fig. (2.22).

Figure 2.22: Coupling workflow between ALTAIR Flux and ALTAIR Optistruct (ALTAIR
Flux Official Example).

2.3.1 Modal Analysis of Stator Structure

The first step in the process of vibration investigation of electric machines is to conduct a

modal analysis through which the most-dominant low-order modes are identified. Therefore,

the injected frequency must be chosen in such a way to be far from these resonance modes,

in order to make sure that there would be no excessive vibrations.
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For the sake of brevity, the impact of the end balls, cooling ribs, windings, and other

stator attachments are neglected and the bare stator frame is considered for the simulation

process. In the process of modal analysis, all the damping coefficients and fixed supports

are neglected and the structure is impacted by an impulse of force, which contains almost

infinite number of harmonics.

The dominant low-order mode shapes, also called the resonance modes or normal modes,

of the stator frame are shown in Fig. (2.23). In addition and due to the inherent damp-

ing matrix of the structure, the impact of higher-order natural modes can be neglected in

practice. The stator is made of steel with the mechanical properties given in Table. 2.3.

(a) Mode shape of N = 2 at 78Hz. (b) Mode shape of N = 3 at 202Hz.

(c) Mode shape of N = 4 at 336Hz. (d) Mode shape of N = 5 at 588Hz.

(e) Mode shape of N = 6 at 701Hz.

Figure 2.23: Modal analysis of the dominant, low-order normal modes of the steel stator
core.
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Table 2.3: Mechanical Properties of Structural Steel

Structural Steel
Property Symbol Value

Young’s modulus (GPa) E 207.0
Shear modulus (GPa) G 80.0
Poisson’s ratio v 0.3
Density (Kg/m3) ρ 7600.0
Yield strength (MPa) Sy 370.0
Shear strength (MPa) Ss 370.0

2.3.2 Simulation of Vibration Harmonics in HFI Condition

After calculation of radial forces, a 3D mechanical mesh is generated along the air-gap and

the forces are equally mapped on each node. The meshed forces are then exported to the

mechanical structure and applied to the corresponding impact points. Finally, the vibration,

caused by the applied forces, is calculated. All the mentioned stages included in simulation

of vibration, is illustrated in Fig. (2.24).

(a) 3D mesh along the stator axial length for
force mapping.

(b) Mapped forces in 2D view.

(c) Mapped forces in 3D view. (d) Calculation of stator vibration.

Figure 2.24: Coupling of electromagnetic and mechanical domains for vibration simulation.
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Similar to the actual case where the motors are screwed to the bench from the bottom, the

lower surface of the stator core is also fixed in the simulation. In addition, the measurement

points are chosen to be on the upper surface, which is similar to mounting an accelerometer

on top of the stator.

For a normal condition with the revolution speed of 1000rpm with fe = 50Hz and without

any HFI, the FFT of vibration is provided in Fig. (2.25). As discussed previously, the radial

forces are dominantly occupied by the PM-related harmonics (even-order harmonics of the

electrical fundamental frequency); therefore, the same harmonic orders are the dominant

part in the vibration FFT. It is important to notice that, there is a noticeable gap between

the magnitudes of even-order and odd-order harmonics in such a manner that the impact

of odd-order harmonics is almost negligible. It is to be mentioned that, the calculated

vibrations for all of the 9 measurement points (Fig. (2.24d)) are shown to make sure that

the overall FFT contains similar harmonics regardless of the measurement place.

Figure 2.25: FFT of vibration for the injectionless operation.

2.3.2.1 Vibration Harmonics in dq-frame HFI Condition

Using the complex HFI voltage given in eq. (2.30), the vibration FFT is obtained as shown

in Fig. (2.26). In line with the theoretical backgrounds, the FFT is only composed of

even-order harmonics which has occurred due to the two following factors:

• Contribution of PM-related fields which was shown to have the most dominant share

in the total radial force formation.

• The mutual impact of PM and armature-reaction fields, which contributes to the gen-

eration of even-order harmonics, especially for the components in the frequency range
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Figure 2.26: FFT of vibration for the dq-frame HFI condition.

above the injected frequency.

Given the harmonic magnitudes, introduction of dq-frame HFI has resulted in a magnitude

increase for the even-order components compared to the normal condition (fundamental

excitation only).

2.3.2.2 Vibration Harmonics in αβ-frame HFI Condition

Using the HFI voltage given in eq. (2.25), the FFT of simulated vibration is illustrated in

Fig. (2.27).

Figure 2.27: FFT of vibration for the αβ-frame HFI condition.

In this condition, there are:

• Even-order harmonics with exactly the same magnitudes as those of the normal condi-

tion, meaning that existence of these harmonics is merely attributed to the PM-related
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forces.

• Large odd-order components, which are directly attributed to the mutual impact of

PM and armature-reaction fields. It is important to note that, in the normal and dq-

frame HFI conditions, there were no dominant odd-order harmonics in the vibration

spectrum.

2.3.3 Experimental Analysis of Acoustic Noise Spectrum in HFI

Conditions

In order to verify the aforementioned theoretical analyses and simulation results, the acoustic

noise spectrum for the HFI conditions are experimentally inspected in this section. For each

HFI condition, two types of plots are provided:

• Spectrogram for the speed ramp from zero to 1000rpm, which verifies the generality

of the provided analyses regarding the generated harmonics. In addition, spectrogram

is a great illustrative asset for detecting the different zones in the acoustic spectrum,

which helps the user to choose the frequency of the HFI voltage.

• FFT for the steady-state operating point at 500rpm. In this plot, the zone around the

injected frequency in enlarged and all the dominant components are identified.

2.3.3.1 Acoustic Noise Analysis in dq-frame HFI Condition

For this condition, the injection frequency is chosen to be fh = 1440Hz which is firstly,

different from the previous value (1000Hz in simulated conditions) and secondly, far enough

from the low-order harmonics (related to the PM fields) and low-frequency stator natural

modes. As the result, the applied HFI voltage is equal to:

V dqh = 5.ej(2π∗1440∗t) = 5

[
− sin (2π ∗ 1440 ∗ t)
cos (2π ∗ 1440 ∗ t)

]
(2.38)

Spectrogram of the machine output acoustic noise is illustrated in Fig. (2.28). The spectrum

hosts several different zones as follows:

• PM-origined zone, in which the low-frequency, even-order harmonics resulted from

the impact of PM field are located. Although these harmonics contain speed-dependent
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Figure 2.28: Acoustic noise spectrogram for the case of dq-frame HFI with fh = 1440Hz.

information, there is no distinct separation among them (especially in the low speed

range where they tend to be overlapping). Moreover, they are extended up to the

frequency of 1000Hz in practice; therefore, it is better for the injected frequency to be

located in higher frequencies.

• HFI zone, in which there are distinct speed-dependent components as defined in eq.

(2.36). There are specific and clearly separated spectral rays in this zone without any

interference from other unwanted frequencies.

• Congested zone, in which there are so many random resonant frequencies. In the

low-speed region (nm < 375rpm), the green background is dotted with orange spots.

However, in the high-speed region (nm > 500rpm), the background is contaminated

with random orange spots. As the result, this is an unappropriate zone for the injection

frequency to be located in.

• High-frequency zone, in which clear spectral rays are observed. The reason for oc-

currence of such high-frequency zone is the resonance between the high-order multiples

of the injected frequency and high-order natural modes of the stator structure.

• Switching frequency zone, in which clear spectral rays related to the PWM switch-

ing frequency are generated.

Based on the experimental spectrogram of the available PMSM, the appropri-

ate zone - which contains reliable rotor position information - is placed either
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1200Hz < fh < 2500Hz or at the proximity of the switching frequency (10KHz

in our case). As the result, the HFI frequency is chosen at fh = 1440Hz in our

experiments as an example.

Focusing on the HFI zone, the injected frequency proximity is enlarged and shown in

Fig. (2.29). The highest peak has occurred at the injected frequency (fh = 1440Hz)

which is surrounded by the even-order multiples of the electrical fundamental frequency

(fh ± {0, 2, 4, 6, 8, ...} fe).

Figure 2.29: Acoustic noise FFT for the case of dq-frame HFI with fh = 1440Hz and
fe = 25Hz.

2.3.3.2 Acoustic Noise Analysis in αβ-frame HFI Condition

Having the same amplitude and frequency as the previous condition, an HFI voltage is

injected in the stationary frame. The acoustic noise spectrogram is shown in Fig. (2.30).

Exactly similar to the previous condition, there are five different zones appeared in the

spectrum. Focusing on the zone around the injected frequency, the acoustic noise FFT is

illustrated in Fig. (2.31), in which there are only odd-order dominant sidebands appeared

(fh ± {1, 3, 5, 7, ...} fe). Comparing the two HFI conditions, Table. 2.4 details the appeared

sidebands frequencies. Given the provided FFT plots and this table, it is concluded that:

• For the case of dq-frame HFI, there are only symmetrical even-order sidebands ap-

peared in the acoustic noise spectrum.

• For the case of αβ-frame HFI, there are only symmetrical odd-order sidebands appeared

in the acoustic noise spectrum.
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Figure 2.30: Acoustic noise spectrogram for the case of αβ-frame HFI with fh = 1440Hz.

Figure 2.31: Acoustic noise FFT for the case of αβ-frame HFI with fh = 1440Hz and
fe = 25Hz.

Table 2.4: Speed-dependent sidebands in proximity of the injected frequency in different
HFI conditions.

Speed-dependent sideband (Hz)
fh fh±fe fh±2fe fh±3fe fh±4fe fh±5fe fh±6fe fh±7fe

dq-frame
HFI

1440 -
1390
1490

-
1340
1540

-
1290
1590

-

αβ-frame
HFI

-
1415
1465

-
1365
1515

-
1315
1565

-
1265
1615

It is worth mentioning that, the acoustic noise analysis for the other two HFI conditions

(d -axis sinusoidal and square-wave signals) follow a similar trend and therefore are not
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repeated here.

In addition to the HFI zone, which was extensively investigated in this section, the

switching frequency zone (as shown in Fig. (2.28) and Fig. (2.30)) also hosts specific, speed-

dependent spectral components. Therefore, the following section focuses on the analysis of

this zone for exploitation of the rotor position information.

2.4 Harmonics of Current, Radial Force, and Acoustic

Noise Considering the Impact of PWM Voltages

According to the provided spectrograms and focusing on the zone related to the switching

frequency, there exist some distinct sidebands which are linearly dependent on the funda-

mental frequency. As the result, the impact of switching PWM on the current and radial

force harmonics is investigated in this section.

2.4.1 PWM Process and Current Harmonics

In all inverter-fed PMSM drives, PWM voltage generation is an integral part which is known

to be the fundamental reason behind the generation of high-frequency components within

the current waveforms. Depending on the number of phases or the chosen strategy, one or

multiple sinusoidal references are compared with a fixed high-frequency carrier, which can

be of sawtooth or triangular waveform. The output of this binary comparison provides the

gate pulses with variable duty cycles, in each narrow moving window considering the total

period of the signal.

For a condition with a sawtooth carrier with the frequency of 1KHz, three different DC

inputs are used in order to provide three different duty cycles equal to 0.2, 0.5, and 0.95

for instance. The results are provided in Fig. (2.32); it is noticed that (given the different

duty cycles), both the magnitude and frequency components of the FFT plots change. As

the result, for a sinusoidal reference signal which is compared with a high-frequency carrier,

having a generalized model providing the correct harmonics is indispensable.

Given only one of the phase legs of a three-phase inverter, the generated gate pulses with

the resulting phase voltage are shown in Fig.(2.33). In ideal PWM, complementary gate

pulses are applied to the switches in each leg. However, in practice and due to the delayed

turning-off of each switch and avoiding the shoot-through occurrence, the rising edge of each

gate pulse is delayed by a fixed amount (known as the deadtime). In deadtime-included
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(a) Pulses with different duty cycles. (b) FFT of pulses with different duty cycles.

Figure 2.32: Comparison of pulses with different duty cycles.

Figure 2.33: PWM voltage generation with and without the deadtime.

PWM, the switches in each leg are never conducting at the same time, meaning that there

are small periods during which none of the switches are actually active which is known as

the deadband.

Comparing the ideal and deadtime-included phase voltages, which are respectively shown

by Vphi and Vphd, there is a current polarity-dependent periodic difference observed which is

defined as [196]:

d = Vphd − Vphi (2.39)

Given the fixed values of deadtime (td) and switching period (Tc), the waveform of d is

only dependent on the current polarity, which has the frequency equal to the electrical

fundamental component (fe). Consequently, deadtime-included PWM can indirectly be

investigated by separately analysing d and Vphi and superimposing their effect onto each
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other.

2.4.1.1 Ideal PWM - Without the Deadtime

Considering a general format for the reference (vref ) and triangular carrier (vc) waveforms

as shown below:

vref (t) = ma. cos (ωet) (2.40)

vc (t) =

{
−1 + 4

T
(t− kT ) ; kT 6 t < (k + 0.5)T

3− 4
T

(t− kT ) ; (k + 0.5)T 6 t < (k + 1)T
(2.41)

where:

• t denotes the time instance

• k a constant integer

• ma the modulation index

• ωe the frequency of the reference signal, which is equal to the electrical fundamental

frequency in PMSM drive

• T period of the carrier signal

The output of the binary comparison - the applied gate pulse - given any arbitrary duty

cycle, can be defined as:

GS (t) =

{
0; t1 6 t < t2

1; otherwise
(2.42)

where t1 and t2 are arbitrary time instances. Using the Poisson resummation method defined

in, the gate pulse is re-established as [197]:

GS (t) =
∑
mn

amn.e
jωmnt (2.43)

where

amn =

{
0; ωmn = 0[

−2
ωmnT

Jn
(
ωmnmaT

4

)
j(m+n+1)

]
.
[
e−j

3πnωe
2ωc − (−1)m+n.e−j

nπωe
2ωe

]
; ωmn 6= 0

(2.44)

ωmn = mωc + nωe; {m,n ∈ W |m 6= n} (2.45)
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and Jn is the first-order spherical Bessel function.

Consequently, harmonic contents of the generated gate pulses are directly related to the

interaction between the unequal values of m and n as defined below:

F (GS) =


fc ± {0, 2, 4, 6, ...} × fe
2fc ± {1, 3, 5, 7, ...} × fe
3fc ± {0, 2, 4, 6, ...} × fe

etc.

(2.46)

For a simulated condition with fc = 1KHz and fe = 25Hz, FFT of the applied phase voltage

is illustrated in Fig. (2.34), which is in complete compliance with eq. (2.46).

Figure 2.34: FFT of the phase voltage with ideal PWM.

2.4.1.2 Non-ideal PWM - Including the deadtime

Given Fig. (2.33), d is defined as follows:

diph>0 =

{
−Vdc; kTc 6 t < kTc + td

0; otherwise
(2.47)

diph<0 =

{
+Vdc; DkTc 6 t < DkTc + td

0; otherwise
(2.48)
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Over each electrical fundamental period, d is completely periodic (also shown in Fig. (2.33)).

As the result, the average value can be used instead:

d̄ =
1

Te

(K+1)Te∫
KTe

d.dt =

{
−Vdc.td/Te; iph > 0

+Vdc.td/Te; iph < 0
(2.49)

where:

• D denotes the switching duty cycle at each time instance.

• Vdc the DC-link voltage of inverter

• iph the phase current

• K a constant integer

Equation (2.49) is a square-wave signal with the period equal to Te. Accordingly, the fourier

series expansion is derived as:

d̄ =
4Vdc.td
π.Te

.
∞∑

n=1,3,5

1

n
. sin (nωtt) =

4Vdc.td
π.Te

.
∑
n

1

n

(
ejnωet − e−jnωet

j2

)
(2.50)

Given (2.50), introduction of deadtime to the PWM process, results in the generation of

odd-order harmonics in the output phase voltage spectrum. The magnitude of these extra

harmonics are in a reciprocal relation with the order of the harmonic; as the result, the

lower the frequency, the higher the magnitude would be. Additionally, around the switching

frequency, symmetrical odd-order sidebands would be generated.

The switching frequency is, usually, chosen in such a manner to be times higher than the

fundamental frequency. Therefore, in the switching frequency proximity, one can conclude

that:

F (Vphd) = F (Vphi) + F
(
d̄
)

(2.51)

F (Vphi) = fc ± {0, 2, 4, 6, ...} × fe (2.52)

F
(
d̄
)

= fc ± {1, 3, 5, 7, ...} × fe (2.53)

As the result, the phase voltage would contain frequency-dependent symmetrical sidebands

of both even and odd orders around the switching frequency. Verifying the foregoing analysis,

a simulation is carried out and the FFT of phase voltage for two conditions with td = 0s
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(ideal PWM) and td = 2µs (deadtime-included PWM) are compared as shown in Fig. (2.35).

In this simulation, fc = 10KHz and fe = 50Hz.

Figure 2.35: FFT of the phase voltage considering ideal and deadtime-included PWM
models.

Although introduction of deadtime to the PWM culminates in the appearance of odd-

order sideband harmonics, the even-order sidebands are, noticeably, the dominant compo-

nents within the spectrum.

Given the 3-phase voltage equation of PMSM given in eq. (2.54) and the existing gap

among the values of switching frequency and fundamental electrical frequency, the EMF

term in addition to the resistive voltage drop are easily negligible. Therefore, the machine

behaves like a 3-phase linear inductive circuit with the current equation as in eq. (2.55).

The matrices of phase voltages and phase currents are also denoted by Vs and Is. Based-on

the linear circuit at the switching frequency, the current waveform would also host the exact

same harmonics as the phase voltage.

 Vas

Vbs

Vcs


︸ ︷︷ ︸

Vs

=

(
Rs +

d

dt
Lss

) ias

ibs

ics


︸ ︷︷ ︸

Is

−ωeψPM


sin (θe)

sin
(
θe − 2π/3

)
sin
(
θe + 2π/3

)
 (2.54)

I s ≈ L−1
ss

∫
V s.dt (2.55)

In order to scrutinize the current harmonics, the waveform is experimentally captured while

the speed is fixed at 500rpm, the peak amplitude is 10A, and a constant deadtime of 1µs is

applied.
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(a) FFT of phase current in the full frequency
spectrum.

(b) FFT of the phase current in the switching
frequency proximity.

Figure 2.36: Frequency-domain analysis of the phase current.

FFT of the captured phase current, considering the total spectral width, is shown in

Fig. (2.36a) and the zoomed version focusing on the proximity of the switching frequency is

illustrated in Fig. (2.36b). Although there are both even- and odd-order harmonics appeared

around the switching frequency, the most dominant components are fc, fc + 4fe, fc + 6fe,

fc−2fe, and fc−6fe which are all the even-order components (Fig. (2.36b)). Consequently,

in practice, it is feasible to conclude that the most dominant harmonic components are the

result of the ideal PWM.
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2.4.2 PWM Process and Radial Force Harmonics

Following the same procedure as the previous sections and focusing on the switching fre-

quency proximity, the radial force harmonic contents - with respect to the non-ideal PWM

- can be obtained as:

F
(
FArm
r

)
= fei × 1 = fc ± {1, 2, 3, 4, 5, ...} × fe (2.56)

F
(
F PM
r

)
= fe × {2, 4, 6, 8, ...} (2.57)

F
(
F PM+Arm
ri

)
= fc ± {0, 1, 3, 5, 7, 9, ...} × fe (2.58)

F
(
F PM+Arm
rd

)
= fc ± {2, 4, 6, 8, ...} × fe (2.59)

• In eq. (2.56), as the result of armature-reaction and in congruence with eq. (2.51),

both the even- and odd-order sidebands are appeared.

• For the PM-related components provided in eq. (2.57), there are even-order frequencies

which are mostly dominant in the low-frequency zone.

• Equations (2.58) and (2.59) are respectively showing the radial force harmonics, as

the result of PM and armature-reaction interactions, for ideal and deadtime-included

PWM scenarios.

In terms of magnitude and as expressed in the previous sections, the harmonics generated

from the interaction of PM and armature-reaction fields are dominant. Additionally, for the

voltage harmonics, it was shown that the even-order components (related to the ideal PWM)

have a dominant role compared to the odd-order ones (resulted from deadtime-included

PWM). Consequently, it is expected that, harmonics in eq. (2.58) are more dominant than

those in eq. (2.59).

2.4.3 PWM Process and Acoustic Noise Harmonics

The PMSM is operated at the constant speed of 500rpm with the switching frequency of

fc = 10KHz. In order to inspect the impact of acoustic noise sampling rate (fsmp), PWM

deadtime (td), and other non-modelled nonlinearities of the inverter on the acoustic noise

spectrum, three conditions are defined as follows:

• Condition I with fsmp = 44.1KHz and td = 1µs and the acoustic noise FFT shown

in Fig. (2.37).
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Figure 2.37: FFT of the acoustic noise in Condition I.

Figure 2.38: FFT of the acoustic noise in Condition II.

Figure 2.39: FFT of the acoustic noise in Condition III.

• Condition II with fsmp = 44.1KHz and td = 2µs and the acoustic noise FFT shown

in Fig. (2.38).

• Condition III with fsmp = 384KHz and td = 1µs and the acoustic noise FFT shown

in Fig. (2.39).

Figure (2.40) compares all the dominant components within the acoustic noise for the

three mentioned conditions. Even though the inverter nonlinearities and PWM deadtime
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Figure 2.40: Comparison of Condition I, Condition II, and Condition III.

contaminate the current spectrum (verified in Fig. (2.36)), only the odd-order components -

defined in eq. (2.58) - are appeared in the acoustic noise spectrum. The acoustic noise spectra

do not contain any dominant components of even-order, which means that the odd-order

components have been dominant within the radial force spectrum also. The magnitude of

frequency components within the vibration and acoustic noise spectrum is highly dependent

on the mechanical properties of the structure, including damping coefficients. Therefore,

any radial force component with small magnitude is naturally damped and therefore is not

appeared in the vibration and acoustic noise spectrum (an advantage for the signal processing

and harmonic separation).

2.5 Comparison of Phase Current and Acoustic Noise

Level in HFI and Injectionless Conditions

In this section, the phase current in addition to the disseminated acoustic noise level of

the machine are compared, with and without HFI voltage. The terms ”without HFI” or

”HFIless” refer to the conditions where only the PWM voltage is applied. As the previous

sections, the HFI and PWM frequencies are kept constant at respective values of 1440Hz and

10KHz while the machine is rotating at 500rpm with the maximum applied phase current of

22A. Figure (2.41) illustrates the acoustic noise level of the PMSM in these two conditions.

The following observation are made:

• There is a conspicuous gap between the generated peaks, which shows that the opera-

tion without HFI is naturally quieter.

• The peaks at the switching frequency have exactly the same magnitude for both con-
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Figure 2.41: Acoustic noise level comparison in conditions with and without HFI voltage.

ditions, which means that addition of HFI voltage does not impact the components at

the switching frequency.

• Applying an HFI voltage at a specific frequency not only generates the acoustic noise at

that frequency but also induces additional components with relatively high magnitudes,

which are all due to the resonance occurrence.

• Selection of the injection frequency in HFI condition must be done with the utmost care

and with regards to the modal analysis of the stator, which ensures having components

placement at appropriate zones.

The current profiles (phase current in addition to the dq-frame components) for the HFI

and HFIless conditions are also compared in Fig. (2.42). For both conditions, the direct-axis

current is set to zero, while the quadrature-axis current is regulated at 22A. In the HFIless

condition, the phase current has the maximum value of 22A; however, it is increased to

around 30A in the HFI condition. Threfore, introduction of HFI to the system has resulted

in a 36% increase within the current amplitude. In addition, the impact is also tangible

on the harmonics of the dq-frame current components, which are noticeably increased when

HFI is applied.

2.6 Conclusion

This chapter analytically investigated the output acoustic noise of PMSM in frequency do-

main in special conditions. The impact of different HFI scenarios, with injection in either
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Figure 2.42: Current profile comparison in conditions with and without HFI voltage.

the αβ-frame or estimated dq-frame, on the harmonics of current, magnetic fields, radial

force, and resulting acoustic noise was throughly investigated. Additionally, eliminating the

extra HFI (HFIless), the impact of PWM voltage generation, in both ideal and non-ideal

conditions, was investigated. Finally, It was shown that in both HFI and HFIless conditions,

the acoustic noise spectrum hosts several specific speed dependent sidebands.

Therefore, the next chapter provides the necessary means by which the rotor position

information could be extracted from the raw captured acoustic noise and be used in the

control system in an active manner (for extraction of the rotor position information).
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Chapter 3

Acoustic Noise-based Sensorless

Control of PMSM

In the previous chapter, the acoustic noise of PMSM was deeply investigated in the frequency

domain. It was shown that the acoustic noise spectrum contained several zones with speed-

dependent componets. Two of the zones were given special attention:

• HFI zone in which, depending on the selected coordinate system for injection, there

are either symmetrical even or odd multiples of the electrical fundamental frequency

appeared around the injected frequency.

• Switching frequency zone in which there are distinctive odd-order multiples of the

fundamental electrical frequency appeared around the carrier frequency, in a symmet-

rical manner.

Therefore, either of the zones could be used to obtain the rotor position information, which

is the core of acoustic noise-based sensorless control with the overall schematic depicted in

Fig. (3.1). This chapter is organized as follows:

• In order for the rotor position information to be extracted, the raw acoustic noise

must be passed through a signal processing algorithm. This algorithm ensures the

desired speed-dependant sidebands are properly extracted. Two different algorithms

are proposed in Section 3.1.

• After extraction of the desired components, which carry rotor speed and position in-

formation, the observer topology (for estimation of rotor position and speed) is inves-

tigated in Section 3.2.
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Figure 3.1: Overall schematic of a closed-loop PMSM sensorless control using the output
acoustic noise.

• Modelling and stability analysis of the overall system - including the current, speed, and

observer loops - are investigated in Section 3.3. This analysis is deemed important

since the estimated values (rotor position and speed) are directly fed to the coordinate

transformation blocks for the field-oriented control of PMSM.

• In Section 3.4, it is analytically shown that the estimated values contain specific-

order harmonics. Therefore, two new observer topologies are proposed in Section

3.5. Compared to the conventional observer (PLL), these new observers are able to

suppress the undesired estimation harmonics, which means an improved estimation

performance.

• Conclusion of this chapter is provided in Section 3.6.

3.1 Signal Processing Algorithm

Being similar for both HFI-induced and PWM-induced acoustic noise, there are symmetrical

sidebands of specific orders located around the goal frequency (which can be either HFI or

the PWM carrier). In this section, two types of signal processing algorithms are presented

by which a pair of orthogonal signals - which have the phase and frequency synchronized

with the actual electrical frequency and position - are extracted. Successful extraction of

these waveforms, with the lowest amount of extra harmonics, is an integral part of the signal
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processing algorithm. In the following step, the extracted orthogonal signals are fed to an

observer and the rotor speed and position are estimated.

Given each signal processing algorithm, the machine’s output acoustic noise waveform

is experimentally captured. Then, the signal is imported into MATLAB Simulink and the

effectiveness of the proposed algorithms are verified through simulation.

3.1.1 Proposed Signal Processing - Type I

Being similar for the case of αβ-frame HFI and without the loss of generality, the overall

diagram of the signal processing for the case of dq-frame HFI is illustrated in Fig. (3.2).

The algorithm is composed of four stages:

Figure 3.2: Proposed signal processing - Type I.

• Stage I: The raw acoustic noise is captured, which contains the full frequency spec-

trum. The waveform is composed of harmonics with the orders of
∞∑
n=1

(2n) fe,
∞∑
m=1

mfei,

and
∞∑

h=0,2,4,6

fh ± hfe which are respectively ascribed to the fields generated by the

individual impact of PM, individual impact of armature-reaction, and the mutual

contribution of PM and armature-reaction. Given a condition with fe = 25Hz and

fh = 1440Hz, the waveforms in time and frequency domains are illustrated in Fig.

(3.3).

• Stage II: In order to isolate the desired zone (proximity of the injected frequency at

fh = 1440Hz), the captured signal is passed through a band-pass filter (BPF I). Addi-

tionally, existence of this stage guarantees that any other undesired component within

the acoustic spectrum is rejected; this is crucial in conditions where the environment

is fraught with acoustic disturbance sources. At the end of this stage, the waveform is

composed of components with the frequency of fh ± h× fe where h ∈ {0, 2, 4, 6, 8, ...}.
The width of this zone is directly dependent on the design of the BPF I.
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(a) Time-domain. (b) Frequency-domain.

Figure 3.3: Waveforms of Stage I.

(a) Time-domain. (b) Frequency-domain.

Figure 3.4: Waveforms of Stage II.

The outputs of BPF I, in both time- and frequency-domain, are shown in Fig. (3.4).

It is observed that the spectrum is just occupied by the HFI zone and all the other

components are almost diminished (compared with Fig. (3.3b)).

• Stage III: In order to eliminate the specific component at the injected frequency, the

signal is multiplied by a demodulating vector defined by e±jωht. This demodulation can

also be regarded as a coordinate transformation, from the stator frame to a new one

rotating at the injected frequency. Therefore, all the spectral components are shifted

by ±fh. The resulted waveform contains two spectral zones, one in the low-frequency

at ±h× fe and the other around double the injected frequency at 2fh ± h× fe.

Also, a complex demodulation vector (instead of a single sinusoidal function) is used

since a pair of orthogonal signals are to be generated from a single signal captured via

the micophone. One of the two outputs of this stage, in both time- and frequency-

domain, is shown in Fig. (3.5).

• Stage IV: The signal is again passed through another filter (BPF II) by which the

93



(a) Time-domain. (b) Frequency-domain.

Figure 3.5: Waveforms of Stage III.

desired component, at the low-frequency zone, is extracted. Moreover, a summary of

the frequency components in each signal processing stage is provided in Table 3.1. The

orthogonal waveforms have the specific frequency of h × fe, as graphically shown in

Fig. (3.6). Choosing h = 6 (as an example), the waveforms of this stage are shown in

Fig. (3.7). The output signal fundamental frequency is 150Hz which is equal to 6f ∗e .

Figure 3.6: Graphical representation of extraction of the desired component through BPF
II.

Table 3.1: Frequency contents in each signal processing stage.

Stage Frequency Components

Stage I
∞∑
n=1

(2n) fe,
∞∑
m=1

mfei,
∞∑

h=0,2,4,6

fh ± hfe

Stage II
∞∑

h=0,2,4,6

fh ± hfe

Stage III
∞∑

h=0,2,4,6

±hfe,
∞∑

h=0,2,4,6

(2fh ± hfe)

Stage IV ±hfe;h ∈ {2, 4, 6, 8, ...}

A (t) .ej(ωh±hωet)
×e±jωht−−−−−→ A (t)

{
ej(2ωh±hωe)t, e±j(hωet)

} BPFII−−−−→ A (t) .e±j(hωet) (3.1)
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(a) Time-domain. (b) Frequency-domain.

(c) Normalized.

Figure 3.7: Waveforms of Stage IV.

On the one hand, with proper design of the signal processing algorithm, accurate extrac-

tion of the desired components are guaranteed. On the other hand - due to the impacts

of environmental noise, stator damping matrix at each frequency, amplitude of the injected

voltage, saturation of the magnetic core, and parameter mismatch which alters the induc-

tance values - there is no guarantee for the amplitude of the extracted signals to be always

fixed. By using the orthogonality feature of the extracted waveforms, a normalization pro-

cess is adopted, which provides the signals with unity amplitude in all conditions as given

in eq. (3.2) where A(t) denotes an arbitrary, time-varying amplitude. In the denominators,

a tiny value, ε, is added to avoid 0/0 occurrence.
A(t). sin(hωet)√

(A(t). sin(ωht))
2+(A(t). cos(ωht))

2+ε
≈ sin (ωht)

A(t). cos(hωet)√
(A(t). sin(ωht))

2+(A(t). cos(ωht))
2+ε
≈ cos (ωht)

(3.2)

Due to the nature of harmonics within the acoustic waveform, BPF is an integral part

in the proposed algorithm. Therefore, successful tuning of the parameters is the key for the

95



Table 3.2: Design parameters of the band-pass filters.

Filter Central Frequency (fc) Passing Band (fb)

BPF I fh f ∗e × h× i
BPF II h× f ∗e k × f ∗e

extraction of the desired components. The general transfer function of a BPF is defined as:

HBPF (s) = C
(2πfb) s

s2 + (2πfb) s+ (2πfc)
2 (3.3)

where C, fb, and fc are respectively the gain, passing band, and central frequency of the

filter. Given the different frequencies each BPF is designed to be working at, dissimilar

parameters must be used as presented in Table. 3.2. For each filter, the central frequency

and the passing band are made adaptive to the reference electrical frequeny (f ∗e ). Two design

parameters defined as 1 6 i 6 10 and 0 6 k 6 2 are defined which can be replaced by 1 in

an ideal condition.

Tunable parameters are selected to improve the filtering robustness in face of stochastic

environmental noise and non-modelled real-time conditions, which can cause small frequency

drifts. Additionally, the bandwidth of BPF I has a noticeable impact on the overall transient

response of the whole signal processing chain. At the same time, proper design of this filter

plays a cardinal role in rejection of unwanted environmental distortions. Therefore, it is

possible to choose different values for the parameter i in a trade-off manner while respecting

1 6 i 6 10.

As the result, transfer functions of the two BPFs, included within the signal processing

chain, are obtained as:

BPF I (s) = CI
(2π × f ∗e × h× i) s

s2 + (2π × f ∗e × h× i) s+ (2π × fh)2 (3.4)

BPF II (s) = CII
(2π × k × f ∗e ) s

s2 + (2π × k × f ∗e ) s+ (2π × h× f ∗e )2 (3.5)

In order to investigate the performane of BPF I and BPF II, i and k are iteratively changed

while the other parameters are kept constant and bode diagrams are plotted as shown in Fig.

(3.8). In this plot, h = 6, fe = 25Hz, and fh = 1440Hz; therefore, the central frequency of

BPF II is located at 150Hz.
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Figure 3.8: Bode diagram of BPF I and BPF II for different values of i and k.

3.1.2 Proposed Signal Processing - Type II

Application of adaptive neural networks, in the forms of Perceptron, ADALINE, and MADA-

LINE, for pattern detection is introduced in [198]. The adaptive linear neuron or adaptive

linear element (ADALINE) is a single-layer neural network which can serve as an efficient

adaptive filter too [199].

Instead of using two stages of BPF in the signal processing chain, this algorithm extracts

the desired component by incorporating a single-stage ADALINE-based filter. Similar to

the previous case, the algorithm is explained for the dq-frame HFI condition although it is

applicable to other scenarios.

3.1.2.1 ADALINE-based Filter

Assuming the input to be an arbitrary periodic signal, which can be broken into the sum of

sinusoidal terms through the Fourier Series expansion, one can define it as:

f (t) = fdc +
∞∑
n=1

(an sin (nωt) + bn cos (nωt)) (3.6)

Moreover, considering the linear multiplication of matrix elements shown below,

F (t) = W T .X (3.7)
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W =



α0

α1

β1

...

αn

βn


(3.8)

X =



1

sin (ωt)

cos (ωt)
...

sin (nωt)

cos (nωt)


(3.9)

Equation (3.7) yields:

F (t) = α0 + α1 sin (ωt) + β1 cos (ωt) + · · ·+ αn sin (nωt) + βn cos (nωt) (3.10)

comparing eq. (3.10) and eq. (3.6), one could find a one-to-one correspondence; therefore,

eq. (3.6) is linearly synthesized if and only if:

f (t) = F (t)⇔



α0 = fdc

α1 = a1

β1 = b1

...

αn = an

βn = bn

(3.11)

This linear decomposition is realized by a multi-input, single-output neural network which

has a single hidden layer. Adopting such a method, X and W respectively serve as the input

and weight matrices of the neural network.

Assuming only knowing the input signal frequencies and if the input waveform is to be

perfectly synthesized, the weight matrix must be made equal to the signal fourier series’s

coefficients. Therefore, a recursive algorithm - like the least-mean square (LMS) - is adopted

and the weight matrix is continuously updated until the perfect match is reached (shown in

eq. (3.13)). This algorithm serves as a non-linear feedback system, so the error between the
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actual input and the ADALINE output

d (t) = f (t)− F (t) (3.12)

is made zero (in this case, the ADALINE output is equal to the input signal). In order to

provide control over the convergernce speed, an additional coefficient µ (called the learn-

ing rate) is introduced, which must always be 0 < µ < 1. Convergence speed is directly

proportional to the learning rate, yet assigning high values to this parameter leads to un-

stability and divergence. Given the nature of the input signal and the non-linear structure

of ADALINE, the value of µ is defined through trial and error. The overall structure of an

ADALINE network is also illustrated in Fig. (3.9).

Figure 3.9: ADALINE network.

W new = W old +Xold.µ.d (3.13)

Following the same principle, ADALINE could be used as a filter (for extraction of a desired

component from an arbitrary input):

• The desired components are used as the matrix X.

• The error term, in contrast to the usual scenario, is not zero. It is, in fact, the input

waveform from which the desired components are subtracted.

• The values of matrix W are the actual amplitudes of the desired extracted signals.

Therefore, ADALINE provides inherent normalization algorithm.
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The adaptive filtering capability of ADALINE has led to its widespread use within the

power system applications, including harmonic detection, active power filters, power condi-

tioning mechanisms, online harmonic tracking, estimation of the power system frequency,

and grid-synchronization [200–207].

ADALINE has also been used within the sensorless control of PMSM in order to im-

prove the estimation performance. In order to suppress the undesired low-order harmonics

within the EMF, the estimated EEMF is passed through an ADALINE, which results in an

improved rotor position estimation [208]. In addition, ADALINE is also used for sensorless

implementation of a five-phase PMSM, in which an ADALINE is put in series with the posi-

tion observer [209]. Existence of non-sinusoidal EMF in PMSM results in currents with extra

harmonic contaminations. Repressing these current harmonics, an ADALINE-based current

harmonic suppression algorithm is proposed in [210]. The ADALINE is used to generate an

adaptive feed-forward voltage, which is placed within the control loops.

3.1.2.2 Proposed ADALINE-based Signal Processing

Graphical representation of the proposed ADALINE-based signal processing is depicted in

Fig. (3.10). The algorithm comprises three stages:

Figure 3.10: Signal processing - Type II.

• Stage I: the raw acoustic noise is captured via the microphone. This stage is exactly

similar to the first stage of the previous signal processing algorithm.

• Stage II: the input acoustic waveform is directly demodulated by the vector e±jωh t,

which results in the spectral displacement. Given a condition with fe = 25Hz and

fh = 1440Hz, the waveforms of this stage in both time- and frequency-domain are

illustrated in Fig. (3.11).
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(a) Time-domain. (b) Frequency-domain.

Figure 3.11: Waveforms of Stage II.

(a) Actual output. (b) Normalized output.

(c) Output FFT.

Figure 3.12: Waveforms of Stage III.

• Stage III: the desired component, located in the low-frequency zone, is extracted

by using an ADALINE filter. For the operating point of fe = 25Hz, h = 6, and

fh = 1440Hz, the extracted signals are illustrated in Fig. (3.12). It is clear that the

ADALINE filter has been sucessful in precise extraction of the desired component at

150Hz. As the ADALINE, inherently, estimates the desired harmonic amplitude, the

normalization can also be embedded within the ADALINE.
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3.2 Estimation of Rotor Speed and Position

At the output of the signal processing chain, a pair of speed-dependent orthogonal signals

were obtained. Due to this inherent characteristic, the phase and frequency of these signals

(which are linearly related to the electrical fundamental component) could be estimated

through using an observer.

Assuming the normalized version of the two extracted signals to be respectively defined

as: {
x1 = sin (hωet)

x2 = x⊥1 = cos (hωet)
(3.14)

the instantaneous estimated phase (θ̂e) and frequency (ω̂e) are obtained as follows.

hθ̂e = tan−1

(
x1

x2

)
= hω̂et ; −π 6 hθ̂e 6 +π (3.15)

˙̂
θe = ω̂e (3.16)

Using the inverse-tangent function, the phase is instantaneously obtained as a sawtooth

waveform ranging from −π and π (shown in Fig. (3.13b)) and the frequency is the time

derivation of the phase. Existence of a time-derivative element, boosts the system suscep-

tibility to any sudden transition in the input or noise. Therefore, using this method for

extraction of phase and frequency is not deemed suitable in this dissertation.

(a) Arctan curve.
(b) Position estimation through using

Arctan function.

Figure 3.13: Estimation using Arctan function.
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3.2.1 Quadrature Phase-Locked Loop (QPLL)

Figure (3.14) shows the observer used for the estimation of phase and frequency of the

extracted signals. Since a pair of orthogonal signals (given in eq. (3.14)) are extracted, a

PLL with heterodyning structure is used and the input phase and frequency are estimated.

Dynamic equations of the QPLL can be written as:

Figure 3.14: QPLL structure.

e =
(
x1. cos

(
hθ̂e

))
−
(
x2. sin

(
hθ̂e

))
= sin (hθe) . cos

(
hθ̂e

)
− sin

(
hθ̂e

)
. cos (hθe)

= sin

h(θe − θ̂e)︸ ︷︷ ︸
∆θ

 (3.17)

h
˙̂
θe = hω̂e (3.18)

h
¨̂
θe = Kp.ė+Ki.e (3.19)

where

• Kp denotes the proportional gain of the PI regulator.

• Ki denotes the integral gain of the PI regulator.

• e denotes the estimation error.

In the steady-state condition, due to the existence of the PI regulator within the QPLL

structure, the estimation error would be zero. Therefore, in the Laplace domain, the forward-

path transfer function of QPLL is obtained as:

Gfrw
QPLL = L

{
hθ̂e
e

}
=

Θ̂

E
=
Kps+Ki

s2
(3.20)

103



In the steady-state condition, where sin (h∆θ) ≈ h∆θ ≈ 0, the linearized version of QPLL

could be used as shown in Fig. (3.15). Accordingly, the closed-loop transfer function of the

QPLL could be defined as follows.

Figure 3.15: Linearized QPLL.

GQPLL =
Gfrw
QPLL

1 +Gfrw
QPLL

=
Kps+Ki

s2 +Kps+Ki

(3.21)

The closed-loop transfer function of QPLL represents an ordinary second-order system with

the characteristic equation defined as:

s2 + kps+ ki , s2 + 2ξωns+ ω2
n (3.22)

where ξ is the damping coefficient and ωn = hωe is the undamped natural frequency of the

system. As the result, the PI regulator parameters are tuned as:{
Kp = 2ξωn

Ki = (ωn)2 (3.23)

Stability and dynamic response of QPLL is controlled by the roots of the charcteristic equa-

tion, which are in fact the poles of the closed-loop transfer function. The roots are:

s1,2 = ωn

(
−ξ ±

√
ξ2 − 1

)
(3.24)

As ωn is a positive number, ξ plays a cardinal role in the QPLL behaviour.

s1,2 = ωn

(
−ξ ±

√
ξ2 − 1

)
=


ωn

(
−ξ ±

√
ξ2 − 1

)
; ξ > 1(over − damped)

−ξωn ; ξ = 1(critically − damped)

ωn

(
−ξ ± j

√
1− ξ2

)
; 0 < ξ < 1(under − damped)

(3.25)

For a condition with ωn = 2 ∗ π ∗ (6 ∗ 25), the value of ξ is sweped from 0.6 to 1.5 and the
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bode diagram and step response of the QPLL are respectively plotted in Fig. (3.16) and

Fig. (3.17). Although change in the values of ξ has resulted in different transient responses,

the QPLL has maintained its stability as the step reference value is perfectly followed and

the phase margin, at the goal frequency of 150Hz, is positive (45 < P.M < 67.5).

Figure 3.16: Step response of QPLL.

Figure 3.17: Bode diagram of QPLL.

Verifying the QPLL performance in estimation of the frequency and phase of the pro-

cessed signals, a simulation is carried out for a condition where h = 6 and fe = 25Hz. In this

condition, the output of signal processing (for both Type I and Type II) are fed to a QPLL

and the phase and frequency are estimated. The QPLL parameters are chosen as shown in

eq. (3.23) and the results are illustrated in Fig. (3.18); regardless of the signal processing

type, the QPLL is able to correctly estimate the phase and frequency with complete stability.
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(a) Estimated frequency.

(b) Estimated position.

Figure 3.18: Estimation performance comparison between the proposed Type I and Type II
signal processing algorithms.

As it is observed that there is a small shift between the estimated positions of the two

methods, which is ascribed to the difference among the estimated frequencies. It is possible

to make the performances similar, by fine-tuning the learning rate of the ADALINE (signal

processing TypeII) and/or the parameters of the BPF II (signal processing TypeI).

3.3 Design of Control Loops and Stability Analysis

Field-oriented sensorless speed control of a PMSM follows a block diagram representation

shown in Fig. (3.19). The system comprises three different loops:

• Current loop is the most internal loop by which the flux and electromagnetic torque
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Figure 3.19: Overall block diagram representation of PMSM speed control.

are controlled, by directly regulating the d - and q-axis currents. The time constant

of the current loop, as this loop is the most internal loop within the system, must be

chosen to be the smallest, compared to other loops.

• Speed loop is the external loop through which the mechanical speed of the rotor

is controlled. Compared to the current loop, this loop must have a time constant

hundreds of time larger. This is also physically justifiable since the transient response

of mechanical speed is considerably slower than the electrical current.

• Linearized PLL is another loop which is especially important in sensorless control.

As the PLL has a closed-loop structure, with its own poles and zeros, its structure

possesses an integral role in the overall stability of the system. Not only must the PLL

be appropriately tuned, so as to provide an accurate and stable estimation, but also

its interaction with the current and speed loops must be taken into cinsideration - as

there exists an inextricable connection between all the loops within the system. It is to

be mentioned that, in normal applications having position sensor, the linearized PLL

transfer function can be easily replaced by a digital delay equal to the ADC sampling

rate.

3.3.1 Current Loop

Structure of the current control loop is identical for both the d - and q-axis; therefore, only

the tuning procedure for the q-axis is provided here. Given the synchronous-frame voltage
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equations as below,

Vd = Rsid +
d

dt
ψd − ωeψq (3.26)

Vq = Rsiq +
d

dt
ψq + ωeψd (3.27)

the two equations are coupled and therefore cannot be independently controlled. As the

result, a decoupling term - exactly equal to the coupling terms - is added to each voltage

making them linearly separable and feasible to be independently controlled. After the decou-

pling stage, a direct transfer function for the electrical part of the system could be defined

as below:
Id
Vd

=
1

Rs (1 + τsds)
; τsd =

Ld
Rs

(3.28)

Iq
Vq

=
1

Rs (1 + τsqs)
; τsq =

Lq
Rs

(3.29)

Without the loss of generality, the rest of the analysis is merely dedicated to the q-axis

current. Within the current loop, three digital delays are modelled to represent the actual

scenario in digital signal processing. The delays related to the interrupt service routine

(ISP) in each cycle, PWM of the inverter, and the unit-delay block essential for closing the

feedback loop are all modelled by a first-order delay element shown in eq. (3.30). In digital

implementation of PMSM control, a universal interrupt governs the whole system by which

synchronous execution of code, PWM pulse generation, and ADC readings is ensured.

Delay Element =
1

Tsws+ 1
(3.30)

Revised version of the current loop, with a unit feedback path, is depicted in Fig. (3.20).

So, the forward-path transfer function is obtained as:

Figure 3.20: Current loop with a unit feedback path.

Gfrw
i =

Kpi (τis+ 1)

τis
· 1

Tsis+ 1
· 1

Rs (τelecs+ 1)
(3.31)
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where

• Kpi denotes the proportional gain of the PI regulator within the current loop.

• KIi denotes the integral gain of the current loop PI regulator.

• τi represents the PI loop time constant.

• Tsi = 3Tsw is the accumulated time constant of the digital delay elements within the

current loop.

• τelec is the electrical time constant of the PMSM model.

In order to cancel the impact of the slowest pole, close to the imaginary axis, the zero of the

PI regulator must be equal to the pole of the PMSM model; therefore:

τi = τelec →
Kpi

KIi

=
Lq
Rs

(3.32)

Based on the optimum-modulus (OM) criterion and eq. (3.32), the following relationship is

obtained:

Gfrw
i =

Kpi

τis
· 1

3Tsws+ 1
· 1

r
,

1

2ξs (ξs+ 1)
→ Kpi

rτi
=

1

2Tsi
(3.33)

Gfrw
i =

1

2T 2
sis

2 + 2Tsis
(3.34)

the overall closed-loop transfer function of the current loop is equal to:

Gi = (Tsws+ 1) · Gfrw
i

1 +Gfrw
i

≈ 1

1− Tsws
· 1

2T 2
sis

2 + 2Tsis+ 1
(3.35)

As Tsi = 3Tsw, the term T 2
si can be neglected and eq. (3.35) be simplified as a first-order

delay element, to be used within the speed loop, shown by:

Gi ≈
1

1− Tsws
· 1

6Tsws+ 1
≈ 1

5Tsws+ 1
(3.36)
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Given the available PMSM with Rs = 97mΩ, Ld = 140µH, Lq = 178µH, and Tsw = 1e−4s,

the current loop’s PI parameters are tuned as given in eq. (3.37).
τiq = Lq

Rs
= 178µH

97mΩ
= 1.83505× 10−3s

Kpiq = 0.297

KIiq = 161.848451


τid = 140µH

97mΩ
= 1.44× 10−3s

Kpid = 0.2328

KIid = 161.667

(3.37)

Bode diagram of the forward-path transfer function of the q-axis current loop is illustrated

in Fig. (3.21); the system is stable with a phase margin equal to 65.5◦. Step responses of the

system, considering the actual and approximated models respectively provided in eq. (3.35)

and eq. (3.36), are compared in Fig. (3.22). Although the transient behaviour of the two

models are different, the settling times are similar and both showcase a robust and stable

performance.

Figure 3.21: Bode diagram of the q-axis current loop.

Figure 3.22: Step response of the closed-loop q-axis current loop.
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3.3.2 Speed Loop

The speed loop dynamics is governed by the mechanical equation of motion:

Te − T` = J
dωm
dt

+Bωm (3.38)

in which

• Te represents the generated electromagnetic torque.

• T` represents the applied load torque.

• J denotes the shaft moment of inertia.

• B denotes the frictional loss coefficient.

• ωm is the rotor mechanical angular velocity.

In this equation, the load torque acts as an external disturbance to the system, against which

the speed performance must be stable and robust. The overall block diagram of the speed

loop is depicted in Fig. (3.23). The current loop is replaced by eq. (3.36), two first-order

delays are addd to model the digital delays in the actual loop execution, and the speed

observer - which can be the PLL or the position sensor - is added to the feedback path.

It is to be mentioned that, the linearized PLL model can also be regarded as a speed

observer:

Figure 3.23: Simplified model of the speed loop, taking into acount the approximate model
of the current loop in addition to the linearized PLL.

GQPLL =
ω̂e
ωe

=
s.θ̂e
s.θe

=
Kps+Ki

s2 +Kps+Ki

(3.39)
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The forward-path transfer function of the speed loop is obtained accordingly as:

Gfrw
ω = α.GQPLL.

KPωs+Kiω

s
.

1

Teqs+ 1
.

1

Js+B
= α.

a2s
2 + a1s+ a0

b5s5 + b4s4 + b3s3 + b2s2 + b1s
(3.40)


a2 = KpKPω

a1 = KpKiω +KiKPω

a0 = KiKiω

α = 1.5pψm



b5 = TeqJ

b4 = TeqB + J + TeqJKp

b3 = B + TeqBKp + JKp + TeqJKi

b2 = BKp + TeqBKi + JKi

b1 = BKi

(3.41)

and the closed-loop transfer function of the speed loop is obtained as:

Gω =
1

GQPLL

.
Gfrw
ω

1 +Gfrw
ω

=
c2s

2 + c1s+ c0

d5s5 + d4s4 + d3s3 + d2s2 + d1s+ d0

(3.42)


c2 = αKpKPω

c1 = KpKiω +KiKPω

c0 = KiKiω



d5 = TeqJ

d4 = TeqB + J + TeqJKp

d3 = B + TeqBKp + JKp + TeqJKi

d2 = αKpKPω +BKp + TeqBKi + JKi

d1 = α (KpKiω +KiKPω +BKi)

d0 = αKiKiω

(3.43)

where

• Kpω represents the proportional gain of the speed loop PI regulator.

• Kiω represents the interal gain of the speed loop PI regulator.

• Teq = 5Tsw + 2Tsw = 7Tsw.

The speed loop controller can be tuned in such a way that the controller time constant be

at least 100 times greater than that of the current loop and the stability of performance is

ensured; therefore, the following parameters are chosen:
Kpω = 0.75103

Kiω = 3.56848

τω = 21.046× 10−3s

(3.44)
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In order to inspect the intertwined mutual impacts of current, speed, and observer loops

on the system stability and speed control dynamics, bode diagram and step response of the

overall speed loop are shown in Fig. (3.24) and Fig. (3.25). The results are compared

Figure 3.24: Bode diagram of the speed loop.

Figure 3.25: Speed loop step response.

for three different speeds of 50rpm, 300rpm, and 1000rpm, which entails having different

transfer functions for the QPLL (within the feedback path). Looking at the bode diagrams,

the system showcases positive gain and phase margines, which is equivalent to the stability

of the closed-loop system. In addition and as depicted in Fig. (3.25), for all of the three

mentioned speeds, the system transient behaviours are stable and similar.
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3.4 Harmonics Within the Estimated Values

Appearance of extra harmonics within the estimated outputs of the observer stems from

both the input harmonics and the observer structure. Although a precise signal processing

guarantees that the input waveform is of acceptible quality, there can be extra harmonics

appeared within the observer estimated outputs which are solely ascribed to the observer

structure. As the result, this section analytically investigates the different PLL topologies

and derives the expected harmonics appeared within the estimated values. In the following

step, the PLL structure is modified in order to eliminate the extra harmonics which results

in the enhancement of the estimation performance.

3.4.1 Classic PLL

Considering the general structure of a PLL shown in Fig. (3.26) with a single input and

single feedback path (with the input and output waveforms given in eq. (3.45) and eq.

(3.46)), the error term is derived as:

Figure 3.26: Structure of a general PLL.

vin = A. sin (ωint+ ϕin) (3.45)

vout = cos (ω̂t+ ϕ̂) (3.46)

Error =
A

2

sin [(ωin + ω̂) t+ (ϕin + ϕ̂)]︸ ︷︷ ︸
high−frequency

+ sin [(ωin − ω̂) t+ (ϕin − ϕ̂)]︸ ︷︷ ︸
low−frequency

 (3.47)

with

• A the arbitrary input amplitude.

• ωin arbitrary input frequency.
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• ω̂ estimated frequency.

• ϕin arbitrary input phase.

• ϕ̂ estimated phase.

In the steady-state condition, the PLL structure can be linearized which results in the

following term for the Error.

Error =
A

2

sin [2 (ωint+ ϕin)]︸ ︷︷ ︸
double−frequency

+ ∆ϕ︸︷︷︸
dc

 (3.48)

Looking at eq. (3.47) and eq. (3.48), the Error is composed of two components; a high-

frequency and a low-frequency term. In order to alleviate the magnitude of the double-

frequency term, the loop filter is designed to act as a low-pass filter. Usually a simple PI

regulator - equivalent to a first-order LPF - is used although it is possible to use higher-order

loop filters. Since the loop filter is mainly responsible for outputting the estimated frequency

(DC component), existence of the double-frequency term (even with a tiny magnitude) within

the Error is unavoidable which is the most important issue in classical PLL.

For better inspection of the PLL behaviour, a sinusoidal input with the frequency of

100Hz is used and the loop-filter parameters (which are completely inline with what is

provided in eq. (3.23)) are chosen as:

Input = sin (200πt) (3.49){
Kp = 879.646

Ki = 394784.176
(3.50)

The waveforms of the PLL input, output, error, and estimated frequency are shown in Fig.

(3.27). In addition, FFT of the input, output, and error are shown in Fig. (3.28). Looking

at Fig. (3.27) and Fig. (3.28), even though the input is a single sinusoidal signal, the

output and error signals contain more harmonics which are passed through the loop filter

and appeared within the estimated frequency. The output contains odd multiples of the input

frequency, which are {100, 300, 500, 700, ...}Hz. Given eq. (3.47) and due to the input-output

interactions, the estmation error contains even-order multiples of the input frequency which

are {200, 400, 600, 800, ...}Hz. As the harmonics within the estimated frequency and phase

of the PLL are the result of the harmonics within the estimation error, the focus is placed
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(a) PLL’s input and output waveforms. (b) PLL’s estimation error.

(c) PLL’s estimated frequency.

Figure 3.27: PLL performance considering the waveforms of input, output, error, and
estimated frequency.

Figure 3.28: FFT analysis of PLL.

just on the estimation error.

In power system applications, where the input frequency fluctuations are limited, a feed-

forward term equal to the input fundamental frequency is added to the output of the loop

filter and this structure is called Synchronous Reference Frame PLL (SRFPLL). SRFPLL has

rapid response, yet still suffers from the even-order harmonics in the error. An enhanced PLL

version known as EPLL can be used instead by which the problem of even-order harmonics

in the error is noticeably solved [211]. Although EPLL has inherited the rapid response from

SRFPLL and, to a large extent, solved the double-frequency problem within the estimated

error, it cannot be used in the context of sensorless control due to the following reasons:

• The fundamental frequency in sensorless applications is directly liked to the revolution
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speed, so its fluctuations is beyond the lock-in range of EPLL or SRFPLL.

• The PLL must mimic the rotor dynamics through which the estimated position and

speed are extracted and fed to the coordinate transformation blocks. Therefore, if a

feed-forward term is used at the output of the loop filter, the estimated speed suddenly

jumps to the reference speed, while the actual rotor dynamics are considerably slower

and the system therefore cannot have a sustained stable operation.

Having mentioned those, quadrature PLL (QPLL), also known as heterodyning PLL, is

widely used in sensorless applications and it is also used in our method. Throughout the

following sub-section, the actual behaviour of QPLL is investigated.

3.4.2 QPLL

Given the QPLL toplogy illustrated in Fig. (3.14), the input and output pairs are considered

to be of respective arbitrary amplitudes and frequencies of Ai, Ao, hiωe, and hoω̂o. In the

steady-state operating point, where ωi ≈ ω̂o, the error term is concluded as:

e = Ai sin (hiωet) .Ao cos (hoω̂et)− Ai cos (hiωet) .Ao sin (hoω̂et)

≈


AiAo. sin (|hi − ho|ωet) ; hi > ho

0 ; hi = ho

−AiAo. sin (|hi − ho|ωet) ; hi < ho

(3.51)

For a condition in which the input and output frequencies are of the same order (hi = ho = h),

the error becomes a DC quantity which is diminished by the action of the PI (the loop filter).

This DC error (defined in eq. (3.52)) is called the DC position offset in sensorless control

applications.

edc = sin (hωet) . cos (hω̂et)− cos (hωet) . sin (hω̂et) = sin [h (ωe − ω̂e) t] =

sin
[
h
(
θe − θ̂e

)]
≈ h∆θ ≈ 0 (3.52)
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Scenario I: Inputs with unequal amplitudes

Having the same frequency as the previous case, a pair of orthogonal inputs are fed to the

QPLL: {
1. sin (200πt)

(1± ε) . cos (200πt)
(3.53)

In order to model the non-ideal behaviour of the normalization block, the parameter ε = 0.05

is included within the inputs. The Input, output, error, and estimated frequency in both

time- and frequency-domain are shown in Fig. (3.29) and Fig. (3.30).

(a) QPLL’s input and output waveforms. (b) QPLL’s estimation error.

(c) QPLL’s estimated frequency.

Figure 3.29: QPLL performance - Scenario I.

Figure 3.30: FFT analysis of QPLL - Scenario I.

Given the obtained simulation results, the following observations are made:

118



• In terms of frequency estimation, the performance of QPLL is unquestionably superior

than PLL as compared in Fig. (3.29c). For the case of PLL, the estimated frequency

has the ripple of around 50Hz while this value is less than 5Hz for QPLL.

• Similar to the PLL behavior, the output comtains odd multiples of the input harmonics,

at {100, 300, 500, ...}Hz. As the result, the error contains even-order multiples of the

input frequency at {200, 400, 600, ...}Hz.

Scenario II: Inputs with a fundamental frequency and harmonic contamination

Given a pair of orthogonal inputs containing the fundamental frequency at 100Hz in addition

to harmonics at 200Hz and 400Hz as defined below:{
1. sin (200πt) + 0.1. sin (400πt) + 0.05. sin (800πt)

1. cos (200πt) + 0.1. cos (400πt) + 0.05. cos (800πt)
(3.54)

The simulation results in both time-domain and frequency-domain are provided in Fig. (3.31)

and Fig. (3.32).

(a) QPLL’s input and output waveforms. (b) QPLL’s estimation error.

(c) QPLL’s estimated frequency.

Figure 3.31: QPLL performance - Scenario II.

Even though the input only contains frequencies at {100, 200, 400}Hz, the output con-

tains {100, 200, 300, 400, 500, 600, etc.}Hz. All the input frequencies in addition to the odd
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Figure 3.32: FFT analysis of QPLL - Scenario II.

harmonics of each input frequency are appeared in the output (for example: the compo-

nents at 300Hz and 500Hz are respectively the 3rd and 5th harmonics of the input’s 100Hz

component and the 600Hz component is the 3rd harmonic of the input’s 200Hz component).

Consequently (and as the result of input-output interactions), the error and estimated fre-

quency contain components at {100, 200, 300, 400, 500, 600, 700, etc.}Hz.

In practice, for both HFI- and PWM-induced acoustic noise spectra, there exist a cluster

of neighbouring, speed dependent sidebands around the central frequency of BPF II. There-

fore, it is unfeasible for the signal processing to extract the desired sideband and reject the

other ones. For instance and for the case of PWM-induced acoustic noise at the revolution

speed of 500rpm with fe = 25Hz and h = 7, the FFT of QPLL input, output and estimation

error are shown in Fig. (3.33).

Figure 3.33: FFT analysis in experimental condition for the case of PWM with fe = 25Hz
and h = 7.

120



The input has the fundamental frequency of 7∗25 = 175Hz in addition to some odd-order

harmonics ({1, 3, 5, ...} × 175Hz). The odd multiples of the input fundamental frequency

are also appeared within the output spectrum. Accordingly, the error contains even-order

harmonics of the input fundamental component at {2, 4, 6, ...} × 175Hz.

Given the provided results for both PLL and QPLL, the following conclusions could be

drawn:

• All the frequency components within the input spectrum are directly reflected in the

output spectrum.

• Given each frequency component in the input, corresponding odd harmonics are ap-

peared within the output.

• Given the input-output interaction and knowing the input harmonics, the error har-

monics are defined.

In conclusion, the error has the following general format comprising a DC and several AC

terms (harmonics):

e = edc + eac (3.55)

The DC term is eliminated by the action of the loop filter (PI regulator), yet the AC compo-

nents pass through the loop filter and appear within the estimated phase and frequency as

undesired extra ripple. To this end, the following section deals with modifications made in

the PLL or QPLL structure, by which the undesired AC terms within the error are mitigated.

3.5 Elimination of Harmonics Within the Estimation

Error

Harmonic elimination methods have been widely utilised in the literature, with eclectic

applications including current harmonic suppression in electric drives, improvement of the

position estimation in sensorless methods, and improving the frequency estimation in power

system studies.

• Improved Position Observers

One of the most conspicuous weakpoints of the PI regulators is their inability in control-

ling the AC reference points. Therefore, resonant controllers (RC) are used, when dealing
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with AC inputs [212–214]. The second-order generalized integrator (SOGI) shares a same

transfer function with RC and is used for the sake of harmonic extraction. In order to re-

duce the torque ripple, as a solution for having smooth speed control, a SOGI-based active

disturbance rejection algorithm is used [215]. An adaptive quasi-proportional-resonant ob-

server (AQPRO) is used in order to suppress the position estimation error harmonics [216].

An optimized PLL topology, using Levenberg-Marquardt (LMOPLL) is also used for this

goal [217]. A novel finite position-set PLL (FPS-PLL), using a newton iteration-based al-

gorithm for improving the estimation performance, is proposed in [218]. For improving the

estimation performance in BEMF-based sensorless controls, a reduced-order quasi resonant-

based extended state observer (ROQR-ESO) is used for the estimation of EEMF, and a

newton-raphson based PLL (NRM-PLL) is used as the position observer [219].

• Compensation of Current Harmonics in PMSM Operation

For PMSM drives operating with low switching frequency, there are large sidebands

around the PWM carrier which deteriorate the overall performance. Accordingly, a method

consisting a velocity controller and a sideband harmonic compensator is proposed in [220]. In

high-speed zone, the current would be contaminated with numerous harmonics. A multiple

synchronous frame transformation (MSRFT) coupled with a closed-loop harmonic detection

algorithm are proposed to eliminate the undesired current harmonics with high precision

[221].

• Applications of Harmonic Elimination in Power Systems

Similar to the ADALINE-based filter, RC has also been widely utilized within the power

system applications. A multi-resonant current regulator with adaptive performance equipped

with diturbance rejection capability is used for single-phase grid-tied inverters [222]. Grid

synchronisation is an integral part within the control algorithm of grid-connected convert-

ers, which is realized by the grid voltage frequency estimation through an SRFPLL. Extra

harmonics within the frequency estimation, leading to frequency deviation, is detrimental to

synchronization performance, so RC-based current controllers are widely used as a solution

to approach this malfunction [223–226].

Having reviewed the above-mentioned harmonic suppression methods, a novel position

observer, capable of providing an enhanced estimation performance with suppression of the

position estimation error harmonics, is proposed in the following part.

122



3.5.1 Proposed RCPLL

The underlying reason behind the occurrence of ripple in the estimated phase and frequency

is the undesired AC terms in the estimation error. As the result, finding a way to eliminate

or suppress the AC terms within the error term is the key in improving the estimation

performance of PLL/QPLL.

Identifying the harmonics within the error, a compensating term is fed forward to the

error with the responsibility to counteract the AC terms. The harmonic compensation block

is based on using resonant controller (RC) tuned at a specific frequency; therefore, multiple

RCs could be paralleled in case several harmonics are to be suppressed. The harmonic

compensation block is integrated into the QPLL structure and the overall configuration is

depicted in Fig. (3.34).

Figure 3.34: The proposed RCPLL observer structure.

Transfer function of an RC with the respective resonant frequency and damping ratio of

ωRC and ξRC is given as:

RC (s) =
2KRCξRCs

s2 + 2ξRCs+ ω2
RC

(3.56){
ωRC = α.h.ωe

ξRC = γ.ωe
(3.57)

where α = |hi − ho| represnets the order of the harmonics within the error and 0 6 γ < 1

controls the damping intensity. Also, the RC parameters are tuned in such a manner to be

adaptive with respect to ωe.
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The closed-loop transfer function of the compensation block is obtained as:

GRC (s) =
1

1− (−RC (s))
=

s2 + 2ξRCs+ ω2
RC

s2 + 2ξRC (1 +KRC) s+ ω2
RC

(3.58)

If KRC = 0, eq. (3.58) equals one, and the impact of the resonating compensation block is

disabled (also evident from Fig. (3.34)).

In the next stage, the forward-path transfer function of the RCPLL, including both RC

and QPLL, is obtained as:

Gfrw
RCPLL (s) =

a3s
3 + a2s

2 + a1s+ a0

b4s4 + b3s3 + b2s2 + b1s+ b0

(3.59)



a3 = Kp

a2 = Ki + 2ξRCKp

a1 = 2ξRCKi +Kpω
2
RC

a0 = Kiω
2
RC

b4 = 1

b3 = 2ξRC (1 +KRC)

b2 = ω2
RC

b1 = b0 = 0

(3.60)

Considering the case of PWM-induced acoustic noise, and for the revolution speed of 500rpm

(h = 7 and α = 2 are chosen for example), bode diagram of the system is plotted in Fig.

(3.35) when 0 6 KRC < 20.0 .

As can be noticed, KRC has a direct impact on the behaviour of the RCPLL observer

in such a manner that choosing it to be zero transforms the RCPLL into a simple PLL.

However, increasing the value boosts the harmonic suppression capability. It is also worth

mentioning that, KRC cannot have inexorable value as the phase margin is almost reached

−180◦ when the value is jumped from 5.0 to 20.0 (Fig. (3.35)).

In order to evaluate the impact of the proposed RCPLL on the overall system stability, the

closed-loop transfer function of the proposed RCPLL observer is firstly obtained as follows.

Gcl
RCPLL (s) =

a3s
3 + a2s

2 + a1s+ a0

s4 + (a3 + b3) s3 + (a2 + b2) s2 + a1s+ a0

(3.61)

In the next step, the forward-path transfer function of the overall speed loop, containing the
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Figure 3.35: Bode diagram comparison of PLL and RCPLL, for different KRC values.

RCPLL as the position observer, is:

Gfrw
ω = Gcl

RCPLL ·
Kpωs+Kiω

s
· 1

Teqs+ 1
· 1

Js+B
=

m4s
4 +m3s

3 +m2s
2 +m1s+m0

n7s7 + n6s6 + n5s5 + n4s4 + n2s2 + n1s+ n0

(3.62)



m4 = a3Kpω

m3 = a3Kiω + a2Kpω

m2 = a2Kiω + a1Kpω

m1 = a1Kiω + a0Kpω

m0 = a0Kiω

n7 = TeqJ

n6 = υ + Teq (a3 + b3)



n5 = B + υ (a3 + b3) + TeqJ (a2 + b2)

n4 = a1TeqJ + υ (a2 + b2) +B (a3 + b3)

n3 = a0TeqJ + a1υ +B (a2 + b2)

n2 = a1B + a0υ

n1 = a0B

n0 = 0

υ = TeqB + J

(3.63)

Verifying the overall speed loop stability, the bode diagrams for three speeds of 50rpm,

500rpm, and 1000rpm with the following parameters KRC = 5, h = 7, and α = 2 are plotted

in Fig. (3.36).

Given the plotted bode diagrams, the system has positive phase margin and gain margin,

which indicates the stable performance. Three vertical dashed lines, at 35Hz, 350Hz, and

700Hz, are correspondingly the central frequencies of the RC for the revolution speeds of

50rpm, 500rpm, and 1000rpm.
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Figure 3.36: Bode diagram of the overall speed loop.

In order to assess the performance of RCPLL and compare it with that of PLL (for the

case of HFI-induced acoustic noise), the revolution speed is fixed at 500rpm (which is equal

to fe = 25Hz) and h = 6. As the result, the fundamental input frequency is 6∗25 = 150Hz.

Waveforms of the input and output of the QPLL are illustrated in Fig. (3.37) in which, in

addition to the fundamental frequency, the input contains additional harmonics. Existence

of extra harmonics within the input coupled with the interactions with the output harmonics

lead to the appearance of harmonics within the error and estimated frequency. Comparing

Figure 3.37: The input and output of QPLL for the processed acoustic noise signal -
fe = 25Hz and h = 6.

the performance of RCPLL and QPLL/PLL, the value of KRC is varied from zero to 20.0

and the estimation error, estimated frequency, and estimated phase waveforms are compared
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as respectively illustrated in Fig. (3.38), Fig. (3.39), and Fig. (3.40).

Figure 3.38: The estimation error comparison between PLL and RCPLL - fe = 25Hz and
h = 6.

Figure 3.39: The estimated frequency comparison between PLL and RCPLL - fe = 25Hz
and h = 6.

As the value of KRC is increased, the estimation ripple is reduced; also, the enlarged

portions of waveforms for the period of 0.48 − 0.50s while KRC = 20.0 are provided which
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Figure 3.40: The estimated phase comparison between PLL and RCPLL - fe = 25Hz and
h = 6.

verifies the tangible impact of RCPLL on the estimation performance. Considering the

estimation error, there is a maximum peak-to-peak ripple of 0.275 observed for the PLL

condition, while this value is reduced to 0.075 for the RCPLL condition (showing a 72%

suppression). For the estimated frequency, utilisation of RCPLL yields 70% improvement

since the peak-to-peak ripple is reduced from 5Hz to 1.5Hz. It is important to note that,

the estimated phase also contains a double-frequency ripple which is almost suppressed when

RCPLL is used (Fig. (3.40)).

Given the prior analysis about the harmonics within the QPLL error term and as the

input fundamental frequency is equal to 150Hz, the RCPLL is tunned to compensate the

double-frequency term within the error, at 2 ∗ 150 = 300Hz. FFT of the estimation error

for the PLL and RCPLL conditions are illustrated in Fig. (3.41).

(a) Estimation error FFT in PLL condition.
(b) Estimation error FFT in RCPLL

condition.

Figure 3.41: Comparison of the estimation error FFT between PLL and RCPLL.

Looking at Fig. (3.41a), the estimation error contains even-order harmonics of the in-
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put fundamental frequency (respectively at {300, 600, 900, ...}Hz). After applying RCPLL,

the magnitude of the 300Hz-component is reduced from 2500 to 120 which shows a 95%

suppression. It is to be mentioned that, the magnitude of other harmonics are almost intact.

3.5.2 Proposed ADALINE-PLL

Instead of using an RC within the structure of the harmonic compensation block, an ADALINE-

based filter can be used. Similar to the RCPLL case, several ADALINE-based compensation

blocks could be placed in parallel in case different harmonics are to be compensated. The

overall structure of the proposed observer is shown in Fig. (3.42).

Figure 3.42: Structure of the proposed ADALINE-PLL.

Due to the nature of ADALINE, both the learning rate (µ) and the output coefficient

(K which is shown in Fig. (3.42)) should be chosen with trial and error to reach a desir-

able performance. Similar to the previous RCPLL condition, ADALINE-PLL behaviour is

compared with a simple QPLL when the actual acoustic noise of the machine is processed

and fed to the observers. In order to show the positive impact of ADALINE-PLL in har-

monic suppression, the BPF II is tuned with a wider passing band (compared to the case

for RCPLL); therefore, the orthogonal inputs fed to the observer are not perfectly sinusoidal

(as shown in Fig. (3.43)) and contain high-order harmonics in addition to the fundamental

frequency at 150Hz.

The orthogonal signals are then passed through the normalization block and fed to the

QPLL. The FFT of QPLL’s input, output, and error signals are shown in Fig. (3.44). Since

the zone around the fundamental frequency (150Hz) is important in this study, the FFT is
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Figure 3.43: Observer inputs which contain extra harmonics.

(a) Input signal FFT in PLL condition. (b) Output signal FFT in PLL condition.

(c) Estimation error FFT in PLL condition.

Figure 3.44: FFT of PLL’s input, output, and estimation error.

shown up to the frequency of 500Hz and other higher-order harmonics are not shown. Given

the figures, the output contains the 3rd multiple of the fundamental frequency; therefore,

even-order multiples of the fundamental frequency are generated within the estimation error

(at {300, 600, ...}Hz). Similar to the RCPLL condition, the ADALINE-based filter is tuned

for the 300Hz-component.

The performance of PLL and ADALINE-PLL with respect to the estimation error, es-

timated frequency, and estimated phase are compared and the waceforms are respectively

illustrated in Fig. (3.45), Fig. (3.46), and Fig. (3.47). The estimation error signal has

130



Figure 3.45: Estimation error comparison between PLL and ADALINE-PLL.

Figure 3.46: Estimated frequency comparison between PLL and ADALINE-PLL.

the maximum peak-to-peak value of 0.3 which is reduced to 0.06 when ADALINE-PLL is

used, which is equal to an 80%-improvement. Similarly for the estimated fequency, the

maximum peak-to-peak value is about 7Hz while it is reduced to 2Hz for the ADALINE-

PLL, showing 71.43% improvement. Additionally, the estimated phase also fluctuates with
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Figure 3.47: Estimated phase comparison between PLL and ADALINE-PLL.

a double-frequency term which is almost eliminated when ADALINE-PLL is used.

3.5.3 Importance of Harmonic Suppression

With respect to the analytical derivation of the harmonics within the estimated values and

the topologies of QPLL, RCPLL, and ADALINE-PLL, the following important points are

concluded:

• The dominant harmonics within the spectrum of estimated values are even-order mul-

tiples of the input fundamental component. Especially, the harmonic with double the

input frequency is the most dominant component in the estimated values.

• The loop filter is unable to suppress the error harmonics; therefore, the estimated phase

and frequency also contain these harmonics.

• As the estimated values are directly used in the coordinate transformation for the

filed-oriented algorithm, existance of extra harmonics - in the form of extra ripple -

deteriorates the performance. This ill-impact shows itself in the form of extra torque

ripple, increased current consumption, and extra losses.

• RCPLL and ADALINE-PLL have shown to be effective solutions for suppressing the

extra harmonics within the estimated values.

• Application of RCPLL and ADALINE-PLL is not limited to the sensorless control.

These two novel observers can be used in power system studies where grid synchro-

nization is of paramount importance and extra ripple within the estimated frequency

can compromise the overall stability.
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3.6 Conclusion

The closed loop sensorless control of PMSM based-on the machine output acoustic noise was

investigated in this chapter. Signal processing algorithms, by which the speed-dependant

components are extracted, were proposed and investigated. In the following section, the

observer (PLL) was analytically investigated and the estimation performance was analyzed.

In the third section, the overall system was modelled and the stability of the system was

verified. Owing to the processed signals harmonics and the observer non-linear structure, the

estimated values are contaminated with even-order harmonics. Therefore, two new observer

topologies were introduced in the forth section. With the aid of these new observers, the

harmonics within the estimation error were suppressed and the estimation performance was

accordingly improved.

Experimental validation of the proposed acoustic noise-based PMSM sensorless controls

are presented in the next chapter.
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Chapter 4

Experimental Results

Throughout the previous chapter, the theoretical aspects related to the acoustic noise-based

PMSM sensorless control were detailed. In this chapter, the following proposed methods are

experimentally tested:

• HFI-based acoustic noise-driven PMSM sensorless control: in this condition,

an HFI is used and the acoustic noise-based PMSM sensorless control is experimentally

tested.

• Injectionless acoustic noise-driven PMSM sensorless control: in this method,

the injectionless acoustic noise-based PMSM sensorless control (relying on the PWM

harmonics) is experimentally investigated.

• Sensorless performance when RCPLL is used: although RCPLL is a general-

purpose observer, its effectivity in improving the estimation performance (through sup-

pression of unwanted harmonics) is experimentally verified on the injectionless acoustic

noise-based sensorless control.

The experimental results are carried out on a test bench, shown in Fig. (4.1), which

comprises a 1.6KW PMSM with the parameters given in Table. 4.1, a PMSG coupled

to the motor, a tunable resistive load bank serving as the applied load to the generator,

a Texas Instrument DRV8301-HC kit (inverter plus TMS320F28069 DSP board), and an

ADC-connected microphone for acoustic noise sampling. It is worth mentioning that the

proposed methods are applied on a cheap PMSM, which is for general applications without

any special mechanical design characteristics.
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Figure 4.1: Overview of the testbench.

Table 4.1: Parameters of the PMSM drive system.

Parameter Value

No. of Slots/Poles 9/6
Rated Power 1600W
Rated Speed 1500rpm

d-/q-axis Inductances 140µH/178µH
Phase Resistance 97mΩ
PM Flux Linkage 39.5mWb

Rated Current 30A
DC-link Voltage 55V

Switching Frequency 10KHz
HFI Frequency 1.44KHz

Algorithm commissioning: Due to the fact that our PMSM has 6 rotor poles, there

are 3 positions where the d -axis (or α-axis) can lie. Consequently, given each time the

algorithm is emulated by the processor, a DC α-axis voltage is firstly injected so as to lock

the rotor to any of the 3 positions. In the following step, the encoder reading is set to

zero (by offsetting the value). Finally, the injected voltage is set to zero and the acoustic

noise-based FOC sensorless algorithm is run.

Doing such initial commissioning reassures us that both the initial estimated and actual

rotor positions are zero and there is no DC offset among them. In another word, by doing

such initialisation procedure, the impact of the arbitrary integration coefficient, which can

alter the initial rotor position, is counteracted.
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4.1 HFI-based Acoustic Noise-Driven PMSM Sensor-

less Control

In this method, an HFI voltage is applied within the estimated dq-frame which is shown in

eq. (4.1). Moreover, the sixth harmonic sideband around the injected frequency (h = 6) is

used for the acoustic noise signal processing in all experiments. The tests are categorized

into static and dynamic conditions in order to showcase the robustness and stability of the

proposed method in different conditions.

Vdqh = 5 · ej(2π∗1440)t = 5

[
cos (2π ∗ 1440 ∗ t)
sin (2π ∗ 1440 ∗ t)

]
(4.1)

It is to be mentioned that, the proposed Type I signal processing (shown in Fig. (3.2))

is used within all the experiments.

4.1.1 Static Conditions

4.1.1.1 Signal Processing

In order to verify the effectiveness of the proposed signal processing, the two orthogonal

signals (the outputs of BPF II which are fed to the PLL for the position estimation), are

shown at 75rpm and 1000rpm. Figure (4.2) depicts the extracted orthogonal signals for the

revolution speed of 75rpm, as a low-speed zone. The fundamental frequency is theoretically

22.5Hz, while it is experimentally acquired as 20.83Hz which shows a difference equal to

7.42%. This small difference is justifiable due to the existence of non-modelled nonlinearities

of the system in addition to the imperfect mechanical structure of the machine.

Transitioning into the high-speed zone, the extracted orthogonal signals for the speed of

1000rpm are illustrated in Fig. (4.3). At this speed, the theoretical fundamental frequency

is 300Hz and the signal processing has extracted signals with the frequency of 306.748Hz

which shows 2.24% difference.

4.1.1.2 Steady-state Performance

Figure (4.4) shows the estimation performance at 75rpm. The theoretical mechanical fre-

quency is 1.25Hz and it is experimentally acquired as 1.28Hz (2.4% difference). Moreover,

the peak value of the estimation error is obtained as 0.606◦.
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Figure 4.2: The extracted orthogonal signals at the revolution speed of 75rpm (the outputs
of the Type I signal processing algorithm).

Figure 4.3: The extracted orthogonal signals at the revolution speed of 1000rpm (the
outputs of the Type I signal processing algorithm).

Figure 4.4: Evaluation of the estimation performance at 75rpm.

The estimation performance at 1000rpm is also shown in Fig. (4.5) where the theoretical

mechanical frequency is equal to 16.67Hz and its experimental value is obtained as 16.83Hz,

leaving 0.95% difference.
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Figure 4.5: Evaluation of the estimation performance at 1000rpm.

The maximum observed estimation error is also equal to 3.3◦, where its impact is appeared

within the estimated position as extra ripple.

The spectrogram of acoustic noise for the dq-frame HFI at 1440Hz was shown in Fig.

(2.28), and is re-illustrated here for convenience in Fig. (4.6) . Given the spectrogram, as

the speed increases and exceeds 1000rpm, the components in the PM-origined zone meet

those occupying the HFI zone, which results in component interference. Such interference

directly affects the estimation performance and causes distortion within the estimation error

and the estimated position, like what is observed in Fig. (4.5). Overcoming this, the HFI

frequency can be increased so as to provide extended margin for the interference occurrence.

Figure 4.6: Acoustic noise spectrogram for the case of dq-frame HFI with fh = 1440Hz.
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Figure 4.7: Sensorless performance in sudden speed reversal (±100rpm).

4.1.2 Dynamic Conditions

Robustness of the proposed sensorless algorithm is accentuated through investigation of its

performance in dynamic operating points. Successful dynamic performance, per se, is an

indicator of the overall stability and robustness of the proposed method.

4.1.2.1 Speed Reversal Performance

Figure (4.7) depicts the sensorless performance when the speed command is changed, in a

step-wise manner, from +100rpm to −100rpm. The peak-to-peak estimation error is 2.06◦

and the mechanical period is obtained as 602ms, which verifies the accurate performance of

the speed loop in tracking the speed command. The performance is also inspected when the

speed is changed from 100rpm to standstill and then to −100rpm, as shown in Fig. (4.8).

Three important instances of steady-state at 100rpm, stop, and start-up toward −100rpm

are enlarged. In all of the conditions, the estimated and actual positions are almost identical,

which is an indicator of performance robustness and stability.

4.1.2.2 Start-up Performance

Given a same set of HFI voltages, PLL parameters, and PI regulators for the speed and cur-

rent loops, the start-up performance of the proposed method and the conventional current-

based sensorless control (rotating signal injection method) are compared in Fig. (4.9). In

terms of start-up transient, both methods complete the procedure in a similar period, which

is 3s. Such a long start-up transient is attributed to the heavy coupling used for coupling

the motor to the load generator (look at Fig. (4.1)). Moreover, both the actual and esti-
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Figure 4.8: Sensorless performance when the speed is changed from 100rpm to zero and
from zero to −100rpm.

(a) The proposed method. (b) The conventional method.

Figure 4.9: Comparison of start-up performance.

mated rotor positions are perfectly synchronised, without any DC offset, which indicates a

satisfactory performance. In terms of the speed profile, the proposed method reaches the

reference value, while there is an overshoot of about 50% within the conventional method

(prior to reaching the final reference speed).

4.1.2.3 Sudden Switch Between the Sensorless and Sensored Operations

One of the main justifications of using sensorless algorithms, over the encoder-based methods,

is the potential of sensorless control to be used in times of a sudden outage of the position

sensor. Such a scenario is shown in Fig. (4.10), in which the estimated values of speed and

position are suddenly replaced by their actual values for the coordinate transformation and

FOC algorithm.

In this test, the actual and estimated positions are synchronised. In addition, the fun-

damental component of the phase current is shown, with its amplitude remaining the same
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Figure 4.10: Sudden switch among the proposed method and the encoder-based method.

before and after the switching. The current profile shows that the estimation is perfectly

accomplished. Otherwise, if there had been a difference among the actual and estimated

d-axes, the phase current amplitude would have changed before and after the switching.

Additionally, this test substantiates the stable performance of the proposed sensorless algo-

rithm, as the positioning of the actual and estimated rotor positions has not witnessed any

change before and after the sudden switch.

4.1.2.4 Dynamic Loading Performance

Sensorless performance during dynamic loading condition is of paramount importance, which

is investigated in Fig. (4.11). The reference speed is fixed at 500rpm while different loads

are applied to the machine. Given the static resistive load bank connected to the PMSG,

the maximum available load is obtained at the revolution speed of 500rpm and the q-axis

current of 22A which represents 78.2% nominal current. Although there are speed deviations

observed at the instances of load change, the speed profile is able to track the reference value,

which verifies the robust and stable performance of the whole system. In addition, in both

light and heavy loads, the waveforms are enlarged and it is observed that both the estimated

and actual positions are synchronised.

4.1.2.5 Dynamic Speed Change Performance

Investigation of sensorless performance during dynamic speed change is another test illus-

trated within Fig. (4.12). The reference speed is arbitrarily changed from 100rpm to 500rpm

while the actual and estimated positions are shown. For the lowest and highest speeds, the

waveforms are magnified, which show that the estimated and actual positions are completely
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Figure 4.11: Sensorless performance at 500rpm in dynamic loading condition.

Figure 4.12: Sensorless performance in dynamic speed change.

synchronised. Although there is a low-frequency ripple on the estimated position at 100rpm,

it is diminished as the speed is increased.

In this section, the performane of the proposed HFI-based, acoustic noise-driven sensor-

less control was verified through static and dynamic tests performed in various conditions. In

all of the conditions, the performance was stable and robust, which introduces the proposed
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method as a reliable alternative to the conventional sensorless methods.

4.2 Injectionless Acoustic Noise-driven PMSM Sensor-

less Control

In this section, the performance of the proposed sensorless control relying on the PWM

harmonics is experimentally scrutinized. As mentioned earlier in Chapter 2, Section 2.5,

the proposed injectionless sensorless control has significantly lower disseminated acoustic

noise and current profiles with noticeably lower distortions. Therefore, using this method is

deemed a suitable improvement, over the HFI-based methods.

Similar to the previous section, the performance is inspected in static and dynamic con-

ditions in order to prove the robustness and stability of the proposed method. In all of the

tests, a simple PLL is used as the observer and it is observed that the estimated values are

contaminated with specific-order harmonics. Therefore, the PLL is replaced by an RCPLL

(proposed in Chapter 3, Subsection 3.5.1), in order to suppress the unwanted harmonics,

and the performance is evaluated. In addition, the switching frequency is fixed at 10KHz

and the seventh harmonic sideband (h = 7), amongst the possible odd-order sidebands, is

used for the signal processing for all the presented results.

4.2.1 Static Conditions

Throughout this section, the steady-state performance of the proposed sensorless algorithm

is investigated in different operating points. It is to be mentioned that a simple PLL, as the

position observer, is used for the tests in this subsection.

4.2.1.1 Signal Processing

Figure (4.13) shows the raw sampled acoustic noise in addition to the extracted orthogonal

signals (Signal I ad Signal II are the outputs of the signal processing) at 500rpm. Even though

the testbench is not isolated in an anechoic chamber and random environmental noises are

present which is exactly the case in actual experimental conditions, the extracted signals

are perfectly sinusoidal with the desired frequency, which validates the signal processing

accuracy. The extracted signals must, theoretically, have the frequency of 175Hz with the

period of 5.71ms, yet the frequency is experimentally obtained as 178.57Hz with the period
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Figure 4.13: Signal processing performance.

of 5.60ms (1.92% difference).

4.2.1.2 Steady-state Performance

The steady-state performance at the low-speed of 75rpm is illustrated in Fig. (4.14). The

maximum peak-to-peak estimation error is 0.085◦, and both the actual and estimated posi-

tions are synchronized. The theoretical mechanical period is 800ms, while the experimental

one is obtained as 797ms which shows there is a difference of 0.375%.

Figure 4.14: Performance at 75rpm.

The performance at 800rpm is shown in Fig. (4.15) in which the maximum estimation

error is 3.42◦. The theoretical mechanical period is 75ms and the experimental value is

obtained with 3.54% difference at 77.66ms.

Given the presented figures and although there is zero DC offset among the actual and

estimated positions, the estimation error contains unwanted harmonics which are appeared

in the estimated position also. Existence of such harmonics means that the PLL’s loop filter
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Figure 4.15: Performance at 800rpm.

is not able to suppress them effectively.

4.2.2 Dynamic Conditions

Similar to the previous section, the performance of this method is also inspected in several

dynamic conditions. Again, the utilised observer is a simple PLL in order to show that the

performance is robust even if there exist unwanted harmonics within the estimated values.

4.2.2.1 Speed Reversal Performance

Figure (4.16) depicts the performance during transitioning from standstill to 100rpm and

standstill toward −100rpm. The maximum peak-to-peak estimation error is 0.2◦ and the es-

timated and actual positions are synchronised. The theoretical mechanical period at 100rpm

is 598ms, and it is experimentally obtained 600ms which shows a discrepancy equal to 0.33%.

4.2.2.2 Dynamic Speed Change Performance

The dynamic performance during speed change is another test shown in Fig. (4.17). The

reference speed is randomly changed from 100rpm-500rpm and the estimated and actual

positions are shown. For the zones at the lowest and highest speed, the waveforms are

enlarged which shows that the estimated and actual positions are perfectly synchronised.

4.2.2.3 Dynamic Loading Performance

Maintaining a robust operation at times of sudden load change is an important performance

metric. In this regard, Fig. (4.18) shows the sensorless performance at the revolution speed
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Figure 4.16: Performance at positive, zero, and negative speeds.

Figure 4.17: Performance at dynamic speed change.

of 500rpm while the machine undergoes several step-wise changes in the loading profile. The

q-axis curent, which represents the generated torque, is shown with changes from 11A to

22A (78.2% nominal current). At the instances of load change, the speed profile experiences

fluctuations within 5% of the reference speed. In addition, the waveforms for the lightest
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Figure 4.18: Performance at dynamic loading.

and heaviest loads are enlarged, which show that the estimated and actual positions are

synchronised.

4.2.2.4 Start-up Performance

Start-up performance has always been one of the most challenging aspects for the sensorless

algorithms. To this end, Fig. (4.19) draws a comparison between the start-up performance

of the proposed injectionless sensorless control (relying on acoustic noise), the proposed

HFI-based sensorless control (relying on acoustic noise), and the conventional HFI-based

sensorless control (relying on the αβ-frame currents - rotating signal injection method). For

all conditions, the reference speed is stepped from zero to 110rpm. Moreover, for the HFI-

based methods, a same set of HFI voltages with the magnitude of 5V and the frequency of

1440Hz is used within the estimated dq-frame (the injectionless method only relies on the

PWM harmonics). Moreover, a same set of PI settings (for the speed loop, current loop,

and PLL) are used for all the three compared methods.

In terms of the start-up dynamics, the injectionless method completes the procedure
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in 3.75s, while the other two methods respectively complete the procedure in 5s and 4s.

Regarding the estimation error, the injectionless method has the peak-to-peak value of 0.5◦,

while the other two methods have respective peak-to-peak values of 1.1◦ and 1◦. Both

the acoustic noise-based methods are able to reach the reference speed after the start-up

dynamics, but the conventional current-based sensorless method experiences an overshoot

within its speed profile (since the mechanical period for the acoustic noise-based methods is

stable at 547ms, yet it has not yet fixed for the other method).

The main goal of this start-up comparison was to showcase the potential of the two pro-

posed methods, compared to the conventional current-based method. By changing the PI

settings, for each method individually, it is possible to have very similar start-up perfor-

mances.

Given the presented results in this section, the estimation error is composed of a DC term

which is eliminated by the loop filter (PI within the PLL) and some AC terms (harmonics)

which are passed through the loop filter and appeared in the estimated position and estimated

speed profiles. Consequetly, throughout the next subsection, the performance of the proposed

sensorless control is compared when the PLL and RCPLL are used as the observer.

4.2.3 RCPLL Impact on Sensorless Performance

4.2.3.1 Steady-state Performance

The effectivity of using RCPLL is verified for the speeds of 75rpm and 800rpm as shown in

Fig. (4.20) and Fig. (4.21); in each figure, the sensorless performance with PLL and RCPLL

is compared.

In Fig. (4.20a), the peak-to-peak estimation error is 0.171◦ for the PLL, while it is

plunged to 0.057◦ when RCPLL is used. Given both observers, the synchronism between

the actual and estimated positions, with the period of 802ms, is maintained. This means

that introduction of RCPLL to the system does not affect the DC offset, yet substantially

reduces the estimation error harmonics. The estimated speed harmonics are also shown in

Fig. (4.20b) with a ±5rpm ripple for the case of PLL, which is alleviated to ±1.67rpm for

the case of RCPLL. The zoomed version of the waveforms are also shown which certifies the

effectivity of using RCPLL is suppression of the undesired harmonics.

Looking at the waveforms in the frequency domain shown in Fig. (4.20c), the fundamental

harmonic within the estimation error is double the PLL input frequency (at 75rpm and h = 7,

the PLL input frequency is 26.25Hz); the other harmonics can be neglected due to their tiny
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(a) Injectionless acoustic noise-based sensorless
control.

(b) Acoustic noise-based sensorless control with
HFI.

(c) Conventional current-based sensorless control.

Figure 4.19: Start-up performance comparison.

magnitudes. Accordingly, the resonating compensation block is tuned at this frequency and

it is observed that there is a 68.75% reduction in the harmonic magnitude (reduction from

149



(a) The actual and estimated positions alongside the
estimation error.

(b) Ripple of the estimated speed and
estimation error.

(c) FFT of the estimation error.

Figure 4.20: Comparison of PLL and RCPLL performance at 75rpm.

0.16 to 0.05). It is worth mentioning that the similar reducing-trend governs the harmonics

of the estimated speed.

Looking at the performance at 800rpm with the mechanical period of 72.60ms shown in

Fig. (4.21a), there is a peak-to-peak estimation error of 2.57◦. Moreover, there is a high-

frequency ripple on the estimated position. As the result, RCPLL is accordingly used in

order to suppress theses harmonics. Its impact is noticeable on both the estimation error

and the estimated position, which is now much smoother. There is a speed ripple equal

to ±20rpm which is reduced by 66% when RCPLL is used, as shown in Fig. (4.21b). In

order to further magnify the positive impact of RCPLL on the estimation performance, the

zoomed versions are also provided in this figure.

Both the estimated speed and estimated positions contain harmonics of order 2 and 4

(with respect to the observer input at 280Hz); consequently, the resonating compensation
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(a) The actual and estimated positions alongside the
estimation error.

(b) Ripple of the estimated speed and
estimation error.

(c) FFT of the estimation error.

Figure 4.21: Comparison of PLL and RCPLL performance at 800rpm.

block is tuned for 560Hz and 1120Hz. Given the estimation error, the harmonics at 560Hz

and 1120Hz are respectively reduced by 75% when the RCPLL is applied as shown in Fig.

(4.21c).

4.2.3.2 Dynamic Speed Change Performance

The comparative performance of PLL and RCPLL in dynamic speed change is also provided

in Fig. (4.22). The reference speed is stepped from 200rpm to 300rpm and the actual and

estimated positions alongside the estimation error are illustrated. In the case of PLL and at
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Figure 4.22: Comparison of dynamic performance between PLL and RCPLL in case of step
speed change.

200rpm, the peak-to-peak estimation error is 0.25◦, while using RCLL has culminated in a

75% reduction of the error magnitude. At 300rpm and for the case of PLL, the maximum

value of error is around 0.22◦, while it has experienced 50% reduction when RCPLL is used.

In both speeds, the value of KRC = 0 is used for the PLL scenario and KRC = 5 for

the RCPLL scenario. Due to the adpative designs of the signal processing and RCPLL, the

parameters of the resonating compensation block are autmatically adapted to the reference

speed. The zoomed versions of the waveforms are also shown at the onsets of the speed

change. It is observed that the RCPLL does not affect the dynamic performance (which is

mainly governed by the PI regulators within the PLL and the speed loop), yet significantly

improves the estimation performance (as its impact is clear on the estimation error value).

Finally, it is worth mentioning that complete suppresion of the unwanted harmonics,

using RCPLL, is not practically posible. The reason behind that is the harmonic repression

capability of the RCPLL is directly controlled by the value of KRC , yet assigning high values

to this coefficient makes the RCPLL approach its unstable region.

4.3 Conclusion

In this chapter, performances of the proposed HFI-based and HFIless acoustic noise-driven

sensorless algorithms were experimentally investigated. The methods were tested under var-

ious static and dynamic conditions. During the static tests, the steady-state performances
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of both low-speed and high-speed zones, including the position estimation error in addition

to the actual and estimated rotor positions, were investigated. In dynamic conditions, the

sudden speed reversal, dynamic speed change, dynamic load change, and the start-up perfor-

mance, were inspected. In all of the tests, the proposed methods operated with robustness

and stability, which introduced them as reliable alternatives to the conventional sensorless

algorithms.

Suppresing the undesired harmonics within the estimated parameters, the proposed RC-

PLL performance was investigated, by comparison with PLL. The comparison was made in

static conditions in both low- and high-speed zones. Additionally, the comparative perfor-

mance in dynamic step-wise speed change was conducted. In all conditions, RCPLL was

able to provide an stable performance with improved estimation performance (compared

with PLL).
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Conclusion

Conclusion

A novel method for implementation of PMSM sensorless control, relying on the machine

output acoustic noise was developed in this thesis. This method utilises the multi-physics

aspects of the machine, in an active manner, and incorporates the extracted information

within the control algorithm. Due to the multifaceted nature of this topic, electromagnetic,

mechanical, and control aspects should be deeply investigated.

Chapter 1 was dedicated to the state-of-the-art about the PMSM fundamentals, sen-

sorless control algorithms, and vibration and acoustic noise occurrence in electric machines

(with a special focus on PMSM), serving as the necessary background for the upcoming

topics throughout the following chapters.

Given the medium-high speed range, the model-based sensorless methods, relying on the

EEMF/linear flux, in addition to the state space notation and corresponding observers were

presented.

On the other hand, given the zero and low-speed range, saliency tracking-based methods

which rely on the machine saliency alteration were presented. Both the HFI-based and

PWM carrier-based methods alongside the initial magnet polarity detection algorithms were

reviewed.

The final section was dedicated to the vibration/acoustic noise phenomena in PMSM.

The electromagnetic equations describing the formation of airgap fields and radial forces

were firstly provided. Following that, the origins and fundamental equations of the vibra-

tion/acoustic noise in electric machines were reviewed.

Chapter 2 investigated the vibro-acoustic response of PMSM, to the HFI and PWM

voltage excitations. The investigation was firstly conducted for the case of HFI, then similar

approach was adopted for the case of PWM.
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Given various HFI voltages, the harmonics within the current, airgap field and radial

force, and resulting vibration/acoustic noise were identified. It was shown that the specific

speed-dependent harmonics within the radial force were directly reflected within the output

vibration/acoustic noise, verified through simulation and experimental tests.

Eliminating the HFI, the impact of PWM voltages was also investigated. The PWM

voltage generation, taking into consideration the impact of deadtime, was mathematically

modelled. Although the PWM deadtime contaminated the spectrum of current, magnetic

field and radial force, its impact upon the output vibration/acoustic noise was negligible (all

verified through experimental tests in different conditions with various deadtime intervals

and acoustic sampling rates). This important feature is a key advantage in terms of signal

processing and harmonic extraction.

Given both conditions and irrespective of the revolution speed, the acoustic noise spec-

trograms were devided into five different zones, among which the one around the injected

frequency (either HFI or PWM carrier frequency) hosted several specific speed-dependent

sidebands and could be used as the source for extraction of the rotor position information.

Finally, considering the acoustic noise spectrum, the harmonics located in the proximity

the PWM zone were exactly similar for both conditions, yet the HFI condition contained

several additional harmonic components around the HFI frequency and in higher-frequency

zones (due to the resonance phenomenon). It is to be mentioned that, the components

lying in the low-frequency zone (near the fundamental electrical frequency and its low-order

harmonics) were almost similar in both scenarios.

Chapter 3 implemented two novel acoustic noise-based PMSM sensorless controls, using

HFI and PWM voltages. Two adaptive signal processing algorithms were proposed. The

first strategy comprised four stages, including two BPF, one demodulation block, and one

normalization block. The other 2-stage signal processing algorithm eliminated the BPF

stages, and incorporated an ADALINE-based filtering stage instead while mantaining the

demodulation block. The proposed signal processing structures in addition to the final

normalization stages guarantee that the impact of environmental noise, on the extracted

signals, is minimized and the extraction is realized with the utmost precision. Regardless

of the adopted signal processing method, the two orthogonal speed-dependent signals were

successfully extracted.

Design and stability analysis of the current loop, position observer loop, and the overall

speed loop were also presented in this chapter. Detailed model of each loop, taking into
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account the digital delays within the actual system implementation, was considered. Stability

of each loop, was verified by the associated bode plot and step response.

It was observed that several specific-order harmonics appeared within the estimation er-

ror of the position observer (PLL), which also appeared within the estimated rotor speed and

position. Given the harmonics within the acoustic noise and dynamic model of PLL, the ex-

pected harmonics within the estimation error were identified. Suppressing these harmonics,

a feed-forward harmonic compensation block was integrated into the PLL. Two harmonic

compensation blocks, based on an RC or an ADALINE, were proposed which respectively re-

sulted in two novel position observers called RCPLL and ADALINE-PLL. By using these two

novel observers, equipped with adaptive harmonic compenstion, the estimation performance

was improved, compared to a simple PLL.

Experimental verification of the proposed acoustic noise-based sensorless algorithms was

presented in Chapter 4. All of the methods were tested in static and dynamic conditions to

verify the accuracy of the signal processing, steady-state response, and transient behaviour

of the overall system. For the HFI-based case, a voltage signal was injected in the estimated

dq-frame with the frequency of 1440Hz and the PWM carrier was fixed at 10KHz for both

the HFI and HFIless conditions.

In all conditions, the actual and estimated rotor positions were synchronized, without any

DC offset, indicating appropriate d-axis estimation and signal processing without significant

delay. Also, the sensorless algorithms were capable of providing satisfactory performance

in dynamic conditions, including speed reversal, start-up, speed change, and load variation.

In terms of start-up dynamic performance, the proposed methods were compared with the

conventional current-based sensorless algorithms, and similar performances were observed

which showed the reliability of the proposed methods.

Moreover, the performances of the PLL and proposed RCPLL were compared in static

and dynamic conditions. The results revealed that using RCPLL provides the sensorless

performance with an improved estimation with significnatly lower harmonics.

Overall, both of the propsoed methods were able to provide estimation at standstill and

self start-up while also operation at medium-high speed region. This wide operating range

is a key characteristic which substantiates the reliability and robustness of the proposed

methods.
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Research Perspective

This dissertation introduced a novel acoustic noise-driven method for implementation of

sensorless control, which is a new perspective in active utilization of cross-coupled phenomena

in electric machines. Consequently, this section deals with the potential improvements and

future research vistas, which can broaden the application of this new technology.

• Application to Other Machines

This thesis developed the proposed sensorless algorithms for a PMSM, yet there is an

essential need for further development of this method to other SM or IM topologies.

In this regard, the analytical equations should be used step-by-step so as to identify

the harmonics within the magnetic fields and radial forces.

In addition, the existing FEM-based softwares are not optimized enough for delivering

rapid multi-physics analyses during the theoretical stages. More specifically, perform-

ing transient mechanical analysis, providing the time-based vibration/acoustic noise

(instead of just the FFT) requires a large amount of time and huge processing power

which is a hindrance to the first stages of the study.

• Active Diagnosis

Active fault diagnosis is a potential auxiliary application of the proposed methods in

this thesis. A single (or combination of) HFI signals alongside an array of micro-

phones can be used to perform condition monitoring or prognosis in an active manner,

which reveals potential faults in their early stages (which is in direct contrast to the

conventional passive diagnosis procedures where the fault is only detected after its

occurrence).

Beam forming of the disseminated acoustic noise is also a potential way of facilitating

the active fault diagnosis.

• Machine Optimization

The proposed methods were experimentally verified on a typical PMSM. However, the

machine structure can be undergone several optimizations with the goals of having

improved directive sound propagation and optimized magnetic behaviour. Performing

these optimizations yields the production of purpose-built machines for the acoustic

noise-based applications.
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• Improved Algorithms

Using improved signal processing algorithms and position observers, yielding a better

sensorless performance, is a potential improvement.

Our machine was placed in an open laboratory environment, full of natural surrounding

noise, and the sensorless algorithms were able to perform satisfactorily. However,

when a sudden high-pitch noise (representing a dirac-like function) was generated close

to the microphone, the estimation was temporarily disrupted. Consequently, finding

solution to tackle this issue - i.e., improved signal processing algorithms equipped with

active noise cancellation techniques or using artificial intelligence-based noise rejection

- is essential. Moreover, providing physical protection against unwanted disturbances

can also be considered (e.g. placing the microphone inside the stator structure to be

naturally isolated from the outer environment).

• Increased Frequency

Incearsing the HFI and/or PWM carier frequency is not only a direct improvement to

the proposed methods but also to the conventional saliency tracking-baseed methods,

providing lower acoustic noise level and better spectral separation which facilitates

the signal processing algorithm. However, increasing the frequency requires significant

hardware revision. Adoption of wide-bandgap semiconductors (SiC/GaN), with the

rapid boom in their application, is a feasible option which enables the inverter to

operate at higher frequencies. At the same time, the calculation power of the processor

must also be high enough to keep up with the increased overall system frequecy.

Besides, operation at flux-weakening region, can also be addressed in the future studies.

Study of the airgap fields and radial forces at this important region is the key for

evaluation of performance.
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[81] Dejan Raca, Pablo Garcia, David DÍaz Reigosa, Fernando Briz, and Robert D Lorenz.
Carrier-signal selection for sensorless control of pm synchronous machines at zero and
very low speeds. IEEE Transactions on Industry Applications, 46(1):167–178, 2009.

[82] Dejan Raca, Michael C Harke, and Robert D Lorenz. Robust magnet polarity esti-
mation for initialization of pm synchronous machines with near-zero saliency. IEEE
Transactions on Industry Applications, 44(4):1199–1209, 2008.

[83] Sung-Yeol Kim and In-Joong Ha. A new observer design method for hf signal injection
sensorless control of ipmsms. IEEE Transactions on Industrial Electronics, 55(6):
2525–2529, 2008.

[84] Ludovico Ortombina, Matteo Berto, and Luigi Alberti. Sensorless drive for salient
synchronous motors based on direct fitting of elliptical-shape high-frequency currents.
IEEE Transactions on Industrial Electronics, 70(4):3394–3403, 2022.

[85] Ali Habib Almarhoon, ZQ Zhu, and Peilin Xu. Improved rotor position estimation
accuracy by rotating carrier signal injection utilizing zero-sequence carrier voltage for
dual three-phase pmsm. IEEE Transactions on Industrial Electronics, 64(6):4454–4462,
2016.

[86] PL Xu and ZQ Zhu. Novel square-wave signal injection method using zero-sequence
voltage for sensorless control of pmsm drives. IEEE Transactions on Industrial Elec-
tronics, 63(12):7444–7454, 2016.

[87] PL Xu and ZQ Zhu. Novel carrier signal injection method using zero-sequence voltage
for sensorless control of pmsm drives. IEEE Transactions on Industrial Electronics, 63
(4):2053–2061, 2015.

[88] Xing Zhang, Haoyuan Li, Shuying Yang, and Mingyao Ma. Improved initial rotor
position estimation for pmsm drives based on hf pulsating voltage signal injection.
IEEE Transactions on Industrial Electronics, 65(6):4702–4713, 2017.

[89] Guoqiang Zhang, Gaolin Wang, Huiying Wang, Dianxun Xiao, Liyi Li, and Dianguo
Xu. Pseudorandom-frequency sinusoidal injection based sensorless ipmsm drives with
tolerance for system delays. IEEE Transactions on Power Electronics, 34(4):3623–
3632, 2018.

167



[90] Qipeng Tang, Anwen Shen, Xin Luo, and Jinbang Xu. Pmsm sensorless control by
injecting hf pulsating carrier signal into abc frame. IEEE Transactions on Power
Electronics, 32(5):3767–3776, 2016.

[91] PL Xu and ZQ Zhu. Carrier signal injection-based sensorless control for permanent-
magnet synchronous machine drives considering machine parameter asymmetry. IEEE
Transactions on Industrial Electronics, 63(5):2813–2824, 2015.

[92] Xin Luo, Qipeng Tang, Anwen Shen, and Qiao Zhang. Pmsm sensorless control by
injecting hf pulsating carrier signal into estimated fixed-frequency rotating reference
frame. IEEE Transactions on Industrial Electronics, 63(4):2294–2303, 2015.

[93] JM Liu and ZQ Zhu. Novel sensorless control strategy with injection of high-frequency
pulsating carrier signal into stationary reference frame. IEEE Transactions on Industry
Applications, 50(4):2574–2583, 2013.

[94] Sohji Murakami, Takayuki Shiota, Motomichi Ohto, Kozo Ide, and Masaki Hisatsune.
Encoderless servo drive with adequately designed ipmsm for pulse-voltage-injection-
based position detection. IEEE Transactions on Industry Applications, 48(6):1922–
1930, 2012.

[95] Antonio Griffo, David Drury, Tadashi Sawata, and Phil H Mellor. Sensorless start-
ing of a wound-field synchronous starter/generator for aerospace applications. IEEE
Transactions on Industrial Electronics, 59(9):3579–3587, 2011.

[96] Joachim Holtz. Acquisition of position error and magnet polarity for sensorless control
of pm synchronous machines. IEEE Transactions on Industry Applications, 44(4):
1172–1180, 2008.

[97] Nicola Bianchi, Silverio Bolognani, Ji-Hoon Jang, and Seung-Ki Sul. Comparison of
pm motor structures and sensorless control techniques for zero-speed rotor position
detection. IEEE transactions on power Electronics, 22(6):2466–2475, 2007.

[98] Ji-Hoon Jang, Jung-Ik Ha, Motomichi Ohto, Kozo Ide, and Seung-Ki Sul. Analysis
of permanent-magnet machine for sensorless control based on high-frequency signal
injection. IEEE Transactions on Industry Applications, 40(6):1595–1604, 2004.

[99] Jung-Ik Ha, Kozo Ide, Toshihiro Sawa, and Seung-Ki Sul. Sensorless rotor position esti-
mation of an interior permanent-magnet motor from initial states. IEEE Transactions
on Industry Applications, 39(3):761–767, 2003.

[100] Ji-Hoon Jang, Seung-Ki Sul, Jung-Ik Ha, Kozo Ide, and Mitsujiro Sawamura. Sen-
sorless drive of surface-mounted permanent-magnet motor by high-frequency signal
injection based on magnetic saliency. IEEE Transactions on Industry Applications, 39
(4):1031–1039, 2003.

168



[101] Daichi Hirakawa, Kichiro Yamamoto, and Atsushi Shinohara. Estimated position error
compensation method considering impact of speed and load in permanent magnet syn-
chronous motor position sensorless control based on high-frequency voltage injection.
IEEJ Journal of Industry Applications, 10(6):624–631, 2021.

[102] Qing Lu, Yeqin Wang, Lihong Mo, and Tao Zhang. Pulsating high frequency voltage
injection strategy for sensorless permanent magnet synchronous motor drives. IEEE
Transactions on Applied Superconductivity, 31(8):1–4, 2021.

[103] Shuang Wang, Zhiwei Li, Deliang Wu, and Jianfei Zhao. Sensorless control of spmsm
based on high-frequency positive-and negative-sequence current dual-demodulation.
IEEE Transactions on Industrial Electronics, 70(5):4631–4639, 2022.

[104] Gaolin Wang, Honglei Zhou, Nannan Zhao, Chengrui Li, and Dianguo Xu. Sensorless
control of ipmsm drives using a pseudo-random phase-switching fixed-frequency sig-
nal injection scheme. IEEE Transactions on Industrial Electronics, 65(10):7660–7671,
2018.

[105] Gaolin Wang, Dianxun Xiao, Guoqiang Zhang, Chengrui Li, Xueguang Zhang, and
Dianguo Xu. Sensorless control scheme of ipmsms using hf orthogonal square-wave
voltage injection into a stationary reference frame. IEEE Transactions on Power Elec-
tronics, 34(3):2573–2584, 2018.

[106] Chengrui Li, Gaolin Wang, Guoqiang Zhang, Dianguo Xu, and Dianxun Xiao.
Saliency-based sensorless control for synrm drives with suppression of position esti-
mation error. IEEE Transactions on Industrial Electronics, 66(8):5839–5849, 2018.

[107] Shih-Chin Yang, Sheng-Ming Yang, and Jing-Hui Hu. Design consideration on the
square-wave voltage injection for sensorless drive of interior permanent-magnet ma-
chines. IEEE Transactions on Industrial Electronics, 64(1):159–168, 2016.

[108] Gaolin Wang, Lei Yang, Guoqiang Zhang, Xueguang Zhang, and Dianguo Xu. Com-
parative investigation of pseudorandom high-frequency signal injection schemes for
sensorless ipmsm drives. IEEE Transactions on Power Electronics, 32(3):2123–2132,
2016.

[109] Gaolin Wang, Dianxun Xiao, Nannan Zhao, Xueguang Zhang, Wei Wang, and Dianguo
Xu. Low-frequency pulse voltage injection scheme-based sensorless control of ipmsm
drives for audible noise reduction. IEEE Transactions on Industrial Electronics, 64
(11):8415–8426, 2017.

[110] Ronggang Ni, Dianguo Xu, Frede Blaabjerg, Kaiyuan Lu, Gaolin Wang, and Guoqiang
Zhang. Square-wave voltage injection algorithm for pmsm position sensorless control
with high robustness to voltage errors. IEEE Transactions on Power Electronics, 32
(7):5425–5437, 2016.

169



[111] Gaolin Wang, Lei Yang, Bihe Yuan, Bowen Wang, Guoqiang Zhang, and Dianguo
Xu. Pseudo-random high-frequency square-wave voltage injection based sensorless
control of ipmsm drives for audible noise reduction. IEEE Transactions on Industrial
Electronics, 63(12):7423–7433, 2016.

[112] Dongouk Kim, Yong-Cheol Kwon, Seung-Ki Sul, Jang-Hwan Kim, and Rae-Sung Yu.
Suppression of injection voltage disturbance for high-frequency square-wave injection
sensorless drive with regulation of induced high-frequency current ripple. IEEE Trans-
actions on Industry Applications, 52(1):302–312, 2015.

[113] Young-Doo Yoon and Seung-Ki Sul. Sensorless control for induction machines based
on square-wave voltage injection. IEEE Transactions on Power Electronics, 29(7):
3637–3645, 2013.

[114] Nae-Chun Park and Sang-Hoon Kim. Simple sensorless algorithm for interior perma-
nent magnet synchronous motors based on high-frequency voltage injection method.
IET Electric Power Applications, 8(2):68–75, 2014.

[115] JM Liu and ZQ Zhu. Sensorless control strategy by square-waveform high-frequency
pulsating signal injection into stationary reference frame. IEEE Journal of Emerging
and Selected Topics in Power Electronics, 2(2):171–180, 2013.

[116] Chen-Yen Yu, Jun Tamura, David Dı́az Reigosa, and Robert D Lorenz. Position self-
sensing evaluation of a fi-ipmsm based on high-frequency signal injection methods.
IEEE Transactions on Industry Applications, 49(2):880–888, 2013.

[117] Sungmin Kim, Jung-Ik Ha, and Seung-Ki Sul. Pwm switching frequency signal injec-
tion sensorless method in ipmsm. IEEE Transactions on Industry Applications, 48(5):
1576–1587, 2012.

[118] Young-Doo Yoon, Seung-Ki Sul, Shinya Morimoto, and Kozo Ide. High-bandwidth
sensorless algorithm for ac machines based on square-wave-type voltage injection. IEEE
transactions on Industry Applications, 47(3):1361–1370, 2011.

[119] Kozo Ide, Mamoru Takaki, Shinya Morimoto, Yosuke Kawazoe, Akihiko Maemura,
and Motomichi Ohto. Saliency-based sensorless drive of an adequately designed ipm
motor for robot vehicle application. IEEJ Transactions on Industry Applications, 128
(4):379–387, 2008.

[120] Sichun Wang, Guoqiang Zhang, Song Liang, Gaolin Wang, Yihua Hu, and Dianguo
Xu. Adaptive pll for high-frequency signal injection based sensorless pmsm drives.
In 2021 24th International Conference on Electrical Machines and Systems (ICEMS),
pages 850–855. IEEE, 2021.

170



[121] Piyush Kumar, Omar Bottesi, Sandro Calligaro, Luigi Alberti, and Roberto Petrella.
Self-adaptive high-frequency injection based sensorless control for interior permanent
magnet synchronous motor drives. Energies, 12(19):3645, 2019.

[122] Zhe Chen, Xuxuan Zhang, Shouluo Chen, Hang Zhang, Guangzhao Luo, et al. Position
estimation accuracy improvement for spmsm sensorless drives by adaptive complex-
coefficient filter and dpll. IEEE Transactions on Industry Applications, 59(1):857–865,
2022.

[123] Chan-Hee Choi and Jul-Ki Seok. Compensation of zero-current clamping effects for
sensorless drives based on high-frequency signal injection. In Conference Record of
the 2006 IEEE Industry Applications Conference Forty-First IAS Annual Meeting,
volume 5, pages 2466–2471. IEEE, 2006.

[124] Dejan Raca, Pablo Garcia, David Reigosa, Fernando Briz, and Robert Lorenz. A com-
parative analysis of pulsating vs. rotating vector carrier signal injection-based sensor-
less control. In 2008 Twenty-Third Annual IEEE Applied Power Electronics Conference
and Exposition, pages 879–885. IEEE, 2008.

[125] LM Gong and ZQ Zhu. A novel method for compensating inverter nonlinearity effects in
carrier signal injection-based sensorless control from positive-sequence carrier current
distortion. IEEE Transactions on Industry Applications, 47(3):1283–1292, 2011.

[126] Karsten Wiedmann, Florian Wallrapp, and Axel Mertens. Analysis of inverter non-
linearity effects on sensorless control for permanent magnet machine drives based on
high-frequency signal injection. In 2009 13th European Conference on Power Electron-
ics and Applications, pages 1–10. IEEE, 2009.

[127] Alessandro Benevieri, Andrea Formentini, Mario Marchesoni, Massimiliano Passalac-
qua, and Luis Vaccaro. Sensorless control with switching frequency square wave voltage
injection for spmsm with low rotor magnetic anisotropy. IEEE Transactions on Power
Electronics, 2023.

[128] Tetsuji Daido, Ryo Hisamatsu, Taisei Araki, and Shin-ichi Hamasaki. Novel compen-
sation method for current distortion in ipmsm with pwm carrier-synchronized voltage
injection. IEEE Transactions on Industry Applications, 59(2):1800–1811, 2022.

[129] Zheng Wang, Kailiang Yu, Yuqing Li, and Minrui Gu. Position sensorless control
of dual three-phase ipmsm drives with high-frequency square-wave voltage injection.
IEEE Transactions on Industrial Electronics, 70(10):9925–9934, 2022.

[130] Shuo Chen, Wen Ding, Xiang Wu, Lujie Huo, Ruiming Hu, and Shuai Shi. Sensorless
control of ipmsm drives using high-frequency pulse voltage injection with random pulse
sequence for audible noise reduction. IEEE Transactions on Power Electronics, 2023.

171



[131] Shuo Chen, Wen Ding, Xiang Wu, Ruiming Hu, and Shuai Shi. Novel random high-
frequency square-wave and pulse voltage injection scheme-based sensorless control of
ipmsm drives. IEEE Journal of Emerging and Selected Topics in Power Electronics,
11(2):1705–1721, 2022.

[132] Myeong-Won Kim, Junhyuk Lee, Mriganka Biswas, and Jung-Wook Park. New acous-
tic noise reduction method for signal-injection-based ipmsm sensorless drive. IEEE
Transactions on Power Electronics, 38(3):3180–3190, 2022.

[133] Mengesha Mamo, Kozo Ide, Mitsujiro Sawamura, and Jun Oyama. Novel rotor position
extraction based on carrier frequency component method (cfcm) using two reference
frames for ipm drives. IEEE Transactions on industrial electronics, 52(2):508–514,
2005.

[134] Manfred Schroedl. Sensorless control of ac machines at low speed and standstill based
on the” inform” method. In IAS’96. Conference Record of the 1996 IEEE Industry
Applications Conference Thirty-First IAS Annual Meeting, volume 1, pages 270–277.
IEEE, 1996.

[135] Florian Demmelmayr, Markus Troyer, and Manfred Schroedl. Advantages of pm-
machines compared to induction machines in terms of efficiency and sensorless control
in traction applications. In IECON 2011-37th Annual Conference of the IEEE Indus-
trial Electronics Society, pages 2762–2768. IEEE, 2011.

[136] Matthias Hofer, Mario Nikowitz, and Manfred Schroedl. Sensorless control of a reluc-
tance synchronous machine in the whole speed range without voltage pulse injections.
In 2017 IEEE 3rd International Future Energy Electronics Conference and ECCE Asia
(IFEEC 2017-ECCE Asia), pages 1194–1198. IEEE, 2017.
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Appendix A

Dynamic Three-phase Model of

PMSM

As mentioned earlier, the stator of SM has three-phase windings (which can be of distributed

or concentrated type depending on the the number of stator slots and pole/slot ratio) which

are excited by a three-phase symmetrical voltage. The stator voltage equation is defined in

eq. (A.1).  Va

Vb

Vc

 = Rs

 ia

ib

ic

+
d

dt

 ψa

ψb

ψc

 (A.1)

 ψa

ψb

ψc

 =

 Ls Lm Lm

Lm Ls Lm

Lm Lm Ls


 ia

ib

ic

+ ψm ·


cos (θe)

cos
(
θe − 2π/3

)
cos
(
θe + 2π/3

)
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ψrotor

(A.2)

In the above equations:

• V denotes the phase voltage.

• i denotes the phase current.

• ψ represents the stator flux.

• Rs represents the phase resistance.

• Ls = Lsl + Lsm is the self inductance obtained as the sum of the stator leakage induc-

tance (Lls) and the stator magnetizing inductance (Lsm).
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• Lm = Lsm. cos(±2π/3) = −0.5Lsm is the mutual inductance. For the case of non-

salient structure, the values of inductances are, ideally, considered as constants.

• ψm is the permanent magnet flux and ψrotor is the rotor flux generated via either the

permanent magnets or rotor field winding.

• θe = p.θm is the electrical position of the rotor with respect to the reference frame fixed

to the stator windings (for instance, direct-axis of phase A). The number of pole pairs

is denoted by p and the mechanical rotor position is represented by θm.

Considering that sum of the stator currents adds up to zero (ia + ib + ic = 0), and defining

Lss = Ls − Lm, the stator flux and voltage equations are respectively revised as [2]:

 ψa

ψb

ψc

 = (Ls − Lm)︸ ︷︷ ︸
Lss
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ib

ic
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cos
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Appendix B

Maximum Torque-per-Ampere

Control

As discussed, in salient SM, the torque comprises two terms: an electromagnetic term, which

is directly controlled by the q-axis current, and a reluctance term, which is controlled by

both the d-axis and q-axis components of the current. As the result, by proper control of

the values of the dq-frame current components, the amount of generated torque could be

optimized in such a manner that the current drawn is minimised.

Given the maximum deliverable current magnitude, considering the converter limits, to

be:

Is =
√
i2d + i2q ⇒ iq =

√
I2
s − i2d (B.1)

the torque equation, using eq. (B.1), is derived as [227]:

Te =
3

2
p

[
ψm

√
I2
s − i2d + (Ld − Lq) id

√
I2
s − i2d

]
(B.2)

In order to find the minimum value of id corresponding to a given value of torque, eq. (B.2)

should be derived with respect to id and made equal to zero, which gives:

dTe
did

=
3

2
p · −idψm + (Ld + Lq) (Is − 2i2d)√

I2
s − i2d

= 0 (B.3)

id =

√
ψ2
m + 8(Ld + Lq)

2I2
s − ψm

4 (Ld − Lq)
(B.4)
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Equation (B.4) is the minimum value of the d-axis current component corresponding to a

given torque. The value of the corresponding q-axis current is therefore easily obtained by

using eq. (B.1). As the result, the obtained electromagnetic torque equation is obtained as

[2]:

Te =
3

2
p

[
ψmiq

2
+ (Ld − Lq) iq

√
i2q +

ψ2
m

4 (Lq − Ld)

]
(B.5)

In normal conditions, the MTPA algorithm realized in the dq-frame is known as a highly-

efficient control method. However, cross-coupling and magnetic saturation are two of the

undesirable phenomena that occur in high-power and high-torque working points, which

result in the variation of the machine’s parameters (mainly the dq-frame inductances). The

parameter variation directly affects the control precision especially in sensorless applications,

which are highly dependent upon the machine inductances [228, 229]. The ill-impact of cross-

coupling and magnetic saturation upon the machine performance and parameters are deeply

investigated in [228, 230, 231]. As the result of cross-coupling and magnetic saturation, the

dq-frame inductances become functions of the armature current and the rotor position; the

inductance models are derived for IPMSM, SPMSM, SynRM, and IM in [232, 233].

Direct torque control (DTC) is a simple algorithm used for both PMSM and IM, which

directly uses the estimated magnetic flux and torque in its feedback loops (instead of speed

and currents used in FOC algorithm). This control algorithm does not depend on the position

sensor all the time (except for acquiring the initial rotor position) since the rotor position is

abtained through the estimated dq-frame fluxes [234],[235].

Instead of using dq-frame for FOC implementation, the stator flux linkage frame (MT-

frame) is used which is applicable to both SM and IM [236]. The mathematical model of the

machine in the dq-frame becomes complicated when cross-coupling and magnetic saturation

are taken into consideration. Therefore, the machine model in the MT-frame is alternatively

used which offers significant simplification in the modeling process. DTC algorithm using the

MT-frame is proposed in [237] which merely needs three parameters that can be measured

from three different operating points.

An efficient maximum torque-per-square-ampere (MTPSA) control for IPMSM is pro-

posed in [238]. This method utilizes a parameter called MTPSA angle to maximize the

ratio of the generated torque to the square of the current. This method does not depend on

the machine parameters; therefore, the impact of parameter variation on the performance is

eliminated.
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Appendix C

Field-Weakening Control

The machine and power converter limitations are vital to the appropriate design of current

controllers. The thermal restrictions of both the machine and power converter impose a limit

upon the current as follows. Exceeding the overall stator current limit (Is Max) exposes the

machine to saturation, which easily alters the machine parameters.

i2d + i2q 6 I2
s Max (C.1)

On the other hand, there is a voltage limit (Vs Max) which must be strictly upheld, which

origins from the maximum DC link voltage of the converter or the machine isolation aspects.

V 2
d + V 2

q 6 V 2
s Max (C.2)

At low speed range, the voltage provided by the inverter is large enough to suppress

the impact of BEMF voltages; therefore, the current can be easily controlled and only the

current limit given in eq. (C.1) must be taken into condideration. As the speed increases,

especially for the speeds near or above the nominal speed, the BEMF value approaches that

of the Vs Max. Consequently, the machine does no longer have enough voltage to control

the current and the machine losses its torque generation capability and the speed cannot be

increased any further, as the result.

At the speed zone near or above the nominal speed and within the steady-state regime,

the resistive voltage drop can be neglected which results in the following simplified voltage

equations [2], [227].

Vd ≈ −ωeLqiq (C.3)
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Vq ≈ ωe (ψm + Ldid) (C.4)

At this condition, it is possible to inject a negative d-axis current in order to reduce the

direct-axis stator flux and quadrature-axis stator voltage; this method is well known as

the flux-weakening or field-weakening method. By doing so, the overall torque generation

capability of the machine is reduced, yet the machine is able to operate at high speeds.

A flux-weakening control algorithm applicable to SPMSM, which is not dependent upon

the machine parameters, is proposed in [239]. Another method for the flux-weakening control

of SPMSM, based on the output of the synchronous PI current regulator, is proposed in [240].

In this method, the saturation of the current regulator at the onset of the flux-weakening

regime is avoided by control of the d-axis current through the outer voltage loop. Four-

quadrant operation of IMPSM, in both constant torque region and flux-weakening region, is

investigated in [241]. The output of the synchronous PI current controller is used to generate

the reference PWM voltages as a required asset for implementation of the speed control of an

IPMSM in flux-weakening region, which smoothly transits into or out of this operating region

[242]. The flux level and starting point of the flux-weakening region are regulated by using

an outer voltage loop which acts as an impediment to the current loop saturation. Direct

torque control of an IMPSM, operating in both constant torque and flux-weakening regions,

is proposed in [243],[244]. In this method, the current controllers which are followed by

PWM and coordinate transformations are eliminated, which removes the associated digital

delay and also dispenses with the position sensor since an estimated initial rotor position

suffices for the algorithm commencement.

As stated earlier, flux-weakening algorithm relies upon injecting a negative d-axis cur-

rent in order to weaken the stator flux. To this end, a physics-based finite element model of

the magnet flux which takes into account the impact of temperature and armature field is

proposed in [245]. This method is verified on a V-shape PMSM and has substantiated itself

as a reliable algorithm. In flux-weakening algorithm, the DC link voltage is not completely

exploited; consequently, a new algorithm based on the space vector PWM (SVPWM) tech-

nique is proposed [246]. The period of zero-voltage vector is used as the feedback signal to

determine the switching instances and in order to avoid the q-axis current regulation lag,

a lead angle control strategy is incorporated. In the flux-weakening region, due to the in-

creased BEMF value, the inverter approaches its voltage limit. To alleviate this problem, the

parameters of the anti-windup proportional and integral (AWPI) controller are undergone an

optimization using an adaptive particle swarm algorithm (AVPSO) [247]. The state feedback

of the nonlinear PMSM control system is obtained, and the dynamic characteristics of the
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system are transformed into linear dynamic characteristics [248]. To this end, a new topology

for the current controllers, relying on the input-output feedback linearisation algorithm, is

proposed for the flux-weakening algorithm implementation. A field-weakening algorithm for

open-winding PMSM using dual-vector-based model predictive flux control (DVT-MPFC)

is proposed [249]. In this proposal, two isolated voltage source inverters are utilised and

the reference stator flux vector is compensated by controlling a cost function value so as to

facilitate the flux-weakening algorithm commissioning.
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Appendix D

Digital Implementation

In this appendix, important aspects related to the digital implementation of the control

algorithms are presented. The overall schematic of the dq-injected HFI-based sensorless

control is illustrated in Fig. (D.1), as an example.

Figure D.1: Overall schematic of the proposed sensorless algorithm, taking into account
both hardware and control algorithm.

In order for the sensorless FOC algorithm to work accurately, maintaining synchronism

among the ADC readings, feedback loops, and PWM pulses is critically important. To

this end, one of the PWM blocks (called ePWM in the DSP used in this thesis) is used

as a reference, by which synchronization pulses are generated serving as a global interrupt

service routine for the whole control algorithm. At the instance of zero-crossing of the
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carrier waveform of the chosen master ePWM block (which can be of triangular or sawtooth

waveform), a synchronizing pulse will be generated as shown in Fig. (D.2). Rising edge of

the generated pulse is then used to generate a global interrup, trigerring all of the blocks

within the embedded C code. Only in this way, can the user make sure of the seamless

syncronization between all the ePWM blocks, ADC readings, feedback loops, PI regulators,

unit delays, and counters. The generated synchronizing pulse in addition to the synchronized

blocks are depicted with a red pulse icon in Fig. (D.1).

Figure D.2: Synchronizing pulse generation.

Apart from the importance of synchronization and in order to implement the embedded

C code for the DSP, all of the S-domain transfer functions must be transformed into their

equivalent Z-domain version. Therefore, all the integrators, unit delays, zero-order holds,

filters, and resonant controllers - which are all mathematically modelled in S-domain - must

be transformed. Adopting appropriate transformation algorithm, per transfer function, is of

paramount importance as it guarantees having system stability and equalled performance in

the discrete domain.

Assuming that the sampling rate of the discrete system is defined by Ts, which is the

sampling period of the highest-frequency global interrupt of the embedded C code. The

following table summarizes the three most common s2z transformation methods, namely

Forward, Backward-Euler, and Trapezoid.

Table D.1: Different transformation methods

Method Transformation Inverse Transformation

Forward s = 1
Ts

(z − 1) z = 1 + Tss

Backward-Euler s = 1
Ts
z−1
z z = 1

1−Tss
Trapezoid s = 2

Ts
z−1
z+1 z = 1+(Ts/2)s

1−(Ts/2)s

Considering a general format for a transfer function in the s-domain given in eq. (D.1)
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with the respective input and output denoted by X and Y ,

H (s) =
Y (s)

X (s)
=
B0 +B1s+B2s

2 + · · ·+Bns
n

A0 + A1s+ A2s2 + · · ·+ Ansn
(D.1)

the equivalent z-domain transfer function, with the standardized notation, is derived as

shown in eq. (D.2) through using either of the transformation methods mentioned in Table.

D.1.

Hd (z) =
Yd (z)

Xd (z)
=

b0 + b1z
−1 + b2z

−1 + · · ·+ bnz
−n

a0 + a1z−1 + a2z−2 + · · ·+ anz−n
(D.2)

It is worth mentioning that the author has always used Backward-Euler or Trapezoid

method for DSP implmentation of the utilized BPFs and RCs in this thesis.

Using Trapezoid method and defining a constant K = 2
Ts

, z-domain equivalent transfer

functions are obtained for general transfer functions of orders 1 to 3 as examples.

• First-order Transfer Function

H (s) =
B1s+B0

A1s+ A0

(D.3)

Hd (z) =
b0 + b1z

−1

a0 + a1z−1
(D.4)

b0 =
B0+B1

2
Ts

A0+A1
2
Ts

b1 =
B0−B1

2
Ts

A0+A1
2
Ts

a0 = 1 a1 =
A0−A1

2
Ts

A0+A1
2
Ts

(D.5)

• Second-order Transfer Function

H (s) =
B2s

2 +B1S +B0

A2s2 + A1S + A0

(D.6)

Hd (z) =
b0 + b1z

−1 + b2z
−2

a0 + a1z−1 + a2z−2
(D.7)

b0 = B0+B1K+B2K2

A0+A1K+A2K2 a0 = 1

b1 = 2B0−2B2K2

A0+A1K+A2K2 a1 = 2A0−2A2K2

A0+A1K+A2K2

b2 = B0−B1K+B2K2

A0+A1K+A2K2 a2 = A0−A1K+A2K2

A0+A1K+A2K2

(D.8)
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• Third-order Transfer Function

H (s) =
B3s

3 +B2S
2 +B1S +B0

A3s3 + A3S2 + A1S + A0

(D.9)

Hd (z) =
b0 + b1z

−1 + b2z
−2 + b3z

−3

a0 + a1z−1 + a2z−2 + a3z−3
(D.10)

b0 = B0+B1K+B2K2+B3K3

A0+A1K+A2K2+A3K3 a0 = 1

b1 = 3B0+B1K−B2K2−3B3K3

A0+A1K+A2K2+A3K3 a1 = 3A0+A1K−A2K2−3A3K3

A0+A1K+A2K2+A3K3

b2 = 3B0−B1K−B2K2+3B3K3

A0+A1K+A2K2+A3K3 a2 = 3A0−A1K−A2K2+3A3K3

A0+A1K+A2K2+A3K3

b3 = B0−B1K+B2K2−B3K3

A0+A1K+A2K2+A3K3 a3 = A0−A1K+A2K2−A3K3

A0+A1K+A2K2+A3K3

(D.11)
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Contrôle Sans Capteur Basé sur le Bruit Acoustique d’une Machine
Synchrone à Aimants Permanents

Un nouveau système de contrôle sans capteur pour les machines synchrones à aimants permanents

(MSAP), qui repose sur l’extraction de l’information de position du rotor à partir du bruit acoustique

généré lors du fonctionnement, est présenté dans cette thèse. La thèse examine en détail la nature

des champs d’entrefer électromagnétiques, des forces radiales d’entrefer, ainsi que des vibrations et

du bruit acoustique d’origine électromagnétique qui en résultent. Cette thèse propose deux nouveaux

algorithmes sans capteur sont utilisant soit l’injection sinusöıdale à haute fréquence (HFI) habituelle,

soit des impulsions de tension PWM intégrées. Pour extraire l’information de position du rotor, la

thèse introduit des algorithmes de traitement du signal appropriés. Bien que les signaux souhaités

soient correctement extraits lors de l’étape de traitement du signal, des harmoniques supplémentaires

apparaissent dans la vitesse et la position estimées. Pour résoudre les problèmes qui en découle, la thèse

propose deux observateurs novateurs, appelés RCPLL et ADALINE-PLL. En conclusion, la stabilité, la

robustesse et la fiabilité des algorithmes sans capteur proposés sont étayées par des tests expérimentaux

réalisés à travers divers points de fonctionnement statiques et dynamiques. De plus, la performance

au démarrage est comparée à celle des algorithmes sans capteur conventionnels, révélant des réponses

similaires et satisfaisantes en régime permanent et en transitoire. Ces résultats indiquent fortement la

fiabilité et l’efficacité des méthodes sans capteur proposées.

Mot clés: Contrôle sans capteur, machine synchrone à aimants permanents (MSAP), bruit

acoustique, traitement du signal, estimation de la position, banc d’essai expérimental

Acoustic Noise Based Sensorless Control of Permanent Magnet
Synchronous Machine

A new sensorless control system for Permanent Magnet Synchronous Machines (PMSM) is pre-

sented in this thesis, which relies on extracting rotor position information from the acoustic noise

generated during operation. The thesis thoroughly examines the nature of electromagnetic air gap

fields, radial air gap forces, as well as resulting electromagnetically-origined vibrations and acoustic

noise. This thesis proposes two new sensorless algorithms using either the conventional high-frequency

sinusoidal injection (HFI) or integrated PWM voltage pulses. To extract rotor position information,

appropriate signal processing algorithms are introduced in the thesis. Although the desired signals

are correctly extracted during the signal processing step, additional harmonics appear in the estimated

speed and position. To address the issues arising from this, the thesis proposes two innovative observers,

named RCPLL and ADALINE-PLL. In conclusion, the stability, robustness, and reliability of the pro-

posed sensorless algorithms are supported by experimental tests conducted across various static and

dynamic operating points. Furthermore, the startup performance is compared to that of conventional

sensorless algorithms, revealing similar and satisfactory responses in both steady-state and transient

conditions. These results strongly indicate the reliability and effectiveness of the proposed sensorless

methods.

Keywords: Sensorless control, permanent magnet synchronous machine (PMSM), acoustic

noise, signal processing, position estimation, experimental benchmark
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