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ABSTRACT

The normal and abnormal behavior of fuel cells can be determined by their internal current density
distribution. Magneto tomography is applied to localize the 3D fault position by studying the external
magnetic field around the stack, which is produced by the current density flow inside each cell of the
stack. To evaluate the external magnetic field distribution, in this work we propose a new design of
the magnetic field analyzer. This analyzer amplifies the magnetic field around the cell to perform an
accurate detection of the fault position. This work focuses on 3D multi physical modeling and ex-
perimental validation of the magnetic field during operation of a polymer electrolyte membrane fuel
cell emulator. A new concept of polymer electrolyte membrane fuel cell emulator has been especially
designed to emulate the magnetic field of a real fuel cell stack. This emulator has been simulated and
tested experimentally to prove the ability of the system in detecting 3D fault.
As a main branch of data-driven fault diagnosis, this work also deals with an offline fault diagnosis
of 2D polymer electrolyte membrane fuel cell stack emulator. A data-driven strategy is proposed for
this emulator diagnosis. This strategy, features are extracted from the external magnetic field at the
ferromagnetic circuit analyzer level which is produced by the experimental design of the current den-
sity flow variation inside the stack emulator. In the proposed approach, a set of feature extraction and
classification models in machine learning were used to recognize the system diagnosis accuracy. This
work focuses on an experimental and numerical training datasets. The proposed diagnosis strategies
has been verified using the experimental data which covers a set of representative faults of the fuel cell.

Key words: Fuel cell, Magnetic field, Fault Diagnosis, Multi physical coupling, Experimental
designs, Feature extraction, Classification
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RÉSUMÉ

Le comportement normal et anormal des piles à combustible peut être déterminé par la distribution
de leur densité de courant interne. La magnéto tomographie est appliquée pour localiser la position
du défaut en 3D en étudiant le champ magnétique externe autour de la pile, qui est produit par le flux
de densité de courant à l’intérieur de chaque cellule de la pile. Pour évaluer la distribution du champ
magnétique externe, nous proposons dans ce travail une nouvelle conception de l’analyseur de champ
magnétique. Cet analyseur amplifie le champ magnétique autour de la cellule pour effectuer une dé-
tection précise de la position du défaut. Ce travail se concentre sur la modélisation multi physique
3D et la validation expérimentale du champ magnétique pendant le fonctionnement d’un émulateur
de pile à combustible à membrane électrolyte polymère. Un nouveau concept d’émulateur de pile à
combustible à membrane électrolyte polymère a été spécialement conçu pour émuler le champ mag-
nétique d’une pile à combustible réelle. Cet émulateur a été simulé et testé expérimentalement pour
prouver la capacité du système à détecter les défauts 3D.
En tant que branche principale du diagnostic de panne piloté par les données, ce travail traite égale-
ment du diagnostic de panne hors ligne d’un émulateur de pile à combustible 2D à membrane élec-
trolyte polymère. Une stratégie basée sur les données est proposée pour le diagnostic de cet émula-
teur. Dans cette stratégie, les caractéristiques sont extraites du champ magnétique externe au niveau
de l’analyseur de circuit ferromagnétique qui est produit par le plan expérimental de la variation du
flux de densité de courant à l’intérieur de l’émulateur de pile. Dans l’approche proposée, un ensem-
ble de modèles d’extraction de caractéristiques et de classification en apprentissage automatique a été
utilisé pour reconnaître différentes singularités de densité de courant. Ce travail se concentre sur un
ensemble de données d’entraînement expérimentales et numériques. Les stratégies de diagnostic pro-
posées ont été vérifiées en utilisant les données expérimentales qui couvrent un ensemble de défauts.
représentatifs de la pile à combustible.

Mots clés: Pile à combustible, champ magnétique, diagnostic de panne, couplage physique mul-
tiple, plans d’expérience, extraction de caractéristiques, classification.
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GENERAL INTRODUCTION

Hydrogen is becoming undeniable energy and can replace the conventional fossil sources. Indeed,
these sources almost cover 80 percent of the word energy use and considered as the main factors of
the greenhouse effects. On another hand, the emissions of the electrochemical reactions involving
hydrogen do not produce greenhouse gases. In addition, hydrogen is reasonable by its abundance
and high energy density compared to the fossil fuel sources. Hence, most of the current technolo-
gies consider hydrogen energy in their advanced applications. Fuel cell in its various forms covers
the most industrially advanced uses in hydrogen energy applications. Despite of their advantages for
energy storage and conversion, these systems are still suffering from certain imperfections. Among
different types of the fuel cells, Proton Exchange Membrane Fuel Cell (PEMFC) is the mostly used
type and has interesting performance for an embedded and transportation applications. However,
cost, and reliability and durability are still the obstacles which inadequate the PEMFC process. To
improve the system operation using PEM fuel cells, the reliability and durability of the cell could be
increased by an efficient and early fault diagnostic. To do so, several techniques are developed and
classified according to their diagnostic efficiency while not disturbing the operating of the fuel cell
systems. These sophisticated methods can be separated into two broad categories: “invasive methods”
and “non-invasive methods”. The measurement of the external magnetic field appears to be a signif-
icant indicator of the health of the stack. The advantage of this non-invasive tool is that it provides
a lot of information about the internal condition of a fuel cell stack. Thus, analysis of a differential
measurement of the external magnetic field relative to a healthy reference can characterize abnormal
PEMFC operation. Most previous studies focus on mapping the current draw from external magnetic
field measurements. Identifying the internal current distribution inside the fuel cell using the exter-
nal magnetic field measurements is sorted to direct and indirect models. Most of the existing direct
models uses multi-physical coupling on a specific number of cells. In addition, the indirect model
characterized by a complex mathematical problem with a rarely unique solution and extremely sensi-
tive to the measurement’s errors. On another hand, feature extraction and classification in data-driven
diagnosis have shown their superiority in fault diagnosis in the last two decades. In [1], this approach
is based on original variables like individual cell voltages to identify the water managements faults
(flooding, drying). In addition, using the external magnetic field difference obtained in the data-driven
diagnosis strategy can identify the fault position inside the stack.

The research work of ISITE PEM-DIMAG project carried by the FEMTO-ST (Energy depart-
ment) chosen through this work and others already completed to develop a non-invasive diagnosis
method based on the external magnetic field measurements. The new diagnostic tool proposed here is
based on optimization and development of the magnetic field measurements system based on existing
prototype implemented by FCLAB. The main contribution of this work is represented by a 3D current
density emulator of a PEMFC. Supplied by a current source, this emulator reproduces an equivalent
current distribution in a similar geometrical domain, as the current distribution inside a Fuel Cell
domain, during steady state operation. The magnetic field generated by the current distribution in
the emulator will also reproduce the magnetic field of a real FC. Multi physical modeling of a FC
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involving couplings between electrochemical, electric and magneto static models has been realized in
normal and faulty operation and integrated in the physical description of the emulator regions. Then
an updated design for the magnetic field analyzer and the methodology have been validated for real-
istic 3D local faults inside the FC stack emulator. The novelty of the method explained in this work
is the ability to detect the local and global fault position inside the stack.

This work is divided into three main parts: After a literature state of arts, the third part explains
in detail the 3D current density emulator of a PEMFC. The third part applies data based diagnosis
algorithm on the external magnetic experimental and numerical datasets. In the last part, a new ge-
ometrical design of the magnetic analyzer is proposed and optimized with respect to the geometrical
parameters according to the external magnetic field produced. Around these three parts, four chapters
will be presented.

In the first chapter, the PEMFC technologies and systems are introduced. The diagnosis methods
for PEMFC are also reviewed. The dependence of the current density distribution on the fault is then
highlighted. We detail the interest of the magnetic field measurements for the detection of failures
likely occur inside these systems. In addition, we state most of the diagnosis methods by classifying
them into “invasive” and “non-invasive” techniques.

Chapter 2 represents the updated circuit analyzer design with various fuel cell emulator models
which explains the current density distribution inside the fuel cell. First, we present the multi-physical
modeling by a Finite Element Model (FEM) that made it possible to determine the 2D and 3D ho-
mogeneous and heterogeneous current flow inside the fuel cell active area. Then, the ferromagnetic
circuit analyzer is positioned around these models to detect the global and local faults positions based
on the fabricated external magnetic field difference at the analyzer level. The global fault explains the
faulty cell in PEMFC stack whereas the local fault identifies the fault position inside the affected cell.
Finally, we validate the results obtained by the FEM by comparing the simulated magnetic field to the
measurements obtained by the experimental testbench.

Following the 2D emulator results obtained in chapter 2, chapter 3 is dedicated to verifying the
multi fault position detection of the data-driven diagnosis strategy. In this strategy, pattern classifi-
cation based diagnosis approach is proposed. This approach concerns 3 faults based on there size
and position inside the fuel cell active area. Magnetic field difference measured by the magnetic sen-
sors are selected as the original variables for diagnosis. Feature extraction techniques, namely PCA,
KPCA and LDA, and classification techniques, namely SVM, kNN and DT are used successively to
extract diagnosis oriented features and classify the features into different classes related to the fault
position. The performance of several feature extraction and classification are compared based on
diagnosis accuracy. As the classification techniques used belongs to a supervised learning method,
the data driven used was labeled based on the current supplied by the current sources to the different
regions of the 2D emulator.

In the last chapter, a new design of the ferromagnetic circuit analyzer was presented. First, within
the same number of sensors, this design was compared with the design used in chapter 2 to study
the influence of magnetic sensors distribution around the stack. Then, some geometric parameters
variations effects of these analyzers were studied like air gap width, design dimension and number
of sensors inside the circuit analyzer. Based on the obtained results, a new technique for external
magnetic field measurements were proposed to apply it on the FEM and validate on the experimental
testbench.
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CHAPTER 1

PEMFC SYSTEM DESCRIPTION

A fuel cell is a device which converts the chemical energy (hydrogen and oxygen) into electrical en-
ergy plus byproducts like heat and water. The Fuel Cell (FC) is known since 1839 [2] but it wasn’t
commercially used until the space race began in the late 1950s. Since the late 90’s, the scientific
research on the FC has increased [3] and recently, many companies starts to commercialize this tech-
nology due to their high efficiency and in-situ near zero-emission operation. Different FC types can
be classified based on their electrolyte types, operation temperature and their working area [4]. Basic
information about these fuel cells is summarized in Tab(1.1).

Table 1.1: Different Fuel Cell types

Fuel Cell Types Mobile Ions Operating Temperature Application and Notes
Alkaine
(AFC) OH− 50− 200◦C Used in space vehicle, e.g Apollo shuttle.

Proton Exchange Membrane
(PEMFC) H+ 50− 100◦C

Vehicles, mobile applications, and For lower
power CHP systems.

Phosphoric Acid
(PAFC) H+ 220◦C

Suitable for portable electronic systems of low power,
large numbers of 200 kW CHP in use.

Molten Carbonate
(MCFC) CO3

2− 650◦C
Suitable for medium to large scale CHP systems, up to

MW capability.
Solide Oxide

(SOFC) O2− 500− 1000◦C
Suitable for all sizes of CHP systems, 2 kW to multi

MW

1.1 PEMFC Stack Structure

A stack is defined as a group of cells connected in series which are bounded by an end plates at both
sides see (Fig(1.1a)). As shown in Fig(1.1b), the middle of both Bipolar Plates (BP) of a single cell
of PEM consists of following components [5].
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(a) (b)

Figure 1.1: (a) PEMFC stack structure [6] , (b) Single PEM cell components [1]

• Membrane

Polymer membrane is the heart of PEMFC that conducts protons due to the chemical reaction
which can occur at the anode and cathode side of the electrolyte.

• Catalyst Layer (CL)

The catalyst layers exist on both membrane sides. In the early days PEMFC platinum catalyst
layers development was used. These layers are formed from a very small platinum particles which
are distributed over a larger particles of carbon powders surface.

• Gas Diffusion Layer (GDL)

GDL is carbon paper or cloth which diffuses the gas onto catalyst. Once the catalyst is fixed on
the two sides of membrane, the both components are then sandwished between the two carbon cloth.
It also forms a protective layer over CL, which forms an electrical connection between membrane,
CLs and BP. The combination of membrane, CLs and GDLs is usually named as Membrane Electrode
Assembly (MEA).

• Collector Plates (CP)

These plates are settled on both external sides of PEMFC. On each side the plate is grooved which
provides the structural support of FC and facilitate the gas flow on one or both cell sides. It can also
acts as an electric and heat conductors.

1.2 PEMFC System Ancillaries

Without using ancillaries supports for PEMFC system, the stack by itself would not be useful even
if fuel cell stack is the heart of the PEMFC system. Managing these ancillaries prevents membrane
fracture, stack degradation and extends fuel cell life time. In Fig(1.2) all the ancillaries needed to
build PEMFC system is involved as following:
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• Air supply subsystem

• Hydrogen supply subsystem

• Water management subsystem

• Thermal subsystem

• Power management subsystem

Figure 1.2: PEMFC structure

1.2.1 Air supply subsystem

This system is one of the most important elements that certify an enough amount of oxygen in the
cathode by regulating the compressor located at the air inlet with a proper air pressure which generally
pressurized slightly above the atmospheric pressure 2.5 bar[7]. Controlling cathode stoichiometry Sc

and the air pressure are mostly coupled in which the appropriate Sc makes the stack operates in an
optimal state whereas deficient air flow amount can cause stack degradation and increasing power
losses of the system.

1.2.2 Hydrogen supply subsystem

Hydrogen is usually compressed and stored in a tank which supply the stack. Controlling the flow
rate and hydrogen pressure is turned out through the valve, pressure regulator and flow regulator. Hy-
drogen can be applied in three general operation modes: flow through mode, re-circulation mode and
dead-end anode mode. In the flow through mode there is an excess of hydrogen flow inside the stack
and the unreacted hydrogen is liberated directly from the outlet leading to a low hydrogen pressure
utilization phenomena. In recirculated anode mode uses a re-circulation devices including electro-
chemical pump, ejector and compressor to recycle the unreacted hydrogen at the anode outlet in order
to improve the hydrogen utilization efficiency [8]. In dead-end mode the hydrogen outlet is closed and
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the hydrogen is consumed by the stack. When using dead-end mode, water and other impurities are
gathered at different MEA layers leading to a voltage drop [9]–[13] of the stack. Therefore, cleaning
the anode channel is necessary to limit stack degradation.

1.2.3 Water management subsystem

Water helps proton transportation through the membrane and the catalyst layer of MEA. Water pro-
duction occurs at the cathode catalyst layer due to the hydrogen and oxygen electrochemical reaction.
Water management in the stack improve the membrane conductivity and prevent the membrane to be
dried. On another hand, too much water leads to a flooding phenomena which can be due to low air
flow and low temperature [14], or reduction of GDL porosity by water [15]. Water management main
role is to keep the stack membrane hydrated. There are two main approach for this management:
external and internal humidification systems. In external humidifier, the reactant gases humidity is
controlled by using the contact time of the reactant gas with the water and the humidification temper-
ature [16]–[18]. In the internal humidifier, the moisture of the membrane is maintained by injected
directly a hydration level within the proper range [19].

1.2.4 Thermal subsystem

More than half of the produced energy by the electrochemical reaction is a heat energy and not an elec-
trical energy. Since a chemical reaction is highly dependent on temperature, then regulating PEMFC
temperature within a proper range will provide the optimal electrochemical reaction inside the stack
and prevent material degradation. Moreover, temperature variation can affects the condensation of
water and gases inside the stack. For example, at a high temperature membrane will dry due to the
water vaporisation making ohmic resistivity high which leads to a voltage drop at the membrane level.
Similar to the water managements, the thermal subsystem main role is to keep membrane moisture
by adapting the temperature in the optimal operating range [20], [21]

1.2.5 Power management subsystem

Power conditioning subsystems are used to control the non stable electric power flow inside the stack
and the power of the load. Some factors like cost, efficiency and electric isolation to protect the
overload in the system are used to determine the power management subsystem which will be used
[22]. A certain power electronics subsystems can be used in PEMFC system. For example, buck
converter decreases the stack voltage, boost converter increases it or using the both power electronics
subsystems (buck-boost) converters [23], [24]. In vehicle applications, the more commonly known
converters are DC/DC converters, which are used in auxiliary subsystems and main power chain in
order to control the stack voltage at a static value. In addition to the DC/DC converter, the power
inverter and electric motor are normally the main components of the power chain.

1.3 PEMFC Degradation

Among the components of the PEMFC cell, the MEA component is the most affected compared
to the others due to the different mechanical, thermal and chemical stresses of the PEMFC system.
Apart from the stresses and the effect of aging, some degradations may be due to malfunctioning or
manufacturing process of the PEMFC cell.
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1.3.1 Reversible Degradation

Reversible failures can lead to temporary system shutdown due to sub-optimal operating conditions
that can affect the performance of the PEMFC cell. Water management is the main critical issue in
these failures such as cell flooding due to water accumulation at the cathode and membrane drying
resulting from insufficient wetting at the membrane.

1.3.1.1 Flooding of the stack

Cell flooding is a buildup of liquid in the diffusion layer, which blocks the flow of gas produced by
the electrochemical reaction at the electrolyte to move throughout the channel area of the cell. Since
water production is primarily generated on the cathode side, flooding usually occurs on the cathode
side of the cell. [25].

1.3.1.2 Membrane drying

Membrane drying defects result in blocking proton access to the catalyst surface and increasing mem-
brane resistance. In addition, heat management defects lead to high temperature due to inefficient
cooling causing liquid evaporation which dehydrates the membrane. Most of the time, membrane
drying takes place on the anode side when liquid is produced at the cathode. [25].

1.3.2 Irreversible Degradation

Irreversible damage directly affects the MEA. Carbon erosion in the catalyst layer and platinum allo-
cation cause the membrane to lose its mechanical properties due to aging.

1.3.2.1 Platinum catalyst degradation

With time, the platinum can dissolve inside the membrane, so the active surface tends to decrease
[26]. In [27], "Crossover" phenomena identify whether the platinum generated in the membrane is
ionic or metallic. The metallic platinum may be due to the loss of carbon during surface erosion.

1.3.2.2 Membrane degradation

The change of the cell’s operating mode can cause a pressure variation peak to appear instantaneously
during a stop/start operation. This variation creates a mechanical stress leading to a degradation of
the membrane. In addition, the appearance of cracks in the membrane and fluctuations in the water
content can be due to the cyclic variation of the inlet gases.

1.3.2.3 GDLs degradation

The degradation of the GDLs plays a fatal role in the decrease of the PEMFC performance. It leads to
a heterogeneous distribution of the current density on the surface, some areas being more stressed than
others. Three main degradations can be observed in GDLs: loss of hydrophobicity, carbon erosion
and variation of electrical and thermal resistance. Of these three mechanisms, loss of hydrophobicity
is the main cause of the decrease of PEMFC performance. High current density has the most impact
on the degradation of GDL during battery operation [28]. Finally, it is very difficult to distinguish
between GDL and membrane degradation. [29].
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1.4 Magnetic field and current density inside PEMFC

The distribution of current density within the fuel cell can provide important information about the
health of the cell. Bio-Savart’s law clearly shows the proportional relationship between the current and
the magnetic field produced, so the evaluation of the magnetic field produced can also give important
information about the health of the cell. The analysis of the current distribution can be done by a direct
method, such as the immediate measurement of the current flow using current sensors inside the cell,
which is an invasive technique, or the indirect method that measures the magnetic field produced from
the internal current density, , which is a non-invasive technique.

1.4.1 Current distribution measurement techniques

As a rule, the measurement technique (MAPPING) of the current density flow inside the fuel cell
is mainly invasive technique. In this method, the fuel cell component like bipolar plates and MEA
involves several modifications. The main configurations for method utilize a segmented and non-
segmented fuel cell. In a segmented cell approach, current collectors are mainly segmented to create
a collecting terminals for the local current measurements [30] of a single cell or the final cell located
at the end of the stack, see Fig(1.3).

Figure 1.3: Segmented Cell [30]

Segmentation can be avoided in systems by using the sensor plate printed circuit board (PCB).
This technology is widely used with non-segmented [31] and segmented [32] bipolar plates, see
Fig(1.4). In addition, [32] studies three different local current distributions (co-flow, counter-flow,
cross-flow) of several physical parameters such as stoichiometric air/hydrogen ratio, cell pressure,
cell temperature and relative humidity. It was found that the counter-flow of the local current distribu-
tion gives an optimal performance of the cell compared to the other flows that lead to a larger variation
of the local current under the effect of the variations of the physical parameters. For example, Fig(1.5)
shows the three flows under the effect of pressure variation.
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(a)

(b)

Figure 1.4: (a) Non-Segmented Bipolar Plate (BP) [31], (b) segmented Bipolar Plate [32]

Moreover, current density distribution (CDD) can be determined using the PCB technology un-
der several cell performances, like rapid cold start [33], effect of micro porous layer [34], and low
temperature shunt resistors [35].
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(a) (b)

(c)

Figure 1.5: Pressure variation on a single fuel cell for (a) Counter-flow (b) Co-flow (c) Cross-flow
[32]

1.4.2 Magnetic field measurement techniques

The mapping of the current distribution inside a fuel cell can be inversely calculated by measurements
of the magnetic field inside or outside the cell. In general, the magnetic measurement technique is
mainly non-invasive. This indirect method can be classified into two categories: internal and external
magnetic measurements.

1.4.2.1 Inside magnetic measurements

This study focuses on the analysis of current density flow using a magnetic probe. The magnetic field
device is located inside the cooling holes of the fuel cell so that the electrical behavior of the cell is
not affected. Due to the lack of contact between the grid circuit and the fuel cell, the internal magnetic
measurement technique Fig(1.6) has the advantage over the segmented and non-segmented cell.
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Figure 1.6: Magnetic sensor probe inside cooling holes of the fuel cell [36]

1.4.2.2 Outside magnetic measurements

This technique (magnetotomography) uses the external magnetic field produced by the internal current
flow density inside the fuel cell. A series of studies have been carried out on this technique because
of its high accuracy and lesser side effects on the fuel cell operation compared to other techniques.
The first magnetotomography technique was presented in [37] when a three-axis magnetic sensor is
installed in a moving robotic arm. Moreover, Fig(1.7) shows another method to verify the current
distribution from the external magnetic field using a hall sensor and Magneto-Impedance (MI) at 121
points around the stack. These tools solves the problem of current mapping but still suffers from
the computational time required for acquisition. Increasingly, interest in improving this technique
has grown and in [38], an optimized problem is solved by minimizing the difference between the
magnetic field produced by the stack and that produced by the ground and random combinations of
current density.

Figure 1.7: Schematic view of measuring magnetic field [39]
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Current density mapping using magnetotomography technique can be classified into two cate-
gories: 2D and 3D current mapping. In the 2D mapping expresses the local fault while the 3D
expresses the global fault. The 2D mapping expresses the local fault adopted based on the consistent
current across its main direction. On another hand, the 3D current mapping expresses the global cur-
rent fault created based on a heterogeneous current flow across its main axis. For this heterogeneity,
[40] demonstrates two current flow methods applied on a 4 parts segmented stack Fig(1.8).

Figure 1.8: . Stack divided into four parts

The 2D duplicated method was explained by imposing a current density in each part of the stack.
However, the 3D method was described by imposing a vector potential for the electrical conductivity
of each part of the cell ( Bipolar Plates (BP), membrane electrolyte assembly (MEA)). Moreover, in
this study, the current is mapped based on the measured radial (Bu) and axial (Bw) external magnetic
field components. To improve the observation of the heterogeneous current distribution, the magnetic
sensors array was placed at three different positions of each part of the stack, see Fig(1.9).

Figure 1.9: Array location around the stack single part.

In Fig(1.10), The blue chart depicts the produced magnetic field components by the whole cur-
rent distribution and the red chart explains the magnetic field fabricated by each part using the 2D
duplicated method.
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(a)

(b)

Figure 1.10: (a) Radial and axial magnetic field for 2D current vectors and (b) its equivalence of a
sum of 3D current vectors using the 2D duplicated method.[40]

Similarly, Fig(1.11) demonstrates the locale and global generated external magnetic field using
the 3D method.

(a)

(b)

Figure 1.11: (a) Radial and axial magnetic field for 2D current vectors and (b) its equivalence of a
sum of 3D current vectors using the 3D method.[40]
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Therefore, from the results obtained, the external magnetic field generated by the 2D fault is
equivalent to the sum of the produced magnetic field fabricated by the 3D fault.

Furthermore, current distribution identification in fuel cell from external magnetic field measure-
ments is improved a lot by simplifying the measurement system and reducing the time computation.
In Fig(1.12), the presented approach requires a small number of sensors (30 sensors) are fixed around
the stack to enable instantaneous measurements in 1 min. This timing in this approach have the
advantage over the one presented in [37] since the internal state of health does not vary during 1
min compared to 15 min. However this approach solve complexity and time computation problem
but still suffer from localizing the fault position inside the stack. This is due to the fixed magnetic
measurements at a single sensors positions which gives a global signal about the fault image.

Figure 1.12: Magnetic measurements: stack (blue, red, and black) and sensors (yellow and
green)[41]

A step forward have been taken in [42] by adapting the previous approach into more localized
fault by proposing a 3D identification method. Fig(1.13) explains the 3D method used by locating
the 24 sensors array at 3 different positions around the stack. This approach over determined a 144
equations for a magnetic measurements ( number of sensors×three positions× Br, Ba), where Br is
the radial and Ba is the axial magnetic at each sensor level.

Figure 1.13: Sensors arrays locations around a fuel cell stack[42]
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1.4.3 Analysing current density and magnetic field distribution

In the previous sections 1.4.1 and 1.4.2, current mapping can be analysed directly through an invasive
and indirectly through non-invasive (Magnetotomography) techniques.

1.4.3.1 Direct Model

In this model the current is provided inside to produce the magnetic field outside the fuel cell. The di-
rect model is divided in two steps: first to compute the current flow by solving the electric conduction
problem. The second step is to compute the produced magnetic field around the fuel cell by solving
the magnetostatic problem.

1.4.3.1.1 Finite Volume Method (FVM)

First, current density conduction was demonstrated in the steady-state behaviour of the PEMFC
stack to investigate on one hand the material conductivity, electrical configuration and on another hand
the effect of contact resistance (anomalies) [43]. In this approach the model covers all the physical
phenomena that takes place in the MEA region (cathode, anode and membrane). Modeling the electri-
cal behaviour of the stack is performed by solving numerically the transport equation in a steady-state
current conduction with the electromotive force Eq.(1.1), in addition to considerations on the nonlin-
ear behavior of the material in order to expose the actual non linearity of the electrochemical behavior
of the PEMFC Eq.(1.2) by using the Finite Volume Method (FVM) [44]. The 3D microscopic distri-
bution of the current density in the stack was determined after applying the New-Raphson algorithm
to couple Eq.(1.1) and Eq.(1.2)

divσgradV − divσEm = 0 (1.1)

∆V (j) = Umo −Rsoj − A ln(
j

jeq
+ 1) (1.2)

where Em is the electromotive force, Umo is the Open Circuit Voltage (OCV) of one cell, Rso the
total resistance of MEA and A and jeq are fitted parameters that represent the over potential of the
electrochemical reaction.
Second, after analysing the current distribution in the MEA region the generated magnetic field around
the stack is then calculated using Biot Savart Law Eq.(1.3) for a static current distribution and when
there is no ferromagnetic material parts in the near environment.

B(r) =
µ0

4π

∫∫∫
Ω

j(rs)× (r − rs)

|r − rs|3
dΩs (1.3)

where B is the magnetic induction at point r, j is the current density at integration point rs, µ0 is the
permeability of the free space and Ω is the volume of the stack where current flows. To supply the
cell by a current, an electric circuit model should be coupled with the fuel cell.

1.4.3.1.2 Finite Element Method (FEM)

In this section, the electrokinetic problem is solved by the finite element method. This method
is mainly explained by 3 steps, geometry, mesh and physics. The geometry explains the elements
of the regions where the current density flows. The mesh discriminates these regions into a set of
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nodes so that j is conserved between two adjacent elements. In physics, the fundamental properties
of the materials needed to create the electrical circuit are defined. The formulations in [45] explain
the discrimination of the elements and how this approach is easily coupled with the external electric
circuit to obtain an accurate calculation of the external magnetic field. For this reason, the FEM is
preferred to the FVM presented in [41]. As in the FVM, once the electrokinetic problem is solved, the
current density distribution inside the stack is well known to perform the magnetic calculation using
equation (1.3).

1.4.3.2 Inverse Model

In this model, estimating the current density inside the stack is done through measuring the external
magnetic field. Assessing the current inside cannot be directly calculated, it requires an inverse of
Biot Savart law Eq.(1.3) which considered an ill post problem since it is very sensitive for noise.

1.4.3.2.1 Finite Volume Method (FVM)

Solving this problem by classical optimization problem is forbidden due to the high complexity
problem. So, in [41] a regularization technique was used to filter out the noise produced by the ill post
problem. This technique properly choose ϕP (current basis) and ψK (sensor projection) functions.
For a proper ϕP , a 2D duplicated method completed with 3D model Fig(1.14) were used to define
the current basis in a faulty condition in a limited length for the fuel cell (bipolar, membrane and end
plate).

(a)
(b)

Figure 1.14: Reconstructed current density. (a) With the 2D duplicated approach, (b) with the purely
3D approach

Moreover, for a proper ψK is performed by optimizing the magnetic sensor location around the
stack so that signal to noise ratio is minimum (SNR). The first solution of this regularized technique
is not unique, so S+ Eq.(1.4) should be truncated to keep only the singular values of S+ matrix
Fig(1.15).

J = S+B (1.4)
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Figure 1.15: Matrix spectrum obtained for the 2D duplicated method, the hatched part illustrates the
truncation level.[40]

1.4.3.2.2 Finite Element Method (FEM)

In the forward model, the electrokinetic model is solved by FEM to simulate the conductivity
faults in a fuel cell stack and obtain virtual measurements. In the second step, the external magnetic
field is used to reconstruct the internal current density distribution by obtaining the inverse discrim-
inated Biot Savart matrix S+ using singular value decomposition (SVD). In [45] a new model is
studied to create the approach in which the current flow deviation was studied considering the z-axis
as an original direction of current flow and the x-y axes are the directions where the current can de-
viate. For this reason, the current base and the magnetic field base are calculated. The current base
was calculated using the curl operator of the vector potential [45]. On the other hand, the magnetic
field basis was computed on 3 different positions around the stack instead of placing the sensor array
in the middle of the stack [41]. This approach guarantees the S+ matrix in a 3D domain.

1.4.4 Influence of degradations on current density distribution inside PEMFC

The in-homogeneous distribution of current inside a fuel cell is due to induced anomalies that can
affect the operating conditions of the cell. These anomalies can be classified into two categories:
local anomalies (flooding, resistivity) and global anomalies (drying, air stoichiometry).

1.4.4.1 Flooding anomaly

In this anomaly, the fault is localized at the cathode part leading to a local distribution due to the
diffusion of the water production from the cathode to the anode part. The variation of the fuel cell
temperature is proportional to the percentage of flooding. The approach [46] is based on the analysis
of the effect of flooding phenomena on the local current distribution. The figure (1.16) shows the
current density in a single cell as a function of the cell voltage under the effect of partial and complete
flooding. To summarize the flooding in a single cell, the process starts at the output region and then
deviates to the input region of the cell.
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(a)
(b)

Figure 1.16: Distribution of current with respect to a single cell voltage under (a) a partial flooding
(b) complete flooding [46]

1.4.4.2 Resistance anomaly

This anomaly directly affects the voltage inside the faulty cell and the current flow distribution due to
the Ohmic law. A non-uniform resistance of one of the cells inside the stack has been demonstrated
in[44]. This type of fault induces a voltage drop of the cell Fig(1.17a) in the faulty region and, due
to the cell-to-cell electrical coupling, the cell’s neighbors will also be affected. It is important to
note that the neighboring cell has a higher cell voltage near the defective region. This higher cell-
induced voltage accelerates the degradation process at the MEA. On the other hand, the conservation
of the current distribution before and after the defective operation leads to an increase in the current
distribution near the abnormal region Fig(1.17b).

(a) (b)

Figure 1.17: Cell voltage in V (a) current density in Acm−2 (b) in case of resistive anomalous [44]

1.4.4.3 Drying anomaly

This type of anomaly affects the faulty membrane, the faulty area is not bounded in a specific area
like the flooding and resistivity anomalies. The variation of the air stoichiometry creates two types of
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anomalies. A decrease in its value results in oxygen deprivation while an increase produces membrane
dehydration.

1.4.4.3.1 Oxygen starvation

This anomaly occurs when the air stoichiometry decreases on the cathode side. Fig (1.18) shows
the variation of the current density distribution as a function of the level of air stoichiometry drop.
This anomaly clearly shows an increase in the current density value near the air inlet, which means a
lower current density at the gas outlet due to the drop in air stoichiometry along the gas channel.

(a) (b)

(c) (d)

Figure 1.18: Reconstructed current density change from magnetic field measurement for air
stoichiometry ranging from 2 down to 1.7 (a), 1.5 (b), 1.3(c) and 1.15 (d) [43]

1.4.4.3.2 Membrane dehydration

This anomaly is directly affected by the increase in air stoichiometry see(Fig(1.19)), resulting in
a decrease in current near the air inlet and, conversely, an increase in current near the air outlet. The
behavior of the fuel cell membrane is due to the effect of strong water removal at the cell inlet and
hydration of the membrane along the gas channel on the cathode side.
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(a) (b)

(c) (d)

Figure 1.19: Reconstructed current density change from magnetic field measurement for air
stoichiometry ranging from 2 to 2.2 (a), 3 (b), 4 (c) and 4.5 (d) [43]

1.4.5 Measured variables used in diagnostic

Different variables that impact the operating conditions of the fuel cell can be taken into account in
a crucial way to establish a data-based diagnosis for a system. For PEMFC systems, cell voltage, air
pressure, cell temperature are considered regular values that can be easily measured. On the other
hand, more specific measurements have been used to obtain a useful variable for diagnosis.

1.4.5.1 Electric variables

Data-based diagnosis is based on regular measurements of the current density distribution, PEMFC
voltage, or cell voltages. A more specific measurement is to study the cell polarization curve that
relates the current density to the cell voltage to characterize the electrochemical performance of the
cell [47]. As shown in Fig(1.20), the output voltage of the cell decreases as the current density
increases, this is due to the different voltage losses (active, ohmic and concentration).
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Figure 1.20: Various voltage losses and polarization curve of an operating PEMFC. [1]

In addition, line scan voltammetry (LSV) is a special measurement method that provides diagnosis
based on cross-current and short-circuit resistance. Figure (1.21) shows an example of an LSV test
result obtained on a 3-cell stack [48].

Figure 1.21: LSV test result obtained on a 3-cell stack. [48]

1.4.5.2 Fluidic variables

Fluidic variables are based on regular measurements of temperature, pressure, flow and humidity.
These variables are generally used to diagnose degradations related to the operation of a system.

1.4.5.3 Magnetic field variables

Mapping the current density distribution from the external magnetic field measurements using the
indirect model allows the external magnetic field to be a significant variable in the data-driven diag-
nosis, so that the position of the aging and degradation within the cell membrane [41] or stack [42] is
identified.
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1.4.6 Conclusion

This chapter introduced the working principle of PEMFC, the composition of PEMFC cell and
PEMFC system. Then, the different types of failures on fuel cells and the art of diagnostic methods
were presented. These methods focus on monitoring the affected cell within the stack by a current
mapping analysis technique presented in an electrokinetic problem. Particular attention is paid to the
diagnostic technique which has the advantage of providing the necessary information without dis-
turbing the operation of the stack. This non-invasive diagnostic approach is discussed, and existing
challenges are listed.
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CHAPTER 2

MODELING OF PEMFC CURRENT

DISTRIBUTION AND MAGNETIC FIELD

If the current distribution within the MEA can be considered homogeneous in normal FC operation,
several faults like flooding, drying, reactant starvation or local membrane degradation generates a
heterogeneous specific current density distribution. Consequently, assessing the current density inside
the cell can provide important information about the health of the cell. Several invasive methods
for current density measurement have been discussed in the literature, but they still suffer of the
direct influence on the operation of the FC. Moreover, direct current distribution measurements are
implying also high costs. Therefore, analyzing the magnetic field generated around the operating
FC is important for the diagnostic process. As the source of this magnetic field is given by the
current distribution, such magnetic field allow to observe faults influence on the external magnetic
field around the FC. In this chapter, different 3D finite element models (FEM) have been presented to
model the current density distribution that can be generated by 2D and 3D conduction faults.

2.1 2D conduction fault Model

This model considers a typical PEMFC stack with a current density distribution. This approach
emulates the homogeneous/heterogeneous of the 2D current density flow within the active region of
the fuel cell using a 3D magnetostatic application model.

2.1.1 Geometry

The simplified geometry of the 2D stack emulator model is presented in Fig(2.1a). The length of the
emulator model is 200 mm divided in 16 equal parts (Z1 to Z16) emulates a homogeneous FC current
in a conductive zone having a transversal section about 100 cm2 (10×10 cm2) see Fig (2.1b).
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(a) (b)

Figure 2.1: Emulator dimensions (a) Emulator bars labeling (b)

2.1.2 Current distribution inside the model

Inside each bar the current density is considered homogeneous, so the total current IFC flowing
through the bars from the anode to cathode side is considered constant. In the normal model op-
erating condition, the current density distribution between the bars are considered homogeneous. On
another hand, Fig (2.2) shows the inhomogeneity current density distribution that can be explained
by different operating problems like hot spot, degradation of the membrane, non-homogeneity of the
hydration of the electrolyte membrane, etc.

Figure 2.2: Heterogeneous 2D current flow distribution

2.1.3 Magnetostatic Application

Considering the conductive volume presented in the geometry , a magnetostatic formulation is used
to compute B and H in the study domain around the FC emulator. The magnetic field is created
from the DC current flow inside the conducting non-magnetic medium. Some quantities such as the
distribution of the magnetic field strength (H), the magnetic flux density (B), which describes the
magnetostatic problem in the 3D FEM solver, cover the following elements.
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➤ Boundaries of the studied domain

The boundary condition is defined by a boundaries or frontiers which explains magnetic potential
of the domain. These conditions uses even the infinite box with null magnetic potential at infinity or
by symmetries which define the magnetic field at the geometry borders if they are normal or tangential
magnetic field. In our model the boundary conditions are defined by a symmetrical default tangential
magnetic field.

➤ Material description of the media

Material media are modeled by material regions. These regions are explained by there physical
properties of the medium Tab(2.1)

Table 2.1: Physical properties of the medium

A region Physical Property
Air or Vacuum µr = 1

Magnetic non Conducting Hard or soft material (µr > 1)
Coil Conductor Conducting with source non magnetic (µr = 1)

In our model, the air region is defined between the conducting medium and the boundary con-
dition frontiers. On the other hand, the coil conductor defines the conductive medium where the
current density flows inside each bar of the emulator. In addition, the non-conductive magnetic region
explains the ferromagnetic circuit analyzer which will be explained in the following chapters.

➤ Sources description

Magnetic and electric types of sources such as permanent magnets, direct electric current and im-
posed magnetic flux can be used in the magnetostatic application. In our approach, the electric current
source DC was considered as a conductive coil type electric current providing a continuous uniform
distribution of current density flux inside the emulator bars. The current density flux J generated
in the conductive region of the model is considered to be homogeneously distributed in the healthy
operating condition of the model. The generated magnetic field is modeled based on steady-state
magnetostatic formulations, including Gauss’s law for magnetic flux Eq(2.1) and Ampere’s theorem
Eq(2.2). Furthermore, Eq(2.3) considers the flux density proportional to the magnetic field as a func-
tion of the influence of the magnetization of the material that creates the region. Further still, Eq(2.4)
presents the boundary condition equation to ensure the uniqueness of the magnetic field calculation
in the domain (an external box ΓB, on which it can be considered that no magnetic flux line passing
through).

div(B) = 0 (2.1)

curl(H) = J (2.2)

B = µ0µrH (2.3)

B.n = 0 on ΓB (2.4)
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2.1.4 Ferromagnetic circuit analyzer brief description

The previous design [49] has the characteristics of a 142 × 142 mm ferromagnetic analyzer. This
geometry still suffers from the problem of experimental adaptation on a 140 × 140 mm PEMFC in
addition to the dimensions of the stack current collectors that can touch the analyzer. Therefore, in
our approach the size of the analyzer increases from 142× 142 mm to 160× 160 mm (see Fig(2.3a)),
where L1 = 24 mm and L2 = 40 mm. This facilitates the implementation of the analyzer around
the 140 × 140 mm PEMFC stack without touching the current collectors of the stack. Furthermore,
in our approach, the previous analyzer model has been improved with respect to the sensor air gap
area (see Fig(2.3b)).These modifications reduces the implementation of experimental complexity for
sensors inside the analyzer.

(a) (b)

Figure 2.3: Updated circuit analyzer (a) sensor air gap, and (b) dimensions with sensors distribution

2.1.5 Numerical and Experimental results

This model explains the homogeneous and heterogeneous 2D current density flow inside the PEMFC.
Thus, regardless of the position of the circuit analyzer around this emulator model, the magnetic field
measurement by the magnetic sensors will read the same value. In order to express the homogeneous
current distribution (normal operation), each bar of the emulator is supplied with 4.375 A to obtain
an overall current of 70 A. On the other hand, the heterogeneous distribution (faulty operation) is
explained by blocking the current flow through the bars (Z1, Z5, Z9, Z13) Fig (2.1b) and based on
the conservation law of current flow, the remaining normal bars are supplied with 5.833 A to keep the
overall current flow equal to 70 A. The external magnetic field generated by the two current density
behaviors is measured by the magnetic sensors positioned clockwise with respect to the fault position
inside the emulator, see Fig(2.3)).

2.1.5.1 Numerical results

After explaining the 2D fuel cell emulator model, the external magnetic field is computed using the
ferromagnetic circuit analyzer in normal and faulty emulator operation conditions. Fig(2.4) demon-
strates the magnetic field distribution inside the circuit analyzer and the current distribution inside the
emulator in both operation conditions.
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(a)

(b)

Figure 2.4: Current distribution inside the emulator with the magnetic field inside the circuit
analyzer in both model operation conditions (a) Normal and (b) faulty

Moreover, to illustrate the influence of the circuit analyzer, the magnetic field difference results
between both emulator operations at the magnetic sensors level have been presented in Fig(2.5),
where Fig(2.5a) and Fig(2.5b) shows the normal and faulty operations conditions with and without
the ferromagnetic circuit analyzer.
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(a)

(b)

Figure 2.5: Normal and faulty 2D emulator behaviors (a) with and (b) without circuit analyzer

The magnetostatic analysis shows that the use of the ferromagnetic circuit improves the distri-
bution of the magnetic field produced by the stack operation. The opposite behavior of the sensors
between Fig(2.5a) and Fig(2.5b) are due to the different locations of the sensors near distinct volumes
of the ferromagnetic material parts. Moreover, Figure (2.6) shows the sensors distribution with and
without circuit analyzer around the FC stack. Now based on Ampere’s law in current carrying con-
ductor, Eq.(2.5) shows the inversely proportional relation between the measured magnetic vector B
at specific sensor and the distance d between the current density vector I at point C Fig(2.6) and the
sensor position in case no circuit analyzer is used. In Fig(2.6) the magnetic measurement at S1 is
lower than S2, this is due to the distance variation between the two sensors so that d1 in Eq.(2.6) is
lower than d2 Eq.(2.7).
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Figure 2.6: Sensors distribution around the FC stack.

On another hand, measuring the magnetic field using the circuit analyzer will inversely affect the
magnetic sensors so that the sensors located near the center side of the analyzer (S2, S3) Fig(2.3a) read
a lower magnetic value compared to (S1, S4) located near the edges of the analyzer. This phenomenon
is due to the presence of the ferromagnetic material (Ni-Fe family) of a bigger volume near (S1, S4)
compared to (S2, S3).

B =
µ0I

2πd
(2.5)

d1 =
a

cos(β)
(2.6)

d2 =
a

cos(α)
(2.7)

After explaining the circuit analyzer effect on the FC stack external magnetic field measurements,
Fig(2.7a) shows a 10 times higher magnetic field difference ∆B=Bnormal-BFault between the two
stack operating conditions using the circuit analyzer compared to the ∆B produced without using the
analyzer (see Figure (2.7b)). The fabricated ∆B decreases the influence of the environmental effect
on the magnetic sensors. This phenomenon is only possible when the normal and faulty FC states are
measured in the same environment. The positive ∆B is explained by the drop of the magnetic field
for the sensors located close to the conduction fault in which the current is 0 A and the negative ∆B
values are obtained for the sensors close to the normal part of the active zone. Therefore, in addition
to the external magnetic field amplification in both FC stack operation, the circuit analyzer enhances
the magnetic field difference ∆B used for FC stack diagnostic process.
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(a)

(b)

Figure 2.7: Produced ∆B (a) with and (b) without circuit analyzer

2.1.5.2 Experimental results

As the effect of the circuit analyzer on ∆B is explained numerically, the experimental test bench is
created to hold the ferromagnetic circuit analyzer around the FC stack emulator Fig(2.8).

Figure 2.8: 2D emulator experimental test bench
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This emulator consists of 16 aluminum bars controlled by a power source to generate the cur-
rent density flowing through the bars. On another hand, the 16 output voltages proportional to the
magnetic field magnitude measured by the sensors, are collected by a National Instrument NI 9205
data acquisition system and LabView software. This data acquisition provides 32 analog inputs with
an input ADC (Analog to Digital Converter) resolution of 16 bits. The normal behavior of the FC
stack was emulated by a homogeneous distribution of the current among the 16 bars while the faulty
operation was emulated by reducing the conductive area by 25% by blocking the current flow through
(Z1, Z5, Z9, Z13) bars Fig (2.1b), similar to the fault used in the simulated model. To detect the
position of the fault, it is necessary to calculate ∆B at the Hall effect sensors. Figure (2.9a) shows the
magnetic field distribution calculated in the two operating conditions of the model. Further, the faulty
area is detected by presenting ∆B (see Fig(2.9b)). Finally, to prove the effectiveness of the model,
figure (2.9b) shows the closeness of ∆B values between numerical and experimental results.

(a)

(b)

Figure 2.9: Experimental validation for (a) both FC stack emulator operation conditions (Normal,
Faulty), (b) ∆B compared with the simulated

2.2 3D Passivized PEMFC Model

This model considers a typical PEMFC cell with a current distribution of 70 A. This approach em-
ulates the homogeneity/heterogeneity of the 3D current density flow inside all the plates of the fuel
cell using a 3D Transient magnetostatic application model.
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2.2.1 Geometry

Due to the high resistivity (low conductivity) of the membrane of a FC, our approach was explained
by a passivated cell considering that the anodic and cathodic bipolar plates are separated by two
GDLs instead of the MEA. The geometrical dimension of each plate inside the stack is presented in
Fig(2.10).

Figure 2.10: Passivized fuel cell dimensions and specifications

2.2.2 Transient Magnetostatic Application

The transient magnetostatic application allows to study the magnetic field created as a function of
time. The magnetic field produced is due to a variable current density flow inside the model. This
application can be applied to different types of devices. In 3D modeling, the interest is to produce
a current flow distribution inside the model by using a circuit coupling to provide current between
the two end plates of the model. The description of the model in a transient magnetic application
follows the same steps as magnetostatics, but with some modifications with respect to the description
of materials, conducting media, and source providers.

2.2.2.1 Material description

For the material, a solid coil conductor region is considered in addition to the regions defined in the
Tab(2.1), this region is physically explained by a magnetic permeability µr and a resistivity ρ. Since
the proposed model consists of a set of plates, each with a specific resistivity, then each plate is defined
as a solid coil conducting region.

2.2.2.2 Conducting media description

The current density distribution in the transient magnetic application is not uniform compared to the
magnetostatic application. This is due to the presence of a skin effect in the conductors used. In this
approach, the conductor presented is an active conductor in order to directly feed the model defined
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by a solid conductor in a coil by a current source Fig(2.11a). To analyze the current density inside
the FC stack, an electric conduction FEM model supplied by a current source has been implemented
as shown in Fig(2.11b). In this model, the geometry and the structure of a passivized FC have been
used. The physical properties, such as the resistivity of the BP and End Plates (EP), are the same as
for the FC materials.

(a)

(b)

Figure 2.11: (a) Transient Magnetic application electric circuit, (b) Equivalent electric circuit of the
passivated FC stack

2.2.2.3 Coupled Electric conduction and Magnetic formulations

The numerical model of the FC emulator conductive domain is coupled in a circuit with a current
source to compute the magnetic flux density distribution B inside and around the conductive domain.
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Figure 2.12: Finite element model with boundary conditions

A cylindrical domain has been considered around the FC emulator and external to the magnetic
circuit analyzer (see Fig(2.12)). To solve the problem using the FE (Finite Element) method, on the
domain borders, two boundary conditions were specified: tangent magnetic field and normal electric
field.
A 3D FEM formulation based on magnetic scalar potential, included in Altair Flux software, has been
chosen to solve the coupled electric conduction and magnetic equations. As shown in [50], magnetic
scalar has good performance for solving problems containing nonlinear massive conductors coupled
with circuit equations. Therefore, this method is adapted as we consider 3D conduction defaults
included in the conductive domain of the FC emulator.

2.3 A FC realistic 3D current density emulator

The main concept of this model represents a 3D current density emulator model of a FC powered by
a current source. This emulator reproduces an equivalent current distribution in a geometric domain
similar to the current distribution inside a FC during steady state operation.

2.3.1 FC structure and electrochemical consideration

A hydrogen fuel cell generates electrical energy from a redox reaction between hydrogen and oxygen.
In the case of a PEMFC (Proton Exchange Membrane Fuel Cell), the electrolyte is a solid polymer al-
lowing the protons mobility. The structure of a PEM single cell is shown in Fig(2.13a): the anode and
cathode bipolar plates (1) separated by a membrane electrolyte assembly (MEA). MEA is structured
in five layers: the polymer electrolyte membrane (2), two thin conductive catalyst/electrode layers in
direct contact with each side of the electrolyte membrane (3) and two porous conductive gas diffu-
sion layers (GDL) ensuring the distribution of gas reactants at the catalyst/electrode level (4). The
GDL also forms an electrical connection between the electrodes and the bipolar plates [44]. Bipolar
plates design includes gas channels to supply gas reactants at the anode and cathode side. As shown in
Fig(2.13b), the hydrogen is oxidized at the anode electrode and releasesH+ ions that migrate through
the electrolyte membrane. At the cathode, the oxygen is reduced and combines withH+ ions forming
water. Water is therefore a by-product of the redox reaction. Besides electrical energy, it is worth
mentioning that thermal power is also generated by this exothermic reaction.
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In a FC stack, multiple single cells are packed in series, to increase the global voltage. The FC stack is
bounded by two conductive plates used also to connect the FC stack with the external electric circuit.

(a)

(b)

Figure 2.13: FC structure (a) with the electro-chemical representation (b)

At the level of each single cell, an electrochemical model provides the relationship between the
voltage and the global current density at the cell membrane level, V = f(J). This relationship, that
can lead to the representation of a polarization curve Fig(2.14), depends on many physical parameters
like pressure, temperature, gas stoichiometry, and humidity. This voltage-current density dependency
is explained by Eq.(2.8) in literature [5].

v(J) = Erev − vact − vohm − vcon (2.8)

In Eq.(2.8) Erev represents the reversible voltage given by Nernst equation, depending on cell
temperature and on the reactant’s partial pressures, vact the activation drop voltage caused by slow
reaction at the electrode surface level [5], usually approximated by Tafel equation Eq.(2.9).
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Figure 2.14: FC polarization curve. The dotted red lines indicate the limits of Vinvmin
, Erev, and Jmax

vact =
RT

2Fα
ln(

J

J0
) (2.9)

Where α is the charge transfer coefficient, R the universal gas constant, T the cell temperature, J0
the exchange current density at which the over voltage begins to move from zero and F the Faraday
constant.

vohmic, the ohmic voltage drop can be expressed in Eq.(2.10) where ρm is the specific ionic resis-
tivity of the membrane, ρGDL the GDL resistivity, tm and tGDL represent the membrane and the GDL
thickness.

vohmic = J(tm.ρm + 2.tGDL.ρGDL) (2.10)

vcon, the concentration voltage drop Eq.(2.11) in [5] results from the reduction of concentration of
the reactants on the electrodes. The influence of vcon can be observed in Fig(2.14) when the current
density J is close to the maximum value Jmax causing a failure in the transport of enough reactant to
the electrode surface.

vcon =
RT

2Fα
ln(1− J

Jmax

) (2.11)

Inside the FC, at the level of the MEA, the current flow is ensured by the electrons flow at the level
of the conductive GDL and by the hydrogen ions flow inside the membrane electrolyte. Electron-
ion exchange occurs at the electrodes (catalyst layers) level. The electrolyte membrane, coated by
electrodes, is covered by a GDL on both sides as shown in Fig(2.13a).

If ρGDL can be considered constant, the ionic resistivity of the membrane ρm depends on the cur-
rent density, temperature and membrane hydration. In Fig(2.14) the dependence V = f(J) has been
obtained from Eq.(2.8) to Eq.(2.11) using the parameters presented in Table(2.2) given by experimen-
tal study presented in [51].

Table 2.2: Main parameters for the polarization curve [51]

Erev(V ) Jmax(A/cm
2) J0(A/cm2) T (◦C) α

1.25 1.4 8.8× 10−8 60 0.5

36



Another electrochemical aspect considered in this analysis consists in the impossibility of an in-
verse current density at the level of the electrolyte membrane, even for a fault zone of the electrolyte
membrane producing a lower reversible voltage than the overall cell voltage. As shown in Fig(2.14),
a reverse current in the electrolyte assumes a voltage between the electrodes of the cell,Vinvmin

, ex-
ceeding the activation losses in addition to the reversible voltage, which is not possible. For example,
in the conditions mentioned in Tab(1), even for a very low current density value Vinvmin

= 1.5(V ).

2.3.2 Current density distribution inside the real FC and the proposed emulator

The aim of this work would be to be able to diagnose a sampled selection of fuel cell stacks coming out
of a production line, reducing therefore time-to-market times for fuel cell manufacturers. Before being
able to consider the evaluation of the proposed diagnosis methodology on actual fuel cell stacks, it is
to generate a current distribution current distribution similar to FC in a similar geometry and structure,
in a passivated device powered by an external current source. Fig(2.15) illustrates the homogeneous
and heterogeneous current density distribution that can arise in the PEMFC stack. Since the current
density distribution is directly related to the ionic flux inside the fuel cell electrolyte, its evaluation
gives important information about the health of the cell. The distribution of this current density over
the surface of the fuel cell has attracted the interest of many fuel cell designers. In this approach, the
current flow distribution inside a real PEMFC and our passivated FC emulator is presented.

(a)

(b)

Figure 2.15: Homogeneous and heterogeneous current density distribution in both (a) Normal and
(b) Faulty stack operation conditions

2.3.2.1 Inside a real PEMFC stack

In Fig(2.16a), the electrolyte surface of the cell discretized into n elements explains the heterogeneous
distribution of current flow due to the difference in conductivity on the electrolyte surface. For each
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surface element i, an equivalent circuit (see Fig(2.16b)) corresponds to the equation (2.8) which ex-
plains the polarization curve of the fuel cell is associated with the series connection of the three parts
of the resistive curve with one linear (Ohmic) and two non-linear (active, conduction) resistivities.

Even if there is a significant voltage drop between the operating conditions of the fuel cell, the
conduction of a reverse current is not possible. Then, only a positive current density is possible at the
electrolyte membrane, for each surface element, a diode was also added in the equivalent electrical
circuit of the MEA. To analyze the current for n surface elements of the FC, once we can observe two
situations in Fig(2.16b) circuit:

• If Erevi < Vcell then Ii = 0 which can be equivalent with a very high resistivity of Reqi =
Racti +Rohmi

+Rconi

• If Erevi > Vcell then Ii > 0

In the FC circuit Fig(2.16a) the current I1, I2, . . . , In can be expressed by:

Ii =


Erevi − Vcell

Racti +Rconi
+Rohmi

, if Erevi > Vcell

0, if Erevi ≤ Vcell

(a) (b)

Figure 2.16: Descretized current density corresponding to n surface elements at the electrolyte level
(a) electric circuit representation for the current density distribution inside real FC (b)

2.3.2.2 Inside the 3D emulator model

As the currents I1, I2, . . . , In have the same direction, identical values can be obtained in the equiva-
lent circuit presented in Fig(2.17) by passivizing the cell model given in Fig(2.16b).

38



Figure 2.17: Passivized FC Electric circuit

This model keeps resistive components multiplied by a corrective constants k1, k2, . . . , kn. These
factors can be obtained using the FC circuit and the passivized circuit.

Identical current values can be obtained in the passivized FC emulator Fig(2.17) circuit after
expressing the corrective constant ki by:

ki =


∆Veq(normal)

Erevi − Vcell
, if Erevi > Vcell

∞, if Erevi < Vcell

Where ∆Veq(normal) is the supplying voltage source that can be considered by the difference be-
tween the cell reversible voltage and the considered value of the cell given in Eq.(2.12), when Tem-
perature (T ) and Pressure (P ) are considered at a homogeneous value for the part of the cell in normal
operation.

∆Veq(J) = Erev(T, P )− Vcell(J) (2.12)

Creating a simplified current density distribution, similar to that inside actual FC, makes it easier to
study the magnetic field generated by the PC, and implicitly by the FC operation.

2.3.2.3 Electric conduction problem of the passivized FC

In this model, the geometry and the structure of a passivized FC has been used. The physical proper-
ties such as the resistivity of the BP and EP are the same as for the FC materials. Two approaches have
been used to analyze the current density distribution inside the FC emulator: a realistic FC behavior,
and a simplified FC behavior.
A realistic behavior is obtained by using the electric field characteristics at the membrane level. E(J)
computed by Eq.(2.13) ,where ∆Veq(J) characteristics is given by Eq.(2.12) to obtain the non-linear
active area behavior represented in Fig(2.18) where dmem [51] is the membrane thickness and satisfies
Eq.(2.13).

E(J) =
∆Veq(J)

dmem

(2.13)
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Figure 2.18: Membrane electric field characteristics of the realistic and simplified emulator

In the simplified approach, a linearized E(J) is considered by the means of an average resistivity
MEA presented in [51] as shown in Fig(2.18) . In this paper, the simplified model is explained by
the Passivized Cell PC where the active area is considered by only two GDLs. This GDL resistivity
has been computed depending on an experimental test done which measures ∆Vnormal between two
BP after supplying our emulator with 70 A to calculate after that ρGDL using ohms law and equation
Eq.(2.14) respectively.

R = ρGDL
tGDL

AGDL

(2.14)

Where tGDL is the GDL thickness and AGDL is the surface area of the GDL.
Table(2.3) represents the main physical and geometric features of the emulator as well as for the
ferromagnetic circuit analyzer. The value of the µrFerro

= 741, has been measured experimentally for
very low magnitude of the flux density , lower than 10 (mT).

Table 2.3: Features of the FC stack emulator and ferromagnetic analyzer

Plates Materials Resistivity (Ω.m) µr Dimension (mm2) Thickness (mm)
End plate Aluminium 2.65× 10−8 [52] 1 140× 140 30

Bipolar Plate Graphite 3× 10−5 [52] 1 140× 140 2

GDL Carbon cloth
Normal:

6.0571× 10−3 1 100× 100 0.5

Fault:
Insulator Infinite

Ferromagnetic Ni-Fe Family ___ 741 160× 160 3

To prove the effectiveness of the simplified emulator, the next paragraph will analyze and compare
simulation and experimental results. For experimental and simulation results, the difference between
the external magnetic field obtained for different behaviors of the emulator, in normal and faulty oper-
ating conditions, was evaluated. These measurements are performed with the ferromagnetic analyzer
at different positions around the emulator through the 5-cell fuel cell stack Fig(2.19).
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Figure 2.19: Different analyzer positions across z-axis

2.4 Experimental and numerical modeling results

Based on the electrochemical characterizations and the current density distribution inside the FC, this
section presents the experimental measurements of the external magnetic field used for the diagnostics
of the passivated FC model. The experimental results were compared with the simulation results to
validate the effectiveness of the used diagnostic method.

2.4.1 Experimental setup and results

In order to obtain a current distribution comparable to that inside the FC volume, Fig(2.20a) presents
the test bench created in order to hold the ferromagnetic analyzer around the simplified emulator
which have a similar geometry and structure as an actual FC stack. This emulator consists of a
passivized PEMFC stack of 5 cells connected with two copper bars at both end plates levels (see
Fig(2.20b)). These bars are used to supply the emulator by Istack = 70 A.

(a) (b)

Figure 2.20: Passivized FC (a) test bench, (b) FC stack emulator and magnetic analyzer

In this experiment, the conduction fault covering 25% of the third cell active area is realized by
three polyethylene insulator foil positioned to the left of the GDL of the third cell of the stack. These
insulators have been inserted at the front, middle and back of the two GDLs to ensure that the current
will not flow through this faulty area (see Fig(2.21c,2.21d)).
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(a) (b)

(c) (d)

Figure 2.21: (a) Active area with the fault type, (b) circuit analyzer with sensors, (c) difference
between µi and µmax for soft magnetic materials [53], and (d) characterization of the ferromagnetic

material used in the analyzer.

One important aspect to model the magnetic field analyzer was to take into consideration the spe-
cific magnetic behavior of a soft ferromagnetic material, especially for a low magnitude of the internal
magnetic field intensity. As shown in Figure(2.21c) [53], the initial permeability, µi, at the origin of
the hysteresis loop is smaller than the maximum permeability value, µmax, attained for a slightly
larger intensity of the magnetic field. Therefore, the real characteristic of the mumetal material com-
posing the ferromagnetic circuit of the analyzer has been experimentally characterized, by measuring
the magnetic flux density in the airgap of a toroidal core, with a helical winding. The obtained charac-
teristic B(H) shown in Figure(2.21d) has been realized for a very low magnitude of the flux density,
lower than 10mT , which is in the range of the magnetic analyzer measurements. In this interval, the
B(H) can be considered linear B = µ0µrH with an average value of the relative permeability µrFerro

= 741, much lower than the maximum value of the mumetal relative permeability catalog value µmax

= 105.
Using the ferromagnetic analyzer presented in 2.1.4, this magnetic analyzer is placed at three different
positions, around cell 2, cell 3 and cell 4 (see Fig(2.19)) to measure the external magnetic field gener-
ated. This analyzer is based on a high permeability material, Mu-metal ferromagnetic which is a soft
material nickel-iron alloy with 16 non-magnetic air gaps in which the linear Hall effect (SS94A1F-
type) sensors are inserted. This type of sensors is characterized by an output voltage 4 V at zero
magnetic flux density with a high sensitivity of 25 mV/G. The 16 output voltages proportional to the
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magnetic field magnitude measured by the sensors, are collected by a National Instrument NI 9205
data acquisition system and Lab-VIEW software. This data acquisition provides 32 analog inputs
with an input ADC (Analog to Digital Converter) resolution of 16 bits. The experimental measure-
ments recorded the magnetic field magnitude measured by the magnetic sensorsB = [B1, B2, ..., B16]
placed in the ferromagnetic analyzer air gap.
The stack was powered by a power source controlled at EP levels to ensure an overall stack cur-
rent of 70 A. Magnetic field measurements are performed in both operating modes for the em-
ulator, the normal behavior as BNormal = [BN1, BN2, ..., BN16] and conduction fault behavior as
BFault = [BF1, BF2, ..., BF16] at the different analyzer positions. Fig(2.22a) represents the magnetic
field magnitude of the passivized stack behavior under normal and faulty conditions when the ferro-
magnetic analyzer is around the affected cell (Position 3). In order to test the change in the internal J
between normal and faulty operation, ∆B = BNormal −BFault must be analyzed.

(a)

(b)

Figure 2.22: Experimental representation for (a) normal and fault emulator, (b) 3D ∆B

2.4.2 Numerical modeling and results

Based on the experimental findings, the numerical model is developed to justify the 3D fault detection
using. During the faulty conditions, the external field is measured with different analyzer positions,
around cell 2, cell 3 and cell 4. Subsequently, the experimental result of ∆B is fairly compared with
the simulation when the circuit analyzer is around cell 3 to highlight the accuracy of the proposed
emulator. This numerical model is based on the strong coupling between the electrical conduction
application that solves the current density flow inside the FC emulator and the magnetic application
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that calculates the internal and external magnetic field generated from the internal current density flow
in the emulator domain.

2.4.2.1 Fault cell detection using 3D magnetic field measurements

In this section, a fault of the simplified model like the one explained in experimental section has
been used by considering an affecting 25% of the left active area of the third cell in the stack (see
Fig(2.23a)) , and a ferromagnetic analyzer around the stack with 16 air-gap to attach the magnetic
sensors, to measure the external magnetic field around each cell Fig(2.21d) across different z-axis
positions Fig(2.19). The fault was considered as an insulator to block the current flow through the
affected part of the active area. This fault may affect neighboring cells (cell 2 and cell 4) due to the
short distance between these cells and the position of the fault, resulting in a more heterogeneous
current density within these cells compared to the other cells (see Fig(2.23b)) .

(a)

(b)

Figure 2.23: Fault design in (a) 3rd cell and its effect on the current density distribution on the
neighbors cells (b) 2nd and 4th cells.

In this study, Fig(2.24a) illustrates the magnetic fields obtained in simulation with explains the
simplified model in the two behaviors of the emulator, normal and faulty. Furthermore, the ∆B result
of comparing the simulation (simplified and realistic) and experimental at Position 3 Fig(2.19) of the
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circuit analyzer is presented in Fig(2.24b). We can observe that ∆B has a similar shape between
simulations and the experimental emulator.

(a)

(b)

Figure 2.24: Passivized FC model (a) numerical Normal and Faulty operation condition and the ∆B

simulation (simplified and realistic) and experimental at the level of the 3rd cell

The positive ∆B represents the magnetic field drop for the sensors located near the fault line zone,
where the current in the affected part drops, resulting an increase in the current density flux producing
a negative ∆B in the remaining unaffected part. On another hand, the multivariate observations
between different analyzer positions are given by a vector of ∆Bs measured by the magnetic sensors
in both emulator behaviors and the Euclidean distance exposed in Eq.(2.15), where ns = 16, the
number of the magnetic sensors inside the analyzer.

E =

√√√√ ns∑
i=1

(∆Bsi)
2 (2.15)

The experimental and simulated 3D magnetic field faulty detection for E experimental and E
simulated are presented in Fig(2.25a) and Fig(2.25b) respectively. The maximum value of the average
E is around the fault position (cell 3) in both simulated and experimental results, and starts to decrease
at the near the affected neighbor cells which become far from the position of the fault. This is due to
the current drop in the fault region at the third cell which affects also the flow of the current inside the
near cells.
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(a)

(b)

Figure 2.25: Passivized FC model 3D fault detection (a) experimentally measured and (b)
numerically proved.

2.5 3D aluminium bar PEMFC model

Based on the real current density flow inside PEMFC stack, the proposed emulator explains a 3D
current density within 100cm2 active cell surface area of the stack. The FC emulator was explained
by two aluminum bars of , the first one was considered as uniform Fig (2.26a), which expresses the
normal behavior of the active area of the FC stack, while the second bar is to explain the faulty FC
stack by cutting 25% of the width of the aluminum bar in the middle of the emulator through the
z-axis Fig (2.26b).
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(a)

(b)

Figure 2.26: Finite Element Simulation (FES) aluminium bar model in (a) Normal, (b) Faulty states.

2.5.1 Current flow behavior inside the proposed emulator

As the local current is directly related to several physical and geometrical parameters of the FC, its
evaluation can give significant information on the health status of the FC. A non-homogeneous distri-
bution of the current density of a FC can be the cause of various operating problems such as membrane
degradation, non-homogeneity of hydrogen in the electrolyte and clogging of the gas channels. In our
study, to emulate the homogeneity/heterogeneity of the current distribution, a constant total current
equal to IAL−BAR = 70A is supplied to the aluminum bar in normal and faulty bar behavior. In the
normal situation, the current density inside this bar is considered to be homogeneous Fig (2.27a). On
the other hand, the heterogeneous current distribution in the faulty condition was explained by cutting
25% of the width of the aluminum bar to create an air gap that generates a small deviation of the
current flow along the z-axis.

2.5.2 Numerical measurements

In this model, using the square analyzer design, the external magnetic field produced by the current
flow Fig(2.27) in both model operating conditions. First, the circuit analyzer was positioned around
the fault level. Then, a 3D magnetic fault detection was applied by moving the analyzer to different
positions along the length of the aluminum bar.
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(a)

(b)

Figure 2.27: FES Homogeneous and heterogeneous current flow inside (a) Normal and (b) Faulty
emulator bar behaviors.

To prove how much the magnetic sensors inside the circuit analyzer designs are accurate in de-
tecting the current flow deviation presented in Fig(2.27), first, it is important to make a 2D external
magnetic field measurements around the stack emulator, see Fig(2.28).
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(a)

(b)

Figure 2.28: FES aluminium bar external magnetic field in (a) normal, and (b) faulty operation
conditions of the stack emulator around the fault level.

Based on the model operation conditions, the external magnetic field and the produced ∆B at the
level of the fault Fig(2.26b) was obtained using the square design see Fig(2.29a) and Fig(2.29b). The
lower ∆B amplitude compared to the ∆B results obtained in 2D emulator is the current flow deviation
across the main axis around the fault position.
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(a)

(b)

Figure 2.29: Aluminium bar external magnetic field (a) normal and faulty conditions with the (b)
produced ∆B using the default square design.

On another hand, the measurement of the external magnetic field at different positions of the
default square analyzer around the stack model is explained as a 3D fault position detection. To
prove the effectiveness of this method in detecting the position of the fault along the length of the
stack, Fig(2.30a) shows the 9 different positions of the circuit analyzer with respect to the faulty stack
model presented in Fig (2.26b).
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(a)

(b)

Figure 2.30: Aluminium stack model of (a) different Analyzer positions around PEMFC stack
model, and (b) E of different positions.

In addition, Fig(2.30b) illustrates the 3D magnetic field fault detection for E . The high E amplitude
at Position 5 is due to the maximum external magnetic field variation (∆B) when the circuit analyzer
is positioned at the fault level around the stack model.
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2.6 Conclusion

After presenting the electrical representation of the 2D and 3D current flow distribution inside our
emulator and how this emulator behaves similarly to the behavior of a real FC, this chapter explains
the methodologies used to study a 2D and 3D fault detection based on a set of external magnetic field
measurements around the 16 bars, passivated FC, and the aluminium bar emulators. The objective of
this work was to develop the FC noninvasive diagnostic methodology based on the measurement of
the external magnetic field surrounding the stack. After a literature review on FC diagnostic and on
FC current distribution assessment, an improved magnetic analyzer has been proposed. This analyzer
amplifies the magnetic field around the cell to perform an accurate detection of the fault position.
The main contribution of this work was the concept of an innovative fuel cell magnetic field emulator
especially designed to duplicate current density distribution and the produced magnetic field of a real
FC stack. The sensitivity of our diagnostic tool is based on three main categories characteristics:
conductive fault, ∆B, and ferromagnetic analyzer. First, the conduction fault is generated to explain
the 2D and 3D heterogeneity current distribution inside the FC. Second, the circuit analyzer is used to
amplify the external magnetic field to give a higher external magnetic field amplitude at the sensors
level. Third, the measured value at each FC state of health are subtracted from the normal state to
produce ∆B. The fabricated ∆B decreases the influence of the environmental effect on the magnetic
sensors. This phenomenon is only possible when the normal and faulty FC states are measured in the
same environment.
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CHAPTER 3

DIAGNOSIS FOR PEMFC BASED ON AN

ORTHOGONAL ARRAY DATA-DRIVEN

APPROACH

This chapter discusses an off-line fault diagnosis of the PEMFC. The input data for the diagnostic
approach were extracted from the external magnetic field difference ∆B of PEMFC in the presence of
the ferromagnetic circuit analyzer as shown in Fig(3.1). For each state, an initial current distribution
will model the state of health of the FC. If for the normal operation, this current density is considered
homogeneous, in a fault case, this current distribution will model the magnitude and the position of the
fault. In order to obtain a higher statistical relevance, with a reduced number of experiments, for each
state from the initial current distribution J, an experimental design will generate a list of variations
around this initial current distribution. The obtained data-set is then used as input parameters in
both experimental emulator and the numerical Finite Element Simulation (FES) model. For each
experiment, the vector containing the values of the magnetic field analyzer will be labeled with the
considered state of health of the FC, and added to the experimental training dataset. Similarly, a
training dataset based on the FES model is obtained by computing the magnetic field.

Figure 3.1: Methodology used
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This dataset was used as training data for classification and feature extraction learning algorithms.
Principal component analysis (PCA), Kernel Principle Component Analysis (KPCA) and Linear Dis-
criminant Analysis (LDA) are used to reduce the dimension of the constructed vector ∆B and extract
features useful for the classification. Support vector machine (SVM), k Nearest Neighbor (kNN) and
Decision Tree (DT) are used to classify the data into classes based on the labeled data.

The rest of this Chapter is organized as follows. Section 1, explains the diagnosis principle and
how the data-driven array is build based on an orthogonal experimental design. Section 2, addresses
the diagnosis strategy by presenting the feature extraction and classification machine learning meth-
ods. Section 3 is devoted to present the diagnosis accuracy when the training dataset is generated by
the experimental stack emulator or by numerical model. Section 4 discussed the graphical represen-
tation of the diagnosis accuracy. Finally, a conclusion is drawn in Section 5.

3.1 Diagnosis principles

The proposed diagnostic procedure requires two internal stages: Labeling the training data and train-
ing the diagnostic algorithm. These two stages can be realized offline, preparing and training the
diagnostic algorithm. Based on the labeled data section, the training data set can be labeled into k
classes, where k describes the normal and different faults behaviors of the emulator. Once trained,
the diagnostic algorithm is tested on new random data to predict the accuracy of the algorithm in
detecting FC emulator operating conditions.

Figure 3.2: Diagnosis process

3.1.1 Data labeling

This classification methodology considers the normal operation and several examples of faulty op-
erations. The different faulty classes are identified based on the size and the shape of each fault.
Considering the 2D fuel cell emulator, the size is explained by the number of affected bars while the
position is identified by the position of each faulty bar in the emulator. Fig(3.3) explains the normal
operation and the different faulty operations that were considered in our study. In addition, Tab(3.1)
illustrates the percentage of the affected area of the active surface.
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Table 3.1: Fault area with respect to the emulator active surface

Fault Percentage (%)

F2B 12.5
F3B 18.75
F4B 25

In the normal operation, the current density is considered constant in the whole FC active surface,
faulty operation is modeled by a heterogeneous current distribution. In this chapter, the 2D emulator
presented in section 2.1 is used to study the influence of the current heterogeneity on the measured
external magnetic field.

(a) (b)

(c) (d)

Figure 3.3: Different emulator stack operations, (a) Normal, (b) F2B, (c) F3B, and (d) F4B

3.1.1.1 Normal Behavior

The current density in the active area of the FC is assumed to be gussy homogeneous in the case
of healthy operation due to the slight fluctuations in current flow that can occur at the electrolyte
membrane level, inside the cells of the stack [49]. This homogeneous current distribution in the 2D
emulator is reproduced by a given value IN in each bar of the emulator. This current is explained by
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3 level variations as following:

IN =


I+N = IN +∆I ,

IN = IT/ns

I−N = IN −∆I

Where IT = 70 A, ns the number of sensors, and ∆I is the level of variation of current flow equivalent
to 10% of IN .

3.1.1.2 Faulty Behavior

Due to the conservative overall current phenomenon, the current drop in the faulty region will increase
the current in the rest of the conductive part of the fuel cell. Then, the current drop IF explains the
fault current within the affected bar as following:

IF =


I+F = 2∆I

IF = ∆I

I−F = 0

Furthermore, INR in Eq(3.1) presents for every sample, the current within each bar in the remaining
unaffected region.

INR =

ns∑
i=1

Ii

bN
(3.1)

Where bN is the number of unaffected bars and Ii could be IN and IF in there 3 levels of variation.

3.2 Statistical analysis used for diagnostic of PEMFC

Statistical methodologies for diagnosis are considered as one of the most relevant. Using these anal-
ysis, data based diagnostic requires a large labeled data base, to adopt and elaborate the diagnostic
algorithms. For example, in [54] an inverse model of PEMFC stack and single cell voltages mea-
surements is used to label the different flooding conditions inside the data base. Moreover, in [1] the
diagnosis process is based on a real-time cell voltage which are sampled and represented in vectors.
This data set is labeled into three different classes (Normal, flooding, and drying) by combining the
pressure drop model with the statistical analysis.
In this approach, the labels of each experiment are associated with the considered FC states: the
faults explained in Tab(3.1) and the normal emulator states. For each considered FC state, labeled
experiments are generated by dropping the current flow inside the affected bars using a set of current
sources at each emulator bar, see Fig(3.4).
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Figure 3.4: Current sources supply for each emulator bar

Moreover, Fig(3.5) demonstrate the current distribution in each bar of the emulator at one of the
OA experiments in different model operation conditions.

(a) (b)

(c) (d)

Figure 3.5: Current distribution inside the emulator in, (a) Normal, (b) F2B, (c) F3B, and (d) F4B
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3.3 Importance of using experimental design in statistical analysis

Many research topic which carried out in the academic environment [55] are based on the orthogonal
experimental designs introduced by Fisher in 1920s [56]. In 1986 Taguchi [57] went further by
inventing a new concept of experimental designs based on two optimization problems categories
called Signal − to−Noise ratios. The overall design objective is to collect of the important data to
identify which factors most affect the data set quality with minimum amount of experiments instead
of testing all the possible combinations.
In this study, the current variation (3 levels) supplied by the current sources to the emulator in the
normal and faulty bars will produce a massive database of current flow variations between the bars
(3Q), whereQ = 16 is the bars number inside the proposed emulator. Therefore, Taguchi design in the
experimental orthogonal array was used to reduce number of experiments in the produced database.

3.4 Training Data Based on Experimental Design

The pattern classification method used belong to supervised ones. In these methods, the training
experiments should be labeled before the training procedure. Each experiment is labeled based on the
initial current distribution J which identify each state, see Fig(3.1). In the labeling stage, the training
dataset is labeled and identified into four classes, the normal behavior and the three considered faults
expressed in Tab(3.1).

3.4.1 Normal Operation

Regardless of the level of current variation between the bars, the SUM (S) of each sample in the
orthogonal matrix should be equal to IT = 70 A.To obtain the equivalence between IT and S, the
coefficient (C) in Eq.(3.2) is multiplied by each experiment of the OA.

Ci =
IT
Si

where 1 ≤ i ≤ 81 (3.2)

3.4.2 Faulty Operation

After applying the levels of the drop current IF inside the default bars Fig(3.3), the total sum of
each experiment will be dropped (SF < SN ), where SN and SF are the sum produced by each each
experiment in both, normal and faulty operation conditions. Tab(3.2) shows the orthogonal array
(OA) levels used relative to the normal and faulty levels of the current variation.

Table 3.2: Orthogonal Array (OA) levels used relative to the normal and faulty levels of the current
variation

OA IN IF

A I−N I−F
B IN IF
C I+N I+F

As for a similar FC current, the value of IT is conservative, then the current drop in the affected
region will cause an increase of the current value in the remaining part to increase. In order to adapt
SF in each sample to become equal to IT , Five steps were considered as following:
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① The sum of each experiment in normal behavior is subtracted from the sum of each experiment
in the faulty behavior Eq.(3.3).

ki = SN − SF (3.3)

② ki is divided by the remaining normal bars (bn), see Eq.(3.4).

Ui =
ki
bn

(3.4)

③ Ui is added to the current value of bn Eq.(3.5).

Ibn(New) = Ibn + Ui (3.5)

④ In this step the new sum SF of each sample is equivalent to SN .

⑤ Then Ci in Eq.(3.2) is computed and multiplied by each sample.

3.4.3 Orthogonal Array

The approach is based on an orthogonal array model presented in [58]. This design variables of 81
experiments (Exp) is based on the variation of the current flow between the bars of the emulator from
Z1 to Z16. Thereby, the considered orthogonal design is presented in Tab(3.3).

Table 3.3: The used Orthogonal Array

Exp Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10 Z11 Z12 Z13 Z14 Z15 Z16
1 A A A A A A A A A A A A A A A A
2 A A A A A A A A A A A A A B B B
3 A A A A A A A A A A A A A C C C
4 A A A A B B B B B B B B B A A A
5 A A A A B B B B B B B B B B B B
6 A A A A B B B B B B B B B C C C
7 A A A A C C C C C C C C C A A A
8 A A A A C C C C C C C C C B B B
9 A A A A C C C C C C C C C C C C

10 A B B B A A A B C B C B C A A A
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . .

80 C C B A C B A B A A B C C B A C
81 C C B A C B A B A A B C C C B A

3.5 Diagnosis Strategy

The results of section 2.1.5.1 and 2.1.5.2 depicts the accuracy of the proposed method for diagnos-
ing the position of the fault inside 2D emulator. After labeling the dataset, the training and testing
datasets is expressed by a 3-level of current variation, which is imposed as shown in Fig(3.6). As a
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consequence of imposing the training and testing data for normal and faulty emulator operation con-
ditions, the new dataset at the output level, where denoted by ∆B at the magnetic sensors level. The
new dataset is used to train and test feature extraction and classification machine learning algorithm
used in this chapter.

Figure 3.6: Input current variation and the output ∆B at the sensors level datasets, were M= 81 and
m= 24

3.5.1 Feature Extraction

Feature discriminant analysis is responsible for data dimensional reduction from ns dimensions to a
lower number dimensions u. Feature discriminant analysis in the training model can be explained as
following:

The H (M*(k)) training samples s1, s2, . . . , sH ∈ Rns , these samples are distributed in C classes
c1, c2, . . . , cC . Sample sn is a vector constructed by ns of the differences between the external mag-
netic field ∆B in both emulator operations.

sn = [sn1, sn1, ..., snns]
T

Dimensional reduction process is based on the unit projection vector [p1, p2, . . . , pu]. The projection
vector of the s sample is as following:

w = [p1
T s, p2

T s, . . . , pu
T s]

T

3.5.1.1 Principle Component Analysis (PCA)

PCA is an unsupervised dimensional reduction and feature extraction technique [1]. This method
identifies the eigenvectors and eigenvalues of the data set covariance matrix after decreasing the vari-
ance of the initial variables in order to compute the Principal Components (PCs) which are responsible
for data lower dimension space projection.
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Algorithm 1 PCA
Performing

1. Calculate the mean of every dimension of the whole dataset.

Dataset = [

H∑
n=1

sn1

H
,

H∑
n=1

sn2

H
, ...,

H∑
n=1

snns

H
]

T

2. Compute the square dimensional covariance matrix of the whole data set.

1

H

H∑
n=1

(sn − s)(sn − s)T

where s is the mean for each variable ns in the dataset.

3. Calculate the eigenvectors v and corresponding eigen values λ.

det(Dataset− λI) = 0

where I is the indentity matrix.

4. Arrange λ in descending order and take the f highest values for PCs.

5. Project the samples on the new subspace using the projection vector w

3.5.1.2 Linear Discriminant Analysis (LDA)

Linear Discriminant Analysis is a supervised linear algorithm that computes the direction of the axis
which maximize the separation between multiple classes and make the data within the same class
concentrated [59]. Furthermore, the Eigenvectors computation is computed between and within the
classes of the labeled dataset.

Algorithm 2 LDA
Performing

1. Calculate the mean of each class µi.
2. Calculate the total mean of the whole dataset µ.
3. Calculate between-class matrix SB

SB =
C∑
i=1

Hi(µi − µ)(µi − µ)T

4. Calculate within-class matrix SW

SW =
C∑
i=1

∑
n∈ui

Hi(µn − µi)(µn − µi)
T

5. Calculate the eigenvalues of the eigenvector.
6. Sort the Eigenvectors in descending order based on their Eigenvalues.
7. Use the first u Eigenvectors for lower dimension space
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3.5.1.3 Kernel Principle Component Analysis (KPCA)

Kernel principal component analysis is a continuation of PCA, which is mostly used for the non-linear
correlated data sets. In fact, there are two main steps that can be performed in this dimensionality
reduction process, the first is to map the dataset into a higher dimensional space in which they vary
linearly via a nonlinear mapping [60], the second step is to apply the PCA procedure on the new
space.

3.5.2 Classification

This process comes after the feature extraction of the original data set. The new variables projected
to the new subspace and each group of samples belong to a specific class index. The classifica-
tion method can be explained as follow: H samples l1, l2, . . . , lH ∈ Rns distributed on C classes
z1, z2, . . . , zC , the class index of zn are distributed in C classes.

3.5.2.1 Support Vector Machine (SVM)

Support Vector Machine (SVM) is a learning algorithm developed by V.Vapnik [61] for a supervised
data set used for classification and regression problems. This classifier can be applied on a linear and
non-linear data set. In the linear space, the original data set is mapped to a higher dimensional space
in order to find a one-dimension hyperplane that has the maximum margin from the data to separate
the linear variables . In addition of finding the hyper plane, SVM creates two parallel lines on both
sides of the hyperplane points, that passes through the nearest support vectors called ”large margin
classification”. On another hand, in non-linear data set SVM uses some tricks like increasing the
data features subspace or use some kernels like, (Polynomial, Gaussian RBF) so that the non-linear
data distribution will be linearly separable. The algorithm of SVM is applied in [1].

3.5.2.2 k Nearest Neighbors (kNN)

The k nearest neighbors is a type of supervised machine learning algorithm which considered one of
the oldest classification methods used for pattern classification. This method is defined as a lazy learn-
ing algorithm since it does not have a training phase and uses all the data in classification. Moreover,
it is a non parametric learning algorithm because it does not assume anything about the underlying
data. The k-nearest neighbors classify the new unlabeled sample with the majority of labeled samples
in the training dataset based on the k-nearest neighbors. The k-nearest neighbors use a simple Eu-
clidean metric [62] to measure the distance between the new sample and the set of training samples
between classes in the dataset.

Algorithm 3 kNN
Performing

1. Collect the labeled samples l1, l2, . . . , lH .

2. For the new sample l, calculate its Euclidean distance from l1, l2, . . . , lH .

3. Find the k nearest neighbors of l which gives the minimum Euclidean distance.

4. Assign the l to C class to which most of the neighbors belong.
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3.5.2.3 Decision Tree

The decision tree is a classification model that uses a tree structure to classify data [63]. This classifier
consists of three main nodes: decision nodes are nodes that have two or more branches, leaf nodes
represent the decision, and root nodes are also decision nodes but at the highest level, see Fig(3.7).

Figure 3.7: Diagnosis process

The distribution of data among the nodes is based on a kind of ’Divide and Conquer’ algorithm.
Each path from the root of a decision tree to one of its leaves can be transformed into a rule simply by
conjoining the tests along the path to form the antecedent part, and taking the leaf’s class prediction
as the class value. Then if the subsets are pure, meaning that all samples are true or false, we stop to
get the leaf node, if the subsets are not pure, then the node is a divider node and must be continued.
In the split node, the algorithm considers other attributes of the data set to split the data, the classifier
continues until all nodes in the tree become leaf nodes.

3.6 Datasets used for training and testing the diagnostic

By considering the experimental emulator and the FES model, the 3-level OA is imposed to the
16 current sources to supply the emulator. For each experiment, the vector containing the values
of the magnetic field analyzer will be labeled with the considered state of health of the FC, and
added to the experimental training dataset. Moreover, a training dataset based on the numerical FES
model is obtained by computing the magnetic field. In addition, testing data is similarly explained
using random experiments to the current sources, see Fig(3.8). Therefore, due to the small variation
between simulation and experimental results, the machine learning data analysis methods were trained
and tested based on different training and test datasets as follows:

• Experimental training and Experimental testing datasets

• Numerical training and Experimental testing datasets
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Figure 3.8: Experimental emulator and FES model training and testing datasets.

3.6.1 Experimental emulator training dataset

To obtain a current distribution of the FC active surface, the 2D PEMFC model expressed in chapter
2 has been used. Each rod is connected at both end to a DC current supply so that each rod act as
a load. By controlling each sub-volume individually, we can easily control the current distributions
across the section and therefore replicate a wide variety of default, see Fig(3.9).

Figure 3.9: Steps used to obtain the experimental training and testing datasets.

The magnetic field generated by the current inside the emulator is then measured by a surrounding
160 × 160 mm ferromagnetic magnetic analyzer.The 16 sensors have linear behavior with a high
sensitivity of 25mV/G and an output voltage of 4V at zero magnetic flux density. The output voltages
are connected to a NI-9205 data acquisition system bound to a LabVIEW program. This setup allows
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us to get a set of 16 magnetic fieldB = [B1;B2; . . . ;B16] from a set of current I = [I1; I2; . . . ; I16].
Control of the values of DC current sources is achieved by the Lab VIEW program by first extracting
the set of 16 current set points from the OA and then sending the references to the sources. The sources
are connected to the PC through USB hub and interface USB/RS232. To each set I corresponds a set
B, collected in a result matrix. Magnetic field measurements are performed in normal as well as
various fault behaviors. Fault behaviors are characterized by 2, 3 and 4 non-conducting rods located
in different regions of the active surface and named F2B bars, F3B bars and F4B bars respectively,
see Fig(3.3) and Tab(3.1). To assess the change in the current density, we should study the set of
∆B = Bnormal˘BFault. A positive ∆B means the current density in normal mode is higher than in
fault mode and thus that nearby surface is not conducting. In Fig(3.10a), Fig(3.10b), Fig(3.10c) and
Fig(3.10d) the generated ∆B of the training experimental dataset have been presented. In the normal
behavior, the ∆B produced is obtained by subtracting the magnetic field produced in the perfect
normal, when there is no current variation between the bars, from the magnetic field obtained in the
3-level current variation.

(a) (b)

(c) (d)

Figure 3.10: ∆B variation of experimental emulator training data set, (a) Normal, (b) F2B ,(c) F3B
and (d) F4B
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3.6.2 Finite Element Simulation (FES) model Training data set

This model is based on the magnetostatic problems of [49] solved using Altair flux software [64].
The generated training datasets were estimated based on ns = 16 sensor positions within the air gaps
of the ferromagnetic analyzer, see Fig(2.21d). To obtain the ∆B dataset used for training, the mag-
netic field of the normal behavior matrix was subtracted from the perfect normal without variation,
Fig(3.11a) shows the numerical testing ∆B dataset. On the other hand, the faulty ∆B is calculated
by subtracting the faulty magnetic field matrix from the normal value to create a variable ∆B, see
Fig(3.11b), Fig(3.11c) and Fig(3.11d) . Therefore, the final dataset for training is based on the the
fabricated ∆B matrix for the normal positions and the different defective positions for the emulator
operating conditions.

(a) (b)

(c) (d)

Figure 3.11: ∆B variation of FES model training data set , (a) Normal, (b) F2B ,(c) F3B and (d) F4B

3.7 Testing Data Based on 3-levels Q Variation Table

This data was created from a 3-level Q = 16 variation table which contains 3Q experiments, see
Tab(3.4). A random number ofm = 24 experiments was chosen from Tab(3.4). In a normal operation,
m was randomly chosen from the experiments which have SN in each experiment is equal to IT =
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70A. Moreover, in the faulty condition, the 24 experiments were randomly selected, and then the steps
in the previous section were applied to obtain IT = 70A for each experiment in the faulty condition.

Table 3.4: 3-levels variation for a 16 variables

Exp Z1 . . . . . . . . Z16 SUM
1 A . . . . . . . . A I1
2 A . . . . . . . . B I2
. A . . . . . . . . C .
. A . . . . . . . . A .
315 A . . . . . . . . B .

315 + 1 B . . . . . . . . C .
. B . . . . . . . . A .
. B . . . . . . . . B .
. B . . . . . . . . C .

2× 315 B . . . . . . . . A .
2× 315 + 1 C . . . . . . . . B .

. C . . . . . . . . C .

. C . . . . . . . . A .

. C . . . . . . . . B .
316 C . . . . . . . . C I316

3.8 Results and Discussion

3.8.1 Results

The experimental training dataset is used to train the data-driven diagnosis methodology. As explained
in section 3.5, the diagnostic strategy involves two steps: feature extraction and classification. For
the first time, the experimental data set has been used to train the feature extraction and classification.
All the feature extraction methods presented in section 3.6 (PCA, KPCA, LDA) and the classification
methods (SVM, kNN, DT) were trained using the simulation dataset. Thereby, this procedure was
validated using an experimental dataset and the results are shown in Fig(3.12).
We observe that the data points using LDA in Fig(3.12g,3.12h,3.12i) disperse over the whole scale,
whereas the overlap regions between the data normal and other three fault states are large. In contrast,
as for the results of PCA and KPCA (see respectively Fig(3.12a,3.12b,3.12c,3.12d,3.12e,3.12f)), the
points in the same class are more concentrated, and the amount of overlapping point are zero, which
means points in different classes are decentralized. Classification methods, SVM, kNN, and DT were
carried out in the different feature spaces. For instance, Fig(3.12) shows the visualization results of
SVM, kNN, and DT classifications in PCA, KPCA, and LDA feature spaces respectively. It can be
seen clearly in PCA and KPCA that the feature space is divided into four zones, which denote differ-
ent states, and the boundaries determined by different classifiers are different. On another hand, these
classifiers boundaries are difficult to determine the different states obtained in LDA feature domain
due to the overlapped regions between he different states.
In addition, the experimental data set has been used to train the feature extraction and classification.
All the feature extraction and classification methods are trained. Again, the procedure is then vali-
dated using the experimental dataset and the results are shown in Fig(3.13). The visualized results
once again shows the ability of PCA and KPCA in concentrating the points within the same class
inside feature space. This will facilitates to determine the boundaries by the different classifiers used.
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On another hand, using the numerical dataset as a training set improves the accuracy of the different
classifiers due to the better points distribution of the four different classes in LDA feature space.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.12: Simulation training and experimental testing datasets applied on (a) PCA-SVM, (b)
PCA-KNN, (c) PCA-DT, (d) KPCA-SVM, (e) KPCA-KNN, (f) KPCA-DT, (g) LDA-SVM, (h)

LDA-KNN, (i) LDA-DT
.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.13: Experimental training and experimental testing datasets applied on (a) PCA-SVM, (b)
PCA-KNN, (c) PCA-DT, (d) KPCA-SVM, (e) KPCA-KNN, (f) KPCA-DT, (g) LDA-SVM, (h)

LDA-KNN, (i) LDA-DT
.
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3.8.2 Discussion

This section is based on a set of testing data applied to the trained data analysis methods to identify
the diagnosis accuracy detected by the algorithm.
Based on Tab.(3.5) using numerical training and experimental testing data sets gives a better coupling
for data analysis prediction methods due to high accuracy prediction between most of the feature
extraction and classification.

Table 3.5: Training and testing datasets

DATA ANALYSIS METHODS
TRAINING

NUMERICAL EXPERIMENTAL
SVM KNN DT SVM KNN DT

Testing EXPERIMENTAL
PCA 100% 100% 90% 100% 100% 97%

KPCA 95% 100% 92% 100% 100% 73%
LDA 0% 0% 0% 89% 90% 66%

Furthermore, the choice of the best algorithmic data analysis method is based on the computational
time versus the accuracy obtained. The processor used for this computation is Intel(R)Core(TM) i9-
10900K CPU @ 3.70GHz(20 CPUs), ∼3.7GHz, Tab(3.6) . Therefore, using KPCA with SVM in the
simulated training and experimental testing datasets will produce the best diagnostic analysis for the
2D PEMFC model behavior.

Table 3.6: Time computation needed by each data analysis method

Time in ms
TRAINING

NUMERICAL EXPERIMENTAL
SVM KNN DT SVM KNN DT

Testing EXPERIMENTAL
PCA 830 14794 435 809 16320 449

KPCA 405 1985 351 402 2032 360
LDA 28900 718478 5378 19266 637999 4875

3.9 Conclusion

In order to obtain a higher statistical relevance, with a reduced number of experiments, in this chapter
a Taguchi experimental design is presented to generate a 3-levels of variations around the initial cur-
rent distribution J. Using the variation in current density in each bar of the FC emulator, the dataset
is labeled into normal and faulty behaviors that can occur at different locations in the active FC area.
This dataset is used as an input for experimental emulator and FES model to obtain a new dataset
of external magnetic field dependency. Then a strategy based on pattern recognition tools for the
diagnosis of 2D conduction faults in PEM fuel cells is used. This approach is achieved by classify-
ing the features extracted from the vectors constructed OA training dataset. Representative feature
extraction methods: PCA, KPCA, DT and classification methods: SVM, kNN, and LDA are then
validated using a random experimental dataset. The obtained results depicts a significant accuracy
for data analysis methods by using both, experimental and numerical training datasets. Moreover, the
test results show that the use of KPCA and SVM in numerical training dataset performs better with
shorter time. Therefore, from the obtained results two assumptions can be drawn. First, the fabricated
external ∆B from the current distribution variation can be considered as one of the fuel cell original
variables which can identify the fault position. Second, using OA in numerical models can be used as
a training dataset for the data-driven diagnosis methodology.
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CHAPTER 4

EFFECT OF THE FERROMAGNETIC CIRCUIT

ANALYZER GEOMETRY ON THE EXTERNAL

MAGNETIC FIELD

In this chapter, a new circuit analyzer design is presented to investigate the impact of the magnetic
sensor distribution on the external magnetic field measurements. As a result of the numerical findings
in Sections 2.1.5.1 and 2.5.2.1, these consequences were repeated using the new analyzer format. In
addition, various geometric parameters of the new and square model, such as air gap width, analyzer
dimensions, and number of sensors, are optimized with respect to the external magnetic field gen-
erated by the 2D emulator model. This model was selected for the optimization process due to its
simple homogeneous and heterogeneous current flow generating a non-complex external magnetic
field around the model which can be easily detected by the analyzers. Therefore, based on the ob-
tained results and experimental limitations, the conclusion reached clarifies the importance of using
the square design in our passivated stack model. It also suggests a new 3D fault detection technique
to be numerically applied and experimentally validated on the test bench.

4.1 New design

This geometry is considered as new design with respect to sensor distribution and analyzer format.
The sensors are evenly distributed in the air gaps of 2 mm over the circular format of the ferromag-
netic analyzer of radiusR = 80mm and L = 30mm , see Fig(4.1). The advantage of this new design
is that the ferromagnetic material parts of the circuit analyzer are equally positioned at a distance L
between the sensors. These changes will clearly affect the external magnetic field measured in Sec-
tions 4.2.1 and 4.2.2 when the new design is applied to the 2D and 3D aluminum bar emulators. The
variation in magnetic amplitude between sensors will be smaller due to the homogeneous distribution
of ferromagnetic parts.

71



Figure 4.1: Circular analyzer dimensions and sensors distribution

4.2 Effect of the circuit analyzer design on the external magnetic field mea-
surements

Before analyzing the external magnetic field obtained by the new design, Fig(4.2) depicts the distri-
bution of sensors in the two analyzer geometries with respect to the PEMFC emulator models. Then,
using Finite Element Simulation (FES), the external magnetic field produced by the 2D emulator
and the 3D aluminum emulator models were measured using both analyzers geometries (square and
circular).

Figure 4.2: Distribution of sensors with respect to PEMFC emulator models in both analyzer
geometries.
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4.2.1 2D emulator result

By considering the normal and faulty behaviors of this emulator presented in section Fig(4.3), Fig(4.4a)
shows the produced external magnetic field using the circular analyzer design.

(a)

(b)

Figure 4.3: Finite element simulation 2D emulator external magnetic field in (a) Normal and (b)
faulty states using the circular design and.

The smooth variation of the external magnetic field between the sensors can be attributed to two
main factors. First, the uniform distribution of the sensors at a fixed distance (R = 80 mm) around
the emulator. Second, the homogeneous distribution of ferromagnetic parts between these sensors.
Moreover, the fabricated ∆B amplitude indicates a modest improvement compared to the produced
∆B by the square analyzer design, see Fig(4.4b).
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(a)

(b)

Figure 4.4: 2D emulator external magnetic field (a) Normal and faulty using the circular design and
(b) the fabricated ∆B compared with the one obtained in square analyzer design.

4.2.2 3D Aluminium bar

Comparing the two analyzers geometries by measuring the external magnetic field produced by the
2D model is not sufficient. The current flow inside a real FC is not uniform, especially under faulty
operating conditions, the current can deviate at the fault, resulting in a more complex external mag-
netic field variation. Therefore, the comparison of the two analyzer designs is repeated again using
the 3D aluminum bar explained by more realistic current flow at the fault, see Fig(2.27). The new
design is tested and compared in both fault detection (2D and 3D).
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4.2.2.1 2D fault detection

This kind of detection was explained by locating the circular design around the fault level, see
Fig(4.5). Moreover, to validate that the current will not flow in the affected region, this fault was
described by an airgap at the left of the aluminium bar of 3 mm thickness and 25 mm width.

(a)

(b)

Figure 4.5: 3D Aluminium bar emulator external magnetic field in (a) Normal and (b) faulty
operation conditions.

Consequently, the produced external magnetic field measured by the circular design in different
emulator operations is illustrated by Fig(4.6). Furthermore, the magnetic field amplitude variation
between the sensors demonstrates the current flow deviation around the affected region across z-axis.
In addition, these deviations will also drops the magnetic field amplitude which affects the fabricated
∆B in Fig(4.7) compared to the obtained ∆B by the 2D emulator in Fig(4.4b). Again, the circular
analyzer design sows a slight improvements in ∆B which is used to diagnose the fault position inside
the FC.
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Figure 4.6: 3D emulator external magnetic field Normal and faulty using the circular design

Figure 4.7: 3D emulator produced ∆B compared with the one obtained in square analyzer design.

4.2.2.2 3D fault detection

In the 3D detection, a step forward was taken to detect the current flow deviation around the fault
through measuring the generated external magnetic field. Then, in both analyzer designs, a set of mag-
netic measurements were done at different analyzers positions, see Fig(2.30a) . Moreover, Fig(4.8)
illustrates the fabricated E at each position of the analyzers geometries (circular and square). There-
fore, using the circular analyzer design improves the average E (3D fault detection) over the analyzer
sensors by 12.8 %
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Figure 4.8: Aluminium bar 3D fault detection using square and circular analyzers designs

4.3 Circuit analyzer parametric characterization

Varying the geometric parameters of the ferromagnetic analyzer can affect the external magnetic
field at the sensor levels in both analyzer designs, the main variations in geometric parameters were
considered as following:

• Variation of the sensors air gaps width

• Variation of the circuit analyzer dimension

• Variation of the number of sensors inside the analyzer

These analyses are performed on the 2D PEMFC emulator Fig (2.1) that explains a non-complex
current density distribution which can be easily detected by the magnetic sensors inside the circuit
analyzer. The use of the 2D model helps to detect the optimal geometrical parameters needed to
obtain the best magnetic field reading by the magnetic sensors. The optimization of the geometry of
the circuit analyzer was studied based on the variations of the geometrical parameters with respect to
∆B in Eq(4.1) produced by the magnetic sensors inside the circuit analyzer, where ns is the sensor
number inside the analyzer and ∆B is the external magnetic field difference.

∆B =
1

ns

ns∑
i=1

|∆Bi| (4.1)

From Eq.(4.1), the higher ∆B value with respect to the variation of geometrical parameters ex-
plains a better fault detection by the magnetic sensors. This is due to the increase of ∆B amplitude
between the normal and the faulty PEMFC stack operation. To test the efficiency of Eq.(4.1), the
standard variation equation is applied on ∆B produced by each sensor at each parametric variation of
the analyzers. The obtained results shows the same graph format but with lower amplitude.
Before varying the analyzers geometric parameters (airgap width and number of sensors), it is impor-
tant to fix the sensors at equivalent distance from the 2D emulator in both analyzers geometries. Since
the presented 2D emulator results in chapter 2 and chapter 3 is applied on 160 × 160 mm, the new
geometry of the new circular analyzer is presented with R = 80 mm. Tab(4.1) presents the default
geometric parameters used for both analyzer models (square and circular).
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Table 4.1: Default geometric parameters of the analyzer models

Square Circular
Air Gap (mm) 2 2

Thickness (mm) 3 3
Number of Sensors 16 16

Analyzer Dimensions (mm) 160x160 R = 80

4.3.1 Variation of sensors air gap width

The high permeability of ferromagnetic materials amplifies the magnetic field reading within the vol-
ume of the material. In addition, measuring the external magnetic field near this material will also be
amplified compared to the default magnetic value distributed in air. To analyze the ferromagnetic ma-
terial effect on sensor measurements, the air gap of the sensors of the circuit analyzer varies between
1.1 mm and 3 mm. Fig(4.9) show simulations results of the ∆B of the 16 sensors inside the square
and circular ferromagnetic circuit analyzer with respect to the air gap variation. The effect of varying
the sensor air gap width is inversely proportional to the ∆B measurements of the 16 sensors in both
analyzer models. Therefore, the circular design has a smoother variation due to the homogeneous
distribution of the ferromagnetic parts between the sensors.

Figure 4.9: Air gap variation of the square and circular analyzer

4.3.2 Variation in analyzers dimensions

A variety of tests are done on varying the analyzers dimensions to analyze the effect of these variations
on the produced magnetic field at the sensors level between the ferromagnetic analyzer parts. These
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tests are done by varying the distance between emulator center and the circuit analyzer sides from 80
mm up to 100 mm each 1 mm in both analyzers designs.

(a)

(b)

Figure 4.10: Produced ∆B at different dimensions of (a) Square, and (b) Circular analyzers designs.

Fig(4.10) depicts the obtained ∆B at each analyzer position for both geometries. Moreover,
Fig(4.11,4.10) illustrates that using the circular design for 80 mm ≤ R ≤ 83 mm enhance the mag-
netic field measurements by 12.8 % compared to the obtained measurements in the square design.
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Moreover, the influence of the distance demonstrates that for R ≥ 85 mm the effect of the analyzer
geometry on the measured external magnetic field produced by the emulator will be negligible.

Figure 4.11: Analyzer dimension variation of the square and circular analyzer

4.3.3 Varying sensors number

After studying the effect of variations in sensor air gap and circuit analyzers dimensions, improving
external magnetic measurements by decreasing the number of sensors inside these analyzers would
also be interesting to analyze. The results given in Figs(4.9,4.11) explains the lower sensor air gaps
width and smaller analyzers dimension produces a better diagnostic signal for ∆B. But due to exper-
imental limitations of the 2D emulator regarding the implementation of sensors inside air gaps and
the better results given by the smaller analyzers dimension, in this section, these two parameters were
considered as those presented in Table (4.1).

4.3.3.1 8 sensors

In order to study the impact of the number of magnetic sensors in the circuit analyzer on the external
magnetic field measurements of the FC stack, the number of magnetic sensors was reduced from
ns = 16 to ns = 8 in both circuit analyzer models. In addition, having the same position of sensors
when ns = 16 and ns = 8 in both circuit analyzer designs. Fig(4.12) depicts the distribution of the
8 sensors in the two circuit analyzer models. These sensors were arranged in the same (clockwise)
order of the 16 sensors. In the circular design, the odd sensors were considered while, in the square
analyzer, the two center sensors on each side were removed. Farther more, decreasing the number of
sensors inside the circuit analyzer will increase the volume of the ferromagnetic parts of the circuit
analyzer between the magnetic sensors, which amplifies the external magnetic field around the FC
stack, leading to higher detection of ∆B in both circuit analyzer designs.
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(a) (b)

Figure 4.12: 8 sensors distribution with respect to the fault position in (a) circular (R = 80mm , and
(b) square analyzer (160× 160mm) designs.

The higher magnetic field distribution inside the square analyzer using 8 sensors in both normal
Fig(4.13) and faulty Fig(4.14) operation conditions is due to the greater ferromagnetic parts distribu-
tion between the sensors compared to the 16 sensors distribution, see Fig(2.4). Hence, the amplitude
of the fabricated ∆B will increase, see Fig(4.15).

Figure 4.13: Finite element simulation 8 sensors distribution with respect to the square analyzer in
normal 2D emulator operation conditions.
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Figure 4.14: Finite element simulation 8 sensors distribution with respect to the square analyzer in
faulty 2D emulator operation conditions.

Figure 4.15: ∆B for 8 sensors and 16 sensors configurations of the square analyser.

Similarly, Fig(4.16) and Fig(4.17) demonstrates the amplified magnetic field distribution inside
the circular analyzer design in both normal and faulty emulator conditions. This amplification is
explained by the linear relation between the magnetic sensors measurements and the ferromagnetic
material volume between the air gaps of the circuit analyzer designs. Thereby, Fig(4.18) illustrated
the produced ∆B in comparison with the ∆B fabricated from Fig(4.3).
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Figure 4.16: Finite element simulation 8 sensors distribution with respect to the square analyzer in
normal 2D emulator operation conditions.

Figure 4.17: Finite element simulation 8 sensors distribution with respect to the square analyzer in
faulty 2D emulator operation conditions.
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Figure 4.18: ∆B for 8 sensors and 16 sensors configurations of the circular analyser.

4.3.3.2 One rotating sensor

The results obtained by varying the size of the analyzer and decreasing the number of sensors show
that using the circular analyzer for R ≤ 83 mm is more efficient than the square design. This is due
to the higher amplitude of ∆B produced by the circular analyzer. Therefore, using the circular design
for R = 80 mm, the single sensor were implemented in the circuit analyzer to rotates in a clock
wise direction around the FC emulator, see Fig(4.19). This sensor rotates at 16 different positions
equivalent to the sensors distribution presented in Fig(4.2) (Circular design).

Figure 4.19: Circular analyzer design single sensor rotation
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Fig(4.20a) illustrates the external magnetic field measured in both emulator operating conditions.
Moreover, the ∆B fabricated in Fig(4.18) reveals that the larger the ferromagnetic volume, the higher
the amplitude of the ∆B obtained.

(a)

(b)

Figure 4.20: The measured (a) external magnetic field in normal and faulty emulator operation with
(b) the produced ∆B using a single rotating sensor.

The usage of a single sensor clearly improves the external magnetic field produced by the current
flow inside the FC stack. Comparing the magnetic field measured for different numbers of sensors,
the single sensor gives the largest magnetic field amplitude in both emulator operation conditions,
see Fig(4.21). This is due to the homogeneous distribution of the external magnetic field inside the
ferromagnetic circuit analyzer, which amplifies the measurements as the sensor air gaps decrease.
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Figure 4.21: Produced magnetic field in both emulator operation conditions for different number of
sensors

As an illustration, Fig(4.22) shows the ∆B made with different numbers of sensors. The use of
16 sensors indicates the lowest amplitude of ∆B, which is explained by the larger number of air gaps
that leads to a magnetic drop inside the analyzer. On the other hand, the ∆B produced using 1 sensor
and 8 sensors are overlapped. In addition, another test was performed by rotating the single sensor
in 8 different positions to study the influence of the analyzer air gaps on the amplification of the
measurements. This test shows the ∆B is equivalent to that produced using 8 sensors. Therefore, this
phenomenon illustrates that the magnetic amplification inside the circuit analyzer has some limitations
regarding the volume of ferromagnetic material next to the magnetic sensor air gap.

Figure 4.22: Fabricated ∆B for different number of sensors.

As a result, the use of a single sensor still has an advantage over the others, since the same
amplitude of the ∆B was calculated using 8 sensors, but with fewer sensors, which reduces the cost.
However a single sensor analyser would need to be coupled to an actuator ensuring its rotation. This
type of measurement gives a better representation of the fault position that can be expected within the
FC.

86



4.4 Analyzers representation with respect to real FC dimensions

In Fig(4.11), the ∆B analyzed at the sensors is calculated using the 2D emulator of 100 mm. These
dimensions express the active area of the FC where the current is flowing. In fact, the use of the circu-
lar analyzer for 80 mm ≤ R ≤ 83 mm is not applicable around the FC due to the actual dimensions
of the FC.

(a) (b)

Figure 4.23: FC dimensions used in experimental test bench with respect to (a) Circular and (b)
Square circuit analyzers.

To avoid the intersection of the analyzer with the edges of the FC, Fig(4.23) illustrates the accessi-
ble dimensions for the analyzers around the FC used in our experimental test bench. Consequently, by
using this geometry of the FC with the square analyzer, the sensors are located at a distance equivalent
to half the analyzer width (160 mm) from the FC center. Hence, the placement of the sensor in the
circular design is located for R ≥ 104 mm. The placement of these sensors at a shorter distance al-
lows for a better ∆B amplitude needed to diagnose the position of the defect within the FC. Fig(4.24)
demonstrate the fabricated ∆B of the 2D emulator using the single rotating sensor of (R = 104mm)
and the 160× 160 mm square design of 8 and 16 sensors. The results obtained explains depicts that
the distance of the sensor from the FC has more effect than the effect of the ferromagnetic material
volume near the sensor. The produced ∆B in the single rotating sensor of (R = 104 mm) and the 8
sensors in the square design have a similar magnitude. Therefore, the advantage of distance over the
effect of the ferromagnetic material becomes clear when the ∆B amplitude produced by the single
rotating sensor is compared to that of the 8-sensor representation in a 160× 160mm design.
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Figure 4.24: Fabricated ∆B using the single rotating sensor of (R = 104mm) and the 160× 160
mm square design of 8 and 16 sensors.

4.5 Conclusion

In this chapter, a new circuit analyzer design has been proposed. This design was applied on the
aluminum bar emulator and compared with the results obtained by the square design to test the effec-
tiveness of the new design in detecting the 3D current flow distortion. The results obtained indicate
a 12.8% improvement in the proposed method for 3D fault detection. In addition, both analyzer ge-
ometries were applied on the 16-bar emulator, which explains the homogeneous and heterogeneous
2D current flow inside the active FC area.
Based on the results obtained by varying the dimensions of the analyzers using 16 sensors, the circular
analyzer geometry shows a slight improvement over the square analyzer geometry. This improvement
was seen at a close distance between 80mm and 83mm from the position of the sensors and the center
of the emulator. When this distance exceeds 83mm, the effect of the analyzer geometry is negligible.
On the contrary, considering the real geometry of the PEMFC (140 × 140 mm) stack applied in our
study, the use of the square design is more effective and applicable due to the position of the sensors
around the stack. In the circular analyzer, the sensors should be positioned 104 mm away from the
center of the FC active area to avoid the intersection of the ferromagnetic circuit analyzer with the
edges of the PEMFC stack. On the other hand, using the square design of the circuit analyzer, the
sensors are positioned at 80 mm to obtain the default circuit analyzer used in our study (160 × 160
mm). Therefore, with respect to the analyzed results of the dimensions of the analyzer using 16 sen-
sors, using the square design of the analyzer around a real FC will fabricate a better amplitude of ∆B.
This chapter also presents the variation in the number of sensors in the two analyzer designs. The
analysis shows that, up to a specific limitation, decreasing the number of sensors will improve the ∆B

produced in both geometric designs, but the circular analyzer still has the advantage over the square
design by applying a rotating sensor around a small FC model, for example 10× 10 cm dimensions.
On the contrary, due the square design of the real industrial fuel cells and based on the results illus-
trated in Fig(), implementing 8 sensors in a square ferromagnetic analyzer design near the FC will
improve ∆B amplitude used to diagnose fault position.

Finally, based on the results obtained from the measurements of a single rotating sensor and the
square design of 8 sensors, the 160× 160 model with 8 sensors would be interesting to test in the 2D
and 3D fault diagnosis of our passivated FC emulator.
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GENERAL CONCLUSION AND PERSPECTIVES

This work presents an innovative method for the identification of the fault position inside the fuel
cell. This method is based on measuring the external magnetic field produced by the fuel cell during
operation. This methodology use a magnetic field analyzer, which associates the magnetic sensors
with a ferromagnetic circuit, which is essentially different in comparison with other methodologies
proposed until now. The main advantage of this process is its ¨non-invasive¨ nature. The magnetic
field at the sensor levels is amplified which enables a more accurate analysis to diagnose the position
of the fault. Moreover, the used circuit analyzer limits the number of measurements: about sixteen
which are less than the already existing techniques. The magnetic field analyzer is designed to be
placed around the stack and moved along its longitudinal axis in order to detect any internal defects.
This system is then build and installed around the 3D current density emulator of a PEMFC, which
represents the main contribution of this work.

To achieve our goal, which is the experimental validation of the method, we followed several steps:

The first step is demonstrating the advantage of using the fuel cell modelling in general and
PEMFC in specific. Then, the mechanisms of PEMFC operation are presented taking into consid-
eration the various faults that can affect it. The most significant point we focus on is the relationship
between the current distribution inside the fuel cell and the faults affecting it.
We have also presented the several diagnosis methods proposed until now. These methods discuss lo-
cal and global faults based on the current distribution inside the fuel cell. The invasive method directly
measures the current value and then identifies the local fault. The non-invasive method identifies local
and global faults by mapping the current flow from the fuel cell’s external magnetic field. In addition,
some studies have applied data-driven diagnostic methods based on the original key variables of the
fuel cell to classify the type of fault. We therefore focus the study on the diagnosis of a 3D current
density emulator of a PEMFC by measuring the external magnetic field difference ∆B at different
analyzer positions, which is a non-invasive method to give the local fault position.

In the second step, the ferromagnetic analyzer used is described with respect to its geometry and
the distribution of the magnetic sensors inside. This circuit analyzer is therefore applied on the 3D
emulator to simulate the magnetic signature of several emulated defects. The demonstration of this
emulator is based on the multi physical modeling of a FC involving couplings between electrochem-
ical, electrical and magnetostatic models. In addition, this emulator is modeled using finite element
simulation (FES) and experimentally validated under normal and faulty operating conditions. This
emulator is specially designed to reproduce the electrical behavior like that in a real fuel cell (without
the influence of the auxiliaries and the electrochemical considerations). The emulator was powered
by a current source to ensure an overall stack current of 70 A. A measurement of the external mag-
netic field is then obtained for different fuel cell operating states. The heterogeneity of the current
density distribution explained by a fault in the electrical conductivity is observed by the variation of
the external magnetic field as a function of the health of the proposed emulator.
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We were able to validate our technique in two steps:

• On FES model:

A 3D FES formulation based on magnetic scalar potential, that is included in Altair Flux software, has
been chosen to solve the coupled electric conduction and magnetic equations. The fault is considered
as an insulator to block the current flow through the affected part of the active area. This application
is based on the strong coupling between the electrical conduction application that solves the current
density flow inside the fuel cell emulator and the magnetic application that computes the internal and
external magnetic field generated from the internal current density flow in the emulator domain.

• On Experimental emulator:

In order to obtain a current distribution comparable to that inside the FC volume, a test bench is cre-
ated in order to hold the ferromagnetic analyzer around the passivated fuel cell emulator, which have
a similar geometry and structure as an actual fuel cell stack.

In both experimental and numerical models, the current distribution shows a clear deviation
around the faulty region in the affected cell. This is clearly observed on the external magnetic field
signature of the proposed emulator. To identify the local current deviation around the conduction
fault, a new 3D fault detection method is proposed in our study. Two steps explain this method:

1. In the first step, the external magnetic field is measured at different positions of the circuit
analyzer in both emulator operations. Then the Euclidean distance between the sensors ∆B is
computed at each position of the analyzer. The maximum value of the computed Euclidean
distance indicates that the analyzer is around the affected cell.

2. Second, after indicating the affected cell, the ∆B graph obtained by the analyzer position will
indicates the fault position inside the affected cell. The positive ∆B is explained by the drop of
the magnetic field for the sensors located close to the conduction fault in which the current is
dropped and the negative ∆B values are obtained for the sensors close to the normal part of the
active zone. This phenomenon is due to the conservative global current density, which leads to
a current drop at the faulty part and increases in the rest of the conductive part of the emulator.

This work also discusses an off-line fault diagnosis of the PEMFC. The input data for the diagnostic
approach were extracted from the external magnetic field difference ∆B of PEMFC in the presence of
the ferromagnetic circuit analyzer. In this first diagnostic validation, a 2D current distribution model
and experimental emulator were been used. For each state, an initial current distribution will model
the state of health of the FC. If for the normal operation, this current density is considered homoge-
neous, in a fault case, this current distribution will model the magnitude and the position of the fault.
In order to obtain a higher statistical relevance, with a reduced number of experiments, for each state
from the initial current distribution, an experimental design will generate a list of variations around
the initial current distribution. The obtained dataset is then used as input parameters for training
of a decision algorithm. Data are generated from both the experimental emulator and the numer-
ical Finite Element Simulation (FES). This approach clarifies the ability of applying the numerical
analysis as a training data-set for the data-driven diagnosis technique using orthogonal arrays designs.

We then propose a new circuit analyzer design is presented to investigate the impact of the mag-
netic sensor distribution on the external magnetic field measurements of the 2D emulator. In addition,
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various geometric parameters of the proposed analyzers, such as air gap width, dimensions, and num-
ber of sensors, are modified and refined based on the external magnetic field generated by the 2D
emulator model. Therefore, based on the obtained results and experimental limitations, the conclu-
sion reached clarifies the importance of using the square design in our passivated stack model.

Perspectives

As the diagnostic algorithm seems to be effective by using training data from simulation model,
a natural following step is to produce a training data by the 3D multi physical fuel cell emulator.
Even though the employed magnetic sensors are highly sensitive to the magnetic noise, the proposed
method provides a significant efficiency in detecting the 2D and 3D conductive faults, and also can
be used as an original variable for data-driven diagnostic methodologies. Therefore, it would be
interesting to apply our proposed data analysis methodology on a real FC system by considering the
normal and faulty (flooding, drying, air stoichiometry) operation conditions.
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