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Résumé

Cette thèse prend place à un moment charnière où l’ensemble des données col-
lectées par l’expérience CMS lors du Run-2 du LHC (2015 à 2018) sont disponibles
et où la nouvelle génération de détecteurs visant à sonder encore plus loin nos
connaissances de la physique sont en train d’être élaborés.

Dans cet esprit, cette thèse s’articule autour de deux problématiques, dont
la première porte sur l’étude des performances d’un prototype du High Granu-
lar Calorimeter (HGCAL) de CMS. Celui-ci s’inscrit dans une vaste campagne
d’améliorations à l’horizon de la future phase de vie du LHC, aussi appelée
High-Luminosity LHC (HL-LHC) et qui devrait être mise en place en 2029. Son
objectif est de générer dix fois plus de données que pendant l’ensemble de la
première phase du LHC, et ceci dans le but de mesurer encore plus précisément
les prédictions du Modèle Standard (MS) de la physique des particules, ainsi que
d’étudier des phénomènes rares qui ne sont pas observables à l’heure actuelle.
L’augmentation de la luminosité sera aussi associée à une importante hausse du
nombre d’événements simultanés et de la dose de radiation que vont recevoir les
détecteurs. Ceux actuellement en place ne sont pas prévus pour fonctionner dans
un tel environnement, et c’est pourquoi les actuels calorimètres aux extrémités
seront remplacés par HGCAL Celui-ci sera le tout premier calorimètre imageur
à base de capteurs en silicium à être utilisé. Pour déterminer sa faisabilité, un
premier prototype a été construit et utilisé lors de tests sous faisceaux utilisant des
positons et des pions ayant une énergie allant de 20 à 300 GeV. Dans cette thèse,
l’accent sera mis sur l’étude des performances temporelles du prototype, en pas-
sant par les différentes étapes de la calibration et jusqu’au calcul de la résolution
temporelle pour une unique cellule de HGCAL et pour l’ensemble d’une gerbe
électromagnétique ou hadronique. Les résultats obtenus lors de cette thèse sont
comparés à ceux issus de simulations Monte Carlo et le très bon accord entre les
deux confirme la conception finale de HGCAL.

La seconde problématique sur laquelle se penche cette thèse est la recherche
de résonances à haute masse en utilisant les canaux de désintégration multi-
leptoniques. Une telle recherche s’explique par le fait que le MS ne permet pas de
décrire certains phénomènes, mais d’autres théories leur proposent une explication
avec notamment l’ajout de nouveaux bosons. L’objectif de cette analyse est de
regarder s’il existe une résonance ayant une masse comprise entre 200 GeV et 3
TeV pouvant correspondre à un nouveau type de boson scalaire. Pour cela, les 138
fb−1 de données collectées par l’expérience CMS lors du Run-2 sont utilisées dans
le canal de désintégration H → ZZ → 4l. L’intérêt d’utiliser ce canal en particulier
est qu’il correspond à l’un des modes de production dominant à haute masse et
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qu’il possède un état final pleinement reconstruit avec une excellente résolution et
un bon rapport signal sur bruit. Cette thèse va tout d’abord présenter comment
les différents objets constituants les événements d’intérêts sont reconstruits et
sélectionnés. Ensuite, la construction d’un modèle de signal est faite de telle sorte
que n’importe laquelle des combinaisons de paramètres de la résonance puissent
être comparées aux données. Pour cela, cette modélisation comprend une partie
décrivant le signal théorique et une autre qui prend en considération tous les effets
du détecteur. Afin de savoir si les données expérimentales peuvent être décrites
par le signal construit dans cette thèse, un test statistique est réalisé en maximisant
une fonction de vraisemblance prenant en compte le signal, ainsi que les bruits de
fond et les interférences entre les deux. En guise de résultats sur cette recherche,
les limites sur la vraisemblance du signal attendu sont présentées et permettent
d’exclure ou non une région de masse dans laquelle peut se trouver une résonance
de haute masse.
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Abstract

This thesis takes place at a critical moment when all the data collected by
the CMS experiment during the LHC Run-2 are available and when the new
generation of detectors aiming to probe even further our knowledge of physics
are being developed.

In this context, this thesis is structured around two problematics, the first one
concerns the study of the performance of a prototype of the CMS High Granularity
Calorimeter (HGCAL). It is part of a vast campaign of upgrades for the future life
phase of the LHC, also known as the High-Luminosity LHC, which should be in
service by 2029. It aims to generate ten times more data than during the entire first
phase of the LHC, in order to measure even more accurately the predictions of the
Standard Model (SM) of particle physics, as well as to study rare phenomena that
are not observable currently. The higher luminosity will also be associated with a
significant increase in the number of simultaneous events and the radiation dose
that the detectors will receive. The current detectors are not designed to operate
in such an environment, so the endcap calorimeters of CMS will be replaced by
HGCAL. It will be the first imaging calorimeter based on silicon sensors to be
used. To determine its feasibility, a first prototype has been built and used in
beam tests using positrons and pions with energies ranging from 20 to 300 GeV.
In this thesis, the focus will be on the study of the temporal performance of the
prototype, through the various stages of calibration and up to the calculation of
the temporal resolution for a single HGCAL cell and for the whole electromagnetic
or hadronic showers. The results obtained in this thesis are compared with those
obtained from Monte Carlo simulations and the very good agreement between
both confirms the viability of the HGCAL concept.

The second problematic addressed in this thesis is about the search for high
mass resonances using the multi-leptonic decay channel. Such a search is explained
by the fact that the SM does not describe some phenomena, but other theories
propose an explanation with the addition of new bosons. The aim of such an
analysis is to see if there is a resonance with a mass between 200 GeV and 3
TeV that could correspond to a new type of scalar boson. For this purpose, the
138 fb−1 of data collected by the CMS experiment during Run-2 are used in the
H → ZZ → 4l decay channel. The interest in using this particular channel is that
it corresponds to one of the dominant high-mass production modes and has a
fully reconstructed final state with excellent resolution and good signal-to-noise
ratio. Firstly, this thesis presents how the different objects constituting the events
of interest are reconstructed and selected. Secondly, the construction of a signal
model is done in such a way that any combination of the resonance parameters
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can be compared to the data. For this purpose, this modelling consists of a part
describing the theoretical signal and another part that takes into account all the
effects of the detector. In order to find out whether the experimental data can be
described by the signal constructed in this thesis, a statistical test is performed
by maximizing a likelihood function taking into account the signal, as well as the
background and interference between both. As a result, limits on the expected
signal cross-section are calculated and allow excluding or not a region of mass in
which a high mass resonance can be found.
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Introduction

The thesis you are about to read can be seen as an additional stone of the great
edifice that is science. Its foundations were laid at the dawn of time, long before
modern history, because it’s in human nature to seek to understand and explain
the things and phenomena that surround us. It’s a characteristic that drives us to
constantly ask ourselves questions, particularly about what we’re made of. The
first written traces of this thinking take us back to Ancient Greece in the 5th century
BC. It was at this time that the Greek philosopher Leucippus postulated the theory
of atomism, which is the idea that the universe is made up of just two things: on
the one hand, atoms, the indivisible elements that make up matter, and on the
other, the void, which is the space in which the atoms are located.

However, it took more than two millennia before we knew exactly what atoms
were. Indeed, it wasn’t until the 19th century that it was demonstrated that matter
is composed of atoms, all with the same properties. Later in the same century, the
indivisible nature of the atom was questioned with the discovery of electrons. This
led to the idea of understanding the exact nature of atoms, and at the beginning
of the 20th century, experiments led to the discovery of the atomic nucleus and,
later, to protons. Later during the 20th century, technological advances enabled
scientists to design and build the first particle accelerators, providing high energy
particles for more detailed studies of the structure of atomic nuclei. Year after
year, accelerators became more and more powerful, and the energy that parti-
cles could reach increased significantly. Experiments operating at this moment
demonstrated that nucleons themselves are not fundamental particles, but are
composed of quarks. Added to this the development of sophisticated particle
detection techniques resulted in experiments that led to the discovery of many
fundamental particles. At the same time, important theoretical works established
the framework of quantum mechanics and special relativity. These theories laid
the foundations for the definition of the Standard Model (SM) of particle physics, a
quantum field theory with gauge symmetries formalized introducing the concept
of spontaneous symmetry breaking across the physical vacuum was incorporated.
Nowadays, this theory is still the best description of the subatomic world.

Despite the success of the SM in predicting experimental observations, it has
serious limitations. For instance, it does not include a description of gravity, nor it
does not explain the origin of dark matter, and the observed asymmetry between
matter and antimatter. Even if the SM has helped to discover many of the secrets
of the subatomic world and the laws that govern it, the quest for the fundamental
constituents of the universe is not yet complete. This is why many new theories
go beyond the SM and attempt to answer these questions. The aim of collider
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Introduction

based experiments, such as those at the Large Hadron Collider (LHC), is to test the
limits of SM physics and look for signatures of new physics. The LHC at CERN is
nowadays the world’s most powerful particle collider. It collides proton beams at
the centre of mass energy of 13 TeV at four points along its 27 km long ring. At
each collision point, a detector is placed to detect the particles resulting from the
high energy collisions. The Compact Muon Solenoid (CMS) is one such detector.
The ultimate success of the SM came in 2012, when both the ATLAS and CMS
collaborations announced the observation of a scalar particle compatible with the
SM elementary Higgs boson. The existence of a physical H boson is presumed
to be a consequence of the spontaneous breaking of electroweak symmetry. The
discovery was made possible by the analysis of all the data collected by the
experiments during the LHC Run-1 period. This was followed by LHC Run-2,
lasting from 2015 until 2018, and giving access to a larger number of candidate
Higgs bosons to study. This allowed to study the H boson with more precision and
also to prove that the Higgs field is at the origin of fermion masses. Based on these
data, it is already possible to undertake research into new physics. One promising
area is the study of high mass events. Indeed, many BSM theories introduce new
particles to explain phenomena not yet explained by the SM. The particles that are
supposed to be the easiest to detect are scalar bosons with masses greater than the
H boson.

Another solution would be to have more data to make precise measurements
of various SM processes with smaller cross-sections, such as the self-coupling of
the Higgs boson, and to discover particles predicted by many BSM theories. The
future life phase of the LHC, also known as the High Luminosity LHC (HL-LHC),
is designed to achieve this goal. The HL-LHC operation phase is scheduled to
start in 2029 and last at least ten years. It will provide ten times more data than the
LHC’s operating phase, opening up many new physics perspectives. However,
this poses several challenges for the detectors. As the HL-LHC collision rate
increases, the detectors will suffer intense radiation damage and be confronted
with large numbers of particles from additional proton-proton collisions.

But there is an issue, the current CMS detector is not designed to operate in
such harsh conditions, indeed the higher radiation rate could damage the sensors
and decrease the physics performance. Among the many improvements planned
for the HL-LHC, the CMS collaboration will replace the current end calorimeters
with the High Granularity Calorimeter (HGCAL). This will be a 5D detector, as
it will be able to measure with a great precision the energy of particles, as well
as their position in space and their time of arrival. Moreover, it will be the first
high granularity silicon based calorimeter to be used in a high energy physics
experiment, so a great effort is needed to validate its performances. For this reason,
the first large scale prototype of the HGCAL was exposed to pion and positron
beams with energies ranging from 20 to 300 GeV in October 2018.

This thesis has allowed me to address both these aspects, working first on
a performance study of the HGCAL prototype used during the October 2018
beam tests. Initially, I carried out preliminary studies on the reconstruction of
electromagnetic and hadronic showers. But the core of my work is based on the
study of the timing performance of HGCAL cells and of full showers. The second
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aspect was approached from the angle of a search for high mass scalar resonance
using multi-lepton decay channels, with the aim of establishing limits on the
production cross-section of such a resonance.

The first two chapters are intended to set the theoretical and experimental
context of this thesis and introduce key concepts. To this purpose, Chapter 1 will
review the fundamental elements of the Standard Model of particle physics, from
the description of elementary particles and interactions to the presentation of its
limitations. In addition, the latest results on the study of the Higgs boson and the
search for high mass resonance are given. Chapter 2 describes all the experimental
equipment, starting with the LHC and then focusing on the CMS experiment as a
whole. Furthermore, explanations are given of the methods used to reconstruct
the particles passing through the detector.

The next two chapters deal with the HGCAL project. Chapter 3 begins with
a reminder of calorimetry, before explaining what the HGCAL project is and
detailing what the future calorimeter will consist of. This chapter also introduces
the HGCAL prototype and all the equipment used for the beam tests. Chapter 4
then focuses on the prototype’s performance. Firstly, the work on characterizing
the reconstruction performance of electromagnetic and hadronic sheaves. Secondly,
the timing performance of prototype cells is studied, followed by those of full
showers.

Finally, the last three chapters focus on high mass resonance research. Chapter
5 corresponds to the reconstruction, selection, and categorization of the objects
and events of interest for the analysis. Chapter 6 then describes the modelling of
background and the high-mass resonance signal. Finally, Chapter 7 presents the
statistical test used, and the results obtained, corresponding to the limits on the
production cross-section of a high mass scalar resonance.
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Introduction to the Standard Model of
Particle Physics and beyond
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To begin our journey into the wonderful world of the infinitely small, let’s start
with a quick reminder of the different theories involved at this scale.

At our current level of understanding, the subatomic world is described by
a set of physics theories grouped together in the so-called the Standard Model
(SM) of Particle Physics. This model was born during the last century to offer a
description of the interactions occurring at a subatomic scale. The SM is based on
the Quantum Field Theory (QFT) making the link between the quantum mechanics
and the special relativity. In this formalism, fields and particles are associated,
fundamental particles are represented as a field fluctuation and the interactions as
the exchange of a virtual particle. This model is a construction mixing theoretical
and experimental advances, and it has been developed gradually. Indeed, at the
beginning, the number and the nature of the particles were unknown, and they
were added one after the other. The last one was the discovery of the Higgs boson
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Chapter 1. Introduction to the Standard Model of Particle Physics and beyond

made in July 2012 by the collaborations A Toroidal LHC ApparatuS (ATLAS) and
Compact Muon Solenoid (CMS) [39, 40], which are both working on the eponym
experiments and both taking place in the Large Hadron Collider (LHC).

More details about the SM will be given in the Figure 1.1, with a synthesized
presentation of the particles, interactions, and physics theories constituting it.
As its name indicates it, it is just a model, and like all the models it has its own
imperfections and limits. In order to have a better accurate prediction or to have an
explanation of phenomena not described by the SM, other theories were postulated
and will be discussed in Section 1.2. But let’s get back to the matter at hand, most
of the work done and on going in the CMS Collaboration is about the Higgs boson,
and in Section 1.3 the last results about its characteristics will be given. And this
chapter will be closed with the description of “Golden Channel”, corresponding
to the decay channel of the Higgs boson into four leptons. This channel used in
the physics analysis at the end of this thesis will be explained in Section 1.4.

1.1 The Standard Model of Particle Physics

For a better understanding of the SM, it is necessary to start by knowing the
elements that compose it. First, the elementary particles, corresponding to the
smallest building blocks of matter. And secondly, the fundamental interactions
acting like cement and giving the shape of the matter.

1.1.1 Elementary particles

The elementary particles mentioned in this thesis correspond to an isolated
physical system representing a unit of matter. They are fundamental objects which
are impossible to subdivide. All the known particles of the SM are shown on
Figure 1.1

Particles can be arranged into two major groups: the fermions having a half in-
teger spin (s = 1

2) and respecting the Pauli exclusion principle. They are described
by the Fermi-Dirac statistics, hence their name. Moreover, they are divided in two
subgroups which will be described later: the leptons and the quarks, which are
both matter particles. All the fermions are associated to anti-particles. The bosons
having an integer spin (s = 1) and they are called like that because they follow the
Bose-Einstein statistics. According to the QFT, they are the carriers of interactions.

Bosons

• Gluons g: There are eight gluons, which are massless particles, and they are
the mediators of the strong interaction.

• Photon γ: It is the mediator of the electromagnetic force. The photon is a
massless particle in the SM.

• W± and Z bosons: They are the vectors of the weak interaction, W± corre-
spond to the charged weak current and Z to the neutral weak current.
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Figure 1.1: Classification of the Standard Model of Particle Physics. The graviton
on the right is a hypothetical particle propagating the gravitational force, which is
still not explained with the Standard Model. Particle masses are from [1]

• Higgs boson H: This boson gives a mass to all the other particles (except
photons and gluons) and also to itself, this property comes from the elec-
troweak symmetry breaking (EWSB). Finally, it is the only spin s = 0 boson,
all the others have a spin s = 1.

Fermions

• Quarks: There are six quarks, divided into three doublets and each one
corresponding to a generation. The first one is composed of the quark up
(u) and the quark down (d). They are the two valence quarks composing
the protons (uud) and the neutrons (udd). Indeed, they are the only stable
quarks due to their low masses. The second doublet is composed of the
quark charm (c) and the quark strange (s). Finally, in the third one, there is
the top quark (t) and the bottom quark (b). The three doublets are :(

u
d

)(
c
s

)(
t
b

)
(1.1)

The first quark of each doublet has an electric charge q = +2
3 and the second

quark has one equal to q = −1
3 . Because of their non-null electric charge,

they are sensitive to the electromagnetism. But, also to the weak and strong
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Chapter 1. Introduction to the Standard Model of Particle Physics and beyond

nuclear forces. Due to this, they also have quantum numbers corresponding
to their sensitivity to these three interactions. First, quarks have a colour,
giving the name of Quantum Chromodynamic (QCD), and which control
the possible action that they can have with the strong interaction. This
phenomenon is called colour confinement in QCD, and it leads to the quarks
to be observed bounded together, forming bigger structures called hadrons.
A hadron, made with three quarks like protons or neutron, is a baryon. When
a quark and an anti-quark are bounded together, the structure is called a
meson. The anti-quark have the same properties as “normal” quark, but
their quantum numbers will be the opposite. For instance, let’s consider the
quark up (u), it has an electric charge equals to q = +2

3 , thus the one of the
anti-quark up, noted (ū), is equal to q = −2

3 . Quarks also interact with the
weak force, introducing the flavour as a new quantum number proper to
each quark. This number is conserved with the electromagnetic and strong
nuclear force, but not with the weak one. This possible change of flavour with
the weak interaction is described with the Cabibbo-Kobayashi-Maskawa
(CKM) matrix [41], and to some extent, it corresponds to the violation of the
charge and parity symmetries (CP) presented in Section 1.1.2.

• Leptons: Similarly to the quarks, the leptons are divided into three doublets
composed of a charged lepton, with Q = −1, and a neutrino. By order of
mass, there is the electron (e), followed by the muon (µ) and finally the
tauon (τ). On the other hand, neutrinos, as their name suggests, have an
electric charge Q = 0. Each neutrino is associated to a charged lepton and
their name come from them. Thus, they are called electron neutrino (νe),
electron neutrino (νµ), and electron neutrino (ντ).(

e
νe

)(
µ

νµ

)(
τ

ντ

)
(1.2)

From these leptons, the electron is the most stable one, thanks to is low
mass compared to both other charged leptons. Furthermore, with the quarks
up and down, it is part of the constituents of ordinary matter. In addition,
concerning the forces which can be applied on leptons, charged leptons
and neutrinos must be considered separately because the neutrinos are not
sensitive to electromagnetic interaction due to their lacks of electric charge.
But in contrast, the weak forces interact with both groups and like quarks,
the lepton’s flavour is not conserved with this interaction. The relations
between leptons are described with the Pontecorvo-Maki-Nakagawa-Sakata
(PMNS) matrix [42] and it explains the neutrino’s oscillations.

1.1.2 Fundamental interactions and gauge theory
Four fundamental forces describe the interactions in the universe, but only

three of them are described in the SM: the electromagnetic force, the weak and
strong nuclear forces. The fourth one is the gravitation, which is well understood
at large scale thanks to the general relativity. It does not have a satisfactory
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1.1. The Standard Model of Particle Physics

formulation at subatomic scale, and it does not have its place inside the SM due
to the fact that it is still not well understood and mainly because its propagator
is unknown. According to the QFT, the fundamental components of matter are
highly correlated to symmetry principles. In a mathematical point of view, a
symmetry corresponds to the property of a system to be invariant when a specific
transformation is applied to it. The principle of invariance is one of the basis of SM
theories and is related to the gauge field theories. Moreover, the SM is one of the
quantum field theories, and in addition to the gauge symmetries, it must respect
the Poincaré symmetries. Thus, it is formalized in a flat 4-dimensional space-time.

As presented previously, the SM is mainly described by three theories which
are the Quantum Electrodynamics (QED) for the electrodynamic interaction, the
Quantum Chromodynamics (QCD) for the strong nuclear force, and the Elec-
troweak Theory (EWT) introducing the electroweak interaction. This new force
corresponds to the unification of electromagnetic and weak interactions.

The gauge principle of local invariance is used in order to introduce the sym-
metry group of the SM :

SU(3)C ⊗ SU(2)L ⊗ U(1)Y (1.3)

This formula can be explained by taking the terms one by one:

• SU(3)C is a Lie group of 3 × 3 unitary matrices, meaning that their deter-
minant is equal to 1. The group generators are Gell-Mann matrices, and it
controls the strong interaction of quarks and gluons. Then, the QCD explains
the gathering of quarks into hadrons and the stability of the nucleus of an
atom, dealing with the repulsive forces originating from the positive charges.

• SU(2)L is a Lie group of 2× 2 unitary matrices, ruling the weak nuclear force
of leptons and quarks.

• U(1)Y is a unitary group governing the electromagnetic interaction.

From this point, it is possible to build the Lagrangian of the strong and
electroweak interactions. The electromagnetic and weak forces are taken to-
gether according to the theories of S. Glashow, S. Weinberg, and A. Salam [43,
44, 45] who demonstrated the unification of both forces in the symmetry group
SU(2)L ⊗ U(1)Y.

Strong interaction

To understand what is the strong interaction and where it comes from, let’s
build its associated Lagrangian, which is gauge invariant. The construction of SM
Lagrangian is explained by M. Thomson in his book [46] and by M. Herrero in his
lecture material [47]. Considering a field ψ associated to a fermion of spin s = 1

2 .
The Dirac Lagrangian is written:

LDirac = ψ(x)(iγµ∂µ − m)ψ(x) (1.4)

Where γ corresponds to the Dirac matrices.
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Chapter 1. Introduction to the Standard Model of Particle Physics and beyond

In the case of QCD, the Lagrangian must be invariant with respect to the
transformations from the SU(3)C symmetry group. In terms of equation, this is
written as:

ψ′(x) = eigsαa(x) λa
2 ψ(x) (1.5)

And when considering the space-time derivative of this in order to have a
global invariance:

Dµ = ∂µ + igs
λa

2
Ga

µ (1.6)

Where λa
2 refers to the eight Gell-Mann matrices corresponding to the eight

massless gluons. They have three degrees of freedom, one per each colour (blue,
green, and red) and a self interaction. The coupling gs is a constant, referring to
the strength of the strong interaction. At the end, eight gauge fields Ga

µ represent
the gluons, and they respect the gauge invariance given by:

G′a
µ = Ga

µ + αb(x) f abcGc
µ +

1
gs

∂µαa(x) (1.7)

Where f abc represents the structure constants of the symmetry group SU(3)C
and it satisfies the commutation rules defined by:[

λa

2
;

λb

2

]
= i f abc λc

2
(1.8)

The last ingredient for the QCD Lagrangian is the field strength tensor. It will
introduce trilinear and quadrilinear terms in the Lagrangian.

Gµν
a = ∂µGa

ν − ∂νGa
µ + gs f abcGb

µGc
ν (1.9)

Finally, the QCD Lagrangian is obtained by considering a summation of all
the different quark fields, and by replacing these terms into the Dirac Lagrangian
presented in the Equation 1.4:

LQCD = ψ(i ̸ ∂ −m)ψ − gsψγµ λa

2
ψGa

µ −
1
2

Gµν
a Ga

µν (1.10)

The new operator ̸ ∂= γµ∂µ is introduced in the Lagrangian, thanks to that, the
first term corresponds to the former Dirac Lagrangian. The second term represents
the interaction between quarks and gluons, and the last one refers to the self
interaction of the gluon fields.

Electroweak interaction

The electroweak interaction (EW) was introduced in order to get the unification
of the electromagnetic and weak interactions. It is described by the symmetry
groups SU(2)L ⊗ U(1)Y, which describe the EW interaction but not the electro-
magnetic one. It corresponds to the interaction existing before the symmetry
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1.1. The Standard Model of Particle Physics

breaking. But, before diving in the details of EW, explanations about QED will be
helpful.

QED explains the electromagnetic interaction, more precisely it corresponds
to the phenomenon of electrical charged particles interacting with an exchange
of photons. The symmetry group U(1)em describes this interaction and the con-
struction of the QED Lagrangian is analogous to the QCD one, which gives this
formula:

LQED = ψ(i ̸D −m)ψ − 1
4

FµνFµν (1.11)

Where Fµν = ∂µ Aν − ∂ν Aµ and ̸D= ∂ − ieAµ. Similarly to the QCD, this La-
grangian is composed of two term s, the first one corresponding to the interaction
term introduced by ̸D, and the second one is a kinematic term corresponding to
the propagation of the photon.

Some problems start when dealing with the weak interaction. Indeed, the
parity violation must be taken into account. To do that, left and right-handed
fermion fields are considered, and different interaction terms will be applied to
them. This differentiation will be performed with a projection operator in which
the gamma matrix is used γ5 ≡ iγ0γ1γ2γ3 :

PL =
1 − γ5

2
, PR =

1 + γ5

2
(1.12)

In SU(2)L, the left-handed fermions are represented by a doublet and the
right-handed by two singlets, represented below:

ΨL =

(
ψL

ψ′
L

)
=

1 − γ5

2

(
ψ

ψ′

)
, ψR =

1 + γ5

2
ψ , ψ′

R =
1 + γ5

2
ψ′ (1.13)

Concerning the quantum numbers, the weak interaction is related to the weak
isospin I3 and the hypercharge Y. The first one is the quantum number associated
to the symmetry group SU(2)L. In fact, it corresponds to the three group generator
Ii =

σi
2 where σi is a Pauli’s matrix. Moreover, three gauge fields W i

µ, are needed
to satisfy the gauge invariance. The choice of two singlets for the right-handed
particles is justified by the fact that they do not interact with the W i

µ fields. The
hypercharge is associated to the U(1)Y group, and the gauge invariance is due to
the gauge field Bµ.

The relation between the two quantum numbers and the electric charge is
given by the Gell-Mann-Nishijima formula 1.14:

Q = I3 +
1
2

Y (1.14)

The value of these quantum numbers are given for all quarks and leptons in
the following table.

Knowing that, let’s build the EW Lagrangian. Following the same method to
create those of QCD and QED, it can be written as:
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Table 1.1: Summary table of the electroweak quantum numbers for the different
generations of quarks and leptons. The three quantum numbers the weak isospin
I3, the hypercharge Y, and the electric charge Q are given for the different chirality.

Fermions Chirality 1st gen. 2nd gen. 3rd gen. I3 Y Q

Quarks
Left-handed (uL

dL
) (cL

sL
) (tL

bL
) (+1/2

−1/2) (+1/3
+1/3) (+2/3

−1/3)

Right-handed uR cR tR 0 +4/3 +2/3
dR sR bR 0 −2/3 −1/3

Leptons
Left-handed ( eL

νe,L
) ( µL

νµ,L
) ( τL

ντ,L
) (−1/2

+1/2) (−1
−1) (−1

0 )

Right-handed eR µR τR 0 −2 +1
νe,R νµ,R ντ,R 0 0 0

L = ΨL(i ̸D)ΨL + ψR(i ̸D)ψR + ψ
′
R(i ̸D)ψ′

R (1.15)

However, to preserve the SU(2)L invariance, the mass terms were not consid-
ered. To ensure the local SU(2)L ⊗ U(1)Y symmetry, the covariant derivative Dµ

is defined:

Dµ = ∂µ − igT⃗W⃗µ − i
g′

2
YBµ (1.16)

Where g and g′ are parameters controlling the interaction strength.
The Lagrangian 1.15 can be also seen as the sum of three terms: a kinematic

term, a term responsible for the charged current, a last one in charge of the neutral
current.

L = Lkinematic + LCC + LNC (1.17)

Before explaining the different terms, we need to introduce the operator W±
µ .

It represents the W± bosons which are formulated under the form of a linear
combination.

W±
µ =

1√
2
(W1

µ ∓ iW2
µ) (1.18)

In the same manner, the Pauli’s matrix mentioned previously is given by:

σ± =
1√
2
(σ1 ∓ iσ2) (1.19)

Now, the three terms of the Lagrangian 1.17 are given by the following formu-
las:

Lkinematic = ΨL(i ̸ ∂)ΨL + ψR(i ̸ ∂)ψR + ψ
′
R(i ̸ ∂)ψ′

R (1.20)

LCC =
g√
2

W+
µ ψLγµψ′

L +
g√
2

W−
µ ψ

′
LγµψL (1.21)
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LNC =
g′√

2µ

Y[ψLγµψL + ψ
′
Lγµψ′

L + ψRγµψR + ψ
′
Rγµψ′

R]

+
g√
2

W3
µ[ψLγµψL − ψ

′
Lγµψ′

L]

(1.22)

There is still a problem concerning the neutral current. Indeed, it is defined as a
function of W3

µ and Bµ, but they do not have a physical interpretation, they cannot
be interpreted as real neutral boson. In order to solve this issue, let’s introduce the
new fields using the Weinberg’s angle θw, Aµ and Zµ which represent the photon
and the Z boson respectively.(

Aµ

Zµ

)
=

(
cos θw sin θw
− sin θw cos θw

)(
Bµ

Wµ

)
(1.23)

Thanks to these new fields, the Lagrangian 1.22 can be written in two different
manners, one for the Z boson and one for the photon:

LZ
NC = ψLγµZµ

(
g

σ3

2
cos θw − g′

Y
2

sin θw

)
ψL (1.24)

Lγ
NC = ψLγµ Aµ

(
g

σ3

2
sin θw + g′

Y
2

cos θw

)
ψL (1.25)

Furthermore, from these two equations we will define the fundamental electric
charge e using the Weinberg’s angle θw and the couplings g and g′:

e = g′ sin θw = g cos θw (1.26)

Before writing again the EW Lagrangian, we need to define two fields strength
tensors given by 1.27 and 1.28:

Bµν = ∂νBµ − ∂µBν (1.27)

Wµν
i = ∂µW i

ν − ∂νW i
µ + geijkW j

µWk
ν (1.28)

Where eijk is the Levi-Civita tensor. This last term with the tensor indicates that
generators Wµ do not commute together because of the nature of the symmetry
group SU(2)L. It is at the root of the self interaction of gauge bosons. For in-
stance, this includes the cubic self-couplings (ZW+W−, γW+W−) and also the
quadrilinear ones (ZZW+W−, γγW+W−, ZγW+W−, W+W−W+W−).

Finally, the full EW Lagrangian is given by:

LEW = ΨL(i ̸D)ΨL + ψR(i ̸D)ψR + ψ
′
R(i ̸D)ψ′

R − 1
4

Wµν
i W i

µν −
1
4

BµνBµν (1.29)

And from this equation, the first part corresponds to the impact of the EW
interaction on fermions. And the second refers to the impact on gauge bosons.
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L f ermions = ΨL(i ̸D)ΨL + ψR(i ̸D)ψR + ψ
′
R(i ̸D)ψ′

R (1.30)

Lgauge = −1
4

Wµν
i W i

µν −
1
4

BµνBµν (1.31)

In a nutshell, the strong and electroweak interactions are represented through
LQCD and LEW respectively. Both are the resultants of the gauge theory with the
symmetry group presented in Equation 1.3. Nevertheless, to satisfy the gauge
invariance, there is no mass term of the gauge boson or fermion fields. It remains
correct for photons or gluons, but it is not the case for Z and W± bosons, and
fermions. Indeed, many experimental observations proved the massive nature of
these particles. Since the weak interactions are experimentally observed to play a
role at small distances, their mediators are expected to be massive, which is not
the case. If considering the addition of mass terms for fermions is not a problem
with the SU(3)C symmetry invariance, this will break the SU(2)L symmetry. And
trying to add a mass term for gauge bosons will lead to a non local invariance of
SU(2)L ⊗ U(1)Y symmetry and prevent the theory from being renormalizable.

In order to have massive gauge bosons and fermions, and to keep the gauge
invariance, a mechanism was proposed to spontaneously break the EW symmetry.
This phenomenon also called Brout-Englert-Higgs (BEH) mechanism was pos-
tulated in 1964 independently by P. Higgs [48], by F. Englert and R. Brout [49],
and by G. Guralnik, C. Hagen and T. Kibble [50]. It will be discussed in the next
section.

1.1.3 Spontaneous symmetry breaking and the Higgs mechanism

The BEH mechanism, or just Higgs mechanism, proposes a new SM Lagrangian
in order to solve the massless particles issue. This theory is based on the intro-
duction in the Lagrangian of a complex scalar field ϕ(x). This field is linked to
a potential V(x) which is invariant under the full symmetry group of Equation
1.3. Despite the fact, that when a specific state is chosen, among a continuum of
possible ground states, it happens a spontaneous symmetry breaking. This occurs,
when the scalar field corresponds to a massless boson with a spin s = 0, also called
Goldstone boson. It is introduced as the consequence of the Goldstone theorem
[51] proposing this new field in the Lagrangian density for each generator of the
group associated to the symmetry breaking. The complex scalar field is defined as
a doublet having a hypercharge Yϕ = 1. It is defined as:

ϕ =

(
ϕ+

ϕ0

)
=

1√
2

(
ϕ1 + iϕ2

ϕ3 + iϕ4

)
(1.32)

In addition, the potential field mentioned before is:

V(ϕ†ϕ) = −µ2ϕ†ϕ + λ(ϕ†ϕ)2, (µ2, λ > 0) (1.33)

This potential field is shaped like the bottom of a bottle of Burgundy wine,
represented in Figure 1.2. It is made in a such way to have an unstable local
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Figure 1.2: Representation of the Higgs potential V(ϕ)

maximum when ϕ = 0, and if considering that the ground states continuum
corresponds to:

|ϕ†ϕ| = µ2

2λ
≡ v2

2
(1.34)

Where v is the vacuum expectation value.
A such ground state allow the symmetry to be broken spontaneously and keep

the gauge invariance of the Lagrangian. Both SU(2)L and U(1)Y symmetry groups
are broken. However, U(1)Y symmetry is preserved when the ground state is
chosen parallel to the doublet component ϕ0 from the definition of the complex
field doublet 1.32. This specific ground state is given by:

ϕg =
1√
2

(
0
v

)
(1.35)

Thanks to this potential, we can create the BEH term of the SM Lagrangian,
which is written as:

LHiggs = (Dµϕ)†(Dµϕ)− V(ϕ†ϕ)2 (1.36)

Where Dµ is the same as the covariant derivative defined in the Equation 1.16.
The potential is not always at its minimal value. Indeed, it can endure small

fluctuations around the minimum. These perturbations are parametrized as:

ϕ(x) =
1√
2

eiσiθi(x)
(

0
v + H(x)

)
(1.37)

Where θi(x) is the massless spin s = 0 boson field and H(x) is the massive one.
θi(x) corresponds to an unphysical Goldstone boson and H(x) can be associated
to the Higgs boson. It is possible to remove the Goldstone boson in the equation
by using a SU(2)L transformation. Indeed, the Lagrangian is gauge invariant, but
the Goldstone boson will disappear with a unitary gauge transformation. The
transformation is shown with the Equation 1.38:
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ϕ(x) = e−iσθi(x)ϕ′(x) =
1√
2

(
0

v + H(x)

)
(1.38)

Finally, the field is only depending on H(x) and the Higgs Lagrangian can
possibly be written as:

LHiggs =
1
2

∂µH∂µH + µ2H2 +
g2v2

4
W+

µ W−µ +
g2 + g′2

6
v2ZµZµ

+
g2v
2

HW+
µ W−µn +

g2

4
H2W+

µ W−µ +
g′2

2
v2HZµZµ

+
g2

4
H2ZµZµ +

µ2

v
H3 +

µ2

4v2 H4

(1.39)

From this formula, it is possible to identify the different mass terms. The first
two elements of the sum correspond to the Higgs field. From them, the Higgs
mass can be extrapolated:

mH = v
√

2λ =
√

2µ (1.40)

The next two are respectively the propagator of W±
µ and Zµ. And similarly as

mH, the masses of the Z and W± and bosons can be defined as:

mZ =

√
g2 + g′2

2
v (1.41)

mW± =
gv
2

= mZ cos θw (1.42)

The last two parts of the equation describe the trilinear and quadrilinear self-
couplings of the Higgs boson. In this case, the potential field is given by:

V(ϕ) = µ2H2 +
µ2

v
H3 +

µ2

4v2 H4 =
1
2

m2
H H2 + λHHHvH3 + λHHHH H4 (1.43)

Where the Higgs boson self-couplings are:

λHHH = λHHHH =
m2

H
v2 (1.44)

Finally, the four other terms refer to trilinear and quadrilinear couplings be-
tween H and the propagators of the weak interaction: Z and W±. The trilinear cou-
plings are (HZZ, HW+W−) and the quadrilinear ones are (HHZZ, HHW+W−).
The coupling HZZ will be particularly important for the latter, because it corre-
sponds to the Higgs decay process analysed in this thesis.

After the demonstration of the mass of the vector and scalar bosons, it remains
to explain how the fermion mass is obtained.

The fermionic mass is also resulting from the BEH mechanism. But, the mass
term is from another Lagrangian. Indeed, the interaction between the H field and
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the left and right-handed fields of the fermions is described using the Lagrangian
of the Yukawa interaction.

Before building it, the Yukawa couplings must be defined. There are two
of them, y f and y f ′ where f corresponds to the upper fermions in the doublets
defined in the Equations 1.1 and 1.2, and f ′ corresponds to the lower fermions.
Furthermore, the charge conjugate of the Higgs fields is defined as ϕc = iσ2ϕ∗.
Thus, the Yukawa Lagrangian is given by:

LYukawa = −y f ′(ΨLϕψ′
R + ψ′

Rϕ†ΨL)− iy f (ΨLϕcψR + ψRϕc†ΨL) (1.45)

If a symmetry breaking is applied, this Lagrangian becomes:

LYukawa = −∑
f

y f√
2

ψψ(v + H)− ∑
f ′

y f ′√
2

ψψ(v + H) (1.46)

The equation is composed of two parts, the first one for the upper fermions
and the second one for the lower ones. Each part has a mass term and a term
corresponding to the coupling between fermions and the Higgs field. Eventually,
the mass terms of the fermions are obtained from this formula, and they are equal
to:

m f =
y f v√

2
, m f ′ =

y f ′v√
2

(1.47)

At the end, the full SM Lagrangian correspond to the combination of the four
main Lagrangian developed in this chapter. It can be written as:

LSM = LQCD + LEW + LHiggs + LYukawa (1.48)

To summarize, this chapter gave an overview of the constituents of the universe
and the physical description of the fundamental interaction using a single formula:
the SM Lagrangian. But, even if this definition is the most powerful currently, there
are still some problems with it that will be developed in the following chapter.

1.2 Limits of the Standard Model and new theories

1.2.1 The limits of the Standard Model

The SM proposes a description of all the elementary particles and the funda-
mental interactions at the subatomic scale. However, it is not a universal model
considering also the gravitation, and it is currently facing some problems which
some of them are explained below:

• The neutrino oscillation has been observed from atmospheric neutrinos
in 1998 by the Super-Kamiokande Collaboration [52] and confirmed later
with other experiments [53] using reactor’s neutrinos. The oscillation of the
neutrino flavour needs the neutrinos to be massive particles, and constraints
on the difference of the square of their and upper limits were measured using
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different methods. Among them, there are experiences such as KATRIN [54],
observations of cosmic events like supernovas, or cosmological constraints.
The problem is that they do not have a mass according to the SM theory.
It is still possible to add to the SM, but the theory does not predict them.
However, there are some theories proposing the mechanism from which the
neutrino’s mass comes from.

• The asymmetry between matter and anti-matter is not addressed in the SM.
A. Sakharov [55] proposed that this phenomenon could be explained by the
CP symmetry violation, the baryon number violation, and the fact that the
rate of baryon-asymmetry generation is less than the universe expansion
rate. But it is even not enough to explain the magnitude of the baryonic
imbalance.

• The gravitational interaction is not taken into account in the SM. Its most
accurate description is made in the general relativity. However, the quantum
form of this theory cannot be renormalized using a perturbative method,
making impossible the unification with the SM. Its very low strength at
particle scale makes it no problem that it is not involved in particle physics.
There should be a quantum description for some phenomena, such as the
early universe, where it was infinitely small but also infinitely dense. The
graviton is the hypothetical particle serving as vector of the gravitational
forces, according to the theory it should be a massless boson with a spin
s = 2. It has not been observed so far.

• Dark matter and dark energy were introduced to explain some cosmological
observations. The unexpected rotation speed of galaxies [56] suggests that
the matter described in the SM represents only 5% of the total mass of the
universe. On the other hand, dark matter should correspond to 26%, and
the remaining 69% is dark energy. Dark matter should behave like “normal
matter”, but interacting very poorly with the SM fields. Dark energy should
be a repulsive force acting against gravity, and explaining the acceleration of
the universe expansion [57]. Currently, there is no potential candidate for
the dark matter among the SM particles.

• The hierarchy problem of the Higgs boson mass comes from the high sensi-
tivity that the boson has with loop corrections. Meaning that it get important
quantum corrections because of the virtual particles forming the loop (like
virtual t quarks) [58]. In this way, these corrections should highly increase
the Higgs boson mass compared to the current one and leading to quadratic
divergences. This problem can be described with the following formula:

δm2
H =

3GFΛ2

8
√

2π2

(
2m2

W + m2
Z + m2

H − 4m2
t

)
(1.49)

Where Λ is a cut-off scale which has an arbitrary value, and in order to keep
the mass as it is, it must be fine-tuned. At the end, the hierarchy problem
derives from this a posteriori fine-tuned parameter, which comes from bias.

18



1.2. Limits of the Standard Model and new theories

• The number of parameters in the SM is quite important. Indeed, there
are 19 free parameters which were determined experimentally, but their
theoretical origins are still missing.

This list is non-exhaustive, some other experimental divergences or theoretical
misunderstandings can be missing. Currently, the SM can be applied only to
describe interaction at the electroweak scale. Nonetheless, theories beyond the
Standard Model (BSM) are addressing these problems, or at least part of them.

1.2.2 The world beyond the Standard Model

There are many BSM theories which propose to solve the above-mentioned
problems while keeping the validity of the SM. They would be in some way exten-
sions of the SM. Among those, we can quote an enlargement of the gauge group
with the addition of new gauge bosons, a relation of quarks and leptons called
leptoquarks, an increase of the number of dimensions, the addition of a new elec-
troweak breaking mechanism, or the extension of the Poincaré group including the
supersymmetry theories, with in particular the Minimal Supersymmetry Standard
Model (MSSM) proposed by C. Csaki [59].

When talking about supersymmetry, it refers to a set of theories introducing
new symmetry groups and adding them to those of the SM. The supersymmetry
is designed as an extension of the SM that should complete it by explaining with
still not described properly by the SM. It predicts a partner particle for each of the
SM particles. These new particles would determine the mass of the Higgs boson,
thus solving an important problem of the Standard Model. In this section, only
the Minimal Supersymmetric Standard Model (MSSM) will be explained.

According to this theory, each particle of the SM get his own superpartner.
Taking the case of the electron e, its superpartner is the selectron ẽ. The new super
fermions will be named by adding a “s” at the beginning of their names and a
tilde over their symbols, so it gives the squarks and the sleptons. However, for the
bosons, “ino” is added at the end of their name, giving for instance the higgsino
and the photino. There is also an inversion of spin, the superpartners of fermions
are bosons and vice versa.

The mass of these new particles should be the same in an unbroken symmetry
scenario, but it can differ if going into a symmetry breaking. This supposition
can solve the hierarchy problem. The proposed solution is to reduce the quantum
corrections by ensuring that the interaction terms that the Higgs boson has with
fermions cancel out with that of the interaction with bosons. This happens at
the electroweak scale, at Planck-scale it is the cancellation between particles and
super-particles.

Another motivation for the MSSM comes from grand unification, the idea that
the gauge symmetry groups should unify at high-energy. In the Standard Model,
however, the weak, strong and electromagnetic gauge couplings fail to unify at
high energy. Indeed, there is no energy where the three coupling constants can
meet together.

The MSSM proposes a superpartner to the Higgs boson, the higgsino H̃.
Searches of this particle have been performed by both the ATLAS and CMS
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experiments at the Large Hadron Collider at CERN, but currently no higgsino has
been observed [60, 61].

Nevertheless, there are also a dark matter candidates in MSSM [62] with the
neutralino (super particle composed of H̃, g̃ and γ̃). It is considered as a promising
candidate because it should be a weakly interacting massive particle (WIMP).

Such as a graviton, these particles theorized in MSSM could be at the root of
high mass resonances, which are at the centre of the preoccupations of the physics
analysis presented in this thesis.

1.3 Phenomenology of the Higgs boson

The 4th of July, is not only the US Independence Day, but more importantly,
the birthday of the first observation of the Higgs boson. Indeed, the ATLAS and
CMS Collaborations announced in July 4th 2012 this observation of a new boson
looking like the Higgs boson [39, 40]. This particle had a mass around 125 GeV,
and it was discovered using proton-proton collision in the LHC with an energy
in the centre of mass equals to

√
s = 7 TeV in 2011 and

√
s = 8 TeV in 2012. Both

collaborations chose different decay channels to perform the analysis at this time.
Among them, they chose for instance the channel H → ZZ → 4l, or H → W+W−,
and some channels composed of a doublet of particles in the final state such as
H → γγ, H → bb̄, or H → τ+τ−.

The discovery was claimed in 2012, when the statistics were high enough to
reach 5σ. Then, in 2013 all the Run-1 data were analysed and the Higgs boson
candidate was definitively considered as the Higgs boson. At this moment, both
collaborations came with a more precise measurement of the Higgs boson mass
coming from the combined results of their channels of predilection. This new
value of the mass was mH = 125.09± 0.21(stat.)± 0.11(syst.) GeV [63]. Right after
that, the first measurements of the other properties of this boson were carried out.
But, before going deeper in the presentation of the Higgs boson characteristics, it
could be interesting to understand how they are produced at LHC.

1.3.1 Production mechanisms
At LHC, the analyses regarding the Higgs boson are using data from proton-

proton collisions. The production cross-section is dependent on the collision
energy, but this probability is also calculated for a given value of mH. Taking
only the mass of 125 GeV, the cross-sections for the different production process
occurring at LHC are given in Figure 1.3.

In the context of proton-proton collisions at LHC, Higgs bosons can be pro-
duced mainly via four processes, which are represented in Figure 1.4.

It is possible to make the link between these diagrams and the curves from
Figure 1.3. The blue one correspond the gluon fusion (ggH), the red one to the
vector boson fusion (VBF), the green and brown ones to the associated production
with a vector boson (VH), and the pink and purple one to the associated production
with a pair of quarks (tt̄H) or (bb̄H) respectively. There is also the mallow curve
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Figure 1.3: Standard Model Higgs boson production cross-sections at
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Figure 1.4: Feynman diagrams of the principal Higgs boson production modes:
(a) the gluon fusion (ggH), (b) the vector boson fusion (VBF), (c) the associated
production with a vector boson (VH), and (d) the associated production with a
pair of quarks (tt̄H) or (bb̄H).

corresponding to the associated production with a t quark. This one will not be
treated in particular in this chapter due to its low probability to occur compared
to the others.

• ggH is the major production mode, with a cross-section of 49 pb visible in
Figure 1.5. Its predominance comes from the high Parton Density Function
(PDF) for gluons. Gluons cannot produce directly a Higgs boson, indeed
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there is no coupling between them in Equation 1.39 which can be understood
through the fact that gluons are massless. However, they will generate a
heavy quark loop, and the Higgs boson will come from it. The coupling
with fermions, written in Equation 1.47, is proportional to the fermion mass,
and more probably leading to a t quarks loop. ggH is a process representing
almost 87% of the total Higgs bosons production.

• VBF process is the second most important, even if its cross-section of 3.8 pb
is more than ten times lower than ggH. This phenomenon comes from the
radiation of two vector bosons from quarks, forming the accelerated protons.
Higgs boson cones from the fusion of these two vector bosons. The two
quarks in the final in Figure 1.4 (b). But, there is a higher chance to have jets
coming from the participated quarks. Hopefully, they can be easily tagged
due to the characteristics, such as a trajectory close to the beam line and with
a rapidity gap between both.

• VH process, also known as Higgs-Strahlung is the third dominant process,
with a cross-section of 2.3 pb. It comes from the fusion of a quark and an
anti-quark into a vector boson. And at its turn, the produced boson will
radiate a Higgs boson. The analogy in the name can be understood because
Bremsstrahlung is the phenomenon of electrons radiating photons when
their trajectories are curved. Contrary to ggH and VBF, this process is more
difficult to reconstruct properly. Indeed, in addition to the Higgs boson, the
produced vector boson is still here.

• The associated production with 3rd generation quarks is the fourth main
production mode. It gathers the processes tt̄H, bb̄H and even tH. For the
first two, the two gluons will be converted in two pairs of heavy qq̄. One of
them will remain, instead of the other, will fuse in a Higgs boson. In the case
of tH, the production starts with the exchange of a W± boson between a b
quark and a quark from the protons. The Higgs boson is radiated from the
W± boson, and it will be accompanied by a t quark. This process is not as
clean as ggH or VBF, and has a smaller cross-section.

Furthermore, the production mode can also be considered depending on mH at
a given centre of mass energy. In the case of the last runs of the LHC, it is

√
s = 13

TeV as represented in Figure 1.5.
This parametrization has an interest for the work presented in this thesis.

Indeed, the analysis performed aims to search for high mass resonances. And
according to the right part of Figure 1.5, the dominant production modes are ggH
and VBF. Moreover, for mH > 1 TeV, VBF passes in front of ggH.

Until now, the cross-sections mentioned were the theoretical ones. For instance,
an experimental measurement of their values was performed by ATLAS [3]. It was
found that the four principal processes are in agreement with the SM predictions,
as shown by Figure 1.6. A recapitulation of the cross-section measurements is
given in Table 1.2. The different values are calculated for the main production
modes and using all the Run-2 data with a centre of mass energy of

√
s = 13 TeV.
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Figure 1.5: Standard Model Higgs boson production cross-sections at
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Figure 1.6: Cross-sections for ggH, VBF, WH, ZH and tt̄H + tH normalized to their
theoretical predictions. The black error bars correspond to the total, blue boxes are
the systematic uncertainties and yellow boxes show statistical uncertainties. The
grey bands indicate the theoretical uncertainties in SM [3]

Table 1.2: Cross-section of the Higgs boson main production modes for a centre of
mass energy of

√
s = 13 TeV [3].

Production mode Cross-section (pb)
ggH 44.7 ± 3.1
VBF 4.0 ± 0.6
WH 1.45+0.28

−0.25
ZH 0.78+0.18

−0.17
tt̄H + tH 0.64 ± 0.12
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1.3.2 Decay modes

The theoretical prediction of the Higgs boson lifetime is 1.56 × 10−22s. With a
such short lifetime, a direct detection is impossible. The only way to have access
to it is through its decay products.

Table 1.3: Branching ratios associated to the principal decay modes at mH = 125.09
GeV [1]

Decay mode Branching ratio (%)
H → bb̄ 58.09+0.72

−0.73
H → W+W− 21.52 ± 0.33
H → gg 8.18 ± 0.42
H → τ+τ− 6.27 ± 0.10
H → cc̄ 2.88+0.16

−0.06
H → ZZ 2.641 ± 0.040
H → γγ 0.2270 ± 0.0047
H → Zγ 0.1541 ± 0.0090
H → µ+µ− 0.02171+0.00036

−0.00037

H
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W, Z
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Figure 1.7: Principal decay modes of the Higgs boson: (a) the decay in two photons
by the way of t quarks triangle, (b) the decay in two vector bosons, (c) the decay
in a pair bb̄ or cc̄, and (d) the decay in a pair τ−τ+ or µ−µ+.

The principal decay channels at mH = 125.09 GeV are given with their corre-
sponding branching ratios (BR) in Table 1.3. Some correspond to the Higgs boson
coupling with fermions (H → bb̄, H → cc̄, H → τ+τ−, and H → µ+µ−) repre-
sented in Figure 1.7 (c) and (d), some others with vector bosons (H → W+W− and
H → ZZ) represented in Figure 1.7 (b), and the other cases are less trivial. Indeed,
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the remaining decay modes are not direct, they involve a triangle loop of other
particles like in represented in Figure 1.7 (a) (H → gg, H → γγ, and H → Zγ).
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Figure 1.8: Standard Model Higgs boson decay branching ratios as a function of
mH [2]. On the left, a zoom around 125 GeV, and on the right over the wide mass
range.

As well as production methods, the branching ratios of the decay channels also
have a mH dependency. The values presented in Table 1.3 correspond to the values
given by the curves when mH = 125.09 GeV. In the high mass region, the channels
H → W+W− and H → ZZ are dominant. Justifying the use of H → ZZ → 4l for
the search of high mass resonances.

1.3.3 Higgs boson properties

The first parameter of the Higgs boson to be properly studied, and the first one
to be treated in this section, is its mass mH. In order to calculate it, analyses based
on the study of the H → ZZ → 4l and H → γγ decay channels are carried out, in
both ATLAS and CMS. This measurement needs precision, which induces to use
data from decay mode with a high ratio of signal over background, such as the
first one quoted. This means that the decay products can be easily reconstructed
and identify as coming from a Higgs boson decay. Moreover, in this way the
background should be also easily rejected without causing a loss of signal. For
instance, H → ZZ → 4l corresponds to only 2.641% (H → bb̄ BR is around twenty
times higher) of the decays when mH = 125.09 GeV, but its signal is quite different
to the background, allowing the good separation of the mass excess. This example
is represented on Figure 1.9.

The measurement with the best precision was performed by the CMS Collabo-
ration in 2020 [6]. The mass resulting from this study is mH = 125.38± 0.14 GeV. It
was obtained by combining the mass measured from the decay channel H → γγ
with the mass from H → ZZ → 4l, represented with the black curve in Figure
1.10.
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Figure 1.9: Mass of four leptons distribution obtained using H → ZZ → 4l events
from full Run II data. The figure on the left was made by the ATLAS Collaboration
[4] and the figure on the right was made by the CMS Collaboration [5]
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Figure 1.10: The likelihood scan of the measured Higgs boson mass in the decay
channels H → γγ (blue) and H → ZZ → 4l (red). The combination (black)
was done with 2016 data only. The solid lines are for the full likelihood scan
including all uncertainties, while the dashed lines show the likelihood scan with
the statistical uncertainty only [6]

Another parameter of interest is the width of the Higgs boson, written ΓH,
depends on mH. The width of a signal is in general determined directly from
the distribution. In this case, considering the mass distributions in Figure 1.9, it
should be the width of the blue peak on the left, or the pink on the right. However,
the experimental resolution of the mass measurement is more important to the
expected width.

By chance, it is possible to measure the Higgs boson width with a method
consists of studying the high mass tail of the distribution. More precisely, the

26



1.3. Phenomenology of the Higgs boson

measurement is done by computing the ratio of the on-shell cross-section over the
off-shell one. If considering the channel H → ZZ, the main background will be
two Z bosons not coming from a Higgs, and both will interfere because they share
the same final state. This interference makes the measurement even more difficult
to realize.

The most precise measurement at this date was performed by the CMS Col-
laboration using the Higgs boson decay channel in two vector bosons [64]. The
method detailed in the previous paragraph was used, and the width was measured
at ΓH = 3.2+2.8

−2.2 MeV, which is a promising result even if the expected value is
ΓH = 4.1+5.0

−4.0 MeV.
The width and the mass of the signal are correlated. It is shown with the blue

curve in Figure 1.11. This mass dependency makes possible to extrapolate the
expected width directly from the mass of the interesting distribution.
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Figure 1.11: Relation between the width ΓH and the mass mH of the Higgs boson
[7]

Some studies were performed to get precision measurement of the Higgs cou-
pling with the fundamental fields. These studies aimed to confirm experimentally
the SM prediction of the couplings. Actually, if a divergence was obtained, it
could have been a sign of a new physic. The Figure 1.12 represents the Higgs
boson couplings to some other particles, depending on mH. It shows that the
Higgs boson is proportionally coupled to the mass, this feature is a fundamental
prediction of the SM. As it is shown, experimental results are consistent with the
theoretical expectations.

Currently, only a part of the couplings were measured experimentally. First,
there are the couplings with the vector bosons W± and Z [65]. Next, the couplings
with the 3rd generation fermions: the t quarks [66], the b quarks [67], and the tau
lepton τ [68]. The coupling with muons µ [69] is not yet measured. Although,
limits were obtained and show an evidence of 3σ, in this case the decay channel
studied was H → µ+µ−. Most of the coupling are measured with a precision of
10%, except the ones with µ and b quarks, which are closer to 20%.
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Figure 1.12: Higgs boson couplings to other particles as a function of mass. The
predictions by the SM is indicated by the dashed line, and the ratios between
measured couplings and SM predictions are shown in the lower panel [8]

Among the missing couplings which are not in this picture, there are the ones
with some 2nd generation particles (c and s quarks), all the 1st generation particles,
and also the self-coupling of the Higgs boson. Currently, there are only limits
measured for c quarks using the decay channel VH → cc̄ [70]. Actually, there is
a chance to measure these remaining couplings with fermions, using Higgs pair
production [71]. But, it is not for tomorrow, because the production of such events
will be done probably with collision at a higher centre of mass energy. Thus, new
LHC runs are required and new colliders allowing a higher energy as well as
higher integrated luminosity.

The Higgs self-coupling, not shown on the figure as well, can be calculated with
the Equation 1.44 thanks to the precise measure of mH. Until now, experimental
limits for this coupling, using direct single and double Higgs direct constraints,
were calculated by both collaborations [72, 73]. More recently, theoretical methods
have proposed to constrain the Higgs self-coupling using only the single Higgs
decay channels [74]. Using EW corrections on loops of virtual particles linked to
the production and decay processes of the Higgs boson. This approach is quite
promising for the future, but currently it is very limited by the statistics.

1.4 Focus on the Golden Channel and its possibilities

In this thesis, a specific decay channel will be studied. It is about the H →
ZZ → 4l where the four leptons at the end refer to pairs of e+e− or µ+µ−, and
with its Feynman diagram represented in Figure 1.13. The description of the
characteristics of H → ZZ → 4l is addressed in this thesis, as the search for high
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mass resonance X → ZZ → 4l is built on the Golden Channel analysis.

H

l−

l+

l−

l+

Z

Z

Figure 1.13: Feynman diagram of the “Golden Channel”: H → ZZ → 4l

Moreover, this decay channel has also a more poetic name: the golden channel.
This surname is explained by the fact that this process is characterized by a rare
final state composed of two pairs of leptons, which makes its identification easier
to do. In contrast, there is also the direct production of two Z bosons acting as
an important source of background. But fortunately, the ratio of the signal over
background is quite high. That’s why the CMS Collaboration focused its effort on
this channel to allow the discovery of the Higgs boson in July 2012. Apart from
that, this channel is interesting for many reasons which are listed after and which
can be a great benefit for a high mass study.

1.4.1 Interests of the Golden Channel
The golden channel has many advantages. For instance, it has a very good

signal over background ratio, as it can be observed with the distinct peak of
the Higgs boson on the plots of Figure 1.9. The two lepton pairs forming the
final state correspond to a very specific decay, where the main background is
the direct production of two Z bosons. Indeed, the four leptons are originating
from the primary vertex and are well isolated and identified. Moreover, the CMS
subdetectors are optimized to measure their energy and momentum with a high
precision. Thus, the separation between signal and background is quite easy to
realize due to the large difference of their shapes: the golden channel shape is
represented by an important peak, while the background shape is rather flat.

Even if, its branching ratio is not the most important, but it is still enough to
have good statistics. It is especially true at the Higgs mass, where the ratio of
2.88+0.16

−0.06 % is quite small compared to the one of H → bb̄, and which is almost
twenty times higher with 58.09+0.72

−0.73 %. Because of this, an important work must
be done in order to maximize the signal selection efficiency. Conversely, things
become more interesting at high mass, indeed, from 200 GeV a Higgs boson has
more than 20% of the probability to decay in two Z. There is just the W+W−

channel, which is always more important, as demonstrated on Figure 1.8. But this
decay channel does not have a signal over background ratio as good as the one
of the golden channel. Indeed, W bosons are more likely to decay in leptons and
neutrinos, leading to a missing part of energy in the final state. Although, there
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are still some non-negligible backgrounds such as qq → ZZ, gg → ZZ, or Z + X.
Some rare backgrounds could be also considered at high mass even if their impact
is lower, it is possible to quote the tri-bosons processes or also those associating t
quarks and vector bosons such as t + V and tt̄ + VV.

Besides, the good separation between signal and background allow realizing
high precision measurements. For instance, the last measurement of the Higgs
mass with the best precision was done using the golden channel. Thanks to the
high resolution of the CMS detector, the characteristics of electrons and muons can
be precisely measured, giving a sharp peak well distinct. From this, it is possible
to get the experimental value of mH and ΓH with an unsurpassed precision [6, 64].

In addition, this channel corresponds to very well studied final state. Starting
with the first Higgs boson observation, different tools were created and enhanced
over time to analyse the golden channel in the best possible way. With the de-
tector at the beginning, with a high resolution electromagnetic calorimeter and a
dedicated muon detection system (which was at the root of the Compact Muon
Solenoid), the four leptons of the final state can be well detected. After that there
are all the software environments allowing to reconstruct and identify electrons
and muons. At the end, the analysis framework of the golden channel can pre-
cisely reconstruct the two Z bosons and ultimately the Higgs boson. The software
packages uses selection criteria and discriminants which are now optimized to
improve the background rejection.

Finally, the fact that this decay channel is said to be golden can be interpreted
as the fact that it has a totally reconstructed final state with a high precision, and
thus it allows performing a lot of measurements. For instance, it is used to measure
the Higgs boson mass, width, cross-sections, parity, spin, and also it is used to
search additional resonances. To sum up, the golden channel is a well understood
process, allowing a lot of opportunities to measure physical properties of the Higgs
boson. Indeed, since the announcement of the first observation and later for the
discovery [40, 63], a lot of other measurements using it came to corroborate the
SM predictions. Among that there are the mass and width measurements [6, 64].

However, there is actually a limitation to further improvements or new studies,
which are the limited statistics. That is why, a new campaign of collisions started
this year at LHC and the ongoing development of its next life phase aims to
increase the statistics by a factor ten.

1.4.2 Status of the search of high mass resonance

More specifically, two studies were carried out on the search of high mass
resonance using the golden channel, one made by the CMS Collaboration [9] and
the other one made by the ATLAS Collaboration [10].

CMS high mass resonance study

A search for high mass resonance was performed by CMS and published in
2018. It was gathering three decay channels and involving the golden channel
(H → ZZ → 4l, H → ZZ → 2l2ν, and H → ZZ → 2l2q). It was done using only
the data collected by the CMS experiment in 2016, corresponding to an integrated
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luminosity of 35.9 fb−1 produced at LHC with a centre of mass energy of 13 TeV.
Moreover, only the events coming from ggH and VBF production modes were
considered. In addition, this analysis was performed over a Z boson pair mass
range starting from 130 GeV to 3 TeV. In this case, different width values were
used to search a new scalar resonance.

Figure 1.14: Expected and observed upper limits at the 95% CL on the pp → X →
ZZ cross-section as a function of mX and for ΓX = 4 MeV. The ggF category is
represented on the left, and VBF on the right. The results are shown for 4l in red,
2l2q in black, and 2l2ν in purple. They are also combined and with the ±1σ in
green and ±2σ in yellow. These results using CMS 2016 data are taken from [9].

Figure 1.15: Expected and observed upper limits at the 95% CL on the pp → X →
ZZ cross-section as a function of mX and for ΓX = 100 GeV. The ggF category is
represented on the left, and VBF on the right. The results are shown for 4l in red,
2l2q in black, and 2l2ν in purple. They are also combined and with the ±1σ in
green and ±2σ in yellow. These results using CMS 2016 data are taken from [9].

As a result, this study calculated expected and observed limits for high mass
resonances. For instance, limits represented in Figure 1.14 were computed for the
three decay channels over all the mass range and for a narrow width of 4 MeV. On
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the left, the limits were computed for a ggF category, and on the right for a VBF
category.

Moreover, other signal configurations were considered. In this study, the
resonance width is a free parameter. As represented in Figure 1.15, the width
can also wider, even have the same order of magnitude of the signal mass. This
example shows the expected and observed limits for ΓX = 100 GeV.

But, this search did not conclude to the observation of a new resonance. There
was no significant excess of events compared to the SM prediction, and this for all
the different possibilities.

ATLAS high mass resonance study

This analysis, performed by ATLAS and publish in 2022, used all the data from
the second run of LHC, meaning all the data from 2015 until now. This corresponds
to an integrated luminosity of 139 fb−1 recorded by the ATLAS experiment, from
collisions produced at a centre of mass energy of 13 TeV. Furthermore, two decay
channels were considered (H → ZZ → 4l and H → ZZ → 2l2ν), both coming
from ggH and VBF production modes. The mass range started at 200 GeV up to 2
TeV.

Similar to the CMS study, this one proposes expected and observed limits
for high mass resonances. For example, limits represented in Figure 1.16 were
computed for the two decay channels over all the mass range and for a narrow
width. On the left, the ggF production mode was used to compute the limits were
computed for, and on the right the VBF was used.

Figure 1.16: Expected and observed upper limits at the 95% CL on the pp → X →
ZZ cross-section as a function of mX and for ΓX = 4 MeV. The ggF category is
represented on the left, and VBF on the right. The results are shown for 4l in blue,
and 2l2ν in red. They are also combined and with the ±1σ in green and ±2σ in
yellow. These results using ATLAS Run-2 data are taken from [10].

Also in this case, no significant excess of events over the SM expectation was
observed. Other limits were computed for other width values, not only narrow,
but the conclusion is still the same.
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Motivation for a new search of high mass resonance

These studies show many points which can improved, and which are sources
of motivation for another search of high mass resonance. First, the CMS studies
only used 2016 data and now 2017 and 2018 data are available with a new set of
calibration. More statistics can be a huge benefit for this kind of study because
at high mass the production cross-section is quite, as shown on Figure 1.5, and
events in this mass region are rare. Next, considering the ATLAS study, the data
used are also coming from the full second run of LHC, but the upper limit on the
mass range is 2 TeV. For CMS, it is possible to go up to 3 TeV which represents a
wide extension of the mass range never analysed with all the data. In addition,
from the CMS point of view, it may be worthwhile to cross-check ATLAS results.
Indeed, both collaborations do not use the same detectors, the same identification
and reconstruction algorithms, and the same statistical analysis methods. Thus,
discrepancies can come from these differences.

Before going deeper in the explanations of a physics analysis looking at the
high mass region of the golden channel. It is worth to explain how the events are
produced and reconstructed. For that, the best way is to have a description of the
LHC and the CMS detector.
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The Large Hadron Collider and the
CMS experiment
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This chapter aims to give the experimental context of the work presented in
this thesis, to describe the impressive technological installations which are at the
root of discoveries, and to emphasize their complexity.

To properly begin, it is important to talk about the Large Hadron Collider, as it
is the apparatus that creates the collisions, and therefore generates the elementary
particles with which physics analyses can be carried out. To continue, it is worth
looking at the CMS detector and everything that makes it up. Starting with a look
at each of its component parts and ending with the actual detector that allows the
reconstruction of particles passing through it.

2.1 The Large Hadron Collider

The Large Hadron Collider, as its name suggests, is the largest particle collider
ever built. It is located about 100 metres underground, between the Jura mountains
and the city of Geneva. It is the largest facility of the European Organization for
Nuclear Research, more commonly designated by its French acronym: CERN
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and standing for Conseil Européen pour la Recherche Nucléaire. The LHC is
the principal tool of the Higgs boson quest. It will be presented in detail in the
following paragraphs of this section.

2.1.1 The birth of the Large Hadron Collider at CERN
In 1949, in a post-war context of European cooperation, the French physicist

Louis de Broglie had the idea to create a European nuclear research laboratory. This
came true five years later, when twelve European countries ratified the convention
establishing CERN on the 29th September 1954. Its location was decided to be on
the Franco-Swiss boarder in the Gex county, which is a neutral place at the centre
of Europe with a low population density (it changed since 1954). Moreover, at the
beginning its purpose was mainly nuclear physics, but with some time and the
potential investments from a number of member states in evolution, CERN has
moved into particle physics.

At present, 23 countries are CERN’s member states. Besides, about 2 500
scientists are working at CERN on a permanent basis, but nearly 15 000 scientists,
representing more than 100 nationalities, come to work at CERN during the year.

Figure 2.1: Schematic representation of the CERN accelerator complex [11].

In addition to all this, CERN is responsible for other progresses. Notably in the
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field of electronics and computing, with the creation of the World Wide Web in
1990.

In 1957, the Synchro-Cyclotron was CERN’s first accelerator, and it was accel-
erating protons. This was followed in 1960 by the Proton Synchrotron (PS) which
is still in use today, as shown in fuchsia in Figure 2.1. CERN was extended in 1971
to build the Super Proton Synchrotron (SPS) with its 7 km of circumference. This
accelerator was at the root of the discovery of the W± [75, 76] and Z bosons [77] in
1983 by the experiments UA1 and UA2. Then, the experiment NA48 measured the
direct CP violation in 1999 [78]. The next apparatus is the Large Electron Positron
collider (LEP). Its construction started in 1983, but it was only in 1989 that it enters
into service. The LEP consists of a tunnel with a circumference of 26.7 km. It was
the largest particle accelerator in the world and the most powerful lepton collider.
It was dismantled, and its tunnel was used for the LHC, which is in service since
2008.

As it shown in Figure 2.1, the LHC is the last part of the accelerator complex
[79]. Before turning inside it, protons must follow a specific acceleration path.
All start from a bottle of hydrogen: atoms of this gas are only composed of one
electron and one proton. Both are separated thanks to a strong magnetic field, and
protons are then extracted to a Radio Frequency Quadrupole (RFQ). The magnetic
field of this device form proton bunches and accelerate them up to an energy of
750 keV. Then, the bunches are injected in a Linear Accelerator (LINAC 4) which
provides an acceleration up to 50 MeV. The next step occurs in the Booster, which is
the first circular accelerator with a length of 150 m, where bunches are accelerated
up to 1.4 GeV. Protons are then sent to the 628 m ring of the PS. In it, proton beam’s
energy can increase until 26 GeV. The last step before entering the LHC is the
acceleration in the SPS. There, proton’s energy will reach 450 GeV. Finally, when
the energy is high enough, the proton beam is separated in two different beam
pipes. The first one is injecting the protons in the LHC in the clockwise direction,
and the other one in the anti-clockwise direction. Bunches are accelerated up to a
design energy of 7 TeV, and proton beams are crossing at some points indicated
in yellow in Figure 2.1. Other particles like heavy ions (lead nucleus for instance)
can also be injected in the accelerators. The collisions are recorded by four main
experiments which are ATLAS, ALICE, CMS, and LHCb. More information about
them will be given, but before that more precise elements about LHC must be
understood.

2.1.2 Design of the apparatus

The LHC is a proton-proton collider which replaces an e+e− collider: the LEP.
Compare to electrons, protons have a huge advantage, they are less impacted by
the synchrotron radiation effect due to their higher mass. This effect corresponds
to the radiation of photons when a charged particle is accelerated radially. This
induces an energy loss which limits the nominal energy of a lepton collider. It is
one of the reason which led to the construction of a hadron collider to replace the
LEP. To understand the requirements needed to build such an apparatus and the
characteristics that it must satisfy to reach its goal, the first thing to know is how
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works a proton-proton collision.

Proton-proton physics

In general, a proton is described as the assembly of two u quarks and one
d quark. But in reality, it is a more complex structure governed by the strong
interaction. The QCD describes the proton as a composite system in which the
three valence quarks are confined in a sea of quarks and gluons, represented in
Figure 2.2. The particles from this sea, as well as the valence quarks, are called
partons.

Figure 2.2: QCD representation of a proton. Three valence quarks in green, are at
the middle of the sea of quarks, anti-quarks in orange, and gluons represented by
springs. The figure is taken from [12].

This proton structure explains all the Higgs boson production modes. For
instance, in the case of ggH, the interacting partons are gluons. Moreover, if the
protons are amalgams of partons, multiple interaction can append during the
same proton-proton collision. In this case, the interaction energy is not equal to
the total centre of mass energy. A parton momentum represents only a fraction of
the total proton momentum noted x and used in the following formula:

pparton = xpproton (2.1)

In the same way, when a collision between two partons occurs, the resulting centre
of mass energy of this interaction is not

√
s. The momentum fraction s̃ of both

parton must be taken into account:
√

s̃ = x1x2
√

s (2.2)

This expression can explain that the energy of an event is much lower than
√

s.
When multiple interactions involving partons append at the same time, a lot of

particles can be generated by hard scattering processes. This phenomenon is called
multi-parton interaction (MPI). The modelling of these extra events is important to
correct the background resulting from MPI. The principal source of uncertainties
at LHC comes in this modelling, the spatial distribution of partons depending
on x, also called parton distribution function (PDF), and the final state of these
interactions.
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Architecture of the LHC pipes

Actually, the LHC is not a perfect ring, it is more a kind of octagon composed
of eight straight sections and eight arcs by way of angles. The straight sections
are in average 528 m long. Their size depends on their position in the LHC,
for example the size differs if the section is used for the beam injection in the
collider. Besides, the acceleration is done by radio frequency (RF) cavities placed
in cylindrical refrigerators called cryo-modules, allowing the RF cavities to operate
in a superconducting state. Each straight section is equipped with two RF cavities
placed in a single cryo-module. The first one accelerate the clockwise beam and
the second one the anti-clockwise beam. Furthermore, each arc is 2.45 km long
and contains 154 magnetic dipoles to bend the particle trajectory.

Magnetic systems

Powerful magnetic fields are needed to keep the proton beams inside the pipe.
One of the challenge of the LHC design was to maintain the pseudo-circular
trajectory of the particles. In addition, it is possible to bend two beam trajectories
which have opposite directions. To do that, opposite magnetic fields are used. In
general, LHC’s magnetic fields are not the same depending on the section. Many
magnet technologies are used to achieve this. The values given for the different
parameters correspond to the nominal ones from the initial design of the LHC.

• Dipole magnets are located in the arc sections of the LHC. They are the most
numerous and are in total 1232. They provide an 8.3 T magnetic field which
is used to curve the trajectory of particles. To reach a such impressively high
magnetic field, an 11 000 A current is required. These values correspond to
the nominal ones when protons are accelerated at 7 TeV. Figure 2.3 represents
a section cut of a LHC’s cryo-dipole, where the magnets have a copper colour.
The vacuum chambers where the vacuum is created are also indicated.

• Quadrupole magnets are 392 in total. Their purpose is to focus vertically
and horizontally the beam. They are used to maintain the beam in the pipe
and to minimize the beam section. In this way, it is also maximizing the
probability to have a collision per bunch crossing.

• High order multipole magnets are used as corrector magnets. They are here
to correct the imperfect magnetic fields at transition regions. For instance,
they can correct the magnetic field around the experiments where their own
fields can interfere with the dipoles and quadrupoles.

LHC’s superconducting magnets are made of niobium and titanium (NbTi)
cables. Their superconducting properties are operating with a temperature of 1.9
K reached thanks to a cryogenic system based on the use of superfluid helium.
Its high thermal conductivity, is ideal for the refrigeration and stabilization of
large superconducting systems. The cooling is a crucial work to increase the
performance of NbTi and maximize the strength of the superconducting magnets.
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Figure 2.3: Schematic representation of a transverse slice of a cryo-dipole of the
LHC (lengths are in mm) [13].

Vacuum

The LHC beam pipes must be as empty as possible to avoid protons to interact
with remaining atoms inside the pipes. A three levels vacuum system was put
in place to achieve this complex task. First, the main one corresponds to the
beam vacuum. It is one of the most impressive feature of the LHC. Indeed, at the
interaction points the pressure is lower than 10−9 Pa, making this vacuum even
more intense than the interstellar vacuum of 10−8 Pa. In the other part of the pipe,
the vacuum can go up to 10−7 Pa, allowing the pipe to stay at the temperature of
5 K. Next, there is an insulation vacuum around the cryo-modules. It is needed
to maintain the cryo-modules at 1.9 K when they are cooled with liquid helium.
And finally, another insulation vacuum is used for the helium providing system, it
has the same purpose as the previous one and act to preserve the liquid helium
temperature.

Radio frequency cavities

All along the accelerator complex, the acceleration of protons is made with RF
cavities. In the LHC, these apparatus consist of metal chambers grouped by four
in a cryo-module. Inside the chambers, a 4.5 T electromagnetic field is used to
accelerate protons. During this operation, the protons are spatially concentrated to
form compact bunches, which facilitate the collision and insure a high luminosity
at the interaction points. Bunches measure a few centimetres in the LHC’s ring,
but their sizes are not constant, they are permanently squeezed and expanded
through the different processes of acceleration and control of the trajectory.
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Expected performance of the collider

The LHC was designed in a such way to reach its goal [79]. This implies the
definition of nominal parameters which are supposed to be respected. They are
listed in Table 2.1.

Table 2.1: Nominal parameters of the LHC in proton-proton collisions [79].

Parameter Notation Nominal value
Centre of mass energy

√
s 14 TeV

Bunch separation ∆t 25 ns
Number of bunches nb 2 808
Number of protons per bunch Np 1.15×1011

Instantaneous luminosity L 1034 cm−2s−1

Revolution frequency frev 11 245 Hz
Transverse bunch RMS at the IP σz 16.7 µm
Longitudinal bunch RMS at the IP σxy 7.55 cm
Beta function at the IP β∗ 0.55 m
Crossing angle at the IP θc 285 µrad
Transverse emittance ϵn 3.75 µm

When thinking about LHC, the first parameter which comes in mind is the
centre of mass energy of proton-proton collision. It is equal to

√
s = 14 TeV,

corresponding to the collision of two protons, each having an energy of 7 TeV. But,
the entire proton will not participate in the collision, just some partons having a
fraction of the initial momentum will interact. A such value of energy is required
to have enough partons with the required energy to produce Higgs bosons and
also other heavy particles.

In the LHC’s pipes, a total of 2 808 bunches (nb) composed of approximatively
1.15 × 1011 protons (Np) are turning in the ring. The bunches are spaced 25 ns (∆t)
apart from the closest ones and make 11 245 turns of the 26.7 km ring per second
( frev).

The instantaneous luminosity L serves as an indicator of the collider perfor-
mance. It is related to the cross-section σ and the number of events per unit of
time ∂N

∂t via the following equation:

∂N
∂t

= Lσ (2.3)

A high value of instantaneous luminosity is double edged. On one side, it is the
key to produce rare processes such as tt̄H, but on the other one it means a lot of
background from events originating from pile up that must be discarded. From
this parameter, it is possible to get the amount of produced data which corresponds
to the integrated luminosity noted L. It is the integration of the instantaneous
luminosity over time:

L =
∫

Ldt (2.4)
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The two beams are not frontally crossing each other, there is a crossing angle
called θc. In addition, the bunches are not spherical, when the crossings append
the cross-section are not the same in function of which parts of the bunches are
interacting. For that, the transverse and longitudinal Root Mean Square (RMS)
of the bunch sizes (respectively σxy and σz) must be taken into account. Thus, a
reduction factor of the instantaneous luminosity F is introduced as:

F =

(
1 +

θcσz

2σxy

)− 1
2

(2.5)

Knowing this factor, the instantaneous luminosity can be written as:

L =
N2

pnb frevγr

4πηnβ∗ F (2.6)

Where ϵn is the emittance of the beam, β∗ is the beam focus, and γr is a relativistic
factor because the proton speed is close to the speed of light.

With the high value of luminosity at the LHC, there is a phenomenon called
pileup. It is defined as the number of simultaneous interactions per bunch crossing.
Its average value is given by:

⟨PU⟩ = σppL
nb frev

(2.7)

Where σpp is the inelastic cross-section in proton-proton collision. From the LHC
parameters, it should be equal to σpp = 69 mb for a centre of mass energy equals
to 13 TeV according to the CMS Collaboration [80]. The expected pileup should be
23 interactions per bunch crossing in 2016, and 32 for 2017 and 2018 [81]. In reality,
the nominal parameters are quite similar to the real ones, but there are still some
differences measured by the experiments. Indeed, it was found experimentally
that the pileup values are 28 for 2016, 38 for 2017, and 37 for 2018. Moreover,
in some extreme cases this value is much higher, with a value going above 60
interactions per bunch crossing [81].

2.1.3 The physics experiments

As represented in Figure 2.1, there are four experiments working on the LHC.
Actually, there are eight, the four main experiments represented in the figure, and
four smaller ones. The principal experiments are located at dedicated interactions
points and are built around it in order to completely incorporate the collision
products. These four experiments are:

A Toroidal LHC Apparatus (ATLAS)

ATLAS [82] is one of the two multi-purpose detectors designed to participate in
the Higgs boson quest and to measure its properties. But, it has also the vocation
to study QCD effects or to explore possible BSM physics. It is also the biggest
detector, with a 25 m diameter and a 46 m length.
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The ATLAS detector is located at the first interaction point (IP1). It is a huge
cylinder composed of many subdetectors specialized in the detection of specific
type of particle. The closest subdetector from the beam line is the inner tracker,
where the track sensing is based on gaseous and silicon sensors. Right after
that, there is a first 2 T solenoid magnet. Then comes the sampling calorimeter
composed of two part: the inner one made of liquid argon with accordion lead
absorbers for the electromagnetic calorimeter, and the hadronic one is made
of scintillating tiles and iron absorbers for |η| < 1.7, liquid argon and copper
absorbers for 1.7 < |η| < 3.2, and the forward region is made of liquid argon
with copper and tungsten absorbers. The muons chambers are in the outer region
of ATLAS, the system forming the 4 T toroidal magnet is included in the set of
chambers.

Compact Muon Solenoid (CMS)

CMS [83] is the other multi-purpose detector. It can study the same thing as
ATLAS. It is located in the fifth interaction point (IPS), which is diametrically
opposed to IP1, where the ATLAS detector is. Two similar purpose experiments
can allow making complementary studies, some cross-check. It allows validating
the results of the other experiment like it was done for the Higgs boson discovery.
It is not the biggest one, with only a 14.6 m diameter and a 21.5 m length. But it is
the heaviest with its 14 000 tons, which corresponds to one and a half Eiffel Tower.

The CMS detector has a central place in this thesis, the Section 2.2 is entirely
dedicated to its detailed presentation.

A Large Ion Collider Experiment (ALICE)

ALICE [84] has the purpose to study the expected matter state at the primordial
universe, resulting in a quark-gluon plasma (QGP). For that, it focuses on the
detection of heavy ion physics. Some special runs of the LHC are using lead nuclei,
which are accelerated in the same way as protons. It is located around the second
interaction point (IP2).

The ALICE detector is constituted of an inner tracker close to the beam line,
complemented by a time projection chamber used to improve the particle iden-
tification and the background rejection. Then there are calorimeters, associated
with time of flight and Cherenkov light detectors. Muon chambers are only placed
orthogonally to the beam line in the forward region, and they are surrounded by a
dipole magnet.

Large Hadron Collider beauty (LHCb)

LHCb [85] as its name indicates, it is an experiment focused on the b quark
physics. It aims to understand the CP violation via interactions of hadrons with b
quarks. During the studies performed by this experiment, a lot of new hadrons
were discovered, like mesons, baryons, and more exotic forms like tetraquarks
and pentaquarks [86] (composed of four and five quarks).

The LHCb detector is only built in the forward region after the eighth interac-
tion point (IP8). Close to the primary vertex location there is the tracker, followed
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by the electromagnetic and hadronic calorimeters, and the muons chambers at
the end. A dipole magnet encloses the tracker, and all of this subdetectors are
orthogonal to the beam line.

And the four other experiments are:

Total Elastic and diffractive cross-section Measurement (TOTEM)

TOTEM [87] has its goal directly written in its name, thus the measurements
of the total cross-section, the elastic one, and the diffractive one. To do that, it
is equipped with a tracker composed of cathode strip chambers, gas electron
multipliers, and silicon sensors. They are placed in many places along the beam
line and at an average distance of 420 m of IP5. They detect scattered proton
coming from collisions at IP5.

Large Hadron Collider forward (LHCf)

LHCf [88] aims at precisely characterizing ultra high energy cosmic rays, by
measuring the energy and the number of pions π0 produced in the forward region
at IP1. To do that, it is composed of two detectors situated at 140 m on either side
of ATLAS.

Monopole and Exotics Detector At the LHC (MoEDAL)

MoEDAL [89] is trying to measure directly a theoretical particle, called a
magnetic monopole [90]. It is a particle with a single magnetic pole: only a North
pole or only a south pole. The analogy with normal magnetic objects does not
work with it because they have both. It is also looking for other exotic particles.
The detector is located at IP8, and it is a kind of giant photograph combining a
plastic tracking, a calorimeter, and a timing detector.

Forward Search Experiment (FASER)

FASER [91] is designed to search light particles with a very low interaction prob-
ability. These particles are candidates for dark matter or can explain phenomenon
such as neutrino oscillation or the asymmetry between matter and anti-matter. It
is located at 480 m of IP1, and it is composed of a brand-new neutrino detector, a
tracker, and an electromagnetic calorimeter.

2.1.4 The Large Hadron Collider during operation
The LHC follows a precise schedule, presented in Figure 2.4, in which proton

collisions are planned for the physics experiments, but also collisions with heavy
ions. When the LHC is in operation, this is called a run. So far there have been
three: the first from 2010 to the beginning of 2013, a second from 2015 to the end
of 2018, and a third that has just started and is expected to finish at the end of 2025.
Between two runs, the long shutdowns (LS) take place, which are phases where
the LHC is stopped and allow repairing or improve the equipment. At the end of
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Figure 2.4: LHC and High Luminosity LHC schedule [14].

Run-3, the LHC will enter its final phase and will be the High Luminosity LHC
(HL-LHC). This stage of the LHC’s life will be covered in a dedicated section.

The different runs do not all have the same characteristics, whether in terms of
duration, performance, or even some subdetectors are changed for the different
experiments.

Run 1

The first LHC physics run started in 2010. It was the first time that the LHC
reached collisions with 7 TeV as centre of mass energy. The next year, the energy
was still the same, but in 2012 it went up to 8 TeV. The luminosity was not constant
over year, starting from less than 0.05 fb−1 in 2010 to 23.3 fb−1 in 2012. These
results are shown in Figure 2.5. The full Run-1 integrated luminosity was around
30 fb−1, but some analyses started at its beginning when only few picobarns of
data were collected, just enough to measure the W and Z bosons cross-sections.
Then, the main highlight of the Run-1 is the Higgs boson discovery. Moreover, at
this time, the average pile up was 21 simultaneous interactions per bunch crossing.
The end of 2012 was the end of the first run, followed by the LS1, lasting more than
two years. It was done in order to start the experiment upgrades and to increase
the luminosity and essentially to increase the centre of mass energy closer to its
nominal value, presented in Table 2.1.

Run 2

The second run started in 2015 and lasted until the end of 2018. At this time,
the centre of mass energy of proton-proton collisions increased up to 13 TeV,
which is closer to the LHC designed value. This parameter was barely constant
over the different periods of this run, only small fluctuations were observed.
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Figure 2.5: Peak luminosity (on top) and integrated luminosity (on bottom) mea-
sured by CMS over time, the three runs are represented: full Run 1 from 2010 to
2012, full Run 2 from 2015 to 2018, and the start of Run 3 in 2022 [15].

During the Run-1, the bunch spacing was equal to 50 ns, and it only reached
its nominal value of 25 ns in the Run-2. Concerning the luminosity, only at the
end of 2016 the full Run-1 luminosity was more than doubled. At the end of
2018, the integrated luminosity for the full Run-2 was higher than 160 fb−1. The
instantaneous luminosity finally reached its nominal value in 2016, followed by a
peak observed at 2 × 1034 cm−2s−1 in 2018, as shown in the upper part of Figure
2.5. Such a value correspond to the record of luminosity which is twice higher than
the designed value. The pileup was also higher than during Run-1, its average
value was 34 simultaneous interactions per bunch crossing, going up to 38 in 2017,
as represented in Figure 2.6. At the end of this run, started the LS2. Its aim was to
increase the centre of mass energy and to maintain the detector performance. Some
upgrades were provided, like the new gas electron multiplier (GEM) chambers for
the muon detection in the CMS detector [92].

Run 3 (Ongoing)

At the moment of the writing of this thesis, the Run-3 has just started recently
with promising results in terms of beam performance. The first proton beam was
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Figure 2.6: Interactions per bunch crossing, each year of Run 1 and Run 2 are
stacked [15].

stabilized in the LHC on July 5th 2022, thus the day after the 10th birthday of
the Higgs boson first observation. The centre of mass energy is still below its
nominal value, but it is higher than during Run-2 with 13.6 TeV. The instantaneous
luminosity still does not reach a new record even if it is just a question of time, but
it is currently comparable to what was observed in Run-2 and with. Run-3 will
last until the end of 2025. During these years, it is expected to reach more than 350
fb−1 of total integrated luminosity from proton-proton collisions.

2.2 The Compact Muon Solenoid detector

When talking to people about CMS, the first thing they ask is: what does the
acronym means? And answering that it stands for Compact Muon Solenoid is
rarely enough to satisfy them. First, why compact? It is always useful to remind
them that CMS is a cylinder with a 14.6 m diameter and a 21.5 m length, compared
to the 25 m diameter and the 46 m length of ATLAS, it is quite compact for the
same purpose. Also, its mass is equal to 14 000 tons, in comparison the Eiffel Tower
is 319 m high and 125 m wide for a mass of 10 100 tons. Next, what about muon?
The CMS detector was initially designed to precisely measure muons coming from
Higgs boson decays. And finally, what is a solenoid? It refers to the shape of the
3.8 T superconductive magnet used in CMS. A solenoid is an electromagnet made
with a helical coil of wire.

More seriously, the CMS detector is located 100 m under the small city of
Cessy in the Gex county. It corresponds to the IP5 of the LHC, which is totally
surrounded by the detector. It is composed of many subdetectors, each having
a specific role to play in the detection of particles. First, the tracker is recording
the trajectory of the charged particles, it allows determining the position of the
primary vertices, and provides a measurement of the particle momentum. Then,
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Figure 2.7: View of a longitudinal slice of the CMS detector [16].

there are the electromagnetic and hadronic calorimeters, collecting the energy
of photons and charged leptons for the first one, and the energy of hadrons for
the second one. After that, there are central elements of CMS: the 3.8 T solenoid
magnet used to curve the trajectory of charged particles, and the muon chambers
detecting muons as indicated by its name. All these sub-systems will be described
with more details in the Subsection 2.2.2.

2.2.1 General overview of CMS
The CMS detector can be described as a cylinder with its centre is the interaction

point and its length is tangential to the beam line. In a right-handed Cartesian
coordinate system, the cylinder centre corresponds to the origin, while the tangent
to the beam line is the z axis oriented in the direction of anti-clockwise proton
beam. If talking about geography, this axis points on the direction of the Colomby
de Gex, which a nice spot for hikes offering the chance to observe chamois. Apart
from that, the transverse plane is described by the x axis which is radial to the
centre of the LHC ring, and the y axis pointing upward.

A polar coordinate system is also introduced due to the cylindrical shape of
the detector. Considering a vector p⃗ starting from the origin and going to a point
somewhere inside the CMS detector, it is worth introducing its radial coordinate r
corresponding to the distance from the z axis to the vector. With that, it is needed
to have an azimuthal angle ϕ which is defined on the transverse plane between
the vector and x axis. Another polar angle θ is defined between the vector and the
z axis. These coordinate systems are represented in Figure 2.8, where on the left it
is with respect to the LHC ring, and on the right it is just at the CMS scale where
the detector is illustrated by a cylinder.

Both coordinate systems have their advantages. The polar system is more
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Figure 2.8: CMS coordinate system in regard to the LHC on the left, and internally
with the cylinder representation of CMS on the right.

adapted to describe macroscopic observables. For instance, an event will be
described in this system where the observables are invariant under a Lorentz
boost, corresponding to projections on the transverse plane (x, y). Among these
observables, there are the transverse momentum pT and the transverse mass mT.
These transverse plane variables are used because in proton collisions only a
fraction of the momentum is carried by the partons and the rest of the protons
usually escape detection in the vacuum tube. Both are kinematic information
about the detected particles, and they are defined as:

pT =
»

p2
x + p2

y (2.8)

mT =
»

m2 + p2
x + p2

y (2.9)

On the other hand, considering the transverse energy ET, it is also convenient
to use the polar coordinates:

ET = E sin θ (2.10)

Similarly, the transverse mass mT can also be defined with these coordinates:

mT =
»

E2 − p2
z (2.11)

In general, this system is used to describe the orientation and angles of particles
relative to the z axis. Observables like the rapidity y or the pseudorapidity η of a
particle are expressed using the polar coordinates.

y =
1
2

ln
(

E + pz

E − pz

)
(2.12)

For a particle, the pseudorapidity corresponds to its relative angle to the z
axis. It can be written in the same way as y or using only theta angle, where their
relation is illustrated in Figure 2.9:

η =
1
2

ln
(

p + pz

p − pz

)
= − ln tan

(
θ

2

)
(2.13)
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If the particle is only in the transverse plane, this leads to η = 0 for θ = π
2 .

And the other extreme case is when the particle is moving perfectly parallel to the
beam line, thus it gives η = +∞ for θ = 0, or η = −∞ for θ = π.

In the case of the detection of two particles at the same time, another parameter
could be a great benefit. It is the spatial separation between two particles called
∆R. It uses the ϕ angle difference and the pseudorapidity η difference, which are
both Lorentz boost invariant.

∆R =
»

∆η2 + ∆ϕ2 (2.14)

Setting a condition on ∆R allows to characterize a solid angle around the desired
particle, which is often used to know if the particle is isolated from hadronic
activity. Indeed, if the ∆R between two particles is higher than the threshold
condition, it means that it is possible to spatially separate particles from each
other.

2.2.2 The subdetectors and equipments
The CMS detector was designed in a such way to surround the IP5 in order to

have the possibility to detect all the particles coming from a collision [83]. Even if
the detector’s shape is closer to a cylinder, it can be compared to an onion. Indeed,
it is composed of concentric layers of subdetectors. The subdetectors are composed
of two parts: the barrel, a cylinder around the beam line, and the endcaps, which,
as indicated by their names, close the barrel on each side. The separation between
both parts can be express with a pseudorapidity value. Each of the subdetectors,
pointed in Figure 2.10, has a specific mission in the particle detection.

• The inner tracker is in charge of the reconstruction of the charged particle tra-
jectories. Its inner part composed of high precision silicon pixels is dedicated
to the reconstruction of vertices and the particle momentum measurement.

• The electromagnetic calorimeter is made of PbWO4 crystal bars, collecting
the energy coming from photons and electrons.
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Figure 2.10: View of the CMS detector partially open [16].

• The hadronic calorimeter is in charge of the energy collection of hadrons or
hadronic jets. It can detect charged hadrons as well as neutral hadrons.

• The superconducting solenoid is not a detector, but it is a central part of
the detector and important enough to be mentioned. It provides a 3.8 T
magnetic field, curving the particle trajectories. Thanks to the curvature, the
momentum and the charge of the particles can be deduced.

• The muon chambers are focused on the detection of muons. They are the last
layer of subdetector due to the fact that muons are weakly interacting with
the other subdetectors due to their heavy mass. The chambers measure the
muon trajectories and their energies, thanks to 12 500 tons of steel reducing
their velocity.

Inner tracker

The inner tracking system of CMS is placed as close as possible to the interac-
tion point [17]. It consists of a cylinder with a 2.4 m diameter and a 5.6 m length,
covering entirely the region where |η| < 2.5. It is composed of a succession of
silicon sensor layers, as shown in Figure 2.11, which can detect charged particles
originated from the primary vertices. More precisely, the signals recorded by
these silicon sensors correspond from a small fraction of charged particle energy.
The tracker is under a uniform magnetic field of 3.8 T facilitating the particle
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identification, reconstruction, and momentum measurement. Furthermore, the
inner tracker has the mission to reconstruct the vertices and then to determine
which is the primary vertex, the secondary vertices coming from decay of particles
with a certain time, and those from pileup events.

Figure 2.11: Schematic representation of a slice of the inner tracker of CMS [17].

The central part of the tracker is called the pixel detector. Its name comes from
the 65 million silicon pixels, each of them measuring 100 × 150 µm2. They are
arranged in different manners depending on if they are in the barrel or the endcap
part. The three barrel layers (BPix) have a cylindrical shape, and the spaces to
the beam line are 4.4, 7.3 and 10.2 cm respectively. It is represented with the two
different views in Figure 2.12. Each endcaps are made with two disks of pixel
(FPix) with an inner radius of 6 cm and 15 cm for the outer one. Each pixel has a 10
µm spatial resolution in the transverse plane, and 20 µm in the longitudinal plane.

Figure 2.12: Pixel detector of the inner tracker of CMS. Perspective view on the
left and side view on the right [18].

One of the drawbacks of this impressive spatial resolution is the large amount
of passive material added in the tracker. Firstly, it is a silicon detector which is
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discrete in nature, as it is subdivided into modules. It is not a continuous detector
like a gas detector. All of these modules are integrated into the detector by means
of a mechanical support. Then there is indeed a need for electronics and the
various power and readout cables. These electronics need a cooling system to
prevent them from overheating and to preserve the silicon, which is cold hard
radiation. The cooling is delivered by pipes which together with the rest of the
elements mentioned above contribute to the extra material, and thus noise.All
these extra components leads to an increase of background noise such as multiple
scattering or nuclear interactions. And these parasitic effects can have an impact
on the performance of the particle trajectory reconstruction. To counteract this,
a new pixel detector was installed between 2016 and 2017 and the improvement
consists of the addition of an extra BPix layer and another FPix disk. In addition,
the former BPix and FPix were redesigned to reduce significatively the amount of
non active material used. At the end, the thickness of the silicon sensors was 285
µm for the BPix and 300 µm for the FPix.

The outer part of the tracker used silicon strip sensors. starting from 20 to 116
cm of radial distance, and going up to 282 cm along the z axis after the interaction
point. The motivation of this sensor technology was due to the lower probability
to have particles in its geometrical region compared to the pixel detector’s one. As
visible in Figure 2.11, the micro strip sensors are separated in three categories and
for each of them the sensor design is a bit different.

The part surrounded directly the pixel detector is organized in four barrel
layers (TIB) and three endcap disks (TID) measuring up to 55 cm of outer radius.
The assembly of the two subsystems can provide a precise radial and angular
measurement of tracks, thus four measures of the radius r and the angle ϕ are
obtained from these. The strip size varies from 80 to 120 µm and with a thickness
of 320 µm. Each strip has a spatial resolution comprised between 23 and 25 µm.

The next part is the tracker outer barrel (TOB) which encloses the TIB and
TID. In terms of dimension, it has an outer diameter of 232 cm and a length of
236 cm. The TOB is composed of sensors with a thickness of 500 µm and with a
size varying from 122 up to 183 µm. Moreover, still in the case of these sensors,
six radial and angular measurements can be provided with spatial resolution is
ranging from 35 to 53 µm.

The last part is located in the forward region and corresponds to the tracker
endcaps (TEC). The disks start from 22.5 cm far from the beam line to 113.5 cm.
Their location along the z axis is equivalent to the range 124 cm < |z| < 282
cm. In total, each TEC is formed by nine disks and the more they are far from
the interaction point the more they are away from the beam line. Nevertheless,
they are covered with radial micro-strip sensors which are 320 to 500 µm thick,
with a size ranging from 97 to 184 µm. The TEC part adds up to nine radial
measurements.

In order to improve the tracking capacities, the layers are doubled with ad-
ditional strip sensors oriented with a 100 mrad angle. This configuration allow
the barrel to make longitudinal measurement and radial ones for the endcaps. In
total, the tracker represents a 198 m2 surface of silicon strip sensors, making it the
largest detector using only silicon sensors.
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The operational temperature is one of the critical aspects of silicon-based
detectors, as it is necessary to reduce the ionizing radiation damage on the sensors.

One of the important parameters which allows the CMS tracker to work per-
fectly, is its operating temperature. It was designed to be cooled at −20◦C. How-
ever, this temperature has never been reach during the LHC runs. Indeed, during
the run 1, the entire tracker worked at a 4◦C temperature. Thanks to the upgrades
made in the context of LS1, the working temperature of the run 2 was improved:
going to −10◦C for the pixel detector to −15◦C for the rest of the tracker.

Figure 2.13: Simulated material budget expressed as the tracker thickness t over
the radiation length X0, and described as a function of the pseudorapidity. The
contribution of each sub-system of the tracker, the beam pipe, and the support
tube are described η [17].

The purpose of the inner tracker of CMS is only to detect tracks of the particle
trajectories to reconstruct the vertices and to measure particle momentum. The
energy measurement is performed right after by the calorimeters. Thus, the
design of the tracker was made in a such way to reduce at the maximum the
amount of particle energy loss in its material. Moreover, to have a good trajectory
reconstruction, it is required to reduce the parasitic phenomenons coming from
the primary vertices. Most of them are interaction with the material used for
the detector, like multiple scattering, bremsstrahlung, matter and anti-matter
annihilation, or photon conversion. These two arguments lead to search the best
compromise, allowing to have the best detector performance and a dead material
budget as low as possible.

A simulation of material budget of the tracker, shown in Figure 2.13, was made
to understand which part of the tracker is absorbing the most particle energy.
Thanks to this, energy corrections can be done at a given pseudorapidity. Besides,
the pixel upgrade mentioned before allowed a reduction of 10% of the material
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budget in the barrel and 40% in the endcaps.
In definitive, the tracker is the subdetector dealing with the most constraining

requirements in terms of design, detection efficiency, and radiation hardness.

Electromagnetic calorimeter

The Electromagnetic Calorimeter of CMS (ECAL) [93] is the next subdetector
surrounding the inner tracker. It aims at providing a precise measurement of the
energy of electrons and photons. It is composed of approximatively 70 000 crystal
blocks of lead tungstate PbWO4. The choice of the material was motivated to
have a dense calorimeter with an excellent energy resolution and radiation hard.
Moreover, this ensures the detection of all the particle energy and to have a fast
response. The electrons and photons are responsible for electromagnetic showers
happening in the crystals, and they must be fully contained in the calorimeter.
A detailed explanation of this phenomenon will be presented in Chapter 3. The
lead tungstate crystal was chosen because of three of its properties: a high density
ρ = 8.29 g/cm3, a small radiation length X0 = 0.89 cm, and a short Molière radius
RM = 2.2 cm for the transverse containment of the showers. These parameters are
detailed in Section 3.2.4. Moreover, with PbWO4 crystals, the collection of more
than 80% of the scintillating light during 25 ns is possible.

The structure of ECAL is described in Figure 2.14, and it is divided in two
parts: the ECAL Barrel (EB) and the two ECAL Endcaps (EE). The EB is made of
two half cylinders, each consisting of 18 super-modules. A single super-module
gathers 1 700 crystal bars, forming a rectangle of 20 bars in ϕ and 85 in η. Each
weights around 1.5 ton and covers 20◦ in ϕ and |η| < 1.479. The EB groups 62
000 crystals, each with a front face measuring 22 × 22 mm2, corresponding to a
coverage of 0.0174 × 0.0174 in ϕ × η. The crystal groups composing the EE disks
are called the super-crystals, which are squares of 25 crystals, and the EE coverage
is 1.479 < |η| < 3.0. However, some gaps between the different modules exist,
especially in the transition region between EB and EE. In order to improve the
coverage, the PbWO4 crystals are oriented with a 3◦ tilt.

An electromagnetic preshower (ES) is placed just in front of the EE. The purpose
of the ES is to make the discrimination between γγ pairs coming from the decay
of a neutral pion π0 and single photons with high forward energies. It is used to
increase the spatial resolution in the endcap region with a pseudorapidity 1.65 <
|η| < 2.6. It is a sampling calorimeter made of two lead absorbers, each followed by
a silicon sensor plate. Each silicon sensor has an active area of 61 × 61 mm2, and it
is divided into 32 strips. The silicon plate is 320 µm thick and lead absorbers have a
radiation length of 2 X0 and 1 X0 respectively [94]. The small depth ensures to have
single photons starting an electromagnetic shower in the sensor. The motivation
to choose silicon sensors was due to its high radiation hardness. Like most of the
detectors using a silicon sensor technology, the optimal performance is reached
when the material is cold enough. The ES working temperature is comprised
between −15◦C and −10◦C. The ES can be beneficial for the reconstruction, but it
collects only 8% of the particle energy. Indeed, the material budget is important
in the endcaps, so the showers start to occur in the tracker and eventually the
preshower does not help a lot.
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Figure 2.14: Schematic views of the Electromagnetic Calorimeter of CMS [19].
On the left, an illustration in perspective, and on the right, a representation of
a longitudinal slice of a quarter of ECAL. In the barrel, the PbWO4 crystal bars
organized in modules and super-modules. And on each side of the endcaps, there
is a preshower inside and a dee outside.

The energy resolution of ECAL was measured with a 3 × 3 crystals square [19]
and it is parametrized with the following formula:(σE
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Where the first term corresponds to the statistical fluctuations coming from the
physical development of an electromagnetic shower, it is designated as the stochas-
tic term with fs = 2.8% for ECAL. The second term represents all the noise induced
by the electronic chain and the pileup, its factor is fn = 12%. At low energy, it
may be the dominant term because it is inversely proportional to the energy, and
it only depends on the data acquisition system. The third and last one, is the
constant term with fc = 0.3%. It does not depend on the shower energy and
refers to the intrinsic calorimeter properties, such as energy leakage of the crystals,
non-uniformity of the light collection, and a non-perfect calibration. All these
values were calculated using test beam data.

The CMS ECAL is a homogeneous calorimeter. On one hand, it has the benefit
to provide a higher measurement precision and better shower energy reconstruc-
tion than using a sampling detector. On the other hand, it does not provide precise
spatial measurements of the showers. Indeed, only the transverse profile of the
showers is well defined due to the small Molière radius, but there is no information
about their longitudinal profile. In the same way, it cannot provide additional
tracking points in order to enhance the trajectory reconstruction made by the inner
tracker at lower radial distance.

Furthermore, it was expected that the crystal response decreases with time,
as shown in Figure 2.15. Because of that, a laser monitoring was put in place
and shows that from April 2011 until May 2017, the ECAL response decreased
of 10% in the region where |η| < 1.4 and more than 80% where |η| > 2.7. This
phenomenon is explained by the fact that ECAL was conceived to sustain such
luminosities, and the crystals are losing their transparency. Since the CMS detector
is expected to collect about 350 fb−1 by the end of the Run-3, the radiation damages
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Figure 2.15: Relative response to laser light injected in the ECAL PbWO4 crystals
depending on the pseudorapidity η and averaged over all the crystals. Data taking
periods corresponding to the years 2011, 2012, 2015, 2016 and 2017 are represented,
with the corresponding LHC luminosity on the bottom part [20].

will be too important to continue to use the current crystals. That is why, ECAL
will be upgraded during the LS3, in view of the HL-LHC. Especially the endcaps,
where the loss of transparency is the most important, will be replaced by the High
Granularity Calorimeter (HGCAL), described in Chapter 3.

Hadronic calorimeter

The Hadronic Calorimeter of CMS (HCAL) [95] aims at collecting the energy of
the hadrons passing through the detector. Actually, hadrons may start interacting
in the ECAL crystals, where they deposit approximatively 30% of their energy.
But ECAL is not designed to contain entirely the hadronic showers, which require
a more important amount of dense material to be fully absorbed. The HCAL
is able to measure energy from neutral hadrons, which interact mostly via the
strong interaction, and also to determine the energy of particles which are not
interacting directly with matter, such as the neutrinos. Moreover, compared to
electromagnetic showers, the hadronic ones are more complex. Indeed, they
are characterized by large fluctuations of spatial shape development and also of
missing energy. At the end, HCAL must be larger than ECAL to achieve its goal.

The HCAL is a sampling calorimeter composed of an alternance of brass layers
acting as an absorber, and layers of scintillating plastic tiles. It is placed between
the ECAL and the superconducting magnet, its design was highly constrained by
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the magnet geometry which was decided earlier by the collaboration. As shown
in Figure 2.16, the HCAL is the assembly of four distinct subdetectors: the HCAL
Barrel (HB) and the HCAL Endcaps (HE), are the hadronic extension of the EB and
the EE respectively. To ensure the containment of the entire hadronic showers, an
additional outer hadronic calorimeter (HO) is placed outside the magnet. Thanks
to that, the average depth correspond to a hadronic interaction length of 11 λi. The
last one is the Forward Calorimeters (HF), placed at 11.2 m from the interaction
point, meaning outside the main CMS cylinder. They are located at this distance
to ensure the coverage of the high η regions.

Figure 2.16: Schematic representation of a longitudinal slice of a quarter of the
Hadronic Calorimeter of CMS [21].

The HB is a sampling calorimeter made of layers of brass absorbers and layers
of scintillating plastic tiles. Like EB, it is divided into two half cylinders, each
composed of 18 layers made of absorbers and scintillator tiles. It is divided into 16
sectors depending on η, and 72 sectors in function of ϕ. This sampling calorimeter
has a spatial resolution of 0.087 × 0.087 mm2 in ϕ × η. Its depth is equivalent to 7
λi, and it covers the |η| < 1.3 region. The scintillator tiles are grouped with those
having the same η and ϕ coordinates, and these tile stacks are called projective
towers of HCAL. The light from the scintillator is extracted with thin optical fibres
having a 1 mm diameter, and doing a wavelength shifting. The fibres transport
the light until the readout electronics containing hybrid photodiodes to read and
digitized the signal.

The HE have most of their design in common with the HB. However, they
cover the region where 1.3 < |η| < 3 and their depths correspond to a hadronic
interaction length of 10 λi. Besides, they slightly overlap with the HB to avoid any
η gap, and the spatial resolution of each projective tower is equal to 0.17 × 0.17
mm2 in ϕ × η.

The HO is made of plastic scintillators located after the solenoid, and it covers
the region where |η| < 1.26. Two scintillators, spaced with a layer of iron, are used
in the |η| < 0.4 region and only one to cover the 0.4 < |η| < 1.26 region. This
additional calorimeter was used to extend the depth to 11 λi, thus to fully absorbed
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the hadronic showers. Moreover, this depth is reached when considering the
magnet coil as a dead material, ensuring the shower containment. The scintillating
light was collected with the same readout electronics as the one used for the HB
and HE. During LS1 it was decided to replaced them with silicon multipliers
(SiPM) [96], in order to get a faster response, and as a result to improve the physics
performance.

The HF allow a coverage of the 2.9 < |η| < 5.2 region. Its design is different
of the other subdetectors, it is made of an alternance of steel absorber and quartz
fibres. The choice of quartz as active material was motivated by its important
radiation hardness. In the high η region, along the beam line, the radiation doses
are high due to an important flux of neutrons. In the quartz fibres, the scintillating
light comes from the Cherenkov effect, and it is collected thanks to photomultiplier
tubes (PMT) located just after the absorber.

The imperfect containment of hadronic showers in HCAL lead to a high stochas-
tic factor fs = 110%, and the constant term factor is equal to fc = 9%. This resolu-
tion was calculated thanks to measurements performed during a test using pion
beams [97]. Moreover, the presence of unpredictable events happening during
the development of hadronic showers, the production of undetectable particles,
and electromagnetic events contained in the shower are limiting the HCAL perfor-
mance. To improve this energy resolution, it is possible to combine it with the one
found for ECAL. The combined resolution for calorimeters has a stochastic term
with fs = 84.7% and a constant term with fc = 7.4%.

Finally, to maintain the HCAL performance, certain components were changed
at the end of 2017 [98]. The photodetectors used in the HB, HE and HF were
replaced, as well as the readout electronics to expand their functionalities. For
instance, they are now capable to perform precision timing measurements and
longitudinal depth segmentation. The particle recognition is improved, and the
background rejection is made easier.

Superconductive magnet

All the CMS subdetectors were designed and built around the superconducting
magnet. It is a huge solenoid initially designed to generate a 4 T magnetic field. A
such field is used to bend the trajectories of particles passing through the detectors
and as it was already discussed before, it is very useful to improve the particle
identification and reconstruction performance of the overall CMS detector. If
considering a magnetic field B⃗ and a particle with a charge q and a speed v⃗,
the resulting Lorentz force is F⃗L = q(⃗v × B⃗). To have an accurate estimation of
the charge and momentum of a particle, the magnetic field must be perfectly
known inside the detector and especially in the inner tracker, where trajectories
are essentially recorded. It is the reason Monte Carlo simulation and precise
measurement were done as shown in Figure 2.17.

In definitive, the solenoid is 12.5 m long and with a 6 m diameter. It is the
largest magnet of this kind and its 220 tons weight is due to the alloy of niobium-
titanium (NbTi) which constitutes it. This material is specifically used for its
superconducting properties when cooled to a very low temperature. That is why a
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Figure 2.17: Schematic view of the CMS magnet field [22]. Spatial representation
of the magnetic field is obtained from a simulation.

cryostat system working with liquid helium is used to lower down the temperature
to 4.7 K.

Finally, even if it was designed to reach 4 T, the magnetic field inside the CMS’
solenoid goes up to 3.8 T, and it is mostly uniform is this region. The steel return
yoke of the muon system surrounding the magnet serves to return the flux of the
magnetic field and to reduce it to 2 T inside the muon system [99].

Muon detectors

The muon detection system [100] is a key element of the CMS detector. It is the
last subdetector placed in the outermost region of the detector and surrounding
the superconducting magnet. It is designed to precisely detect muons which are
weakly interacting with the tracker and the ECAL. The identification and the
precise measurement of muon momentum are crucial to reconstruct events where
Higgs and vector bosons are involved. In the barrel as well as in the endcaps, the
muon detection system is divided into four stations separated with iron yokes, also
called wheels, which are immersed in a 2 T magnetic field inferring muon momenta
from their curvature. As represented in Figure 2.18, this subdetector is composed
of more than 1 400 muon chambers separated in four groups corresponding to a
different detector technology. The choice of different technologies was motivated
by the non-uniformity of the magnetic field and the difference of background event
density depending on η. Each of them has advantages to operate in a specific
situation. In the barrel part defined by |η| < 1.2, Drift Tubes (DT) are used, while
in the endcaps, Cathode Strip Chambers (CSC) operate in 0.9 < |η| < 2.4 and Gas
Electron Multipliers are used only close to the beam line where 1.6 < |η| < 2.4.
DT and CSC are supported by Resistive Plate Chambers (RPC).

The Drift Tubes [101] are 2.4 m long rectangular cells with a section surface
varying from 1.3 to 4.2 cm2. The cells are filled with a gas composed of 85% of Ar
and 15% of CO2, in which there are two cathode strips and one anode wire. The
tube are arranged in rectangular plate detectors, each having a surface comprised
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Figure 2.18: Schematic view of a longitudinal slice of a quarter of the CMS detector
[23]

between 2 and 2.5 m. In total, there are 250 DT grouped by four and distributed
into the five wheels forming the barrel. Besides, the measurement of the position of
incoming muons is derived from the drift time of electrons to the anode wire. Each
DT has an efficiency of 99.8% and a spatial resolution close to 180 µm. Moreover,
the superposition of DT layers allows improving the spatial resolution, and for the
overall it is comprised between 80 and 120 µm. The DT layout results in a timing
resolution lower than 3 ns. DT technology was chosen for this region due to the
low muon rate and good uniformity of the magnetic field, as represented in Figure
2.17, allowing the DT to have good detection performance.

The Cathode Strip Chambers [102] are placed in the endcaps and have a
trapezoid shape. They cover an angle of 10◦ or 20◦ and, like for the DT, they are
arranged into the four stations which are between the steel yoke. Each chamber
is filled with a gas mixture composed of 50% of CO2, 40% of Ar, and 10% of
CF4. Inside the gas there are six alternances of anode wires enclosed between
a continuous copper cathode providing η measurements, and cathode stripes
providing radial and ϕ measurements. In total, the CSC represent a surface of 5
000 m2 approximatively, and a volume of 50 m3. The distance between two layers
is of the order of 2 cm. Furthermore, the efficiency of the CSC is above 99%, with a
spatial resolution comprised in the range of 47 to 243 µm, and a timing resolution
per layer lower than 5 ns. In the endcaps, where the parasitic event rate is higher
and the magnetic field is non-uniform. The motivation to use such technology
was mainly driven by its radiation hardness and its fast timing capabilities.

The Resistive Plate Chambers [103] are coupled with the DT as well as with
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the CSC. Hence, they are placed both in the barrel and in the endcaps. Each
RPC provides an additional measurement similar to those done by the other
subdetectors. This redundancy allows the optimization of the muon tracking
by removing the ambiguities caused by multiple hits in a single cell. In the first
two barrel layers, the RPC are mounted on both sides of the DT, and only on the
inner side for the two other layers. In the endcaps, the RPC are placed on each
of the four stations. Precisely, RPC are double-gap resistive plate chambers filled
with a gas mixture composed of 95.2% of C2H2F4, 4.5% of iC4H10 (isobutane), and
0.3% of SF6. Each chamber correspond to a 2 mm gas gap formed between two
parallel electrodes. When a muon pass through the detector, part of its energy
is converted by ionization of the gas and an electron avalanche occurs. In terms
of performance, the RPC have in average 94% of efficiency, a spatial resolution
of the order of 1 cm, and a timing resolution lower than 3 ns [104]. Even if
the spatial resolution worse, the RPC timing resolution is better than the other
subdetectors, and it is very benefic for triggering muons in case of high pileup rate.
Nevertheless, two layers of new RPC, called improved Resistive Plate Chambers
(iRPC), will be added during the shutdown happening at the end of 2022. This
project aims to add 18 new chambers per endcap stations, or 144 chambers in total.
The principal improvement lies on a better timing resolution of about 2 ns, and a
spatial resolution of about 0.3 cm in the transversal direction.

The Gas Electron Multiplier (GEM) [92] are placed in the endcaps, and op-
erating in a region with high radiation rate. Their goal is to provide redundant
measurements to enhance the trigger and muon reconstruction capabilities. A
chamber consists of three layers of micro holed copper foils enclosed by a drift
plane and readout strips. The chamber is filled with a mixture of 70% of Ar and
30% of CO2, which is ionized by incoming muons. The generated electrons are
accelerated through the GEM foil holes, and they produce avalanches which are
collected on the readout strips. In 2021, the 72 first GEM super-chambers were
installed, each containing two GEM detectors. Finally, other GEM super-chambers
are planned to be installed during the LS3.

Trigger and data acquisition systems

The core of the CMS experiment is the set of subdetectors, but what would
they be if the information they collect could not be recorded? Indeed, one should
not neglect the various electronic systems that are behind them, but taking care of
a vital part of the experiment.

During the LHC runs, there is a bunch crossing every 50 ns during the Run-1
or every 25 ns during the Run-2, meaning that 40 million events are produced
each seconds. The first challenge with this amount of data is that the acquisition
system must be fast enough to save all the interesting information. Moreover,
all the information collected from a single event represent in average 1 Mb of
disk space. If all the events are saved, the CMS collaboration should fill 40 Tb of
permanent storage per second, which is obviously not feasible. Thus, the second
challenge of the CMS collaboration, as well as all the other LHC experiments,
is the storage capacity and coupled with a strong optimization of the amount
of saved information. To answer this problem, a trigger and data acquisition
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system (TriDAS) was put in place [105, 106]. Its purpose is to take the decision
if an event is interesting or not in a fraction of a second, and in this way a lot of
events will be discarded. Indeed, the cross-section of processes interesting for the
physics purpose of CMS reach at the maximum for the W production of 105 pb for
collisions with a 13 TeV energy in the centre of mass, as shown in Figure 2.19. But
high centre of mass energy is mainly interesting to study rare processes with a low
cross-section. For instance, ZZ events represent have a cross-section around 10 pb,
meaning that such events correspond to less than 1% of the total cross-section.

Figure 2.19: Summary of the cross-section measurements of Standard Model
processes produced by the CMS experiment. Measurements are done for

√
s = 7

TeV in red, 8 TeV in blue, and 13 TeV in green.

In the same configuration, the proton-proton collisions happening at the LHC
have an overall cross-section of the order of 1011 fb. At the end, the TriDAS lower
by a factor 106 the total amount of information. This significative reduction of
information is done directly by the trigger systems, it happens before any writing
of event information, and it makes possible to save them on hard disk space.

The TriDAS is composed of data acquisition systems (DAQ) and of two level
of triggers: the Level 1 Trigger (L1 trigger) and the High Level Trigger (HLT).

The Level 1 trigger is the first to reduce the amount of information. It is a
hardware based trigger, allowing to skim the event rate from 40 MHz to 100 kHz.
All the subdetectors are not used to trigger an event, since a fast decision is needed.
In those which are taken into account, only a part of the available information is
used and this come from specific trigger clusters. Indeed, this is done in order to
make a compromise between the amount of information used and the complexity
of the algorithms on the one hand, and the performances on the other. The L1
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trigger is implemented on an assembly of different kinds of electronic circuits, such
as Field Programmable Gate Arrays (FPGA) and Application Specific Integrated
Circuits (ASIC). They are used to access the information originated from the
readout systems mounted on the different subdetectors. Moreover, Programmable
Memory look up Tables (LUT) are used for more complex algorithms. The L1
trigger takes a decision within a latency time of 3.8 µs, which is based on the
identification of electrons, photons, muons, jets, and missing transverse energy.
These objects are determined thanks to information coming from the calorimeters
and the muon system. If these objects fulfil some requirements, they can be
considered as L1 trigger candidates. The overall L1 trigger is represented in
Figure 2.20, where two paths are distinguished: the calorimeter trigger based on
information coming from the ECAL and HCAL, and the muon trigger taking into
account the outputs of the different muon chambers.

Figure 2.20: Dataflow for the Level 1 trigger [24]. Information are from the
calorimeters and the muon system.

For each event, the information determined by the ECAL and HCAL are
gathered into energy deposit clusters, also called trigger towers. These clusters
represent electrons, photons, or jets. The calorimeter trigger is in charge of filtering
the events where electrons, tauons, or photons are identified. The muon trigger
is activated when a muon is identified in the DT, CSC, or RPC. Since the Run-3,
GEM chambers are also integrated in the muon trigger, reinforcing the measure-
ments done by the CSC. The global muon trigger is enhanced by the addition
of information coming from the calorimeter trigger because muons can partially
interact within the calorimeters before reaching the chambers. Finally, the overall
L1 trigger combines both calorimeter and muon triggers, and its activation follows
different scenarios.

The final L1 trigger decision, to accept or reject the event, is mainly determined
by the results of the overall trigger. After that, the signal emitted by the L1 trigger
is given to the HLT system.

All the events approved by the L1 trigger will then have to go through a second
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trigger, called the High Level Trigger [106], performing a stricter selection and thus
a higher skimming of the event rate. It consists of a software based trigger which
aims at reducing the event rate from 100 kHz after the L1 trigger to only 1 kHz. It
is implemented on computing devices having more than 32 000 Central Processing
Units (CPU), and located on the surface facility on top of IP5. All the parameters
about the detectors such as their spatial resolutions are exploited by the HLT to
try to reconstruct the objects from the selected events. The HLT uses a collection
of more than 600 algorithms representing combinations of selection criteria and
reconstruction processes, called trigger paths. Each of them corresponds to a
specific physics signature.

For example, HLT_Ele17_Ele12_CaloIdL_TrackIdL_IsoVL_DZ_v is a trigger path
that will select a pair of electrons with thresholds of 17 and 12 GeV, calorimetric
and tracker isolation requirements.

Many HLT paths are used and some of them change with the increase in
luminosity. For this reason, energy thresholds are set at a higher value, as well as
more restrictive criteria on identification and isolation.

Furthermore, during the LHC runs, many versions of the HLT trigger algo-
rithms were used. As a key element of the experiment and on the physics analysis,
the HLT has to be updated each time that a subdetector undergoes a modification
to keep it in agreement with the embedded material. Besides, new reconstruction
strategies were developed to match analysis requirements and then integrated in
the HLT. Finally, the main constraint on the HLT is the latency due to the limited
number of CPU at disposition, inducing a maximum of event processing time of
320 ms.

The measurement of instantaneous and integrated luminosity carried out by
the CMS detector is an important tuning factor of the LHC beam parameters, but
also a key point for the trigger and DAQ systems. Indeed, a precise measurement
can provide useful information to both systems in order to adapt their rates to the
beam intensity. This measurement was made with silicon detector modules placed
the closest possible to the beam line and situated at 1.8 m from the interaction
point. During the LS1 and continuing with the LS2, the BRIL detector [107] was
installed, and it aims at providing a fine measure of the luminosity. It consists
of three different types of sensors arranged in four modules along the beam axis.
The first sensors are the Beam Condition Monitor Fast (BCM1F) [108] which is a
monitoring system used to have fast measurements of the beam properties, and it
is placed in the HF. The second ones are the Beam Condition for Losses (BCM1L)
[109] used for the measurements of the lost beam fragments. And the third ones
are Pixel Luminosity Telescopes (PLT) [110] which is the central part of the BRIL
subdetector, providing precise measurements of the LHC luminosity at IP5. Even
if the pixel sensors are more accurate, their information cannot be used directly
due to their latency, and the two other subsystems are used to give information
to the trigger. In definitive, the luminosity observables are studied each year
to provide a systematic uncertainty comprised between 2.3 and 2.5%, which is
used for the different physics analysis. In the work presented in this thesis, the
luminosity measurements considered are those corresponding to the data taking
period of 2016 [111], 2017 [112], and 2018 [113].
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2.3 Reconstruction of particles

The physics analysis described later in this thesis aims to study a final state
constituted of four leptons. However, the different subdetectors do not give
directly the nature and the characteristics of the recorded particles. Indeed, when
a particle goes through the layers it can activate silicon sensors of the tracker
resulting in a signal giving a spatial and temporal information, also called a
track. The calorimeters can provide also such information, but with a lower
resolution. Electrons and photons, will continue their path into the ECAL and
initiate electromagnetic showers. All the resulting particles will deposit their
energy in a close group of ECAL cells, also called a cluster. In the case of hadrons,
the shower can start in ECAL or in HCAL. Similarly, the hadronic showers will be
contained in a cluster of HCAL cells, or even cells coming from both calorimeters.
Muons which are weakly interacting with the innermost part of the CMS detector
are principally let tracks in the different muon chambers, but also in the tracker
layers, and sometimes they can deposit part of their energies in the calorimeters.
Finally, emitted neutrinos are most likely to escape the CMS enclosure without
interaction within the different subdetectors, leaving no direct clue of their passage.
Hence, neutrinos are at the root of a missing part of the transverse energy of
the overall event energy. All the particle paths presented in this paragraph are
represented in Figure 2.21.

Figure 2.21: View of a transverse slice of the CMS detector with detected particles
[25].

All these subdetector information allow reconstructing and identifying the
required particles for physics analysis. These operations are performed with a set
of algorithms, and the main one is called the Particle Flow (PF) [26]. This algorithm
uses the most basic subdetector signals to construct the elementary objects for the
reconstruction. They correspond to particle hits in the tracker layers to build the
tracks, and energy deposits in the calorimeters to build the clusters. Concerning
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the particle reconstruction, the PF starts with the muons, which are determined
by matching the tracks from the inner tracker and those of the muon chambers.
Next, the electrons are reconstructed by using tracks leading to an ECAL cluster,
the correspondence between both takes into account the bremsstrahlung radiation.
Then, the photons are built with the remaining electromagnetic clusters, which are
not associated to tracks. The hadrons’ reconstruction comes after, starting with
the neutral hadrons which are characterized only by a HCAL cluster and then
the charged hadrons with the remaining HCAL clusters matching tracks. Finally,
some reconstructed particles are gathered in more complex structures, such as jets,
and are used to estimate the amount of missing transverse energy resulting from
the emission of neutrinos during an event.

2.3.1 The particle flow algorithm
The PF algorithm [114] is based on the creation of elementary building blocks

for the particle reconstruction, which are the tracks and clusters. They are the key
elements of the identification and reconstruction of all the objects observed in all
event final states.

The tracks are reconstructed from the hits made by charged particles in the
silicon tracker layers. Their reconstruction is operated with the Combinatorial
Track Finder (CTF) algorithm, which is based on the Kalman filtering method
[115, 116, 117], also known as linear quadratic estimation. In order to assess a
high reconstruction efficiency and to minimize the fake rate, an iterative approach
is adopted. The first iteration consists of reconstructing only the isolated tracks
coming from the primary vertex, and at the end of this step, the selected hits are
no longer considered for the next stages. The complexity will be reduced step after
step due to the decrease of hits and thus of combination possibilities. This allows
the quality criteria applied in successive iterations to be gradually more relaxed.
This is very beneficial for not obvious tracks, such as hadrons made of heavy
quarks or radiating electrons [118]. In general, a track reconstruction requires a
dozen iterations, allowing the algorithm to reconstruct tracks with pT of at least
0.1 GeV and produced up to 60 cm from the primary vertex [119].

The clusters are formed from the energy deposits in the different calorimeters
and the algorithm used runs separately in the preshower, ECAL and HCAL
subdetectors. This is to maximize efficiency even at low pT and to be able to
distinguish overlapping showers. It is based on an iterative clustering technique
that follows the characteristic lateral profile of the showers. Specifically, the local
maxima of energy deposits are identified, and the neighbouring deposited energy
are grouped with the maxima. This step requires neighbouring energy deposits to
have their signals are greater than twice the standard deviation of the electronic
noise. It typically takes less than 5 iterations for the algorithm to converge.

At the end, PF blocks are build by linking tracks and clusters together. A good
example of the reconstruction of particles with the PF algorithm is given with
the Figure 2.22, representing the reconstruction of a jet with a 65 GeV transverse
momentum and made of five particles: a K0

L, a π−, a π+, and the two photons
coming from the decay of a π0. In the first representation, ECAL and HCAL
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Figure 2.22: Event display of a jet made of five particles only in the (x, y) view in
the upper plot, in the (η, ϕ) view of the ECAL surface in the lower left plot and
the HCAL surface in the lower right [26].

surfaces are represented by circles centred around the interaction point. The K0
L,

the π−, and the two photons are detected as four clusters noted E1,2,3,4. The π+

does not create a cluster in the ECAL. The two charged pions are reconstructed
as charged-particle tracks T1,2, appearing as vertical solid lines in the (η, ϕ) views
and circular arcs in the (x, y) view. These tracks point towards two HCAL clusters
H1,2. In the lower views, the ECAL and HCAL cells are represented by squares,
with an area proportional to the cell energy. The local maxima, corresponding
to the centres of the clusters, are shown in dark grey. In all the three views, dots
represent the cluster positions, dashed lines for the simulated particles, and open
markers for the positions of their impacts on the calorimeter surface.

To summarize this example, in each step of the PF algorithm, the following
procedure of particle identification and reconstruction is performed:

• Identification and reconstruction of muon candidates with tracks coming
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from the muon chambers. Consecutively, these muon associated tracks are
removed.

• Identification and reconstruction of electron candidates with information
coming from ECAL clusters and tracks. The bremsstrahlung photons are
recovered in order to estimate the electron energy.

• Identification and reconstruction of energetic photon candidates satisfying a
good isolation.

• Among the tracks associated previously, those without a good χ2 are re-
moved in order to reduce the number of fake candidates.

• Identified muons are removed and if the track pT is larger than the energy
cluster energy sum, another fake removal is performed to separate the tracks
with a pT > 1 GeV. This operation is realized when components of a muon
are gathered with fake tracks or jets, leading to PF track pT is higher than
the cluster energy sum.

• Identification and reconstruction of charged hadrons using the remaining
tracks.

• Comparison of the cluster energy sum to the track pT sum. If the difference is
smaller than the ECAL energy, thus a photon is identified, and it is a neutral
hadron in the other cases.

• Isolated clusters from ECAL which are not linked to any track are used to
create photons.

• Isolated clusters from HCAL which are not linked to any track are used to
create neutral hadrons.

The following subsections will detail the reconstruction of the main physics
objects.

2.3.2 Identification and reconstruction of particles

Muons

Muons are the first particle to be identified in CMS, due to their distinctive
signature recorded in the muon chambers and their high identification efficiency.
Their tracks are reconstructed independently in the muon chambers [23] and in
the silicon tracker [118]. The reconstruction of the former, the so-called standalone
muon tracks, is independent of the PF and relies solely on information from the
muon systems. In this case, the positions of the impacts in the DT, CSC and RPC
sensors are combined and adjusted to form track segments, which give a first
estimate of the muon direction and momentum. These are reconstructed following
the PF procedure explained in the previous section 2.3.1 and are called tracker
tracks. The tracker segments are then combined to reconstruct the muon track,
using a Kalman filter technique [115].
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The reconstruction of global muons in CMS is done by matching tracker muons
to standalone muons or inversely. The tracker muon tracks are constructed from
the centre outwards, the tracker tracks with pT > 0.5 GeV and a total momentum
pT > 2.5 GeV are propagated to the muon system, and for this at least one muon
segment at a compatible position is required. The global muons are reconstructed
by matching a standalone muon track to the tracker tracks after checking the
compatibility of their parameters. Then the global fit is performed on both tracks
together. Due to the large size of the muon chambers, the combined fit improves
the momentum resolution compared to the tracker fit alone for muons of pT > 200
GeV. Finally, about 99% of the muons produced in the muon system acceptance
are reconstructed with one of these two approaches. Most of the time with both,
and in this case they are merged into a single candidate.

Figure 2.23: Efficiency of PF muon identification from a Z boson decay as a function
of pT on the left, and as a function of η on the right [26].

The reconstructed muons undergo a set of selection criteria based on the quality
of the tracks. These observables such as the track fit χ2, the number of hits per
track or the degree of matching between tracker and standalone tracks. Different
levels of requirements result in different muon identification working points, with
increasing purity and decreasing efficiency, where the most common are defined
as loose, medium, and tight. The information of the muon subdetectors is further
analysed to compute the isolation of the muon candidate, which serves as a handle
to distinguish between prompt muons and those arising from weak decays within
jets. The PF relative isolation is defined as the ratio between the sum of pT of all
PF candidates within a cone size ∆R < 0.4 around the muon and the pT of the
muon itself.

The reconstructed muons are subjected to a set of selection parameters, which
are based on the quality of track observables. Among them, there is the χ2 of the
track fit, the number of hits per track or the degree of correspondence between the
tracker and the standalone tracks. Different levels of selection requirements can be
considered for muon identification and the most common being defined as loose,
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medium, and tight. The selection difference comes from the increasing purity
and decreasing efficiency requirements. The information provided by the muon
subdetectors is then analysed to calculate the isolation of the candidate muon,
which is used as a handle to distinguish prompt muons from those originating
from weak decays within the jets. The relative isolation of the PF is defined as the
ratio of the sum of the pT of all PF candidates in a cone of size ∆R < 0.4 around
the muon and the pT of the muon itself.

Thanks to the upgrade of the muon system and the improvement of the algo-
rithms, the performance between the first two runs remains similar, even with
increasing luminosity and pile up. The spatial resolution of the reconstructed hits
is between 50 and 300 µm, which leads to a muon selection efficiency of more than
96% [120]. Figure 2.23 shows the efficiency as a function of pT and η after applying
the most restrictive criteria for PF identification and isolation to the reconstructed
muons. The CMS magnetic field and the resolution of the muon system are ideal
for reconstructing two muon candidates in the 150 GeV mass range. This was a
great advantage for the discovery of the Higgs boson, and now also for the search
for high-mass resonances.

Electrons

The second particle to be reconstructed at CMS is the electron [121]. In their
paths to the ECAL crystals, electrons are losing a non-negligible fraction of their
energy in the tracker layers. This loss is mainly due to the bremsstrahlung effect,
which is a non-Gaussian phenomenon. At η ≃ 0, an electron loses an average
of 33% of its own energy, and this energy amount can reach ∼ 86 % at η ≃ 1.4,
where the tracker material budget is the most important as shown in Figure 2.13.
This energy loss does not always happen, indeed the bremsstrahlung energy loss
is a stochastic process. That is why some electrons are said to be golden due
to their very low amount of radiated energy. This makes their reconstruction
more complex and to overcome this, the tracking algorithm has to take into
account the energy loss and the clustering algorithm has to collect the energy
of bremsstrahlung photons, which may be located very far from the point of
interaction of the electrons in the ECAL. The electron reconstruction addresses
these challenges with a dedicated tracking algorithm and an advanced energy
collection procedure. The full electron reconstruction workflow is illustrated with
Figure 2.24.

The electron tracks are reconstructed with the Gaussian-Sum Filter (GSF) algo-
rithm [122], which is independent of the PF iterative procedure. The algorithm
modelizes the electron energy loss with a weighted sum of Gaussian PDF to better
take into consideration the bremsstrahlung effects, instead of only relying on a
Kalman filter procedure of the PF algorithm. The electron energy deposits in the
calorimeters are built by regrouping ECAL clusters in the so-called superclusters.
The procedure consists in identifying a seed cluster, to which the energy deposits
associated to the bremsstrahlung photons are aggregated. These typically spread
along the ϕ direction due to the magnetic field, tangent to the electron trajectory,
as schematically shown in Figure 2.25.

The global electron is reconstructed by associating GSF tracks to superclusters
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Figure 2.24: Schematic workflow of electron reconstruction [27].

Figure 2.25: Reconstructed electron with photons coming from bremsstrahlung
effect [26]. The recorded tracks are represented with the black points and the
energy deposits are shown in the ECAL.

using two approaches. The ECAL approach uses superclusters with pT > 4 GeV
as seeds for the search of the electron GSF tracks. This procedure is best suited
to high pT and well-isolated electrons, as low pT superclusters are too small for
containing all the bremsstrahlung radiation, as represented in Figure 2.25. In order
to recover the soft electrons, a tracking approach is used, which takes the GSF
tracks with pT > 2 GeV as seeds for clustering. GSF tracks and PF superclusters
are combined into a candidate electron if they respect requirements on the quality
of the match. They are used to estimate the charge and momentum of the electron,
the latter being derived from the curvature of a GSF track and the energy of the
supercluster. Thanks to the high granularity of the tracker and ECAL detectors,
the energy resolution of electrons with a pT of 10 GeV is 0.1 % in the barrel and 0.3
% in the endcaps [27, 123].

The electron candidates are subject to additional identification criteria to dis-
tinguish the electrons from the misidentified jets. The identification is based on
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Figure 2.26: Electron seeding efficiency for electrons (triangles) and pions (circles)
as a function of pT. Both the efficiencies for ECAL seeding only (empty symbols)
and with the tracker seeding added (full symbols) are displayed [26].

Boosted Decision Trees (BDT) with input variables related to the shower shape,
the track quality, the track-cluster matching, the fraction of momentum lost due
to bremsstrahlung and the isolation. The output of the BDT, representing the
probability of the candidate to be an electron, is used to define three levels of elec-
tron identification: loose, medium, and tight. Each time with decreasing selection
efficiency and increasing purity.

A specific electron seeds collection is formed by merging the ECAL and tracker
seeds, yet saving the information on the origin of the seed. The combination
of the two subdetectors brings a substantial improvement to the overall seed-
ing efficiency, as shown in Figure 2.26. The final electron track reconstruction is
performed by a fit on the layer hits using a GSF method. The electron loss is mod-
elized with a Bethe-Heitler function, and relaxed requirements on the estimation
of the hits’ position in each layer are used. The electrons’ isolation is used to reject
electrons originating from jets, and it is evaluated within a cone with a size of
∆R = 0.3.

Photons

The photon reconstruction procedure is quite similar to the electron’s one,
but it mainly relies on the ECAL information. Indeed, photons passing through
the tracker layers will let linearly aligned tracks, and they deposit most of their
energy, around 97% in the ECAL [27]. Where the generated electromagnetic
shower can spread into multiple neighbouring ECAL crystals. Hence, the photon
reconstruction is seeded from ECAL superclusters with pT > 10 GeV which are
not related to any GSF track. These superclusters must be isolated from other
ECAL clusters or any track extrapolated from the tracker, and their energy deposit
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must present a distribution compatible with a photon shower. In some cases,
photons interact with the tracker material and convert into electron-positron
pairs before entering the ECAL. Converted photons are identified because the
electron and positron leave bent trajectories in the tracking system, with momenta
approximately parallel as a result of the photon being massless, and an energy
deposit spread in the ϕ direction. The corresponding tracks are either seeded by
displaced secondary vertices and extrapolated outward, or by ECAL superclusters
and extrapolated inwards. The typical energy resolution for photons with pT > 25
GeV is around 1% in the barrel and 2.5% in the endcaps [27].

The high precision of the photon energy reconstruction enhances the selectivity
of signal with photon in the final state, such as H → γγ which is one of the
main channels used for the Higgs boson discovery. Moreover, a precise photon
reconstruction is a great benefit to discriminate background such as π0, one of
the most important source of photon misidentification. This meson is decaying
into a pair of photons highly collimated, and usually reconstructed as a single one.
The contribution of this background is reduced, thanks to the tight isolation of the
photon candidate.

Jets

Finally, the jets are the last objects to be reconstructed. The quarks and gluons
emitted during the hard interactions in the detector produce large showers of
collimated particles, grouped together in jets with conical shape. The procedure
for reconstructing the jets is illustrated in Figure 2.27. The momenta of the jets is
estimated from the collected hadronic products, which can be charged or neutral,
and they are reconstructed with the remaining PF elements after removing elec-
trons, muons, and photons. As they generally deposit energy in both the ECAL
and the HCAL, the clusters of the two calorimeters are first connected. If the
HCAL cluster is reconstructed in the calorimeter acceptance and is not linked to
any other track, it is identified as a neutral hadron when no ECAL cluster is found.
Other HCAL clusters are linked to one or more tracks, which may also be linked
to ECAL clusters, and they are reconstructed as charged hadrons.

Figure 2.27: Schematic procedure of jet energy correction for data and simulation
[28]. RC corresponds to random cone, and MJB stands for multiple jets’ events.

The jets are reconstructed by gathering charged and neutral hadrons with the
anti-kT algorithm [124]. The clustering is performed recursively by matching PF
candidates that are close to each other, according to a metric defined to produce
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conical shaped jets. The size of the cone is determined by the distance parameter
R at which the algorithm operates, which can be set to R = 0.4 or R = 0.8.
In both cases, the highest pT pairs are grouped together first. In this way, the
cone is built around the hardest particle in the event and the soft radiation or
collinear splitting of partons at the boundaries is suppressed. The momentum
of a jet is calculated as the vector sum of the momentum of the grouped PF
candidates, it differs from that of the original parton due to theoretical uncertainties
in the hadronization process and other experimental effects. A set of jet energy
corrections depending on pT and η is applied to calibrate the jet response taking
into account the detector noise and the pile up, as well as the response non-linearity
and inhomogeneity of calorimeters. The typical reconstructed jet energy has a
response of about 0.9 and a resolution of less than 15% for all pT ranges [125, 126],
as shown in Figure 2.28, where the improvement of the PF approach over the
calorimeter-based reconstruction is clearly visible. The jets are then subjected to
identification requirements aimed at eliminating those poorly reconstructed or
due to instrumental noise in the calorimeters.

Figure 2.28: Jet energy resolution corresponding to the Gaussian width of the ratio
between the corrected and reference jet energies, on the left. Jet energy response,
corresponding to the mean ratio of the reconstructed jet energy to the reference jet
energy, on the right. Both are a function of the reference jet pT. Results are shown
for jets in the barrel (η < 1.3) with the anti-kT algorithm with R = 0.4 following
the PF and calorimeter approaches [26].

Two increasingly stringent levels of selection are defined (loose, tight) based
on the fraction of charged and neutral hadrons in the jet, the charged hadron
multiplicity and the fraction of energy deposited in the ECAL. Three working
points are defined as loose, medium, tight, similarly to the other particle. Jets
induced by quarks or by gluons can be distinguished in CMS with the Quark-
Gluon Likelihood algorithm [127]. This technique exploits the fact that jets induced
by gluons are wider, with higher particle multiplicities and with a more uniform
energy fragmentation than those induced by quarks.
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Jets can be created by heavy particle such as τ leptons or b and t quarks. These
specific cases will not be treated in this thesis, since they are not interesting for the
physics analysis or for the instrumental study.

Missing transverse energy

The last element is not a particle as such, but the missing transverse energy
remains important information. The partons colliding inside the protons carry an
unknown fraction of the proton momentum in the longitudinal direction.

Figure 2.29: Relative missing transverse energy resolution as a function of expected
missing transverse energy [26], from the calorimeters approach in blue and from
the PF algorithm in red.

However, their momentum is negligible in the transverse plane. Therefore,
conservation of momentum can be exploited in the transverse plane to infer the
production of undetected particles, such as neutrinos. An instrumental quantity is
the missing transverse momentum, defined as the negative of the vector sum of
the transverse momenta of all reconstructed PF objects. Inefficiencies arising from
tracking or clustering algorithms and non-linearities in the calorimeter response
can introduce biases in the determination of the missing energy.

As represented with the Figure 2.29, the missing transverse energy can be
calculated using the PF approach as well as the combined calorimeter method.
Besides, the energy corrections applied to jets are also propagated to the miss-
ing transverse energy computation. After corrections, the relative energy and
ϕ angular resolution of the missing transverse energy lies under 20% for all pT
ranges.
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After almost fifteen years of good and faithful services, the LHC will be up-
graded in order to allow it to start its new life phase. This one should start with a
three years shutdown, during which the LHC and its detectors will be upgraded.
And the High-Luminosity LHC (HL-LHC) is expected to start its operations by
the end of 2029, as shown in Figure 2.4.

Its goal is to increase significatively the amount of collected data. For that,
it is designed to deliver a peak instantaneous luminosity of 5 × 1034 cm−2s−1,
meaning that is giving access to a total integrated luminosity of 3000 fb−1. Thanks
to a such amount of additional data, the discovery potential of the LHC will
be highly improved. Moreover, the HL-LHC is designed to allow more precise
measurements of the SM properties, and to allow the search of rare processes
which were not analysed yet due to the lack of statistics. In general, such analyses
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aim to look for the presence of unknown particles which can be explained by BSM
theories.

The higher luminosities of the HL-LHC will also result in exceedingly high
pile-up rates, with O(200) events per bunch crossing and unprecedented radiation
levels, with fluences of up to 1016 neq/cm2 and doses of around 2 MGy, thus posing
several technical challenges for the operation of the detectors, the computing
system, and the entire infrastructure. For example, the LHC tunnel will have to
feature the most advanced superconducting magnets, vacuum pipes, cryogenic
systems, and superconducting radio frequency cavities.

The CMS Collaboration, as well as the other LHC experiments, are planning
a series of major upgrades of the sub-detectors, expected to be commissioned
during the second and the third long shutdowns, to maintain the current physics
performance in the harsh environment of the HL-LHC.

A brief overview of the CMS upgrade plans is given in Section 3.1, followed by
the description of calorimetry physics in Section 3.2. Then, the Section 3.3 focuses
on the High Granularity Calorimeter (HGCAL) that will replace the current CMS
endcap calorimeters. The HGCAL will feature silicon-based active layers for a total
active area of about 600 m2, and it will be the first large-scale silicon-based imaging
calorimeter employed in a high-energy physics experiment. Hence, validating
the detector design and assessing its physics performance are cornerstone aspects
for the successful realization of this project. For this purpose, a long series of
test beams of HGCAL prototypes have been carried out since the end of 2016,
leading to the test of the first large scale prototype of the HGCAL in October 2018,
presented in Section 3.4. On this occasion, the prototype was exposed to positron
and hadron beams with momenta ranging from 20 to 300 GeV at the CERN-SPS
beam line, thus allowing a comprehensive characterization of the properties of
this innovative detector. The findings of the test beam data analysis are presented
in Chapter 4, with a main focus on the timing performance measurement of the
HGCAL prototype.

3.1 The CMS detector during the High Luminosity
LHC

The final objective of the CMS upgrade programme for the HL-LHC phase,
described in [29], consists of two main considerations. Firstly, the fact that many
of the current detector components will not be able to withstand the harsh envi-
ronment expected at the HL-LHC, as the radiation level will be five times higher
than today. This will require a complete replacement, meaning an upgrade of the
existing sub-systems. On the other hand, the current physics performance must
not deteriorate during the high-luminosity research programme, which could
be due to the impact of the increased pile up. To achieve this, new detection
techniques and improved resolution are required. This would allow new preci-
sion measurements, direct searches for rare processes and possible clues to BSM
physics. These two aspects can be summarized as the three major challenges for
CMS at the HL-LHC:
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• The large increase of radiation doses will force replacing the detectors in-
volved in the tracker and in the endcap calorimeters. Moreover, the electronic
systems in the barrel calorimeters and the muon detectors will have to be
upgraded.

• The high luminosity that will cause a high increase of the data stream, for
which significant optimization and improvements must be done at the level
of the L1 Trigger primitives. In the same way, the overall TriDAS system
upgrade will be fundamental in managing the proceeding of all the events.

• The pile up rate increase will force having subdetectors with better charac-
teristics, such as a high granularity and the introduction of precision timing,
in order to discard parasitic particles originating from pile up and to have
detector performances at least as good as the ones of Run-2.

Figure 3.1: Open view of the CMS detector with the indication of the foreseen
upgrades for the HL-LHC [29].

Concerning the detector updates which are required, Figure 3.1 gives a short
summary of the modifications that will happen. From the innermost to the outer-
most, there are six main parts of the CMS which must be changed: the tracker, the
barrel and endcap calorimeters, the muon system, the TriDAS, and the new MIP
timing detector which will be placed in CMS for the first time.

Starting with the tracking system, it will be completely replaced in order to
increase the granularity of the detector. Hence, the reconstruction performance
will be greatly enhanced, while at the same time the overall material budget will
be reduced [128]. Indeed, in the update program for the inner tracking system
for Phase-2 [129], it is expected that the current pixel detectors will be replaced
by smaller ones. Concerning the outer tracking stations, they will be equipped
with strips and macro pixel sensors [130], allowing to extend the coverage up to
|η| = 3.8. This new design will improve both the longitudinal and the transverse
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resolution. From these modifications, it is foreseen to have lower fake rates, thus
increasing the reconstruction range of L1 trigger tracks [131], which could be done
up to |η| = 2.4.

Then, the brand-new MIP timing detectors (MTD) [132] will be placed in front
of the barrel and endcap calorimeters to increase the available timing information
on charged particles. These detectors were not installed in CMS during the first
and second run, they are designed especially for the Phase-2.

Both endcap calorimeters as well as the preshowers will be replaced with the
HGCAL [32]. The high granularity of this new sampling calorimeter enhanced
shower’s separation and particle identification. In addition, it will have the
capability to provide precise timing information, which will be highly beneficial
for the particle identification, and principally to discard particles coming from the
increased pile up.

As well as the endcaps, the ECAL and HCAL upgrade [133, 134] is focused on
increasing the overall granularity and providing additional timing measurements
of particles passing through the subdetectors. To be able to withstand the harder
operating conditions, an upgrade of the electronic readout is necessary.

Besides, the current muon detection system composed of DT, RPC, and CSC,
will be increased with the addition of Gas Electron Multiplier chambers and a new
generation of RPC [135]. The coverage will be extended up to |η| = 2.8 with the
GEM and up to |η| = 2.4 with the RPC.

Finally, the TriDAS systems will be subject to a complete replacement [136],
with increased throughput. The HLT will continue to have access to the total
detector information, even at the maximum input rate of 750 kHz expected at the
top of the HL-LHC operations, to which it will provide a reduction factor of ∼100
for a bandwidth output of 7.5 kHz.

3.2 Reminder of calorimetry and interaction of parti-
cles with matter

Before diving into the details of the HGCAL detector, it is worth understanding
what a calorimeter is and how does it work.

Calorimetry plays a key role in the detection of collision events in modern
particle physics. The electromagnetic and hadronic calorimeters are responsible for
measuring the energy of charged and neutral particles, as well as for reconstructing
jets and measuring their energy. In addition, the calorimeter system is essential
for measuring the overall energy flow and for evaluating the missing transverse
momentum, signing the presence of invisible particles leaving no signal in the
detector system.

Calorimeters are blocks of instrumented material in which particles to be
measured are fully or partially absorbed, and their energy transformed into a
measurable quantity. The interaction of a high energy particle with the calorimeter
matter leads to the development of a particle shower. First, the primary particle
produces secondary particles when crossing through the calorimeter. Then, each
secondary particle interacts with the calorimeter matter and produces more parti-
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cles. As this process continues, the number of particles increases as long as the
energy of the secondary particles is sufficient to create new particles.

Any calorimeter consists of active signal generators, the active material that
measure the shower energy, and a passive particle absorber, which is the material
that causes the particles to initiate showers. The energy deposited in the active
part serves as a measurement of the energy of the incident particle. For accurate
measurements, the size of a calorimeter should be large enough to contain the en-
tire energy deposit of the particle. The required calorimeter thickness corresponds
to the shower depth, which is a logarithmic function of the initial particle energy
and which is described later in this section. Thus, detection of particles with high
energies does not require extremely thick calorimeters.

The interaction processes that play a role in the shower development depend
on the energy and the nature of the primary particle, as well as the nature of
the material in which they are interacting, since the cross-section of a process
depends on the atomic number Z. Electrons, positrons, and photons will undergo
electromagnetic interactions with the atomic fields, generating electromagnetic
showers, detailed in Section 3.2.2. As for hadrons, a range of strong interactions
with the nuclei will take place, producing hadronic showers presented in Section
3.2.3.

The designs differ by the materials, the read-out method and the geometry
implemented in each calorimeter. Typically, calorimeters are classified by their
construction into homogeneous and sampling calorimeters, as well as by their
use for electromagnetic or hadronic interactions. The expected performance of
calorimeters for both types of showers is discussed in Section 3.2.4.

3.2.1 Interaction of particles with matter
In this section, the focus will be put on the interaction of particles passing

through matter. Among all of them, the highlight is put on the photons, the
electrons, and the heavy particles such as muons or hadrons in general. This
choice is motivated by the nature of particles which should pass through the
HGCAL detector and the interactions happening in it.

When a photon passes through matter, different processes can intervene due
to the complex atom structure. The possible interactions involving photons and
matter are the following:

• The Rayleigh scattering consists in the interaction of photons with the
atomic nuclear charge, thus this effect happens with a polarized particle.
This leads to a cross-section dependency on the particle size and polarity, as
well as the light wavelength. In this process, the photon does not lose energy,
leading to no contribution to the shower development.

• The Thomson scattering is the interaction of photons with atomic electrons,
thus it happens with a not polarized charged particle. Similarly to the previ-
ous effect, the photon does not lose energy, therefore there is no contribution
to the shower development. These first two effects are also called coherent
elastic scattering.
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Figure 3.2: Evolution of the cross-sections of photon interactions with atoms as
a function of the photon energy [30]. Carbon is considered on the left, and lead
on the right. There are different photon interactions, which are the Rayleigh
scattering σRayleigh, the Compton scattering σCompton, the photoelectric effect σp.e.,
pair production by nuclear fields κnuc, the pair production by electron fields κe,
and the photo-nuclear absorption σg.d.r..

• The Compton scattering corresponds to a photon interaction with an atomic
electron and transferring some of its energy to the struck electron. In general,
the electron acquires enough energy to leave the atom.

• The photoelectric effect happens when a photon having an energy larger
than the electron binding energy is absorbed by atomic interaction. As a
result, an electron is ejected with a kinetic energy corresponding to the energy
difference of the photon energy and the electron binding energy. The term
photo-electron is employed to refer to this emitted electron.

• The e+e− pair production occurs when the photon energy is greater than
twice the electron rest mass. This phenomenon is induced by the fact that
when a photon passes through a Coulomb field, it can result in the creation
of a pair of electron and positron. The atom’s nucleus or the electrons do not
have the same contribution, indeed in more than 99% of the case it is due to
the nuclear electromagnetic fields, whereas less than 1% is originated from
the electron fields.

• The photo-nuclear absorption, as indicated by its name, corresponds to
the absorption of a photon with an energy above 10 MeV. A such energy
corresponds to the Giant Dipole Resonance (g.d.r) energy region, where a
resonant state in the nuclei can be excited. The decay of these exciting states
can emit a neutron, a proton, or another photon.

These effects are dependent on the nature of the interacting atoms and the
photon energy. The Figure 3.2 represents most of these processes in a light element
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(carbon) as well as in a heavy element (lead). The contributions of each interaction
differ with the photon energy. Indeed, the contributions from Compton scatter-
ing, Rayleigh scattering and the photoelectric effect are dominant at low energy,
whereas the pair production is more probable at high energy.

Figure 3.3: The energy loss fraction per radiation length X0 of electrons and
positrons in lead as a function of particle energy [30]. The ionization is represented
by a light blue line for electrons and in an orange dashed line for positrons,
Bremsstrahlung is in red, the Møller scattering in burgundy, the Bhabha scattering
in green, and the positron annihilation is dark blue.

The next category of particles, is constituted of electrons and positrons. When
such particles are passing through matter, they lose energy due to the following
electromagnetic interactions:

• The Møller scattering occurs when a moving energetic electron scatters with
an atomic electron of the matter. It is an electron-electron scattering.

• The Bhabha scattering, unlike the Møller scattering, stands for positron-
electron scattering. In this case, the incident particle is a positron which
scatters with an atomic electron of the matter.

• The positron annihilation is when a positron collides with an atomic elec-
tron, leading to the annihilation of both the electron and the positron. The
result of this decay is the creation of two gamma ray photons emitted in
opposite directions.

• The ionization happens in the context of the development of an electromag-
netic shower, this process corresponds to an electron or a positron collision
with an atomic electron. The incident particle transfers sufficient energy to
put the atomic electron in an unbound state. In the end, the considered atom
became an ion due to its missing electron.

• The Bremsstrahlung effect corresponds to an electromagnetic radiation
produced during acceleration or deceleration of an electron or positron in
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the presence of the electromagnetic field of the atoms in the material. This
phenomenon was mentioned in Section 2.3.2, where an example was given.

The different contributions to the energy loss of electrons and positrons per
radiation length X0 in lead are shown in Figure 3.3 as a function of the particle
energy. A physical definition of X0 is given with Equation 3.2. At low energies,
electrons, and positrons primary lose energy by ionization. Other contributions in
this energy range are bremsstrahlung, Møller scattering, Bhabha scattering and
positron annihilation. For high energies (approximately larger than 10 MeV), the
energy loss is predominantly due to bremsstrahlung.

All these phenomena, involving photons, electrons, and positrons, are at the
root of the development of electromagnetic showers happening inside a calorime-
ter. A detailed description of electromagnetic showers is given in Section 3.2.2.

Heavy charged particles, such as muons and charged hadrons, can undergo
ionization and bremsstrahlung when interacting with the atomic fields of matter.
The emission of bremsstrahlung scales with the particle mass m and its energy E,
as E.m−2 and therefore is suppressed in particles with energies lower than a few
hundred GeV. The mean rate of energy loss through ionization and atomic excita-
tions for fast particles with speed ν = βc and charge ze (e being the elementary
charge) is well-described by the Bethe-Bloch equation:≠

−dE
dx

∑
= K

z2

β2
Z
A

[
1
2

ln
2mec2β2γ2Tmax

I2 − β2 − δ(βγ)

2

]
(3.1)

Where Tmax is the maximum kinetic energy which can be imparted to a free
electron in a single collision, K is the proportionality constant, Z and A are the
atomic and mass number of the material, respectively, I is the mean excitation
energy of the dense material and δ(βγ) is the density effect correction function
3.2.1. This equation describes with an accuracy of a few percent the mean rate
of energy loss in the region 0.1 < βγ < 1000 for intermediate Z materials. The
energy loss of positive muons on copper as a function of the momentum is shown
in Figure 3.4. In the relevant range, the energy loss is computed with the Bethe-
Bloch equation, while outside this range additional corrections are applied. A
broad minimum in the energy loss is visible around βγ. A particle with an energy
corresponding to this range is referred to as a Minimum Ionizing Particle (MIP).

In thin layers of dense material, fewer interactions occur and therefore fluctua-
tions in the energy loss are expected. These fluctuations, which are referred to as
Landau fluctuations, occur due to variations in the number of interactions as well
as in the energy transferred in each interaction. The distribution of energy loss
in these thin layers, corresponds to a Landau distribution, which is asymmetric
and characterized by a narrow peak with a long tail toward large energy losses.
The high energy tail comes from a few individual collisions, each with a small
probability of transferring a large amount of energy. The large weight of these rare
events drives the mean value toward the tail of the distribution.

The energy loss of single particles in thin layers is in general described with the
Most Probable Value (MPV) of the energy loss distribution. The MPV is a robust
estimator of the energy loss, this choice of observable is and compared to the mean
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Figure 3.4: The evolution of the mean energy loss of anti muons in copper as
a function of the muon momentum [30]. The total energy loss is represented
with the solid curves. The large vertical lines are boundaries between different
approximations, and for instance the Bethe-Bloch equation is used between 0.1 <
βγ < 1000.

value which has a higher dependency on the particle energy. In thin layers, the
MPV is lower than the mean value, which increases more rapidly with the particle
energy.

By definition, a calorimeter aims to measure the energy of the incoming par-
ticles. To achieve this goal, it is composed of specific material in which particles
will lose all, or most of their energies, and it is at this step that the bestiary of
interactions with matter intervenes. Due to the high energy of particles used,
this energy loss is accompanying by the generation of secondary particles, which
in their turn are decaying in another generation of secondary particles, et cetera
until that all the energy is absorbed by the detector. The chain reaction is called a
shower, and it exists in two sorts: electromagnetic and hadronic showers. Both are
described in the following Section.

3.2.2 Electromagnetic showers
Electromagnetic showers may be initiated by photons, electrons, or positrons

entering a material. These showers result from electromagnetic interactions with
atomic electromagnetic fields, which give increasingly more particles of lower en-
ergy, until the energy carried by individual particles cannot sustain the production
processes.

The characteristic length scale for the longitudinal development of an elec-
tromagnetic shower in a material is the radiation length X0, which is usually
measured in g.cm−2. The radiation length is defined as the mean length over
which an energetic electron has lost ∼63% of its initial energy by bremsstrahlung.
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Figure 3.5: Representation of the development of an electromagnetic shower,
initiated by a photon passing through an absorber material. The scheme is obtained
from [31].

This corresponds to 7/9 of the mean free path of a high energy photon before in-
ducing a e+e− pair production. A common parametrization of the radiation length
of a material as a function of its atomic number and mass, Z and A, respectively.

X0 =
A × 716.4 g.cm−2

Z(Z + 1)ln(278/
√

Z)
(3.2)

The transverse development of an electromagnetic shower in different materi-
als is measured by the Molière radius ρM, which stands for the radius of a cylinder
containing 90% of the energy of the shower. The Molière radius is given by the
following formula:

ρM = 21.2 MeV × X0

ϵc
(3.3)

Where ϵc is the critical energy in which the electron ionization loss per radiation
length is equal to the electron energy.

3.2.3 Hadronic showers

Hadrons passing through matter undergo electromagnetic interactions in the
presence of atomic electromagnetic fields, as well as strong interactions with the
nuclei of matter. Of these interactions, inelastic hadronic interactions are those
that generate hadronic showers by producing secondary particles, which then lose
their energy either by ionization and excitation or by undergoing further inelastic
interactions. When particle production is balanced by particle absorption, the
number of particles in the shower reaches a maximum, which is followed by a
gradual decrease in energy deposition from that point.

Inelastic interactions with nuclei induce meson and baryon production, spalla-
tion, excitation of nuclei and nuclear fission. The characteristic length scale for the
development of showers with these interactions is the nuclear interaction length
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λn. This length indicates the average distance that a high-energy hadron must
travel within an absorbing medium before a nuclear interaction occurs. Therefore,
the probability that the particle will travel a distance x in the medium without
causing a nuclear interaction is given by :

P = exp
(
− x

λn

)
(3.4)

λn value scales with the atomic mass of the material as A
1
3 . Cross-section

measurements for interactions of protons and pions with different fixed targets
have shown an additional dependence on the projectile’s size and result in a
correction factor for pion interaction length λπ, which is a factor 3

2 larger than
the proton interaction length. The nuclear interaction length is typically larger
than the radiation length, and therefore hadronic showers are usually larger in
extension compared to electromagnetic showers.

Figure 3.6: Representation of the development of a hadronic shower, initiated by a
neutron passing through an absorber material. The decay products are constituted
by an electromagnetic shower, a heavy fragment, and other light hadrons such as
pions or neutrons. The scheme is obtained from [31].

An example of a hadronic shower is given in Figure 3.6. The complexity of
hadronic showers is much higher compared to electromagnetic showers, due to
their electromagnetic component and their invisible energy.

Indeed, neutral particles produced in the shower, in particular the decay of π0

into two photons, initiating an electromagnetic shower inside the hadronic shower.
Since λn > X0 in most materials, this electromagnetic component is typically
narrower and spatially more compact than the pure hadronic component. The
fraction of the electromagnetic component varies strongly from event to event,
depending on particular processes occurring in the early phase of the shower
development; however, on average, this electromagnetic component increases
with the energy of the initial hadron.

A certain fraction of the deposited energy produced by the strong interactions
is undetectable and thus referred to as invisible energy. The main source of this
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phenomenon are energy losses in the excitation or recoil of the target nuclei, which
often do not result in a signal in the active medium. In addition, the neutrons
generated within the shower lose their energy in elastic scattering processes, which
reach an end either by the decay of the neutron or by a neutron capture. In the
latter case, the excited nucleus releases additional energy by photon emission.
Since this process is very slow compared with the shower time scale, usually the
energy it contributes is not measured. Additional energy might be lost to neutrinos
originating from meson decays.

All the materials have specific values of X0, λn, dEmin/dx, and ρ. During the
conception of a calorimeter, the choice of the material is highly dependent on the
desired values of these parameters. For instance, the main materials used in the
design of HGCAL are given in Table 3.1.

Table 3.1: Summary of parameters linked to the energy loss and the evolution of
particle showers for materials used in HGCAL. For each atom, there is the density
ρ, the minimum energy loss per distance due to ionization dEmin/dx, the radiation
length X0, the nuclear interaction length λn, the ratio with the pion interaction
length λπ/λn, and the Molière radius ρM. All values are taken from [1].

Material
ρ

[g/cm3]
dEmin/dx

[MeV/cm]
X0

[cm]
λn

[cm] λπ/λn
ρM

[cm]

Carbon 12
6 C 2.27 3.952 18.85 37.89 1.37 4.894

Silicon 28
14Si 2.33 3.876 9.370 46.52 1.27 4.944

Iron 30
26Fe 7.87 11.43 1.757 16.77 1.22 1.719

Copper 64
29Cu 8.96 12.57 1.434 15.32 1.21 1.568

Tungsten 184
74 W 19.3 22.10 0.3504 9.946 1.14 0.9327

Lead 207
82 Pb 11.4 12.74 0.5612 17.59 1.13 1.602

The choice of these different materials is explained in the Section 3.3, where
the design of HGCAL is detailed.

3.2.4 Concepts of calorimetry
Calorimeters are classified into two categories according to their read-out

implementation: homogeneous calorimeters and sampling calorimeters. In homo-
geneous calorimeters, the entire detector volume is sensitive to particles, acting
simultaneously as the absorbing material and the signal generator. The materials
which are usually used for this purpose are dense scintillating crystals, lead dop-
ing glass or liquefied noble gases. Typically, measurements of photons produced
in the interactions within these materials are used to evaluate the energy of the
initial particle. These photons, generated via a process known as scintillation, are
then detected by photo-detectors located at the far-end of the material.
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Due to the high granularity needed for the HGCAL, the choice of a sampling
calorimeter was necessary. Indeed, only this kind of design can allow a precise SD
spatial and temporal sampling of the showers induced by the detected particles.
Besides, the hadronic part of HGCAL is gathering both technologies: silicon sen-
sors and scintillating tiles, which are described with more details in Section 3.3.1.
In sampling calorimeters, the different functions of shower generation and particle
detection are exercised by different materials in alternating layers. The passive
absorber layers which generate the shower are chosen to have a high density and
high atomic number to produce more compact showers. Typically, materials such
as iron, copper, lead, steel, tungsten, or uranium are used. The active read-out lay-
ers which record the particles inside the shower can be implemented in different
ways using a variety of technologies.

The advantage of sampling calorimeters is the possibility to optimally choose
the absorber and active material independently. When choosing a very dense
absorber material, the calorimeters can be made very compact. Moreover, using
sampling calorimeters gives the possibility to study spatial properties of the
showers, such as their longitudinal and transverse development. On the other
hand, these calorimeters detect only a small fraction of the particles and due to
sampling fluctuations, they are characterized by an inferior energy resolution of
electromagnetic showers compared to homogeneous calorimeters.

The electromagnetic and the hadronic showers extend to different scales due
to the difference between the nuclear interaction length and the radiation length
in matter. For that reason, calorimeters are often divided into ECAL, for measur-
ing mainly electromagnetic showers, and HCAL, for measuring mainly hadronic
showers. The advantage of this separation is the possibility to perform an indepen-
dent optimization of both calorimeters for their specific needs, resulting in a better
performance, in particular for electromagnetic showers. However, the energy
reconstruction of hadrons in such a calorimeter system becomes more complex
due to transition effects and inter-calibration corrections between the different
detectors.

In the calorimetry technic typically used in high energy physics, the energy of
an incoming particle is evaluated with all the signals generated by the showering
particles. Ideally, the signal amplitude is proportional to the energy E of the
primary particle. The concept of calorimeter linearity refers to the level of which
this proportionality is achieved in practice. The precision with which E can be
measured is evaluated by the relative width of the signal distribution, which
defines the energy resolution of the calorimeter. The calorimeter response for
electromagnetic and hadronic showers, evaluated with the linearity and the energy
resolution of the calorimeter.

The simple development of electromagnetic showers, and the capability to
efficiently detect secondary particles of such showers, allow a high degree of
linearity in ECAL. Homogeneous calorimeters are the most efficient in this respect,
using the entire kinetic energy of the incoming particle to generate the calorimeter
signal. However, due to non-linear effects such as saturation and shower leakage,
deviations from linearity may be observed.

The development of an electromagnetic shower is a stochastic process, and
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therefore fluctuations from shower to shower are unavoidable. These fluctuations
follow the Poisson’s statistics. In general, the number of particles that constitute the
calorimeter signal, and it is proportional to the total measured signal. Moreover,
as the number of particles in the shower grows with the energy, so it is the same
for the measured signal. For that reason, for higher energies, a more precise
measurement is expected. By extension of this principle, the reconstructed energy
of a shower E is linearly related to the energy of the incoming particle noted E0.
The linearity allows determining a factor α, making the link between the average
shower energy ⟨E⟩ and E0, and it is given by the following formula:

⟨E⟩ = αE0 (3.5)

Then, when the reconstructed energy distribution is known, it is possible to
calculate its standard deviation σE. The energy resolution of a calorimeter is given
by the ratio of the energy standard deviation over the average detected energy,
and it is parametrized with the following expression:

σE

⟨E⟩ =

√
a2

E2
0
+

b2

E0
+ c2 =

a
E0

⊕ b√
E0

⊕ c (3.6)

All the statistics related contributions to the energy resolution are described
by the stochastic component of the energy resolution, given by b√

E0
is called

the stochastic term and used commonly with the energy E0 given in units of
GeV. Additional consideration for a full description of the energy resolution of a
calorimeter is the energy independent noise contribution arising from electronic
noise of the readout chain. This is described with the noise term a

E0
. Other

influences on the signal distribution are non-uniformities in the detector, such
as dead regions or inhomogeneities in the detector material, and the calibration
uncertainty. The signal uncertainties introduced by these factors scale with the
energy and result in a constant energy resolution, defined with the constant term
c. Since all the sources of fluctuations described above are not correlated, their
contributions to the energy resolution could be added in quadrature.

Sampling calorimeters also allow the measurement of spatial properties of
showers. First, concerning the longitudinal development of a shower, meaning
the development along the axis of the particle trajectory, and then the transverse
shower profile.

The average longitudinal electromagnetic shower profile for homogeneous
media can be described empirically using Longo’s parameterization [137]:≠

dE(z)
dz

∑
= E0

(βz)α−1e−βz

Γ(α)
(3.7)

Where z is the depth in radiation length, E0 is the mean of the total energy
deposited in the calorimeter and α and β are respectively the shape and scaling
parameters. The previous equation gives a good first order approximation for
sampling calorimeters. The measured energy longitudinal profiles are used to
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examine the expected logarithmic energy dependence of the position of the longi-
tudinal shower maximum T given by α−1

β . The shower maximum as a function of
the beam energy is obtained with the following parameterization [1]:

T = log(
E
Ec

)− 1
2

(3.8)

Where Ec is the critical energy of the calorimeter, representing the electron or
positron energy for which the ionization and excitation losses are equal to those
from radiative processes such as bremsstrahlung and pair creation.

The transverse development of a shower is mainly studied through its radial
containment. It corresponds to the ratio of the energy included in a r radius
cylinder over the overall energy. It is parametrized as follows:≠

E(r)
E

∑
= 1 − A × e−Br (3.9)

Where A and B are free parameters.
The Molière radius ρM is defined as the radius of a cylinder aligned along the

shower axis and containing on average 90% of the total energy deposited by the
shower. It corresponds to ⟨E(ρM)/E⟩ = 0.9.

Hadronic calorimetry is much more complex than electromagnetic calorimetry.
The reason for this is the complex development of hadronic showers, the presence
of two components, electromagnetic and pure hadronic, and invisible energy. The
calorimeter response for the total energy deposited by a hadron shower, noted π,
can be written as:

π = fem × e + (1 − fem)× h (3.10)

Where e and h denote the calorimeter response to the electromagnetic and the
pure hadronic components, respectively, and fem represents the electromagnetic
fraction. The response π is non linear for two reasons. First, due to the invisible
energy, the calorimeter response to the hadronic secondary shower is typically
smaller than the electromagnetic response ( e

h > 1). Second, fem increases on
average with the hadron energy.

3.3 The High Granularity Calorimeter

3.3.1 HGCAL design

The endcap calorimeters of the CMS detector which are currently in place
have been designed to handle integrated luminosities of up to 500 fb−1, which
are expected to be far exceeded by the 3,000 fb−1 expected at the end of Phase-2
operations. Furthermore, the scintillating crystals currently used in the endcaps
cannot withstand the high radiation doses expected during the HL-LHC operation.
Especially, in this peculiar region of the detector, the radiation doses should
reach 2 MGy and fluences are expected to go up to 1016 neq/cm2. Such values
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Figure 3.7: On the left, the spatial distribution of the accumulated dose of ionizing
radiation, and on the right, the accumulated fluence parametrized with 1 MeV
equivalent neutrons. Both are in HGCAL after an integrated luminosity of 3000
fb−1, simulated using the FLUKA program, and shown as a two-dimensional map
in the radial and longitudinal coordinates [32].

are represented in Figure 3.7, where the simulated spatial distributions of both
quantities are represented.

Accordingly, the CMS Collaboration should replace the current endcap calorime-
ters with a High Granularity CALorimeter (HGCAL) [32] and the preshower in
the context of the Phase-2 upgrades programme [29]. The HGCAL will be com-
posed of an electromagnetic (CE-E) and a hadronic (CE-H) compartment. The first
one will be made of a stack of 26 active layers, separated by absorber material
layers composed of CuW, Cu, and Pb. While the second one features 21 layers
interspersed with layers of stainless steel. The electromagnetic compartment will
extend for a total of 27.7 radiation lengths X0, also equivalent to 1.3 nuclear radia-
tion lengths λn. The HGCAL depth results in a total of 10 λn when both the CE-E
and CE-H compartment are gathered.

To reach the requirements of a radiation resistant detector, the CE-E and the
front part of the CE-H will use silicon as active material, for a total area of about
600 m2 to be covered. Hexagonal silicon sensors will be used to optimize the
coverage of such a large surface and reduce the detector’s total cost. The design,
production, and validation of these hexagonal sensors, also refers to as modules
in the rest of this thesis, is one of the most challenging element of the HGCAL
project since it is at the root of all the recorded signals which will be used for the
reconstruction of particles.

The longitudinal cross-section of the HGCAL is shown in Figure 3.8, along
with the difference between the CE-E and CE-H active materials and the lines
defining the expected detector coverage of 1.5 < |η| < 3.0. The calibration of the
detector will be performed with minimum ionizing particles (MIP). The effects of
radiation damage must be limited in order to ensure a reasonable detection of MIP
throughout the detector lifetime and to ensure a signal to noise ratio above one.
To achieve this, the HGCAL will have to be operated at a constant temperature of
-30°C or less. This temperature is obtained with a dedicated CO2 cooling system
directly implemented in the copper base plate. It consists of a small pipe circulated
inside the copper and allowing to provide the most uniform cooling to the sensors.
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Figure 3.8: View of a section of the HGCAL. The CE-E and CE-H compartments
comprise silicon sensor modules, represented in green. The SiPM scintillator tiles
are employed in the back of the hadronic compartment and are drawn in blue, the
figure is taken from [33]. The expected HGCAL coverage is shown with orange
dashed lines, ranging from η = 1.5 up to η = 3.0.

Because of its highly granular readout design, the HGCAL is often referred to as
a 5D calorimeter, meaning that the high granularity in the three spatial dimensions
(its sampling capabilities are in the longitudinal and transverse planes) can be
exploited to entirely reconstruct and study electromagnetic and hadronic shower
profiles. The two other mentioned dimensions are the energy, obviously, and the
timing, which will be a very beneficial for discarding particles coming from pile
up event.

It is expected that the radiation doses will be lower in the hadronic part of the
endcaps, more precisely at a distance of 4 m from the interaction point. Such doses
allow the use of segmented plastic scintillators tiles coupled with silicon photo-
multipliers (SiPM) for the readout. In the back part of the CE-H, two calorimetry
technologies are involved and using two different active materials. Squared scin-
tillator tiles have a minimum size of 4 cm2 and ranging up to a maximum of 30
cm2 will be used. The overall active surface of the scintillators can cover up to
more than 400 m2.

The arrangement of the silicon modules in the CE-E and in the front part of
the CE-H, as well as the mixed technology of silicon sensors and scintillator tiles
employed in the back part of the CE-H, are shown in the right part of Figure 3.9.

The HGCAL will be composed of 8” sensors with an active thickness of 120,
200, or 300 µm, depending on the detector region. Each module will comprise
several single readout diodes, hereafter referred to as cells or pads, with a 0.5 or
1.0 cm2 active area, for a total of about six million cells read out individually in the
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Figure 3.9: Illustration of a layer of the electromagnetic compartment on the left,
and of the hadronic compartment on the right [32]. The yellow and green hexagons
are the silicon modules, and the scintillating tiles are represented in red. On the
left, the colour intensity corresponds to the different sensor thickness of 120, 200,
or 300 µm.

Figure 3.10: Comparison of modules with two different cells’ size, the 1.0 cm2

active area is represented on the left and the 0.5 cm2 on the right [32].

ultimate detector operation. A schematic representation of the subdivision of a
silicon module into its readout units is shown in the left part of Figure 3.10.

The number of layers and the depth of the electromagnetic compartment of the
HGCAL has to allow the detection of the full showers, meaning that their energy
deposit should be entirely contained in the in it. The design take into account the
conclusion of the simulation represented in Figure 3.11. The conclusion of this
simulated study validates the design of the width of a module and the depth of
the electromagnetic compartment.

94



3.3. The High Granularity Calorimeter

Figure 3.11: Electromagnetic shower containment, expressed as the radii ρ of the
cylinder containing 68% and 90% of the energy deposited in a single silicon layer.
The colour corresponds to the proportion of the total shower energy detected in
the layer [32]. The red dashed line represents the Molière radius.

3.3.2 Focus on HGCAL silicon sensors

The choice of silicon as an active material was led by its semiconducting
properties and is used as a sensitive material in many applications in the detection
of particles. Although, semiconductors cannot be used alone for the detection of
ionizing particles, indeed the addition of dopants is necessary. With the doping,
PN junctions can be constructed to yield the equivalent to an ionization chamber,
a device that is sensitive to traversing charged particles.

The passage of ionizing particles through the silicon creates pairs of electrons
and holes in its bulk that are subsequently collected by an electric field. The
energy measurement is based on the collected charge carriers, which cause a
detectable signal at the electrodes. In general, the required energy of around 3.6
eV for creating the charge carriers in silicon is relatively low, resulting in good
energy resolutions. Figure 3.12 illustrates the main idea of using silicon for particle
detection. In the case of HGCAL, silicon is particularly preferred over other
sensitive materials as it allows for a compact calorimeter design and provides fast
signals. Furthermore, its robustness against radiation is acceptable.

The relevance of using silicon as an active material for particle detection in a
calorimeter will be explained in this section. Firstly, by starting with the funda-
mental properties of semiconductors, then explaining the working principle of the
PN junction diode and the energy measurement principle. Finally, the impact of
radiation is briefly discussed. This discussion is kept to a minimum because the
effects of radiation are not studied in this thesis. Nevertheless, it is necessary to
know about them in order to understand some design choices of the HGCAL. The
impact of radiation on silicon is caused by many non-trivial effects and is an area
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of ongoing research.

Figure 3.12: A PN junction where the electron concentration is reported with a
blue lines, and hole one in red. The grey regions have a neutral charge. The pink
zone is positively charged, while the light blue zone is negatively charged. Plots
under the junction illustration stand for the evolution along the x axis of the charge
density, the electric field and the voltage.

The silicon atoms in a solid state material form a crystal and are therefore
arranged in a periodic lattice. Thus, the wave functions of the electrons overlap
in such a way that band structures in the allowed energy spectrum are created.
The electrons bound to the atom are in the valence band. The free and mobile
electrons are in the conduction band. The gap between the two bands is called
the band gap and is devoid of any free charge carriers, this band corresponds to
a potential gap. While this energy gap is large for insulators and non-existent
for conductors, it has an intermediate extent for semiconductors. In silicon, the
energy gap between the insulating and conducting regime is approximately Eq
= 1.21 eV. Thermal excitation of an electron in the valence band can transfer it to
the conduction band, making the semiconductor slightly conductive. Not only
electrons but also the absence of electrons, also called holes, in the lattice contribute
to the conductivity of the semiconductor. At thermal equilibrium, the conductivity
of the semiconductor generally depends on the temperature and the mobility of
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the electrons or holes. Pure semiconductors are said to be intrinsic. Only one atom
in 1012 is usually ionized, and the conductivity is minor. In the case of silicon, it is
usually improved by adding impurities to the material. In the case of the sensors
used, phosphorus atoms have been added to the silicon lattice to create additional
levels in the energy band near the conduction band. This results in an excess of
free moving electrons, and the doped silicon is characterized as n-type. Similarly,
an excess of holes can be caused by adding levels in the band gap close to the
valence band with the addition of boron atoms, which then attracts free electrons
and the doping is p-type.

The equivalent to an ionization chamber is created when n and p-type doped
silicon volumes are connected to form a PN junction diode. Then, the freely
moving electrons from the n-type region are attracted to the p-type region and
vice versa for the holes. The region where this happens is called the depletion
zone because it is depleted from freely moving charge carriers. Since the volume is
initially neutral, this movement results in a distribution of charge densities in the
depletion zone. The may be applied to infer the corresponding electric potential
V(x) and with it the field strength in this zone. The difference in the electric
potential on either side is called the contact potential and amounts to O(1 V) in
typical applications with silicon.

d2V(x)
dx2 = −ρ(x)

ϵ0
(3.11)

An illustration of the distribution of charge carriers is shown in Figure 3.12.
Using this simplified model, the potential difference ∆V may be related to the
capacitance of the junction. The contact potential as well as an externally applied
bias voltage contribute to ∆V. Besides the already introduced quantities, A is
the junction’s cross-section area and r is a junction constant that depends on the
concentration of the doping materials and the mobility of the electrons and holes.

The choice of silicon as the active material for the modules is driven by the
constraints imposed by the expected physics performance and the environment in
which the detector will operate. More precisely, silicon sensors ensure the detection
of both minimum ionizing particles (MIP) and the precision measurement of
high energetic showers. The former is a key requirement for the operational
performance of the HGCAL, as MIP are intended to be used for in situ calibrations
of the detector. The latter can be ensured only with full containment of the showers,
for which the compactness of the detector, achieved with thin silicon modules and
a proper mixture of absorbers, is fundamental to keep under control the Molière
radius of the calorimeter.

Silicon sensors meet these requirements and have the advantage of producing
fast signals O(10 ns), fundamental to keep up with the 40 MHz rates expected in the
busy environment of the HL-LHC. In addition, silicon modules can be produced
in a relatively short time scale, profiting from the long standing industrial efforts
in the field.

As illustrated in Figure 3.13, each module is made of a stacked structure
comprising the printed circuit board (PCB), where the front-end electronics are
installed, the silicon sensor, a gold plated Kapton sheet providing high voltage
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Figure 3.13: Composition of a silicon module and their placement in the copper
plate. Each module is a stack of different layers, starting with a baseplate at the
bottom, covered with a gold plated Kapton foil on which stands the silicon sensor.
A protected PCB with read-out chip is placed on top [32].

connection to the sensor and electrical insulation from the baseplate, made of
materials such as CuW or Cu in order to ensure enough rigidity to support the
module, whilst minimizing the total radiation length and dissipating the heat via
a dedicated cooling system. A schematic view of the structure of a typical HGCAL
module is given on the left side of Figure 3.13 and the disposition of the modules
on the two faces of the copper plates.

One of the most challenging aspects in the design of this module is the front-
end electronics [138]. The readout ASICs foreseen for the final design have to
operate over a wide dynamic range starting from 0.2 fC to 10 pC, featuring low
noise levels and reduced power consumption, and they should be capable of
transmitting the high granularity information of the HGCAL to the L1 trigger. The
silicon sensors will require a bias voltage of O(200 V) that is expected to steadily
grow up to 800 V to cope with their ageing in the HL-LHC operations. In addition,
in order to fully exploit the HGCAL as an imaging calorimeter, the ASIC needs to
have an intrinsic single channel resolution of the order of 40 ps for signals above 50
fC, thus achieving an ultimate timing resolution of O(10 ps). These requirements
have to be met all together with the additional constraint of the reduced space
available for the integration of the ASIC into the active layers, resulting in a
HGCAL specific front-end readout electronics. Hence, the Omega Microelectronic
Center in École Polytechnique was chosen by the CMS collaboration to design
and develop the HGCROC. The ultimate design of the HGCROC is not finalized
yet for production, therefore prototypes with preliminary functionalities have
been developed for the beam test campaigns. As detailed later in this section, the
Skiroc2-CMS ASIC [139] was used for the October 2018 test beam, which was part
of the work performed in the context of this thesis. This read-out chip is based on
the Skiroc2 design previously proposed for the electromagnetic calorimeter of the
International Linear Collider (ILC) [140].
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3.4 HGCAL prototypes and test beams

During October 2018, some tests with energetic electrons were performed at
CERN’s North Area, where fixed target experiments and prototype tests are sup-
plied with primary proton delivered by the SPS and accelerated up to a 450 GeV/c
momentum. The PPE172 area at the H2 beam line [141] was the main facility for
testing the HGCAL prototype. Besides, the test treated in this thesis corresponds
to the largest test of a full scale HGCAL prototype calorimeter equipped with
more than 90 prototype modules.

The analyses composing the core of the Chapter 4 were performed with the
data collected during October 2018 at the H2 beam line in the EHN1 experimental
hall of the CERN-SPS North Area. Full details of the beam line may be found in
[36].

3.4.1 Silicon module prototype
The main component of the HGCAL prototype is the hexagonal module host-

ing the active material. The most important part of it is the silicon layer with a 6"
diameter and a 300 µm thickness. It is divided into 135 sensors, in the following
they are also called cells or channels. A single channel has a surface of approxi-
matively 1 cm2. But only 128 of them are read-out, and they are divided into four
groups of 32. Each group of channel is read by an ASIC called Skiroc2-CMS and in
Figure 3.14 they are noted IC3, IC4, IC5, and IC6. The clock path is represented by
a red line starting from the IC1 chip and circulating on the board to connect the
other chips.

Figure 3.14: Prototype HGCAL hexaboard, based on a silicon sensor module
covered with PCB and electronic readout chips.

Each channel connected to an ASIC has low and high gain shapers, and time
over threshold (ToT) and time of arrival (ToA) circuits. The shapers have analogue
to digital converters (ADC) allowing to sample the pulse shape every 25 ns, time
corresponding to a clock period. Then, the information is saved in a 13 switched
capacitor array (SCA) rolling array memory.
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The general layout of the prototype hexaboard follows the same scheme as
described in Figure 3.13. These modules are used for the electromagnetic compart-
ment as well as for the hadronic one.

3.4.2 Assembly of the detector prototype and test beams
The beam generation at the CERN’s North Area starts with protons from the

Super Proton Synchrotron (SPS). The protons circulating in it can be either injected
into the LHC or delivered to the SPS’ experiments. Most of the time, the SPS beam
is ejected towards the North Area targets T2, T4 and T6. Depending on the SPS
cycle, spills occur roughly once or twice per minute, they last approximately 5
s and contain O(1013) protons each. At the three targets, a broad spectrum of
secondary particles is created when they are exposed to the proton beam. The
beam lines work as magnetic spectrometers that provide specific particle beams
with some parameters which can be changed such as: the particle type, the polarity,
and the momentum with an uncertainty under 2% [142].

The beam lines H2 is used on the T2 target made of beryllium. This material
was chosen for its high melting point and for having a X0 similar to its λn per
thickness unit. The high similarity between its two parameters guarantees the fact
that the production of electrons and hadrons due to incident protons occurs at a
comparable rate. In terms of interactions at the root of the particle production,
the hadrons are originating from nuclear interactions of the incident proton with
beryllium nuclei, while the electrons are produced by photon conversion into a
e+e− pair. The photons are coming from the decay of π0. Hence, the production
rates for both hadrons and electrons is a function of the thickness of the beryllium
target. In the case of the HGCAL prototype tests in October 2018, a 500 mm thick
target has been used in order to ensure a good equilibrium between the hadrons
and electrons produced in the secondary beam.

Figure 3.15: Schematic of the H2 beam line. The length of the beam line from the
SPS to the test area PPE172 is ∼600 m. It comprises the T2 target made of beryllium,
collimators, dipole, and quadrupole magnets whose operating parameters can be
modified depending on the beam requirements. The NA61 experiment is located
in front of PPE172 and adds some amount of passive material to the beam line.

The hadron beams undergo further purification by inserting in the beam line
an additional converter material with a high ratio of X0/λn, such as lead. In
this way, the electrons lose a significant amount of momentum and are pushed
away from the beam line, while the hadrons pass through this material with a
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weak interaction.The electron beam purification that was used in October 2018 is
sketched in Figure 3.15.

Behind the T2 target, a magnet is used to bend the trajectories of all charged
secondary particles away from the beam path and allow only neutral particles to
pass, as explained above.

Next, a converter causes the neutral particle to cascade into e+e− pairs. This
is followed by sets of dipole magnets and collimators that allow selection of the
transverse momentum. Due to the curvature of the magnetic field, the energy
loss of synchrotron P-radiation is not negligible for high momentum electrons,
while it is practically unimportant for hadrons. The scaling law of P is given by
the following equation:

P ∝
p2B2

m4 (3.12)

Where p is the particle momentum, m the mass, and B the perpendicular field
strength in which the particle is travelling.

The synchrotron losses have two effects: first, the electron beams can be further
purified by tuning the magnet currents to the expected electron energy losses. In
this case, the hadrons’ momentum would be out of the acceptance requirement of
the beam line. Secondly, the configured electron momentum no longer matches
that of the incident electrons in the test area. This leads to the loss of energy
linearity with the prototype calorimeter. The effect of synchrotron radiation losses
is responsible for additional beam momentum dispersion and lower than nominal
beam energy values. The final positron beam moments at the entrance to the
experimental zone, together with the corresponding spread, are given in the table
3.2.

Table 3.2: Summary table of beam momenta for positron beams provided by the
H2 beam line and used during the HGCAL test beam of October 2018. Nominal
momenta were measured by the beam operators, then the real values of beam
momenta has been measured by a spectrometer placed between the last dipole
and the HGCAL prototype. Values are taken from [36].

Nominal beam
momentum

(GeV/c)

Real beam
momentum

(GeV/c)

Momentum spread
(GeV/c)

Momentum resolution
(%)

20 20.00 0.06 0.3
30 30.00 0.08 0.3
50 49.97 0.12 0.3
80 79.81 0.19 0.2

100 99.81 0.22 0.2
120 119.64 0.28 0.2
150 149.16 0.35 0.2
200 197.40 0.47 0.2
250 243.84 0.60 0.2
300 287.65 0.79 0.3

101



Chapter 3. The High Granularity Calorimeter and its prototype

To specify the beam particle momentum and type, most of the magnet and
collimator settings along the beam line can be changed. In addition, this allows
the transverse beam size to be adjusted and, to some extent, particle rates to be
controlled. However, the NA61 experiment [143] is located opposite the PPE172
area, which added a few percent of a radiation length of passive material in the
beam line that could not be removed during the HGCAL beam tests. Preliminary
simulation studies of the beam transport in the H2 line indicate a systematic shift
of the order of 0.5% on the average beam momentum when the relevant parts of
NA61 are taken into account.
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DWC 4
z=-1.6m

DWC 3 
z=-8.8m

DWC 2
z=-27.0m

DWC 1
z=-32.0m
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z=-97.0m

XCET 2
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Figure 3.16: The HGCAL prototype experimental setup used during the 2018 test
beam. The electromagnetic section that is the subject of this analysis is denoted
as CE-E. It is preceded (to the left) by multiple ancillary beam instrumentation
detectors, and is followed by detector prototypes dedicated to the study of hadron
showers.

The HGCAL prototype calorimeter consists of two compartments, referred
to as EE, representing the electromagnetic, and referred to as FH, mimicking the
silicon based hadronic parts of the final calorimeter design. A common right-
handed coordinate system is defined such that the z dimension coincides with the
beam direction and the y axis points away from the hall floor.

The HGCAL prototype, represented in Figure 3.17, was assembled for the 2018
test beam comprises a fully instrumented electromagnetic compartment (CE-E)
made of 28 layers, which are each composed of a single hexagonal module. The
hadronic part (CE-H) contains 66 modules arranged into twelve layers. The first
nine gather seven modules each, they are organized around a central module
surrounded by six others, and this gives at the end a six petals’ flower structure.
Concerning the last three CE-H layers, they are made of a single module. Then,
there is the CALICE AHCAL which aims to reproduce the scintillator tiles with
SiPM readout. The CE-E prototype has had a total length of ∼27.2 X0 and ∼1.3 λn
to which the CE-H prototype and the AHCAL added 3.5 λn and 4 λn, respectively,
thus reflecting the ultimate design of the HGCAL. A schematic representation of
the experimental setup is shown in Figure 3.16 with the correspondence of most
of the elements described previously.

The electromagnetic and the hadronic compartments are equipped with 6” sili-
con modules. All the modules were equipped with four Skiroc2-CMS ASIC [139],
developed specifically for the HGCAL project, and they are designed to deliver a
high and low gain amplification. They provide a supplementary measurement of
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Figure 3.17: The HGCAL prototype during the 2018 test beam. The electromagnetic
section is denoted as CE-E, it is followed by the hadronic part composed of silicon
sensors in CE-H and AHCAL scintillating tiles.

the time over threshold (ToT) used for final reconstruction of the pulse shape when
the channel is in a saturation regime. After a pre-amplification stage, the pulse
shape is sampled with a frequency of 40 MHz, given by the system clock, and
stored to a 13 channels Switch Capacitor Array (SCA). Finally, the Skiroc2-CMS
ASIC provides a measurement of the pulse time of arrival (ToA), used for the
assessment of the timing performance of the HGCAL prototype.

3.4.3 Signal reconstruction

The Skiroc2-CMS ASIC features 64 channels connected to the silicon sensors’
hexagonal cells and to non-hexagonal cells at the boundaries of the sensors. During
the October 2018 test beam, half of the channel were unconnected to facilitate
the routing of the channels of such a complex board. The simplified schematic
diagram of a Skiroc2-CMS ASIC is similar to the one for HGCROC in Figure 3.18
which was designed initially.

The reconstruction of the HGCAL prototype data consists of converting the raw
data extracted from the ASIC, hereafter referred to as calorimetric hits, including
the energy Ei and the time ti of deposition in a given cell, as well as its Cartesian
location (xi, yi, zi). The pedestals are determined for each SCA and subtracted. A
subsequent common mode noise reduction is performed for each ASIC. Further
details on these two steps of the reconstruction workflow are provided in [144].
After the background and common mode noise subtractions, the raw time-ordered
SCA values are used to reconstruct the pulse shapes and extract the amplitudes
in the low and high gain regimes. The pulse shape data are fitted as a function
of time, starting from the analytical expression of a bipolar waveform, with some
additional modifications:

S(t) =

A0

[(
t−t0

τ

)2
− 1

n+1

(
t−t0

τ

)n+1
]

e−α(t−t0)/τ if t > t0

0 if t ⩽ t0

(3.13)
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Figure 3.18: Simplified block diagram of HGCROC chip [32]. The preamplifier
block is circled in orange, the section computing the ToA is circled in red, and the
part responsible for the ToT in blue. In green, there is the entire block in charge of
the hit energy calculation.

Where A0 is the pulse shape amplitude in either the low or high gain regimes,
and it is expected to be directly proportional to the charge deposited in the silicon
sensors, t0 is the starting time of the pulse shape, and τ is the time constant of the
shapers. The parameter n is left free in the optimization of the fitting function, and
an additional parameter α is introduced to properly take into account the Skiroc2-
CMS pulse shape. The optimization of the analytical expression of Equation
3.13 was performed in the context of the commissioning of the prototype silicon
module in [145].

Figure 3.19: Two example waveforms for low gain on the left, and high gain on
the right. Both due to a signal of about 10 MIP from a 280 GeV/c electromagnetic
shower [34]. The fits are shown with the red lines.

Figure 3.19 illustrates the fit done on the pulse shape coming from one readout

104



3.4. HGCAL prototypes and test beams

channel. Signals from events are selected to which pulses with considerable
amplitude could be fitted. The corresponding time samples are normalized by
the reconstructed amplitude A0 and by the start time t0 in each event. All fixed
parameters therein have previously been optimized by the HGCAL beam test
group to yield an almost uniform distribution in t0, that is consistent with the
asynchronous beam with respect to the clock, and to result in a smooth continuity
in the hit energy spectrum when the high gain saturates. It reveals that further
optimizations of the default settings might be possible because it describes the
average undershoot and signal peak better than the default model in this example.

The ASIC operates in the linear region of the gain shapers or of the ToT when
both the gains are saturated to ensure a direct proportionality between the recon-
structed amplitude A0 and the collected charge. Figure 3.20 shows an example of
high and low gain with the ToT curve for a specific Skiroc2-CMS ASIC channel.
Two different slopes are derived for the linear regions for the high gain compared
to the low one, and the low gain versus the ToT regime. They are used to retrieve
the gain calibrated signal of each cell. More precisely, the reconstruction procedure
selects either one of the non-saturated gains or the ToT and converts it to the high
gain equivalent AHG according to the following relation:

A′
HG =

AToT × mLG/ToT × mHG/LG if ALG > TPLG
ALG × mHG/LG if AHG > TPHG and ALG < TPLG

AHG if AHG < TPHG
(3.14)

Where the mLG/ToT and mHG/LG coefficients are calibration constants deter-
mined in the linear region of the low gain versus the ToT, and respectively the
high gain versus the low one. The parameters TPHG and TPLG are the values of
the transition points between the linear and saturated regimes for the high gain
(HG) and low gain (LG), respectively.

The final step of the calorimeter hits reconstruction consists in converting the
pulse shape amplitude into the corresponding energy deposit in the active sensors
in MIP units. The conversion factor M−1

HG/MIP involved in this step corresponds
to the MPV of the Landau convoluted to a Gaussian function used to fit the high
gain signal distribution. Eventually, the reconstructed energy deposit associated
to each hit can be written as:

EMIP = A′
HG × M−1

HG/MIP (3.15)

Most of the sensors involved in the 2018 test beam had an active thickness
of 300 µm in which the MIP energy deposit is expected to be 86 keV, but a few
module 200 µm modules were installed in some layers and where the expected
MIP energy is 57 keV.

During the test beam, data coming from the Skiroc2-CMS was stored inside
EUDAQ format files. Then in blue are the different transformation steps which
take into account the external information from configuration files. Similarly,
information from the beam characterizing detectors is reconstructed and synchro-
nized. Ultimately, the ntuple provides all necessary inputs to the calibration and
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Figure 3.20: High and low gain amplitudes represented with the ToT as a function
of the input signal, expressed in MIP (∼3 fC) [34]. The vertical lines stand for the
maximum input signals, where the high-gain and low-gain shaper outputs were
linear.

analysis of the beam test data. Reconstructed ntuples are used in order to assess
the HGCAL prototype’s performance with test beam data.

Figure 3.21: Event reconstruction procedure of the HGCAL prototype data. Raw
data are given by the EUDAQ input file are coloured in green. This data is merged
with reconstructed information from beam characterizing detectors. Reconstructed
data are stored in the EDM file format for analysis with CMSSW, or as ntuples.

A series of reconstruction algorithms, bundled into certain steps, are applied.
Figure 3.21 illustrates an example progression of these steps that are executed
sequentially for the joint reconstruction of HGCAL prototype data in combination

106



3.4. HGCAL prototypes and test beams

with data from the delay wire chambers.
Each arrow represents a step in the sequence leading to the final file. The code

is compiled into either executables or libraries, which in turn are executed directly
or interfaced via additional driver files. The algorithms are discussed in detail
later in this chapter. It should be noted here that the steps are not self-contained,
as they require the presence of the output of their predecessors in the sequence.
In addition, other files such as configuration-dependent calibrations, geometry
definitions or electronic mappings have to be introduced into the workflow at
different stages.

3.4.4 Timing information from the prototype
Since the main study performed during this thesis work was about the timing

performance, a highlight on the timing information reconstruction is given in this
section. First, the Skiroc2-CMS readout chip is responsible for the ToA compu-
tation. Then, the impact of the clock distribution in a module has to be taken
into account, as well as the timing reference given by the MPC placed before the
prototype.

Time of Arrival in the Skiroc2-CMS readout chip

In order to evaluate the timing performance of an HGCAL prototype in beam
tests, the Skiroc2-CMS is equipped with a ToA circuitry for timing measurements
of the signals. The principal components of the ToA circuit are shown in Figure
3.22, where a fast shaper is followed by a fast discriminator which starts a voltage
ramp, originating that is sampled at the rising and falling edge of the main 40
MHz clock.
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Figure 3.22: Diagram of the ToA computation blocks in the Skiroc2-CMS ASIC
[35].

The shaping time of the shaper can be configured by slow control, and was
chosen to be 5 ns for the test beam configuration. This allowed for an optimal noise
and timing performance, especially because HGCAL is expected to do fast timing.
The discriminator threshold is defined by a voltage DAC, which is set by slow
control configuration. In order to give unbiased information, an external trigger
was selected, and it gives a signal which can be fed into the Time-to-Amplitude
Converter (TAC) for calibration purposes. The principle of the TAC used by the
ToA is shown in Figure 3.23. On the rising edge of the trigger signal from the ToA
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discriminator, an analogue voltage ramp is launched (for the hit channel). The
ramp can run until 35 ns, and it is sampled on the second and third clock edge
(respectively to the type of ToA measurement). The values of the ramp voltage are
stored in the SCA of the Skiroc2-CMS it is linked to the clock edge type: falling or
rising.
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Figure 3.23: Illustration of the ToA ramp operation in the Skiroc2-CMS for two
different cases: a ToA trigger signal after the rising clock edge and before the
falling clock edge on the left, and vice versa on the right [35].

This way, the effective time measured by the TAC ranges from 12.5 ns to 37.5 ns.
The SCA values are digitized with the same 12-bit Wilkinson ADC responsible for
the digitization of the gain and ToT values. The binning of the TAC corresponds
to approximately 20 ps, with the jitter being 50 ps. It is good to notice that in order
to achieve a finer binning the default ToA configuration (TAC parameters defined
by external voltage references) leads to a non-linear behaviour of the ToA: the first
∼10 ns were linear with ∼12.5 ps binning, after which the TAC ramp saturated.

The ToA values stored in the SCA of all channels are reset after 13 clock cycles
following the first ToA hit in the chip (the OR of all 64 channels). This resets as
well the ToT values of all channels in the chip. This prevents the interference of
earlier hits from a previous particle or noise.

Clock distribution

The clock is distributed from a master synch-board (SB) through slave SB
and read-out boards to the hexaboards. The jitter from the clock distribution
is estimated to be below 7 ps. Differences in the delay of the clock between
different chips are mainly due to the clock routing inside the hexaboard. This
delay corresponds to a phase offset between the chips.

The left plot of Figure 3.24, shows the routing of the clock within a single
hexaboard PCB. The clock trace runs from the clock buffer around the PCB and
provides the clock signal to the chips sequentially. Since the trace lengths are con-
siderable and the propagation delay is about 70 ps/cm, the phase offset between
the chips becomes significant. The distances and estimates of the corresponding
time delays are given in Table 3.3 represents these differences:

In the case of the clock delay correction performed, the time difference between
chips is computed with IC6 as reference. The largest distance, corresponding to the
one between the first and last chips to get the clock, is about 23.6 cm, representing
a time difference of more than 1.6 ns.
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Figure 3.24: The routing of the 40 MHz clock on the hexaboard PCB is illustrated
on the left. The clock is routed sequentially through the chips, starting from the
clock buffer at the top of the image. The mapping of the traces connecting the
silicon bonding pads and the read-out chip inputs on the right.

Table 3.3: Clock trace lengths on 6" hexaboard PCB with the absolute distance
measured until the clock buffer. Moreover, the time difference is relative to the
distance between the chip and IC6.

ASIC Clock trace length Distance to IC6 Time difference
[mm] [mm] [ns]

IC6 86 0 0
IC5 154 68 0.476
IC4 256 170 1.19
IC3 322 236 1.652

Another contribution that has to be taken into account is the difference in the
lengths of the traces connecting the silicon wire-bond pads and the chip inputs.
The right plot of Figure 3.24 shows the routing of the traces from the ROC inputs.
The lengths of the traces vary from 0.5 cm up to 4 cm within individual chips,
resulting also in different real arrival times of the signals in the read-out chips.

Time reference reconstruction

The microchannel plates (MCP) devices are well known in literature for their
superior time response to single relativistic particles [146]. Prior to the test beam
campaign, the MCP has been tested to characterize their time response to the
ionizing component of electromagnetic showers.

One of the MCP detectors (MCP 1) was used as a timing reference, while the
second was used as a cross-calibration, to obtain the timing resolution as a function
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of the signal amplitude, shown in 3.25. The average resolution for an electron
crossing MCP 1 was found to be about 25 ps.

Both MCP are operated in the standard PMT-MCP mode, they are exploited
as precision timing detectors and their measurements are considered as timing
reference for the HGCAL prototype. The MCP photomultipliers were mounted
in a light tight box, with the optical window towards the beam and orthogonal
to the beam direction. A logic signal, synchronous with the beam gate and the
synch-board clock, was used to trigger waveform digitization of the anode signals,
over 200 ns, into a 12 bit switched capacitor digitizer.
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Figure 3.25: Single MCP time resolution estimated as σ/
√

2, where σ comes from a
Gaussian fit to the distribution of time differences between the two MCPs operated
in front of the HGC prototype calorimeter. Given their identical structure, the
timing resolution of the two MCP detectors was assumed identical.

The MCP waveforms were analysed using the same technique developed for
[146]. The typical MCP waveform has a rise time of 1 ns, and a total amplitude
of 5 ns. The time of the MCP signal is extracted from a linear interpolation of the
rising edge, evaluated at 50% of the maximum amplitude, in order to provide
good performance on the timing resolution. The choice to use a constant fraction
helps to minimize the time-walk effect. The maximum amplitude is measured
from a parabolic interpolation of the 5 points at the maximum of the waveform,
this allows to smooth the shape and provide a more solid estimate.

To use the time measured by the MCP as reference for the prototype modules,
the MCP time offset has to be referred to the same zero that is used for the rest
of the system. This is represented by the falling edge of the system clock. To
improve the precision of the extracted clock reference time, each falling edge is
fitted linearly over 4 digitized samples and the time is taken as the value at a fixed
threshold of 3200 ADC counts.

The time correlation between the two MCP can be approximated by a linear
function after adjusting the MCP time offset with respect to that of the system
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clock. The time range covers the time range from 0 to 25 ns, accordingly with the
asynchrony of the clock with respect to the beam.

3.4.5 Simulation of the test beam with Geant4
Geant4 [147] is a software framework used to simulate the propagation and

interaction of particles passing with matter using the Monte Carlo method. It is
the fourth main version of the GEANT software developed by CERN and its name
is the acronym for GEometry ANd Tracking. Moreover, it is the mostly utilized
toolkit for the simulation of particle showers. Hence, it is also the principal tool to
simulate calorimeter data. In order to estimate the effects of particle showers in
a given material, meaning that the exact geometry needs to be implemented. As
well as, all the physics processes must be defined with their initial conditions, and
the relevant output information must be computed.

The shower simulation itself proceeds sequentially in the sense that each
particle including its interactions with the material is tracked individually. In
this context, a track represents the current instant in the simulation and can be
understood as a snapshot of a particle. A track is updated in a series of steps. The
steps are governed by the involved interaction processes. They occur both along
the step, after the step and before the step, the latter only if the associated particle
is at rest. Effectively, interactions change the dynamic physics quantities assigned
to the track, they may generate secondary tracks from secondary particles, or
they may stop the progressing of the track by particle decay or absorption. Inside
a volume defined as sensitive, the steps are accessible to obtain various delta
information. Among other things, those include information on the energy loss
of the associated particle in that volume. Lost energies, in turn, could be used to
compute sums of deposited energies in the sensitive volumes, it corresponds to
simulated hits.

The Geant4 framework gathers a wide variety of physics processes [148]. The
implemented processes can be categorized into different groups, such as the in-
teractions with matter, particle decays, transportations as well as parameterized
models. In order to take into account all these processes and to include them prop-
erly into a simulation, Geant4 follows an atomistic approach, in which it is possible
to select the desired processes for each involved shower particle individually.

Cascade models are optimized for energies in the range of a few MeV to a
few GeV. In this energy range, the modelling scale is comparable to the distance
between the nucleons, this means that the distance as well as the nucleon structure
can be neglected. The interactions are then described through the projectile hadron
and the target nucleons. The mean free path between the secondary particle inter-
actions is calculated from the parameterized cross-sections and nucleon densities,
which are modelled differently in the different cascade models.

In the Bertini cascade model, which is implemented in Geant4 [149], the nuclear
potential is represented by several concentric density spheres. The nucleons
contained in each sphere are treated as a Fermi gas, meaning that the nucleons can
occupy all possible states of the system, but the Pauli exclusion principle must be
taken into consideration because it imposes a minimum energy for the creation of

111



Chapter 3. The High Granularity Calorimeter and its prototype

secondary particles. For each interaction in this model, calculations of the nucleon
momentum, the type of reaction taking place and the momentum of the reaction
products are performed. The model also includes de-excitation algorithms which
take over when all cascade particles have either left the volume or been trapped in
a nucleus.

The parton string models used in Geant4 [150] describe the interactions of
high-energy hadrons with nuclei, where the energy exceeds 5 GeV. The scale of
modelling in this case is rather small, and therefore the quark substructure of
the projectile and target nucleons is taken into account. The nucleus is modelled
as a collection of protons and neutrons. In a simulation using this model, each
interaction is described as a collision between the hadron and a single nucleon.
The type of interaction is predicted from the centre of mass energies, the hadron
impact parameter and the diffractive and inelastic cross-sections. During the
interaction, a chain between a quark of the projectile and a quark of the nucleon is
formed, carrying energy and momentum. The string propagates and is excited by
other nuclei. Then the excited strings are fragmented into quark and anti-quark
pairs and so on as long as there is enough energy. At the end of this process, the
remaining secondary particles propagate through the nucleus in a cascade pattern
described above. The de-excitation of the nucleus is then simulated by nuclear
fragmentation, pre-composition and nuclear de-excitation models.

The Geant4 model used for the HGCAL test beam simulation is based on the
Fritiof (FTF) model. The FTF model considers only the momentum exchange
between the projectile and the nucleon. This model is described with more details
in [151].

In general, this atomistic approach allows adjusting the accuracy of the sim-
ulation and to avoid comparison between different simulation results. Geant4
also provides common physics lists with predefined interaction definitions and
particle-specific parameters. The recommended physics list for high-energy parti-
cle physics experiments is FTFP_BERT. It incorporates a standard set of electro-
magnetic physics, the Bertini cascade for hadronic interactions below 5 GeV and
the Fritiof model for hadronic interactions above 4 GeV. FTFP_BERT and one of its
extensions which includes a CMS-specific tuning for electromagnetic interactions,
called FTFP_BERT_EMN, and used in the analysis presented in chapter 4.

The HGCAL prototype is modelized with Geant4, and then during an event
simulation, the software has direct access to the hits of all the particles in the active
layers. The electronic noise in the silicon module is included in the simulation, as
well as the non-uniformities in the response. Although, the DWC placed before
the HGCAL prototype is not modelled as a sensitive detector. Therefore, an
extrapolation of the beam gun position and its direction is done to reconstruct the
DWC hits, and they are smeared according to the nominal DWC resolution of 500
µm in both x any y planes. The simulation of the detector is complemented with
detailed modelling of the full H2 beam line and of all the detectors located before
the prototype.
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The first goal of this thesis is to study the performance of the HGCAL prototype
tested in October 2018 at CERN’s SPS. A set of preliminary studies was performed
to have a first overview on the energy related characteristics of the prototype, such
as the linearity relation between the particle energy and the detected one, and the
energy resolution. Moreover, spatial energy distributions were used to compute
the depth of the maximum of the shower and the containment radius. This work
was done firstly for electromagnetic showers generated from positron beams,
presented in Section 4.1, and secondly for hadronic showers originating from
pions, described in Section 4.2. Since my results were just preliminary and were
done just at the beginning of the study campaign of data collected during the test
beam, other people continued to work on it and studied the same parameters with
better calibrations. The results presented in both sections mentioned above are
taken from [36] and [37] respectively, and their inclusion is motivated by the will
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to stay coherent with the channel energy calibration used, since all the presented
HGCAL test beam studies are using the same. Last but not least, the main HGCAL
study made in the context of this thesis consists in the determination of the timing
performance of the prototype. It is an original work, detailed in Section 4.3, and
which is also presented in an article still in a journal reviewing process.

4.1 Energy and spatial performance of EM shower de-
tection

Data and simulation described in Chapter 3 are used to carry out the charac-
terization and performance of the electromagnetic showers within the prototype.
But, before describing this, a selection of the information must be applied to get
a good compromise between the purity and the amount of statistic of positron
induced events.

4.1.1 Information selection

A first set of selection was used to keep positrons with high purity and hence
a high quality dataset. At the beginning, the selection concerns the calorimeter
hit level, and then it is applied at the event level. It is applied to data as well as
simulation. Concerning the hits’ selection, it is composed of two requirements:

1. Hits need to have their corresponding energy higher than 0.5 MIP. This
threshold was selected to be above the typical noise, calculated to be ∼0.15
MIP. This noise level stands for the high gain chain in the CE-E section, and
it was measured in the silicon module commissioning [145].

2. Hits need to come from valid channels. Indeed, 1.6% of channels are abnor-
mally noisy, and for instance it is induced by a defective chip in the first layer.
All the hits coming from these problematic channels are just discarded.

Since the hits are selected individually, the next step consists of the full selection
happening at the event level. This final selection requires three criteria, which are
defined as:

1. Events need to have a single track reconstructed in all the DWC installed
just the calorimeter prototype. This requirement allows rejecting the events
with a shower start happening upstream to the prototype.

2. Events need to have less than 50 selected hits in the hadronic section, or they
are rejected. Similarly, events should have more than 95% of the measured
energy in the electromagnetic compartment. This criterium efficiently re-
moves events with shower coming from hadrons, in general protons and
pions in the context of the test beam.
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3. Events need to have an extrapolated track from DWC at the entrance of the
CE-E compartment, contained in an acceptance window with a size of 2 × 2
cm2. The position of the acceptance window was chosen to discard events
with a shower axis distant from the module centre and where the shower
maximum could happen in a region with a defective amplifier. Thus, this
selection limits the lateral losses in case of impact far from the centre of the
prototype, and the differences in beam profile between the data and the MC.

Now that the hits and events have been selected using the above criteria, it is
finally possible to begin the performance study.

4.1.2 Energy resolution
In order to perform properly the analysis of the energy reconstruction capability

of the HGCAL prototype, it is important to study the distribution of the event
energy. All the individual hit energies coming from CE-E are summed per event
and for a given positron beam energy. These distributions are realized for data as
well as for the MC simulation, and are illustrated in Figure 4.1. The comparison
between both shows that data are a bit lower due to a higher energy spread. To
compensate for this effect, and mainly to improve the comparison, a 1.035 factor is
applied to the data.

For each positron beam energy listed in Table 3.2, both data and MC distribu-
tions are fitted with a Gaussian function, where the formula is given in Equation
4.1:

f (x) =
1

σ
√

2π
e−

1
2(

x−µ
σ )

2

(4.1)

The fits are performed within the range [µ − σ, µ + 2.5σ]. As can be seen from
the different distributions made with the data, the left side of these is very poorly
fitted by a Gaussian. Hence, the choice of an asymmetric interval, which serves
to avoid biasing the Gaussian parameters because of the residual low energy tail
in the distributions. These are due to radiation losses and losses due to positron
interactions with inhomogeneous material along the beam axis upstream of the
calorimeter.

The mean µ and standard deviation σ of the Gaussian fit are taken as the mean
energy response ⟨E⟩ and the resolution σE of the active part of the detector at a
given beam energy. On the left side of Figure 4.2, the energy linearity is shown in
black for the data and in red for the simulation. Linearity is defined here as the
relationship between the reconstructed positron energy and the beam energy. To
reconstruct the positron energies, the measured energies were scaled by a α slope
factor determined from a linear fit, in which the slope and intercept were allowed
to float. The residuals from the fitted straight line are less than 1% for the data and
0.5% for the MC.

The measured energy resolution σE/ ⟨E⟩, is shown in the right part of Figure 4.2,
and like for the linearity plot, the colour code to differentiate data and simulation
is the same. The resolution measurements are fitted as a function of E0 using a
modified form of the resolution function introduced in Chapter 3:
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Figure 4.1: Positron shower energy distribution for different beam energy. Data
are represented on the top plot and MC simulation on the bottom plot. Each
distribution is fitted with a Gaussian function, shown in green dashed line, and
for data the range is [µ − σ, µ + 2.5σ].

σE

⟨E⟩ =
b√
E0

⊕ c (4.2)

The fitting function used does not include a noise term, as its residual contri-
bution was found to be negligible after the pre-selection of hits chosen to reject
noisy channels. Good agreement between the data and the MC is observed for
both the stochastic and constant terms. The fact that the constant term in the data
is equal to 0.6% is close to that predicted by the simulation, showing that there is
no significant non-uniformity of the energy response in the trust window defined
by the DWC cut. Furthermore, in the HGCAL project specifications, an energy
resolution of less than 1% was required, and this requirement is met with this
prototype.
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Figure 4.2: Mean measured energy as a function of the beam energy on the
left. Measured energy resolution on the right [36]. Results obtained for data are
represented in black, and in red for MC simulation.

4.1.3 Spatial reconstruction characteristics

After having seen that the prototype energy response and resolution are in
agreement with the expected HGCAL energy performance, it remains to check the
capability of the prototype to fully detect electromagnetic showers, meaning that
its depth and transverse section are well dimensioned to contain the shower.

Longitudinal shape of electromagnetic showers

As described in the Chapter 3, one of the most important characteristics of a
calorimeter is the shape of the electromagnetic sheaves in the longitudinal plane.

This longitudinal profile can be calculated in various ways. For example, it
can be given by the mean number of occurrences or the median energy, both as
a function of depth. In short, an estimator of the energy detected as a function
of depth. Figure 4.3 shows the longitudinal profiles given by the mean number
of occurrences and the median energy measured as a function of layer depth for
nominal positron beam energies of 20, 100 and 300 GeV. In both cases, there is
good agreement between data and simulation.

However, there is less measured energy in the data than in MC, giving about
3.5% less measured energy in the full detector in the data compared to MC. This
percentage corresponds to the multiplicative factor of 1.035 introduced earlier. The
average number of occurrences also shows fewer occurrences for the data than for
MC in the middle layers. Despite the fact that, for absorbers, the average energy
loss of almost one MIP in the even layers is close to twice the energy loss in the
odd layers, the measured shower energy is higher in the odd layers than in the
even layers. The greater energy deposited in the odd-numbered Si sensors is due
to a greater number of soft electrons, dominated by delta rays produced in the
material (especially the PCB) just in front of the sensors, and a greater amount of
particles from backscattering due to the CuW plate just after the odd numbered
sensors compared to the even numbered layers that are followed by the PCB.
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Figure 4.3: Longitudinal shower profiles for different nominal positron beam
energies given by the average number of hits on the left, and the median measured
energy on the right [36]. Results obtained for data are represented in black, and in
red for MC simulation.

The measured energy longitudinal profiles are fitted with the function of
Equation 3.7. From this fit, a parameter can be extracted and used with the formula
given in Equation 3.8 to examine the expected logarithmic energy dependence of
the position of the longitudinal shower maximum T expressed in radiation length
X0. Figure 4.4 gives the shower maximum as a function of the beam energy.

Figure 4.4: Shower maximum as a function of the beam energy. The shower
maximum is determined from the longitudinal profile fit [36]. Results obtained for
data are represented in black, and in red for MC simulation.

118



4.1. Energy and spatial performance of EM shower detection

Similarly to the previous characteristics, there is a good agreement between
data and MC simulation. Furthermore, the maximum depth of the shower de-
termined from the longitudinal profiles is well fitted and shows its logarithmic
dependency on the beam energy.

Transverse shape of electromagnetic showers

To study the lateral propagation of electromagnetic showers in the CE-E, we
first define a central cell in each layer, the one with the maximum energy in the
layer considered. The transverse shower profile of a layer is given by the energy
deposited in a ring of cells per unit active area as a function of its radial distance
r from the firing pad, normalized to the firing pad energy. This representation
allows, in principle, to parameterize the lateral energy deposition as a function
of the shower depth and the beam energy. In the left-hand side of Figure 4.5,
the comparison of the transverse shower profiles between data and simulation
is shown for 300 GeV positrons. As expected, the energy density is higher in the
early layers. Once again, a reasonable agreement between data and simulation is
observed, especially for the most energetic cells.

Figure 4.5 shows the average of E(r)/E over all events, where E is the overall
calorimeter energy per event and E(r) is the energy contained in a cylinder of
radius r. It can be seen that 90% of the energy is contained in a cylinder of radius
of about 3 cm. More precisely, this corresponds to the central cell surrounded by
two rings of cells, a total of 19 cells. A third and a fourth ring were also tested
in order to be able to correctly parameterize ⟨E(r)/E⟩ for all values of r. The
parameterization is performed by fitting the points obtained for each additional
ring with the function of the equation 3.9.

In the right plot of Figure 4.5, the first points are not included in the fits because
of the non-negligible variation of the energy deposited in the central cell is a strong
function of the impact point. The contribution to the error on R from the choice
of discrete values of r is much larger than that from the uncertainties of the fit.
For energies between 20 GeV and 50 GeV, the increase in the value of R with
decreasing positron energy, both for the data and for the simulation, is mainly
due to the increase in scattering in the beam line upstream of the calorimeter. In
the same energy range, the simulation predicts a lower value of R, which could
be explained by the incomplete description of the beam line in the simulation,
resulting in less upstream scattering. At high energies, the radial confinement
is slightly larger than the calculated Molière radius of the HGCAL design: [32].
The largest contribution to the transverse propagation of electromagnetic showers
in a sampling calorimeter comes from the air gaps, and as the air gaps in the
final HGCAL are smaller compared to this prototype, the importance of what is
presented lies in the comparison with the MC simulation.

Overall, the detection performance of electromagnetic showers fulfil the de-
signed requirements, both for an energy point of view or for the spatial develop-
ment of showers.
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Figure 4.5: The transverse profile of electromagnetic showers from positron beams
with a nominal energy of 300 GeV is represented on the left. Results are computed
in layers 3, 9 and 22. The shapes correspond to the energy deposited in a ring
of cells, depending on its radial distance r from the seed channel. The energy
normalization of the seed pad is performed for the layer under consideration [36].
On the right, the ratio of the mean energy contained in a cylinder of radius r over
the overall event energy. R is the Molière radius evaluated from the fit using
Equation 3.9. For both, the results obtained for data are represented in black, and
in red for MC simulation.

4.2 Energy and spatial performance of hadronic shower
detection

The second preliminary study performed at the beginning of this thesis work
was to determine the performance of the hadronic shower detection with the
HGCAL prototype. Similarly to the studies presented in Section 4.1, the first step
was to compute the energy resolution, and then the longitudinal and transverse
characteristics of hadronic showers.

In this section, showers are induced by negative pions π− with an energy
ranging from 20 to 300 GeV. The nominal beam energies are the same as those
presented in Table 3.2, except 150 GeV which was not used. Moreover, during the
preliminary hadronic performance studies only the CE-E and CE-H parts were
taken into account. The AHCAL data were not ready at the beginning of this work,
and they were only added later for the final analysis.

Contrary to the previous section, the MC simulation uses two physics lists:
FTFP_BERT_EMN which was already presented and QGSP_FTFP_BERT_EMN
which is used to model the development of hadronic showers in the HGCAL
prototype. The usage of both lists is explained by the will to compare the MC
simulation performance with the data, thus a good model of hadronic showers
is needed. The hadronic physics lists are a combination of models specified by
the terms QGSP standing for Quark-Gluon String model, FTFP, and BERT, which
dominate in different energy ranges. In the case of the QGSP_FTFP_BERT_EMN
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physics list, the Bertini cascade model is used for energies lower than 12 GeV for
pions and less than 6 GeV for all other particles, the QGSP for energies above 12
GeV for all particles, and the FTFP model is used between energies of 3 to 25 GeV.
In the overlapping ranges of particle energies, the models are combined using
predefined rates.

4.2.1 Information selection
A set of criteria was used to select pion events with high purity and hence

a high quality dataset. The selection starts at the calorimeter hit level, and then
at the event level. It is applied to ensure a reliable determination of the physics
performance of the HGCAL prototype in terms of energy response and resolution
and longitudinal and transverse shower profiles. It is applied to data as well
as simulation. Concerning the hits’ selection, it is composed of the two same
requirements used for positrons:

1. Hits need to have their corresponding energy higher than 0.5 MIP.

2. Hits need to come from valid channels. Indeed, 3.2% of channels are ab-
normally noisy when considering both CE-E and CE-H. All the hits coming
from these problematic channels are just discarded.

After the hits’ selection, the next step consists of the full selection happening at
the event level. This final selection requires three criteria, which are defined as:

1. Events need to have a single track reconstructed in all the DWC installed
just the calorimeter prototype. This requirement allows rejecting the events
with a shower start happening upstream to the prototype.

2. Events need to have an extrapolated track from DWC at the entrance of the
CE-E compartment, containing in an acceptance window with a size of 2 × 2
cm2 to select pion events for beam energies above 200 GeV. The window is
extended to 4 × 4 cm2 for pion beam energies below 120 GeV. This selection
rejects particles which are too distant from the beam axis, and to ensure
comparable beam profiles in both data and simulation.

3. Events need to have a total reconstructed energy E > 100 MIP in CE-E, E >
60 MIP in CE-H, and Emax/E25 < 0.8 in AHCAL. In this case, Emax and E25
correspond respectively to the sum of energy of the highest energy cell of
each AHCAL layer, and the energy sum of its 25 nearest cells. These three
energy criteria are used to avoid muon contamination.

Due to the high complexity of the processes implied in a hadronic shower, data
are much affected by the noise instead of the simulation. Pions fulfilling these
selection criteria across all beam energies are approximatively 75% for data and
going up to 85% for MC simulation. The only exception is with a beam of 20 GeV
in data for which selection efficiency is ∼65%.
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For the events passing all the selection criteria, energies measured in the
individual silicon cells and scintillator tiles in units of MIP are summed up for
the CE-E, CE-H, and AHCAL prototype sections, and are compared to simulation.
Energy distribution is composed of two main contributions: one detected in CE-E
and purely electromagnetic Ee, and a second which is hadronic Eh, starting in
the CE-H. The final energy requires weights corresponding to the contribution of
each compartment, αe (for the electromagnetic part) and αh (for the hadronic part).
Thus, the energy is equal to E f = αe × Ee + αh × Eh.

4.2.2 Energy resolution
In the case of hadronic showers, it is not relevant to determine a linearity

relation between detected energy per event and pion beam energy. Indeed, due to
the non compensating nature of calorimeters and the fact that the π0 component
produced in hadronic showers depends on the incident beam energy, a nonlinearity
in response is expected. Although, it is still possible to define the energy response
as the average of the measured energy, taken as the Gaussian function used to fit
the energy distribution. By construction, the response in data is equal to 1 when
the beam energy is at 50 GeV

For all the other pion energies in the range from 20 to 300 GeV, the response
shows a non linearity of the order of ∼10% with respect to the reference fixed at
50 GeV. The simulated response is consistently over-predicted by ∼10% for all
energies in hadronic compartments. However, the nonlinearity of the response is
reproduced by the simulation. The response is shown in the left part of Figure 4.6.

Figure 4.6: Energy response of hadronic showers on the left and energy resolution
on the right, both depending on the beam energy [37]. All pions are represented
in black, only CE-E pions in blue, and only CE-H pions in red.

The response of CE-E pions from simulation is higher than that measured from
data by ∼5% across all beam energies. The simulation reproduces the observed
nonlinearity for CE-E pions. The response is lower than one because the CE-E is
calibrated to 50 GeV positrons and e/h for our calorimeter setup is less than one.
According to this first result, a correction of the energy scale can be applied. In
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simulation, it is done by 9.5% for CE-H and AHCAL based on 50 GeV π− response,
and by 3.5% for CE-E based on e+ response.

The resolution as a function of beam energy is shown in Figure 4.6 for all pions
in data, and only CE-H or CE-E pions. The resolution is fitted using the function
3.6. The noise term of the resolution is found to be negligible and is removed from
the formula, like in the EM study. The resolution is observed to scale inversely
with p E. We obtain a stochastic term of ∼123% and a constant term of 9.0% for
CE-H.

4.2.3 Spatial reconstruction characteristics

Longitudinal shape of hadronic showers

The simulation describes quite well the longitudinal sheaves measured for the
pions that have their first hadronic interaction in the second section of the CE-H
prototype, as shown in figure 4.7. The profiles show a broad shower maximum,
which is also consistent with the fact that the X0/λn ratio is higher in steel than in
lead absorbers. As expected, the shower develops deep in the AHCAL prototype
section, and a substantial fraction of the energy is measured here.

Figure 4.7: Longitudinal profiles of hadronic showers induced by pions with
different energy [37]. The vertical dashed lines separate the different parts of the
prototype. On the left, the shower is initiated in the CE-E, while on the right it
starts in the CE-H.

As the last three layers of the CE-H consist of a single hexagonal module, there
is a mismatch between the data and the simulation. This may indicate differences
in the beam profile of the particle or in the angle of their propagation in the
detectors.

Since the hadronic showers could start at different depths, hence it is impossible
to fit their profiles with the function described in Equation 3.7. The difference
between the two shapes is even more marked when one corresponds to a shower
starting in CE-E and with the second starting in CE-H. In the same way, it does
not make sense to consider the depth where occurs the shower maximum because
this is very dependent on the depth of the shower start.
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Transverse shape of hadronic showers

The modelling of the transverse propagation of pion induced showers as they
move in the transverse plane must be well simulated by the hadronic physics
lists of Genat4. This is necessary for a correct allocation of energy deposits in the
presence of multiple incident particles, which will be the case with the high pile up
rate expected during HL-LHC. As the longitudinal and transverse segmentation
of the calorimeter sections is very important, this allows the comparison of the
lateral profiles of the energy deposited in the different layers, and the study of the
details of the shower modelling.

Figure 4.8: Fraction of energy contained in a cylinder with a varying radius [37].
Data and both MC simulation samples are presented. On the left, the shower is
initiated in the CE-E, while on the right it starts in the CE-H.

The fraction of energy deposited in cylinders of varying radii around the beam
axis is, according to the calorimeter sections, the starting point of the shower. This
amount is shown in Figure 4.8 for pions with a beam energy of 100 GeV. The
energy fraction measured here is normalized to the total energy measured in the
respective calorimeter section, and does not take into account potential transverse
leakage. Figure 4.8 shows the pion energy ratio as a function of the radius of the
confining cylinder. On the left, it is measured in the CE-E section using pions that
start to shower in the layers between the 3rd and 7th of the CE-E, and on the right,
the shower starts in the first layer of the CE-H. The Geant4 physics lists predict
the profiles well at higher energies, but show discrepancies near the shower axis.
In both cases, there is a good match between the data and the simulation.
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4.3. Timing performance

4.3 Timing performance

The study of the timing performance is one of the principal work completed
about HGCAL in the context of this thesis. It has also a decisive importance in
the validation of the prototype, since HGCAL should be a 5D calorimeter able to
do fast timing measurement. This specific point is needed to mitigate the higher
pile up rate and to discriminate more efficiently some background events, among
which it is possible to cite the decay of π0 into two photons very collimated. A
precise timing measurement of such an event can determine that both particles
were emitted at the same time, and then π0 can be more easily identified and
discarded. The main idea with the timing of the photons is to know if their time of
flight is compatible with an emission from the primary vertex of the collision or
from a vertex coming from the pile up.

4.3.1 Reconstruction of the timing information and selection
In this section, the procedure of the timing information is described, as well as

the basic selection used for the following studies.
Concerning the reconstruction of the timing information, it starts with the ToA

reconstruction operated in the Skiroc2-CMS ASIC and detailed in Section 3.4.4. In
this model, the signal time is generated with the same effective approach used in
[32], where simulated hits from Geant4 are exploited to record the generator-level
time of the energy deposited in a detector cell. The model does not include the
response of electronics components or the digitization, and thus any response
non-linearities or similar effects are not simulated.

To obtain a realistic time resolution in the simulation, the time of the signal
was convoluted with a Gaussian that had a width determined empirically for
each channel. It consists in applying a smearing to the simulated time to take into
account the detector effects.

Signal time reconstruction

The sequence of the time measurement in the ASIC is shown schematically in
Figure 4.9. When the signal goes above a fixed threshold, the TDC ramp and the
TDC clock are started and, after skipping the first clock edge, the TDC counter
is latched twice: once on the rising, and again on the falling edge of the clock.
This yields two time measurements, ToArise and ToAfall, from which two separate
signal times are estimated, Trise and Tfall. These times are referenced to the system
clock after corrections for the non-linearity of the TDC ramp, the time-walk that
depends on the hit energy, and the deposited energy in the full module. These
are the time of the energy deposition in a readout channel without any correction
for time-of-flight between the layers or for variations due to angle of incidence.
Thus, irrespective of a readout channel’s location, they have a negligible impact
on performance results.

First, candidate channels with reasonably high statistics of correct ToA readings
and high hit energies are identified for the subsequent calibration. The criteria
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Figure 4.9: Timing measurements used in the calibration of the calorimeter hit
timestamps. CPD denotes an arbitrary, but constant, clock-phase-difference be-
tween a given readout channel and the reference clock.

are presented in Section 4.1. Afterwards, the calibration procedure is discussed in
detail in Section 4.3.1. Not all calibrated channels are accepted for the computation
of shower timestamps. Instead, only good calibration results are selected for
this purpose. The underlying validation strategy of good calibration outcomes is
elaborated, before a representative evaluation of the per-channel timing resolution
and accuracy.

Apart from the general selection criteria described in Section 4.1, there need
to be at least 20 events with reconstructed hit energies above 200 MIP for a given
channel to be subject to the subsequent calibration procedure.

In total, 310 channels in the electromagnetic section fulfil this requirement.
For those, the calibration is run subsequently. Their location in the 2018 HGCAL
prototype are depicted in yellow in Figure 4.10.

Figure 4.10: Location of the calibrated channel of the HGCAL prototype.
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It is necessary to subtract the time of flight (ToF) in order to consider all the
layers together. The ToF is estimated as the distance between the point of impact
on the MCP of the incident particle and its impact on the HGCAL prototype plus
the distance from the beginning of the calorimeter to the channel, all divided by
the speed of light c:

ToF =
∆X

c
=

1
c
·
(

z0 ·
»

1 + tan2 αx + tan2 αy +
»
(∆x)2 + (∆y)2 + (∆z)2

)
(4.3)

In Equation 4.3, αx and αy denote the angles of the particle trajectory with
respect to the beam line as measured by the delay wire chambers, z0 = 20 cm
symbolizes the distance between the MCP and the beginning of the HGCAL
prototype, and ∆z denotes the longitudinal depth of the respective channel within
the calorimeter. ∆x and ∆y are both defined as the difference between the particle
incidence coordinates as inferred from the DWC extrapolation and the channel
position within the calorimeter.

Since the delay wire chambers (DWC) are an integral part of the ToF assess-
ment, only events with a DWC reference are selected throughout this study. In
addition, the computation of ∆x and ∆y relies on both the prototype module and
the DWC coordinate systems to be aligned: First, the orientation of the DWC
coordinate system does not agree with the calorimeter’s and all transverse quan-
tities reconstructed from the DWCs need to be inverted. Secondly, translational
alignment constants δx and δx have to be inferred for each calorimeter layer.

As the timestamp reconstructed from the MCP waveform plus the digitized
clock has a period of ∼25 ns, the relation of ToA − (∆TMCP + ToF) exhibits dis-
continuities which need to be corrected for. The addition of the ToF to ∆TMCP
is not explicitly mentioned any more in the following. Subsequently, the MCP
timestamp of the identified clusters are shifted by 0, +25 ns, or -25 ns respectively,
to obtain a continuous distribution of the normalized ToA − ∆TMCP.

To estimate the signal time, T, the procedure for both ToA measurements was
as follows:

1. The ToA of all the channels are first corrected for the non-linearity of the
ramp ( fToA).

2. Then, an amplitude-dependent time walk correction ( fTW) was applied. The
dependence of the ToA measurement on the reconstructed hit energy (Ehit),
used as proxy for the signal amplitude, that is induced by the fixed-threshold
discrimination. This effect is known as time walk and is denoted as fTW in
this work.

3. Finally, a correction for small signals ( fR) that depends on the total energy
deposited in the module containing the channel (Emodule) was applied.

Accordingly, the signal time, T, for each channel has three contributions, shown
in Equation 4.4.

T = fToA(ToArise/fall) + fTW(Ehit) + fR(Emodule, Ehit) (4.4)

127



Chapter 4. Performance of the High Granularity Calorimeter prototype

The signal time T in any given channel is estimated for both ToArise and ToAfall.
The calibration procedure described in the following subsections is the same for
both ToArise and ToAfall measurements, and in the following section no distinction
is made between them.

As the beam was asynchronous with the 40 MHz system clock, the signal
arrival times were uniformly distributed within the 25 ns clock period. As the
time difference between particle time and the ToA is independent of its location
in a clock period and only depends on the time-of-flight and signal propagation
differences, which are constant, the uniformity of the signal arrival time was used
to derive corrections to the ToA values.

The time calibration of a readout channel is obtained by fitting with the formula
of Equation 4.5. For each channel and for the rise and fall variants separately, the
expression in Equation 4.4 is fitted to the sum of the two terms in Equation 4.5: the
time of the signal in the MCP (∆TMCP) and the time-of-flight (ToF) from the MCP
to the readout channel’s location. The ToF is estimated from the beam particle
trajectory (∆X), reconstructed with wire chambers placed upstream of the MCP,
and assuming that the shower particles proceed through the detector prototype at
the speed of light (c).

T ↔ ∆TMCP + ToF = ∆TMCP +
∆X

c
(4.5)

The time of the signal from MCP1 was required to have an amplitude greater
than 100 ADC counts, where the resolution was better than 100 ps, as shown in
3.25. The times computed from MCP1 were aligned with the ToA readings in
a given channel by correcting for the 25 ns periodicity of the digital clock [152].
Also, only readout channels with more than 1000 hits with Edep ≥ 250 MIP and
with 30,000 or more hits in total were considered. The first requirement ensures
that a large sample of measurements where the energy is estimated from the
time-over-threshold measurement, not the ADC. As the beam was focused on the
centre of the calorimeter, only 116 readout channels, or 3% of all channels, met
these requirements.

Time of arrival non linearity correction

For each channel, the response was modelled using:

f̂ (x|Θ⃗) = Θ1 · x + Θ2 +
Θ3

x − Θ4
(4.6)

Where Θ⃗ are parameters derived from the fit to the distribution of signal times
in a clock period, with the Θ2 corresponding to an offset constant, denoted as CPD
in Figure 4.9.

This transformation is used in order to get a single distribution of ToA. Indeed,
as it is highlighted in Figure 4.12, the clock period induces a separation of the
distribution because part of it is reconstructed on another clock signal. After this
correction, the ToA distribution can be considered as a single block.

Variations in the TDC pedestals (ToAmin) were corrected for, and then the
values were scaled by the full range (∆ToA) to yield ToAnorm, which ranged from

128



4.3. Timing performance

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
 (a.u.)risenormalised TOA

5

10

15

20

25

30

 +
 T

O
F

>
 (

ns
)

M
C

P
<

T

Data

Fit

/ndf = 328.2 / 922χResiduals: 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
 (a.u.)risenormalised TOA

150−
100−
50−

0
50

100
150

)
ps

D
at

a 
- 

F
it 

(
 preliminaryCMS HGCAL CERN SPS beam test 2018

Channel 32228, TOA-rise

(a) TOA linearisation

100 200 300 400 500 600 700 800 900 1000
 (MIP)hitE

3.5−

3−

2.5−

2−

1.5−

1−

0.5−

0

0.5>
 (

ns
)

T
O

A
 +

 T
O

F
 -

 f
M

C
P

<
T

Data

Fit

/ndf = 258.8 / 932χResiduals: 

100 200 300 400 500 600 700 800 900 1000
 (MIP)hitE

150−
100−
50−

0
50

100
150

)
ps

D
at

a 
- 

F
it 

(

 preliminaryCMS HGCAL CERN SPS beam test 2018

Channel 32228, TOA-rise
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Figure 4.11: The three ToA calibration steps (ToA-rise in this case) of a representa-
tive channel, centrally located inside the HGCAL prototype: (a) Linearization of
the normalised ToA, (b) assessment of the signal-induced time-walk correction,
and (c) assessment of the residual correction, a smaller time-walk that depends
on the total energy in the module of the given channel. The magnitude of the
time-walk corrections is about one and two orders of magnitude smaller than the
calibrated time range, respectively.

zero to one and corresponded to the relative location of the TDC value in the clock
period:
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Figure 4.12: ToAfall - MCP distribution depending on the normalized ToA. On the
left, the clock correction is not applied, but it is the case on the right.

ToAnorm =
ToA − ToAmin

∆ToA
(4.7)

After this normalization, Equation 4.6 was fitted to the average of the MCP
signal times as a function of ToAnorm. The ToAnorm is calculated for ToArise as well
as ToAfall, and their distributions are given in the left part of Figure 4.13.

Figure 4.13: Normalized ToA distribution. ToArise is represented in blue and
ToAfall in red. The standard ToA distributions are on the left, and the cumulative
ones on the right.

In the case of linearity, the ToA distribution should have been described by a
uniform distribution, but in reality it is not the case. Then, the ToA cumulative
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distribution represented in the right part of Figure 4.13 is taken into account in
order to consider the derivative of the ToA.

Once the cumulative distribution is obtained, the next step consists of inverting
it in order to get the non linearity correction function. This study was performed
over different layers as shown in Figure 4.14.

Figure 4.14: Normalized ToA cumulative distribution for different layers on the
left, and their associated inverted curves on the left.

The ToA non linearity functions of all the channels are combined. The average
value of this combination is fitted to have a generic correction function. This
function is represented in Figure 4.15. This combination was used to validate the
fit function, but then the calibration is done per channel and only the channel
information will be taken into account for the fit.

Figure 4.15: ToA non linearity correction function. Black points correspond to the
average non linearity over all the channels. The blue and orange curves are the
fits.
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The accuracy of the linearization is improved by allowing separate parameter
values in the linear (ToAnorm < 0.65) and non-linear regions (ToAnorm ≥ 0.65):

fToA(ToAnorm) =

®
f̂ (ToAnorm|Θ⃗ToA

1 ) for ToAnorm < 0.65.
f̂ (ToAnorm|Θ⃗ToA

2 ) for ToAnorm ≥ 0.65.
(4.8)

The final result of the linearization step is shown in Figure 4.11a for the ToArise
of a representative channel, where the full 25 ns range is apparent. It is found that
the parametrizations thus derived are consistent with the results from the first
calibration results, based on the asynchronous nature of the beam particles [35].

Time walk correction

After the fToA linearization corrections were applied, an amplitude dependent
correction for time-walk was applied. When having a look at the TW as a function
of the normalized ToA, there is a TW spread which is related to the channel energy,
as highlighted in Figure 4.16.

Figure 4.16: TW depending on the normalized ToA. Each colour corresponds to a
specific cell energy range. The ToAfall is on the left, and the ToArise is on the right.

Then, since the TW also depends on the cell energy, the correction function
should depend on this energy. In order to get this parametrization, the average of
the TW is computed for each energy range. The average TW depending on the
normalized ToA is represented in Figure 4.17.

One of the energy range is taken as a reference, and its corresponding average
TW is subtracted to the others. As it is illustrated in Figure 4.18, the average TW
difference does not show any statistically significant dependency on the ToAnorm.

Thus, for each energy range, the mean of TW − TWre f is calculated and then
represented as a function of the cell energy. The Figure 4.19 represents this for a
TW computed from ToAfall, as well as ToArise.
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Figure 4.17: Average of the TW depending on the normalized ToA and represented
for different cell energy ranges, each colour corresponds to an energy range.
ToArise is represented on the right and ToAfall on the left.

Figure 4.18: Average of the TW − TWre f depending on the normalized ToA, where
TWre f is the TW for specific energy range taken as a reference. Each colour
corresponds to a specific cell energy range. The ToAfall is on the left, and the
ToArise is on the right.

To derive this correction, a fit of Equation 4.6 to the data as a function of
the reconstructed signal amplitude, Ehit that is used as a proxy for the signal
magnitude.

Therefore, the model is fit to the average of the reference timestamps corrected
by fToA, as a function of Ehit.

It was also found that the fit was improved by separately fitting two regions of
the signal amplitude, depending on whether the ADC (Ehit < EToT) or ToT is used
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Figure 4.19: Average of the TW − TWre f depending on the normalized cell energy,
where TWre f is the TW for specific energy range taken as a reference. The ToAfall
is on the left, and the ToArise is on the right.

(Ehit ≥ EToT) to estimate the hit energy.

fTW(Ehit) =

®
f̂ (Ehit|Θ⃗TW

1 ) for Ehit < EToT.
f̂ (Ehit|Θ⃗TW

2 ) for Ehit ≥ EToT.
(4.9)

As can be seen in Figure 4.11b, the time-walk is found to reach O(1 ns) for hit
energies below a few 100 MIP.

Residual time walk correction depending on module energy

After the linearization and time-walk correction, timing corrections of the order
of 100 ps were found to be needed for small hit energies when the energy deposited
in the full module that contained the channel was wide. The parametrization of
the residual time walk correction was done following the same procedure as for
the time walk correction. First, the corrected TW was considered for different
ranges of energy, but this time the all the energy of a layer, written Emodule, was
taken into account. Then, the average corrected TW depending on the normalized
ToA was fitted with the Equation 4.8, and it is done per energy range. One taken
as a reference, and the difference between it and the others is considered as a
function of Emodule.

This effect is probably due to the common-mode noise subtraction [34] being
incomplete, as it applies only to small (ADC) signals, not large (ToT) ones. It was
found that this residual correction can be well modelled by:

fR(Emodule, Ehit) =

®
P4(Emodule) for Ehit < EToT.
0 for Ehit ≥ EToT.

(4.10)
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Where P4 represents a fourth-degree polynomial whose parameters are deter-
mined from a fit to the average of the reference timestamps corrected by fToA + fTW,
as a function of the energy deposited in the module, Emodule. Figure 4.11c shows
the residual correction determined for a representative channel.

This residual correction may in principle be due to the procedure used to
estimate and subtract common-mode fluctuations [34] that coherently affect many
channels in the same module. This procedure only applies to ADC data and,
therefore, to small signals.

For larger signals, namely when Ehit > EToT, it is observed that the residual
correction is negligible, as directly reflected in Equation 4.10. For these hits,
measured with the ToT, the common-mode correction does not apply, lending
support to the hypothesis that the common-mode subtraction procedure may be
at the root of the need for the residual correction.

While identifying the cause for this effect is beyond the scope of this work, it is
suspected that the need for this residual correction is specific to the reconstruction
of signals in the Skiroc2-CMS ASIC and does not necessarily generalize to other
ASIC.

Full timing calibration

After these corrections were applied, the estimated precision of the time mea-
surement for a single channel is ∼50 ps.
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(c) 0.8 < T ≤ 1.2
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Figure 4.20: Time-evolution (a–c) of a 250 GeV electron-induced shower (d) in the
HGCAL prototype. Data are shown for 81 hits with reconstructed timestamps. If
both ToA variants are within their linear region, timestamps are computed from
an average of both. Otherwise, the variant in or closest to its linear region is taken.
The size and colour of the markers both correspond to the reconstructed hit energy.

Fitted parameter values for the example illustrated in 4.11 are provided in
Table 4.1. Among the 116 channels for which the time calibration procedure was
possible, the parameter values vary by O(10%). Thus, the analysis of the timing
performance of the detector discussed below is restricted to only those channels.
These channels are located centrally in the prototype, as can be seen in Figure 4.20,
where a 250 GeV electron showering in the calorimeter is shown.
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Table 4.1: Example of fitted calibration constants from Equations 4.8, 4.9, and 4.10
shown respectively in Figures 4.11a, 4.11b, and 4.11c. Numbers are rounded to
their least significant digits.

Parameter Value Parameter Value Parameter Value

ΘToA
1,1 -14.21 ns ΘTW

1,1 2.97 ps MIP−1 p0 314 ps
ΘToA

1,2 30.70 ns ΘTW
1,2 -0.73 ns p1 -0.24 ps MIP−1

ΘToA
1,3 3.62 ns ΘTW

1,3 -177 ns MIP p2 -2 × 10−5 ps MIP−2

ΘToA
1,4 1.253 ΘTW

1,4 -0.8 MIP p3 4 × 10−8 ps MIP−3

ΘToA
2,1 -10.00 ns ΘTW

2,1 0.05 ps MIP−1 p4 -1.2 × 10−11 ps MIP−4

ΘToA
2,2 f̂

(
0.65

∣∣∣Θ⃗ToA
1

)
ΘTW

2,2 f̂
(

EToT

∣∣∣Θ⃗TW
1

)
ΘToA

2,3 5.53 ns ΘTW
2,3 -730 ns MIP

ΘToA
2,4 1.298 ΘTW

2,4 -150 MIP

4.3.2 Impact of the geometry on the timing performance

One of the first steps in the comprehension of the timing properties of shower
in the HGCAL prototype consists in studying the ToA distribution and its spatial
characteristics. This preliminary study was performed using only simulated data.

An example of ToA distribution is given on the left plot of Figure 4.21. It is
composed of a main peak and a second one less important and coming from a
particle originating from back scattering interaction. This second peak is mostly
present in the even layers, which are placed after a layer of absorber material.

Figure 4.21: ToA distribution of layer 6 from 100 GeV positron beam. On the left,
the raw distribution is shown, while on the right only the smallest interval with
68% of the ToA per event is kept.

The solution of not taking into consideration this parasitic hits is to keep only
the smallest interval with 68% of the ToA per event. Once this operation is done,
the second peak is removed. The right part of Figure 4.21 represents the new
distribution.

Then, after a ToF correction, all the layers can be considered simultaneously.
Raw timing information from the MC simulation has to be smeared in order to
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Figure 4.22: ToA distribution over all the layers for 20, 150, and 300 GeV. A
Gaussian fit is performed and illustrated in orange.

reflect the impact of the electronic chip. Smeared time is defined as tsmeared = t + α,
where t is the time when the energy deposit per cell reaches a 15 MIP threshold
and α is a random value from N (0, σ(E)). And with σ(E) =

»
( b

E )
2 + c2, which

corresponds to the resolution formula for a single cell. Parameters are estimated
from data in order to add effects which were not modelled in the simulation. This
gives a stochastic term equal to 10.42 ns×MIP and a constant term equal to 50
ps. Plots of Figure 4.22 show the ToA distributions before applying the smearing,
while Figure 4.23 shows them after smearing. In the following, the smeared ToA
corresponds to the one from MC simulation only.

Figure 4.23: Smeared ToA distribution over all the layers for 20, 150, and 300 GeV.
A Gaussian fit is performed and illustrated in orange.

As expected, the smeared ToA distributions are wider than the previous one.
Since the random component is taken from a normal distribution, it is still possible
to use a Gaussian function to fit it. The plots in Figure 4.23 are presented as a
sanitary check in order to see if the smearing is working correctly.

Furthermore, the purpose of this preliminary study is to have a look at the
timing performance depending on the spatial dimension. First, when looking
at the performance as a function of the depth or the layer position. The ToA
distribution for a single layer and for a single beam energy are presented in Figure
4.24.

Secondly, it is necessary to check if the transverse dimension has an impact on
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Figure 4.24: Smeared ToA distribution over all the cells of a single layer for 100
GeV. From left to right, layers 1, 10, and 20 are shown. A Gaussian fit is performed
and illustrated in orange.

the performance. For that, three scenarios are considered: all the cells, then the
most energetic cell and the first ring of its closest neighbours (meaning 7 cells),
and finally the most energetic cell with two rings (meaning 19 cells). If there is a
real impact, this can lead to the definition of a new selection cut.

Just about the distributions from Figure 4.23, the standard deviation of the
distribution is strictly decreasing when the beam energy increases. Although,
considering the distributions from Figure 4.24, it is clear that the sharpest distri-
butions correspond to those computing with hits from the central layers (around
the 10th layer), also corresponding to the layers containing the highest hits density
and thus the highest energy deposit. This comparison highlights the fact that the
statistics play a role in order to get the best performance possible.

For the following, the smeared ToA distribution will be considered per layer
and per transverse scenario. These distributions are then fitted with a Gaussian
function and from the fits, parameters µ and σ are taken to plot respectively the
mean time depending on the layer represented in Figure 4.25, and the standard
deviation depending on the layer shown in Figure 4.26.

Standard deviation increases with the layer and decreases with the beam energy.
It is minimal at the shower maximum. There are more fluctuations in the last
layers because there is less energy. Once again, there is no significant difference
between the three methods.

The mean time seems constant over the layers and for the different beam
energies. There are more fluctuations for the last layers because there is less
detected energy. Once again, there is no significant difference between the three
methods.

These results show first that there is a very small impact of the transverse
position of the cells on the performance, and the best resolution occurs in the
layers where there is the maximum energy deposit. The higher the beam energy
is, the better is the timing performance. Indeed, the timing resolution is lower for
the 300 GeV positron beam, and its level stays almost the same for more layers.

Then, to be sure about the impact of the cell’s transverse location, all the layers
are considered all together. The timing resolution is computed, as well as the
shower mean time. Both are shown in Figure 4.27.
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Figure 4.25: Standard deviation of the Gaussian fit done on ToA distribution for
each beam energy and as a function of the layer. On the left, 7 cells are used, then
19 cells in the middle, and all the cells on the right.

In definitive, the best performance is obtained when considering all the cells
or with at least 19 cells. Hence, this set of preliminary analyses prove the fact
that there is no need to define additional selection criteria on the longitudinal or
transverse location of the cells.

4.3.3 Single channel timing performance
This section describes the timing performance evaluation from the level of a

single channel. The time resolution is determined for individual channels using
the MCP as an external reference.

Before moving to the timing resolution calculation, a first selection is applied,
consisting in keeping only the smallest interval containing 68% of the ToA, as it is
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Figure 4.26: Mean time of the Gaussian fit done on ToA distribution for each beam
energy and as a function of the layer. On the left, 7 cells are used, then 19 cells in
the middle, and all the cells on the right.

shown in Figure 4.28.
In this section, only the data is studied. Indeed, the information from MC

simulation must be smeared in order to be compared with data, and the smearing
parameters are calculated from the experimental single channel resolution.

The average per-cell timing performance of the calibrated ToA values is quan-
tified as a function of the corresponding energy deposit. For this purpose, the
ToA values are compared to a reference time measurement in bins. Three ToA
distributions are given for different cell energy ranges in Figure 4.29.

The binning of the cell energy follows a logarithmic law. It is used to have bins
containing a similar amount of information. Indeed, there are fewer events with
high energy than with low energy. Then a Gaussian fit is performed for each bin.
The average time and the standard deviation of the fits are then extracted. The last
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4.3. Timing performance

Figure 4.27: Standard deviation (on the left) and mean time (on the right) of the
Gaussian fit done on ToA distributions as a function of the beam energy. In red 7
cells are used, in blue 19 cells, and all the cells in green.

Figure 4.28: ToA distribution from data for a given positron beam energy. The
blue distribution corresponds to the smallest interval containing 68% of the total
ToA distribution represented in light red. From left to right, the positron beam
energy is respectively equal to 30, 150, and 300 GeV.

one corresponds to the timing resolution.
The measured average time is found to be rather constant as a function of the

beam energy, with deviations up to about 20 ps in the very low energy region
(below 300 MIP), that are consistent with the outcome of the calibration procedure
described in Section 4.3.1.

The measured resolution as a function of the deposited energy is done for
two different choices of reference time measurement: in Figure 4.30 (black) this is
provided by the MCP system, while in Figure 4.31 it is provided by one silicon
cell within the HGCAL prototype itself, for pairs of cells from different modules
(orange) and in the same. In each pair, different chips read out the considered cells.
For both plots the timing resolution is fitted with σ2(E) = (a/E)2 + c2, where E
represents the energy, a is a term that decreases with signal amplitude, and energy,
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Figure 4.29: Experimental ToA distribution for a given range of cell energy. These
distributions are fitted with a Gaussian function represented by the red line. From
left to right, the cell energy range is respectively equal to [50,64] MIP, [107,138]
MIP, and [384,496] MIP.
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Figure 4.30: Comparison of the HGCAL prototype timing resolution for electron
showers in data and simulated samples. For data, the resolution is measured
for all layers using the MCP as a reference (black squares) as well as using only
half the layers with respect to the other half and assuming they have identical
resolution (purple triangles). Other measurements in the plot allow cross-checking
and confirm the hypothesis that a global jitter between the MCP and HGCAL
systems was present in the data.

and c is an irreducible, constant, term.
The constant term in Figure 4.30 includes the contribution of ∼25 ps due to

the intrinsic timing resolution of the MCP system used as reference in Figure 3.25,
providing a measurement of the average per-cell asymptotic timing resolution of
∼80 ps.
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4.3. Timing performance

In Figure 4.31, the difference between the constant terms inferred from the
same-module and different-module pairs clearly indicates the presence of timing
correlations within the calorimeter prototype. Assuming the same timing resolu-
tion for all silicon cells, and a simple correlation model. One single correlation
coefficient, independent of the cell energy or its position within the module. The
constant term for uncorrelated cells is measured to be ∼60 ps, and a correlation
coefficient ρ ≃ 0.80 can be inferred for cells in the same module.

The difference between the per-cell constant terms, when measured with the
MCP and a with a silicon cell reference, indicates the presence of an additional
smearing of about 50 ps between the HGCAL prototype and the MCP system.
Although the source of this extra jitter could not be identified, and the setup no
longer being available, we believe that it is constant and fully random, and thereby
does not affect the performance of the calibration procedure of Section 4.3.1. The
observed correlation has a negligible impact on the quoted results, as discussed in
Section 4.3.4.
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Figure 4.31: Single channel resolution as a function of the channel energy, using
an other channel as timing reference chosen to be in a different module modules
(orange) or on the same module (blue).

To measure the intrinsic timing performance of the HGCAL prototype, the
calibrated ToA values are compared to an internal timing reference provided
by the average time of the shower measured with the calorimeter prototype,
as described in 4.30. Such a quantity is independent of any offset between the
HGCAL prototype and the MCP system and is dominated by the per-cell timing
resolution. The corresponding result is shown in 4.30 (blue squares) and fitted with
the same resolution function. The resulting energy dependent term is identical
to the one from the fit when using the MCP as the reference, while the difference
between the two constant terms is consistent with the intrinsic timing resolution
of the MCP system plus the inferred extra global event jitter.

As a summary, the timing resolution representative of the average per-channel
performance, measured with the full readout chain, can be expressed as a function
of the deposited energy as:

σ2(E) ≃ (13.46 ps)2

E2 + (61.72 ps)2 (4.11)
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This resolution is in overall agreement with the electronics specifications of
the Skiroc2-CMS ASIC and is used for the smearing of the Geant4 simulated hit
timestamps for the analysis presented in the following sections.

4.3.4 Full shower performance
This section describes the timing performance evaluation from the level of a

full shower. This resolution model is injected into the simulation and compared to
the shower timing as measured in the actual data. Further studies of only HGCAL
full shower timing resolution conclude this section.

The timing performance measured for full showers in data is compared to the
Geant4 simulation. The same procedure mentioned in Section 4.3.2 was applied.
First, only the smallest interval containing 68% of the ToA is taken into account, as
it is shown in Figure 4.32.

Figure 4.32: ToA distribution from simulation for a given positron beam energy.
Blue distribution correspond to the smallest interval containing 68% of the total
ToA distribution represented in light red. From left to right, the positron beam
energy is respectively equal to 30, 150, and 300 GeV.

This first step is used to efficiently reject contribution from back scattering
events. This outlier removal works correctly because the second peak of the light
red distribution is no longer present in the blue one.In order to be able to do
the comparison, realistic timing values are needed for the simulation, for this
purpose, a smearing is applied on the ToA values from Geant4 with the average
per-cell time resolution and given in Equation 4.11, including a term dependent
on the energy deposited in the cell that is uncorrelated among the cells, and a
constant term of ∼62 ps. This constant term includes a contribution from the MCP
measurement of ∼25 ps and an additional jitter, discussed in Section 4.3.3, of ∼50
ps. Both contributions to the constant term are correlated over all the cells. The
changes bring b the smearing on the ToA distributions are represented in Figure
4.33.

Since the smearing contribution is randomly taken from a normal distribution,
the shape of the smeared ToA distribution is also Gaussian. This Gaussian feature
is conserved with the energy. The Figure 4.34 proposes a better representation of
the smearing effect on ToA for different cell energies. In this case, the constant
part of the ToF was not removed, since this plot has just an illustration purpose
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4.3. Timing performance

Figure 4.33: Smeared ToA distribution from simulation for a given positron beam
energy. The blue distribution corresponds to the smallest interval containing 68%
of the total smeared ToA distribution represented in light red. From left to right,
the positron beam energy is respectively equal to 30, 150, and 300 GeV.

and this offset does not impact the standard deviation of the Gaussian fit. But, in
the following it is removed.

Figure 4.34: 2D ToA distribution as a function of the cell energy. Blue points
correspond to the median value of each energy bin. The ToA distribution is on the
left, and the smeared ToA distribution is on the right.

A study was performed in order to understand if the selection of events can
impact the timing resolution. As it is shown in Figure 4.35, the selection is done
with the same parameters as before and with the addition of different thresholds
applied to the shower energy. Then, the timing resolution is computed for each
energy threshold, and the computation is done using the MCP reference as well as
the intrinsic resolution. In both cases, the resolution constant term increases with
the value of the minimum energy required per event. This comforts the choice to
not select only the most energetic showers.

The average time of a shower, t̄, is estimated as the weighted average over the
times, ti, of the (n) contributing cells:
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Figure 4.35: Time resolution constant term as a function of the hit energy threshold,
only a single electron energy is considered. The resolution is measured for full
layers, firstly using the MCP as reference and with a jitter subtraction (black circles
linked with blue dashed lines), and secondly the intrinsic HGCAL resolution
(black triangles linked with orange dashed lines).

t̄ =
Σn

i=1witi

Σn
i=1wi

, where wi =
1

σ2 (Ehit)
(4.12)

These shower time values are then fitted with a Gaussian function in bins of
the particle beam energy. This allows to extract the average time and its standard
deviation as a function of the impinging particle energy. The standard deviation
from this fit is referred to in the following as the fitted resolution. The resolution
weighted ToA distributions are represented in Figure 4.36, where the Gaussian fits
are shown with the red lines.

Figure 4.36: Smeared ToA distribution from simulation for a given positron beam
energy. These distributions are fitted with a Gaussian function represented by the
red line. From left to right, the positron beam energy is respectively equal to 30,
150, and 300 GeV.

To consolidate the characterization of the dataset, the average of the per-event
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uncertainty is also computed using uncertainty propagation rules. This is referred
to as expected resolution, σt̄, in the following:

σt̄ =
1√

Σn
i=1wi

(4.13)

Figure 4.38 shows the results for the average time and the resolutions, as well
as a good agreement between data and simulation, when including all previously-
discussed smearing terms. The presence of the additional jitter between the
calorimeter prototype and the MCP detectors clearly deteriorates the observed
timing resolution performance for full showers, with a constant term of ∼56 ps,
compared to ∼62 ps for single cells.

Correlation effects

To evaluate the impact of the timing correlation discussed previously, the full
shower performance is re-evaluated by replacing the Equations 4.12 and 4.13 with
the more general:

t̄ = σ2
t̄

(
JTWX

)
and σ2

t̄ =
(

JTW J
)−1

(4.14)

Where X = [t1, ..., tn], J = [1, ..., 1]T, and W = C−1, where C is the covariance
matrix among the ti measurements:

C =

σ2
1 . . . σij
...

. . .
...

σij . . . σ2
n

 , where σij = ρ · σiσi = 0.8 · σ2
i for off-diagonal terms.

(4.15)
An example of covariance matrices between channels is given in Figure 4.37.

The correlations of the mean value as well as the resolution are represented, the
only difference with the formula of Equation 4.15 consists in the fact that the
matrices are filled bottom up, and not the inverse way, which causes the flip of the
diagonals.

The analysis was repeated following the same procedure described above,
and the obtained results differ from those shown in Figure 4.38 by only a few
picoseconds.

Thus, the observed correlation has a small impact on the quoted performance,
in particular, much smaller than the ∼50 ps additional jitter encountered. For
simplicity, the reminder of the results reported in this thesis does not include the
correlation model discussed in this section.

The constant term, on the other hand, is almost twice smaller than when using
the MCP as reference, due to the absence of the jitter between the MCP and the
HGCAL prototype.

The green markers in Figure 4.38 further illustrate the estimated performance
when using all layers for the shower timing determination, meaning that it is
dividing by

√
2 the resolution observed in half-shower data.
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Figure 4.37: Correlation matrices between two channels, where they can be from
different modules and connected to different chips. Correlation of the mean value
on the left, and the resolution on the right.
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Figure 4.38: For electron showers contained in the HGCAL prototype, their average
time on the left, and their timing resolution as a function of the beam energy on
the right, for both beam data and simulated MC data.

The constant term of ∼16 ps for the full calorimeter prototype estimate in
Figure 4.38 is consistent with the constant term for simulated data that does not
include the ∼50 ps correlated jitter that is shown in the right plot of the figure.

Concerning the hadronic showers, the constant term of ∼39 ps for the elec-
tromagnetic calorimeter prototype estimate in Figure 4.39 is consistent with the
constant term for simulated data that does not include the ∼100 ps correlated
jitter. Moreover, the resolution difference between the two types of showers is
first due to their nature because hadronic showers are much more complex, and
also because part of the information is not taken into account because hadronic
showers will have part of their hits contained in the CE-H or in AHCAL.
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Figure 4.39: For pion showers contained in the HGCAL prototype, their average
time on the left, and their timing resolution as a function of the beam energy on
the right, for both beam data and simulated MC data.

Intrinsic timing resolution of the HGCAL prototype

The intrinsic timing performance of the HGCAL prototype can be character-
ized in spite of the experimental jitter observed between the calorimeter and the
MCP devices. This is achieved by splitting the calorimeter into two equivalent
halves for analysis purposes, each half acting as a reference and a target timing
measurement, respectively. Even and odd layers are considered separately, and
the time difference between the two half-showers reconstructed in each of the
halves of the calorimeter is considered on an event-by-event basis.

The intrinsic time resolution is then determined under the assumption of
similar time resolution of both halves, by taking the standard deviation of the time
difference between the halves divided by

√
2 .

Timing properties of electromagnetic showers

The timing resolution of the reconstructed electromagnetic showers using all
layers in beam data is shown in Figure 4.41 as a function of the energy sum of hits
in the shower and as a function of the number of contributing hits.

The resolution is observed to scale according to the expectation, with a contin-
uous trend across different beam particle energies and hit multiplicities, that also
have different beam profiles. This agreement shows that the shower time determi-
nation is stable with respect to varying beam conditions, including different beam
profiles.

The differential measurements obtained with pion data again show that only a
part of the full shower is probed, and the few points corresponding to large values
of the x axis are affected by important statistical fluctuations.

The time distribution of the fraction of hits that were calibrated and used in
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Figure 4.40: Resolution of the event-by-event difference between the time of elec-
tron half-showers computed with only even layers and only odd layers separately,
as obtained for beam data (blue) and simulated Monte Carlo data (red). Results
using positron beams are given on the left, and with pion beams on the right. The
green markers correspond to beam data resolutions divided by

√
2, and are an

estimate of the performance expected if all the layers were used for the shower
time estimation. These measurements are not affected by the jitter between MCP
and HGCAL.
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Figure 4.41: Time resolution of the reconstructed electron showers as a function of
the energy sum on the left, and of the number of hits on the right.

the reconstruction of 300 GeV electron showers is displayed in Figure 4.42a for
both beam data and simulated data, showing a good agreement between the
two. For the same showers, Figure 4.42b shows the energy distribution of the
hits as a function of their calibrated time. One can see that the most energetic
component of the shower is deposited at times around zero by construction of the
calibration. Also, in this case a reasonable agreement is found between beam data
and simulated data.
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Figure 4.42: For the hits used in the reconstruction of the same 300 GeV electron
showers, the time distribution of the fraction of hits on the left, and the energy
distribution of the hits as a function of their calibrated time on the right. Beam
data in full markers and simulated data in empty markers.

Timing properties of hadronic showers

The timing performance of the HGCAL prototype has also been checked by
using the available pion data. Since the calorimeter prototype consists of the only
electromagnetic section, when dealing with pions only a part of the full shower is
detected and considered in the analysis.

Moreover, as explained in Section 3.4 the MCP detectors contribute with ∼100
ps timing resolution dominating the total resolution term.

The measured and expected sigma, for data and the Geant4 based simulation,
are shown in Figure 4.39 as a function of the pion beam energy. Compared to
electron data, this analysis of hits from pion showers shows timing performance
limited by the different phase space, in terms of total energy deposits and number
of hits with a lack of high energy hits. Nevertheless, the observed ballpark agree-
ment between data and simulation, also in comparison with results from electrons,
indicates consistent results.

In the same way, the timing resolution of hadronic showers depending on the
number of hits or the energy sum, shown in Figure 4.43, does not show a good
separation of the different beam energies as it was the case for positron beam. This
limitation is mainly driven by the use of only the electromagnetic section of the
HGCAL prototype to perform this study.

4.4 Conclusion on the HGCAL prototype performance

In this chapter, the three analyses presented were about the performance
measurement of the first HGCAL prototype in a beam test.

The first one concerns the performances related to the detection of electromag-
netic shower. The work performed as part of this thesis corresponds to preliminary
studies where all the performances presented were obtained and which were pre-
sented inside the CMS HGCAL working group. For reasons of consistency, the
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Figure 4.43: Time resolution of the reconstructed hadronic showers induced by
pions as a function of the energy sum on the left, and of the number of hits on the
right.

results shown in the different plots are those using the latest version of the cali-
bration which was also used to perform the timing analysis. Indeed, the energy
calibration applied on the data used for this last analysis was derived from the
work carried out on the electromagnetic showers.

In this first part, the energy resolution and linearity were calculated and show
results validating the designed specifications. In the same way, the study of
longitudinal and transverse profiles of the showers allows getting a precise spatial
parametrization of them, as well as the validation of the geometry of the detector
since the EM showers were fully contained in the prototype.

The second part was about the performances related to the detection of hadronic
showers and the work performed during this thesis consisted also to preliminary
studying where the performances were calculated. Thus, exactly the same com-
ments made for the first part can be made for this one. Similarly to what was
said for the EM showers, the energy resolution and linearity computed from
the hadronic shower show also results corresponding to the technical specifica-
tions. Furthermore, the study of the geometric characteristics of the showers,
both longitudinally and transverse, made possible to validate the design of the
prototype.

Moreover, both of these analyses show a good agreement between the data
collected during the test beam and the MC simulation. And even if the HGCAL
prototype that was used during the beam tests does not fully reflect the final
version of the detector that will be installed in the CMS experiment, the analysis of
its characteristics nevertheless allows us to validate its design in terms of expected
performance.

The third analysis presented in this chapter was about the measurement of the
timing performance of electron showers in the beam test with the first HGCAL
prototype based on precise timing information. All this part corresponds to
an original work carried out during this thesis and with the collaboration of
other members of the CMS HGCAL timing working group. The focus of the
analysis was to characterize the timing performance for single channels and full
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4.4. Conclusion on the HGCAL prototype performance

showers in comparison with the designers’ specifications, including the tuning
and comparison to a Geant4 simulation.

After a detailed calibration of the ToA response, 116 readout channels in the cen-
tral electromagnetic section could be fully calibrated, with an average asymptotic
per-channel timing resolution of ∼62 ps, which is consistent with the electronics
specifications. The time measurement provided by the MCP system was exploited
as a reference throughout the calibration process and the MCP detector itself was
measured to have a time resolution of the order of 25 ps. An additional ∼50
ps jitter between the MCP and HGCAL systems was found from the analysis of
the data: although the original setup used during the data taking was no longer
available and the origin of this additional jitter cannot be identified, this jitter is
expected to be constant and fully random, such that its presence does not com-
promise the completed calibration performance. Due to limited amounts of data,
only channels in the central electromagnetic section of the HGCAL prototype were
calibrated. The timing performance of full electron showers was measured on
data and compared with a simulation, where the ideal timing information was
smeared according to the single-channel resolution model derived from data.
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Figure 4.44: Comparison of the HGCAL prototype timing resolution for electron
showers in data and simulated samples. For data, the resolution is measured
for all layers using the MCP as a reference (black squares) as well as using only
half the layers with respect to the other half and assuming they have identical
resolution (purple triangles). Other measurements in the plot allow cross-checking
and confirm the hypothesis that a global jitter between the MCP and HGCAL
systems was present in the data.

The intrinsic performance of the HGCAL setup was tested by splitting the
calorimeter prototype in two equivalent halves and taking the time difference
between the two halves in reconstructing the same shower. The measured time
resolution was found to be in agreement with simulation results and had a constant
term of about 23 ps that corresponded to the time performance of a detector with
equivalent total depth and only half the layers.

Figure 4.44 summarizes the measured resolution in data and simulation for
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Chapter 4. Performance of the High Granularity Calorimeter prototype

electromagnetic showers induced by positron, showing good agreement after
taking into consideration the overall HGCAL-MCP system jitter that was observed.
The results also show the intrinsic HGCAL prototype resolution having a constant
term distinctly under 20 ps.

This work represents the first measurement of timing performance for calorime-
ter showers with a precision of tens of picoseconds and demonstrates the stability
of the clock distribution tree used in this HGCAL prototype. The presented results
can be understood as first experimental evidence of the possibility to complete
O(10 ps) timing resolutions with the new CMS high-granularity endcap calorime-
ter. This supreme timing performance will enable effective separation of pile-up
interactions and, with it, contribute towards a successful operation of the CMS
detector at the HL-LHC.
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Chapter 5

The Golden Channel for the search of
high mass resonance
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The second part of this thesis deals with the search for high mass resonance
of the form X → ZZ → 4l and this analysis is based on what was done for
H → ZZ → 4l, as mentioned in Section 1.4.

Thus, in order to carry out this analysis, it is first necessary to be able to recon-
struct the events of the Golden Channel and this starts with the reconstruction of
the various primary objects which compose them, presented in Section 2.3. Then,
to have the best leptons’ purity while reducing the background, it is necessary
to apply a selection on the various objects which is described in Section 5.1. In
addition to this, energy calibration and corrections are applied so that the experi-
mental and simulated data can be matched. To go further, the selection efficiency
is studied to know the impact of the selection on the number of objects finally
kept.
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Once all these steps have been performed for each of the particle types, it is
possible to reconstruct and select the events with 4l, as explained in Section 5.2.
Since this analysis is based on what was done for a H boson study, the mass range
studied is around 125 GeV, and therefore the selection is optimized for this region.
It is consequently relevant to check the behaviour of this selection at high mass in
order to see its relevance and to adapt it if necessary.

The main goal of the selection consists of discarding the background events
in order to have the best event purity. In this analysis, two signals are studied
the gluon fusion gg → X → 4l and the vector boson fusion qq̄ → X → 4l. Their
main corresponding backgrounds are direct processes with the same final state, in
which there is no X particle involved, such as gg → 4l, but also electroweak (EW)
processes of vector boson scattering and Z + X standing for a set of processes
made of a Z boson and something else, which is for instance composed of Z+ jets,
Zγ+ jets, tt̄+ jets, WZ+ jets, or WW+ jets.

The final step in processing the events is to distinguish from which mode
of production each event originated. For this purpose, they are classified into
mutually exclusive categories, each representing a mode of production. The
categorization is done with the help of the different observables specific to the
objects considered and also of the kinematic discriminants which are presented in
more detail in Section 5.3.

5.1 Object selection

The first step of all the physics analyses performed with the CMS experiment
consists of reconstructing the objects, allowing to build the events of interest. Since
this step is performed, it is necessary to select them with appropriate criteria in
order to be able to get only those coming from the decay of the event of interest.
In the case of the Golden Channel, the two principal ingredients are the electrons
and the muons. First, the different steps of the electrons selection and correction
are described in Section 5.1.1. Then, the same presentation is made for muons
in Section 5.1.2. In addition, photons radiated by both kinds of leptons must be
taken into account to enhance the energy reconstruction as detailed in Section 5.1.3,
and hadronic jets often produced during a VBF process are used to enhance this
process identification as explained in Section 5.1.4. Most of the work presented in
this section corresponds to the object selection studies performed in the context of
the properties measurements of the Higgs boson in the 4l final state using the full
Run-2 data [5].

5.1.1 Electrons
Once the electrons have been reconstructed as detailed in Section 2.3.2, they

must be carefully selected in order to have candidates suitable for the study of the
H → ZZ → 4l decay. The selection starts with the first set of criteria used to get
PF electrons. Then, additional criteria, based on the isolation and identification of
electrons, are applied to reject non-prompt electrons which are not produced by a
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Z boson decay. Moreover, these criteria allow increasing the purity of the selected
H boson candidates.

Electrons selection

Firstly, the selection of electrons will consist of setting loose requirements
on the transverse momentum and speed of the PF electron candidates. This is
done with the objective of preserving as much as possible the efficiency of the
reconstruction while rejecting part of the QCD background contribution. For this
purpose, the primary vertex from the tracks is used to introduce additional cuts.
These are composed of geometric requirements with |ηe| < 2.5, dxy < 0.5 cm, and
dz < 1 cm. But also an energy criterion with pe

T > 7 GeV. Where dxy and dz are
respectively the absolute values of the electron impact parameter with respect
to the primary collision vertex in the transverse plane and in the longitudinal
direction.

Once these criteria are applied, the electrons that satisfy them are called loose
electrons. Furthermore, an additional requirement concerning the significance of
the impact parameter (SIP) with respect to the primary vertex is imposed:

SIP3D =
|IP3D|
σIP3D

(5.1)

Where IP3D is the impact parameter of the lepton track in three dimensions with
respect to the primary vertex position and σIP3D is its uncertainty. This parameter is
used to ensure that the electrons are coherent with a common primary vertex, thus
eliminating the presence of false electrons from photon conversion. To achieve
this objective, it was chosen to have SIP < 4.

The identification (ID) and isolation (ISO) of electrons are carried out jointly
using a multivariate discriminant implementing the eXtreme Gradient Boosting
(XGBoost) algorithm [153]. This algorithm defines a series of boosted decision trees
(BDT) that are specifically trained to discriminate between prompt and isolated
electrons from Z boson decays on the one hand and jets or products of hadronic
decays that are considered as false leptons on the other. In order for the BDT to
carry out their mission, they are trained on simulated Drell-Yan samples with jets.
The training is carried out separately for each of the three data collection periods
considered in the analysis, meaning 2016, 2017 and 2018. In the end, a total of 25
observables sensitive to the properties of electron candidates are used. All these
observables are summarized in the Table 5.1. In addition, the BDT are trained
to distinguish between prompt and non-prompt electrons. This recognition is
based on parameters linked to the shape of the ECAL cluster, the correspondence
between the cluster and the associated track, the information about the track
quality, the PF isolation sums, and the average energy density. This last parameter
is calculated from events introduced in the BDT training in order to ensure good
PU resilience of the algorithm.

At the end, the best set of hyperparameters for the XGBoost model is deter-
mined with a grid search algorithm based on a Bayesian optimization procedure.
More details and explanations are given in [154].

157



Chapter 5. The Golden Channel for the search of high mass resonance

Table 5.1: List of observables used as inputs in the BDT employed for both the
identification and the isolation of electrons.

Observable category Observable Definition

Cluster shape

σiηiη
RMS of the energy of crystal number i spectrum
along η

σiϕiϕ
RMS of the energy of crystal number i spectrum
along ϕ

η width Width of the ECAL SC along η
ϕ width Width of the ECAL SC along ϕ

H/E Ratio of hadronic energy behind the electron SC to
the SC energy

(E5×5 − E5×1)/E5×5

Circularity defined with the energy of 5 × 5
block of crystal centered in the highest energy crystal
of the cluster seed (E5×5) and the energy
from the strip of the crystals (E5×1)

R9 = E3×3/ESC

Sum of the seed and the adjacent 3 × 3
crystals centered in the high energy crystal
(E3×3) divided by the SC energy (ESC)

EPS/Eraw Fraction of energy in the pre-shower subdetector

Track-cluster matching

Etot/pin
Ratio of the supercluster energy to the inner track
momentum

Eele/pout
Ratio of the energy of the PF cluster to the associated
outer track momentum

1/Etot − 1/pin Energy-momentum agreement

∆ηin = |ηtot − ηin| Position matching in η between the SC energy
and inner track extrapolation

∆ϕin = |ϕtot − ϕin| Position matching in ϕ between the SC energy
and inner track extrapolation

∆ηseed = |ηseed − ηout| Position matching between the cluster seed and the
outer track extrapolation to the ECAL

Track information

fbrem = 1 − pou/pin
Fractional momentum loss between inner and outer
tracks

NKF Number of hits of the KF tracks
NGSF Number of hits of the GSF tracks
χ2

KF Reduced χ2 of the KF tracks
χ2

GSF Reduced χ2 of the GSF tracks
Nmiss Number of expected but missing hits
Pconv Probability of the conversion vertex fit χ2

Isolation
Iγ PF photon isolation pT sum

Icharged hadrons PF charged hadrons isolation pT sum
Ineutral hadrons PF neutral hadrons isolation pT sum

PU resilience ρ Mean energy density in the event

The BDT training is performed in six independent slices of pe
T and ηe, with a

particular focus on low energy electrons. Two pe
T regions with a bin limit at 10

GeV are defined, each comprising three ηe regions with a lower limit at 0.8 and the
upper one at 1.479. The performance of the model is assessed by examining the
corresponding receiver operating characteristic (ROC) curves in each training bin
and quantified by measuring the area under the curve (AUC). The ROC curves for
the 2018 training in the |ηe| > 1.479 region for the pe

T < 10 GeV and pe
T > 10 GeV

classes are presented in Figure 5.1.
The selection of the electron candidates is operated if their associated BDT score

is sufficiently large. Then, the distributions for signal and background electrons
are normalized. They are derived from the training on the 2018 dataset, which is
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Figure 5.1: The ROC curves of the MVA developed for the electron identification
in 2018 data. The training was performed on the 2018 MC simulation samples.
Performance are shown for electrons with 5 < pe

T < 10 GeV on the left, and
pe

T > 10 GeV on the right. Both are done for three different ηe regions: |ηe| < 0.8
on the top, 0.8 < |ηe| < 1.479 in the middle, and |ηe| > 1.479 on the bottom.

shown in Figure 5.2.
The operative working points of the BDT models are chosen separately for

each data acquisition period. Moreover, they are specifically chosen to match the
isolation and identification efficiencies obtained in the Run-1 analyses, and this
even in cases where the performance is superior to the one from the approach
using only kinematic observables. The operating point values are presented in
Table 5.2, and correspond to an overall signal efficiency in the barrel of 95% for
high pe

T electrons and about 80% for low pe
T electrons. For both kinds of electrons,

it is of the order of 70% in the endcap region.

Electron energy calibration and correction

Once the isolation and identification has been optimized for electron selection,
it is necessary to calibrate their energy. This calibration consists of a set of correc-
tions, starting with the energy of the PF electrons. This is extracted by combining
the information from the tracker and the electromagnetic calorimeter. For high
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Figure 5.2: The BDT score distribution for the signal is re presented in blue, and
for the background in red. BDT scores for electrons are obtained from the training
on the 2018 dataset in the high pe

T and |ηe| bin, corresponding to the region
5 < pe

T < 10 GeV and |ηe| > 1.479.

Table 5.2: Minimum BDT scores required for the electron isolation and identifica-
tion. Scores are computed for the six pe

T and |ηe| bins, and for the three different
data taking years: 2016, 2017, and 2018.

2016
|ηe| < 0.8 0.8 < |ηe| < 1.479 |ηe| > 1.479

5 < pe
T < 10 GeV 0.9503 0.9462 0.9387

pe
T > 10 GeV 0.3782 0.3587 -0.5745

2017
|ηe| < 0.8 0.8 < |ηe| < 1.479 |ηe| > 1.479

5 < pe
T < 10 GeV 0.8521 0.8268 0.8694

pe
T > 10 GeV 0.9825 0.9692 0.7935

2018
|ηe| < 0.8 0.8 < |ηe| < 1.479 |ηe| > 1.479

5 < pe
T < 10 GeV 0.8956 0.9111 0.9401

pe
T > 10 GeV 0.0424 0.0047 -0.6042

transverse momentum electrons, the use of ECAL information is predominant over
the tracker. The photon pairs from the π0 decays ensure the accurate calibration
of all ECAL crystals, thus guaranteeing a good reconstruction of the electrons and
photons. Following this, specific corrections are calculated using a simulated sam-
ple of Z → e+e− and applied in pe

T, |ηe| slices of data. These are used to correct the
residual misalignment between the data and the MC energy scales and to reduce
the width of the e+e− mass spectrum. This is validated by matching the mass
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resolutions Z → e+e− in the data and in the simulation is obtained by applying a
pseudo-random Gaussian spread to the MC electron energies as a function of pe

T
and |ηe|. Once this step is complete, the energy scale of the electrons in the data
from a Double Crystal Ball (DCB) fit to the me+e− spectrum around the Z boson
mass peak must be measured. The invariant mass e+e− and the corresponding
energy scale and resolution are plotted in Figure 5.3 for the three data periods
considered in this analysis treated in this thesis.

60 70 80 90 100 110 120

]2Mass [GeV/c

0

200

400

600

800

1000

1200

310×

E
ve

nt
s

Data

Drell-Yan

tt

DATA:
Z DCBmean = 90.18 GeV
Z DCBwidth = 2.77 GeV
MC:
Z DCBmean = 90.19 GeV
Z DCBwidth = 2.8 GeV

- e+ e→Z 

 (13 TeV)-135.92 fbCMS Preliminary

60 70 80 90 100 110 1200.5

1

1.5

2

D
at

a/
M

C

60 70 80 90 100 110 120

]2Mass [GeV/c

0

200

400

600

800

1000

1200

1400
310×

E
ve

nt
s

Data

Drell-Yan

tt

DATA:
Z DCBmean = 90.45 GeV
Z DCBwidth = 2.91 GeV
MC:
Z DCBmean = 90.51 GeV
Z DCBwidth = 2.96 GeV

- e+ e→Z 

 (13 TeV)-141.53 fbCMS Preliminary

60 70 80 90 100 110 1200.5

1

1.5

2

D
at

a/
M

C

60 70 80 90 100 110 120

]2Mass [GeV/c

0

200

400

600

800

1000

1200

1400

1600

1800

310×

E
ve

nt
s

Data

Drell-Yan

tt

DATA:
Z DCBmean = 90.15 GeV
Z DCBwidth = 2.89 GeV
MC:
Z DCBmean = 90.17 GeV
Z DCBwidth = 2.96 GeV

- e+ e→Z 

 (13 TeV)-159.68 fbCMS Preliminary

60 70 80 90 100 110 1200.5

1

1.5

2

D
at

a/
M

C

Figure 5.3: Electron pair energy distribution using Z → e+e− events. Data are
represented with black points, while Drell-Yan background is represented in
yellow and tt̄ in green. Data corresponding to the 2016 period is shown on the
top left, 2017 on the top right, and 2018 on the bottom. Electron energy scale
correspond to the Double Crystal Ball fit mean and the resolution to the standard
deviation.

These show that the agreement between the data and the modelling is globally
satisfactory, although for large me+e− values (me+e− > 95 GeV), a mismatch be-
tween the data and the MC energy scales is observed, in particular in the 2018 data

161



Chapter 5. The Golden Channel for the search of high mass resonance

set. This effect is a possible consequence of a calibration problem of some crystals.
But it may also be due to the loss of their response due to ageing. Ultimately,
this effect has a marginal impact on the different analyses, as it is covered by the
systematic uncertainties associated with lepton identification and energy scales.

Electron efficiency measurements

After applying the electron selection, it is necessary to know its impact on the
number of events that are retained. To do this, it is necessary to study the electron
selection efficiency, which is measured using a tag and probe technique applied
on Z → e+e− events.

In order to perform the efficiency measurements, a model fit is used. To this
end, the shape of the signal distribution me+e− is taken from an MC simulation
and convolved with a Gaussian. This is done for both successful and unsuccessful
probes. The data is then fitted with the convolved MC model and an error function
with a one-sided exponential tail. For slices of low pe

T, a Gaussian is added to the
signal model for the failing probes. The electron selection efficiency is measured
as a function of the probe electron pe

T and ηe.
In a nutshell, the electron efficiencies have been measured at about 95% for

electrons with pT > 30 GeV and are similar for the three years studied. The
uncertainties in the measurement of low pT electrons are very large due to the
small number of events available. The total uncertainty for the scale factors (SF)
measurement is the quadratic sum of the statistical uncertainties from the adjust-
ment and the systematic uncertainties mentioned above. In these measurements,
the largest source of uncertainty is the uncertainty in the FS measurement. As
mentioned above, it is mainly statistical and comes from the low pT ranges where
there are not enough events to perform the adjustment in the failed probes.

5.1.2 Muons

In the same way as for the selection of electrons, muons are identified from
the global PF candidates created. The following sections present the different
identification and isolation criteria applied to these objects. These were chosen in
order to obtain a set of good quality muons for the following steps of the analysis.
Next, the calibration of the muon energy will be discussed before turning to the
selection efficiency.

Muons selection

When talking about muon selection, it is necessary to take first elements from
their reconstruction. For this purpose, the tracks of candidate PF muons are
classified according to the sub-detectors used to reconstruct them. Thus, we can
have different categories of muons. First, there are global muons reconstructed
with both tracker and muon chamber information, then there are tracker muons
reconstructed only from the tracker, and finally autonomous muons from the muon
chambers only. For the purpose of this analysis, only global and tracker muons are
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considered. The primary vertex of the tracks is used to introduce additional pre-
selection cuts on PF muon candidates with geometric criteria |ηµ| < 2.4, dxy < 0.5
cm, and dz < 1 cm, but also with a momentum threshold pµ

T > 5 GeV.
Furthermore, similarly to what is done for electrons, an additional requirement

on the SIP with respect to the primary vertex is imposed. These identification
criteria aim at reducing contamination from fake muons originating from in-flight
decay of hadrons and cosmic rays. Therefore, it allows enhancing the selection of
muons coming from the primary vertex. Once again the requirement is the same
as the one for electrons, namely SIP < 4 for muons

The second part of the selection consists of distinguishing between prompt
muons originating from the decay of Z bosons and muons originating from QCD
processes where hadrons decay in a jet via the electroweak interaction. For this to
happen, the energy flux in their neighbourhood must be below a given threshold.
Thus, the definition of the relative isolation Iµ from the muon pT is based on the
PF isolation. It has been determined that the relative isolation must be less than
0.35 to have a good distinction between the two types of muons. Subsequently, the
contribution of the pile-up to the muon isolation cone must be subtracted. Such a
correction is justified by the fact that during Run-2, data were collected with an
average of thirty interactions per packet crossing, so that a large contribution can
potentially affect the energy flux used for muon isolation and may lead to a loss
of signal efficiency. For this purpose a correction called ∆β is applied, where this
factor is defined as follows:

∆β =
1
2 ∑

charged
hadrons

pPU
T (5.2)

This coefficient is used because it gives an estimate of the unwanted energy
deposition of neutral particles, both photons and neutral hadrons, from the pile up
vertex. In addition, the factor of 0.5 corrects for the different fraction of charged
and neutral particles in the neighbourhood of the muon under consideration. Then
the relative isolation is defined as follows:

Iµ =
1
pµ

T

 ∑
charged
hadrons

pT + max

 ∑
neutral
hadrons

pT + ∑
photons

pT − ∆β


 (5.3)

In this equation, the different quantities correspond respectively to the scalar
sum of the transverse moments of the charged hadrons from the chosen primary
vertex of the event, the sum of the neutral hadrons and the sum of the photons.
These three sums are called isolation sums, and they are all restricted to a volume
bounded by a cone of angular radius ∆R = 0.3 around the direction of the muon
at the primary vertex, where the angular distance between two particles i and j is
given by the formula :

∆R(i, j) =
»
(ηi − ηj)2 + (ϕi − ϕj)2 (5.4)
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Moreover, a specific selection is applied to high pT muons. When a loose
muon with a large transverse momentum satisfy the condition pµ

T > 200 GeV, it is
selected if it passes the Tracker High-pT muon ID which is detailed in Table 5.3.

Table 5.3: Requirements for Tracker High-pT muon identification.

Identification condition Description

Muon station matching The tracker muon is matched to segments
in at least two muon stations

Good pT measurement pT/σpT < 0.3
Vertex compatibility dxy < 2 mm and dz < 5 mm
Pixel hits At least one pixel hit
Tracker hits At least hits in six tracker layers

This ID will be particularly important for the research of high mass resonance
analysis resented in this thesis. In addition, another selection criteria is applied on
muons, which intervenes in the cases where a single muon can be misidentified
as two or more particles. This problem is dealt with using a procedure called
the ghost muon cleaning and consisting in removing tracker muons that do not
satisfy the global muon definition. Moreover, if two muons share 49.9% or more
of their track segments with other objects, only the one with the best track quality
is retained. In this section, the ghost muon cleaning is part of the selection and the
different quantities presented in this section, such as the mµ+µ− distribution or the
muon reconstruction efficiency, are calculated with it. Although, the optimization
of the selection for high mass events, which is described in Section 5.2.4, shows
that the module doing the ghost muon cleaning is at the root of an important
efficiency loss at high mass and does not have a real impact on background. That
is why, it is no longer used for the ZZ → 4l analyses.

Muon energy calibration and correction

After applying the muon selection, it is necessary to check that their resolution
does not affect the invariant mass of a possible resonance. Indeed, the resolution
can lead to a muon scaling bias that would manifest itself by shifts in the position
of the invariant mass peak of a resonance. For this reason, it is essential to probe
the scale and resolution of the pT muon and to extract appropriate corrections.

First, this can be done by exploiting the invariant mass distributions J/Ψ and
Z. For this purpose, there are several methods for measuring the scale and res-
olution of muons in order to cover the whole pT spectrum of muons down to
the 1 TeV scale. The first one is the so-called Rochester method [155] because
it was developed by physicists at the University of Rochester. It concerns the
low and intermediate pT range, and was developed to correct biases in the muon
momentum reconstruction due to poor modelling of the detector alignment, mag-
netic field and energy losses. In fact, its interest comes from its sensitivity to the
tracker alignment because the measurement of pT in the mentioned pT range is
entirely tracker driven. From its use, it derives calibration constants using Z and
J/Ψ events with a µ+µ− decay which will be used with a matching procedure to
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Figure 5.4: Muon pair energy distribution using Z → e+e− events. Data are
represented with black points, while Drell-Yan background is represented in
yellow and tt̄ in green. Data corresponding to the 2016 period is shown on the top
left, 2017 in the top right, and 2018 on the bottom. Muon energy scale correspond
to the Double Crystal Ball fit mean and the resolution to the standard deviation.

obtain a configuration with a perfect match between the data and the simulated
events. This procedure is carried out in several steps. For the muon scaling, the
muons reconstructed from the MC data and simulation samples are corrected to
match the generated muons from the simulation. In contrast, for the resolution,
the simulated events are scaled to match the data.

The muon momentum scale is measured by fitting the mass spectrum µ+µ−

of the data using the Double Crystal Ball function. More precisely, the fit is made
around the mass peak of the Z boson in the Z → µ+µ− control region. The energy
scale and resolution are shown for the 2016, 2017 and 2018 data sets in Figure 5.4.
This confirms that the fits made are in perfect correspondence with the data, and
this for all three years as well.
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Muon efficiency measurements

In the same way as for the electrons, the selection efficiency will be calculated
to see the impact of the latter on the number of events retained. Even if the recon-
struction of PF muons is simpler than that of electrons, there are still discrepancies
between the data and the simulation. These discrepancies are found after the
application of the selection criteria and in order to correct them, it is first necessary
to measure the efficiency of the reconstruction and identification, both for the data
and for the MC simulations. Then, appropriate SF must be derived to account for
and correct for these effects, following the same strategy as for the electrons.
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Figure 5.5: Muon reconstruction and identification efficiency at low pT for the
2018 dataset using the tag and probe method.It is represented as a function of pT
in the barrel on the left and in the endcap regions in the middle, and as a function
of η for pT > 5 GeV on the right. Data and MC agreement is represented in the
lower panel.

The same tag and probe technique used for electrons is applied to muons. The
muon selection efficiencies are calculated in the different regions of the detector
and are shown in Figure 5.5. Plots as a function of pµ

T show that the efficiencies
are greater than 99% in both the barrel and the endcaps. The calculation of the
efficiency as a function of ηµ shows that this measure remains valid independently
of the transverse momentum of the candidate muons.

Similarly, the Figure 5.6 shows the selection efficiencies only for loose muons
in both regions of the detector. The efficiencies are above 98% in all regions of
the detector, the accuracy of the measurement as well as the efficiency value is
explained by the lower statistics of the loose muons.
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Figure 5.6: Loose muon reconstruction and identification efficiency at low pT for
the 2018 dataset using the tag and probe method.It is represented as a function
of pT in the barrel on the left and in the endcap regions in the middle, and as a
function of η for pT > 5 GeV on the right. Data and MC agreement is represented
in the lower panel.

5.1.3 Photons

After presenting the selection of the two main elements of the analysis of this
thesis, it is also necessary to focus on the reconstruction of the photons present in
the events from the H → ZZ → 4l decay. The processing of photons is necessary
because of a phenomenon called final state radiation (FSR). Indeed, the probability
that a photon with an energy higher than 2 GeV is radiated in a Z → l+l− decay is
about 8% for µ+µ− and 15% for e+e−. These proportions being far from negligible,
this is why the photon energy must be included in the calculation of the invariant
mass of the candidate boson H.

There are two categories of photons that need to be differentiated, firstly FSR
photons and secondly all other photons from the initial state radiation (ISR). In
order to make this distinction, a recovery algorithm for FSR photons is applied
by exploiting their kinematics [156], The first part of the FSR photon selection
consists in having pγ

T > 2 GeV and |ηγ| < 2.4. In a second step, a criterion on
relative isolation PF must be added, which must be lower than 1.8. For photons,
this isolation is defined as :

Iγ =
1
pγ

T

 ∑
photons

pT + ∑
neutral
hadrons

pT + ∑
charged
hadrons

pT

 (5.5)

This isolation is only calculated from a cone of radius R = 0.3 and by applying
a threshold of 0.2 GeV on charged hadrons and 0.5 GeV on neutral hadrons. Then,
all leptons must pass the ID and SIP cuts, and they are grouped with the closest
lepton. Finally, each selected FSR photon is excluded from the calculation of the
isolation sum of all good muons in the event, considering photons that are within
the isolation cone of radius ∆R < 0.4 and outside the lepton muon isolation cone
of radius ∆R > 0.01.
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Chapter 5. The Golden Channel for the search of high mass resonance

5.1.4 Jets
The last type of object that remains to be discussed in the context of an analysis

of the H → ZZ → 4l channel are the jets. Once again, even if they are not part of
the channel itself, they are sometimes found in the final state. For example, quarks
in the initial state of a VBF event can continue their journey in the detector and
generate jets. These form an additional signature to this type of production mode,
which is why it is necessary to reconstruct and select them as well. Thus, an accu-
rate reconstruction of the jets of the event is one of the keys to the discrimination
of the different production mechanisms. Furthermore, the number of jets present
in the event and their origin are used for event categorization, as described in
Section 5.3. The analysis presented in this thesis exploits the reconstructed PF jets
using an anti-kT clustering algorithm with a radius ∆R = 0.4 [124].

First, the calculation of the transverse momentum of the jets is based on the
vector sum of the moments of all the particles that form them. A first selection of
jets is applied and consists on the conditions pjet

T > 30 GeV and |ηjet| < 4.7. These
are cleaned from the presence of any tight lepton and any FSR photon requiring a
radial separation of ∆R(jet, l/γ) > 0.4.

Then a PU-derived jet identification algorithm is applied to jets with pT < 50
GeV in order to mitigate the presence of extra traces and energy deposits in the
calorimeters from the PU. The main reason for this choice is that the PU jet identi-
fication algorithm is trained with jets of pT < 50 GeV, those with higher transverse
momentum are the ones expected in the events of interest. This algorithm works
with a BDT model that is trained with the following three features:

• The trajectories of the particles constituting the jet, this is to determine if the
jet is compatible with the primary interaction vertex.

• The topology of the jet shape, which is used to discriminate true jets from
PU-originated jets.

• The multiplicity of objects in the event.

From the BDT score, three work points are used for PU jet attenuation. The
performance of the BDT for the free working point is shown in Figure 5.7 where
an overall efficiency greater than 90% can be observed in all pT and η regions. The
BDT is trained on jet events from Z → µ+µ−+ jets, and this model is applied
on another tight working point and the three data taking periods are considered
separately. Then, the geometry of the signal jets from the hard scattering is
compared to that of a generator level jet. Furthermore, to be considered as signal
jets, they must have pT > 8 GeV, while all other jets are classified as pile up jets.

In order to analyse more precisely the sensitivity to different H boson pro-
duction mechanisms, the analysis relies on a categorization of the events. This
is based on kinematic discriminants and the number of jets in the events and
their properties have a high discriminating power to distinguish the different
production mechanisms.
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Figure 5.7: The PU jet ID efficiency on Z → µ+µ−+ jets is shown for the loose
working point of the BDT model. The efficiencies for data and MC simulation are
shown as a function of the jet η on the upper left, as a function of pT for central
jets on the upper right, and forward jets on the bottom. The figures are taken from
[38].

However, the precise characterization of the jets clashes with the performance
of the trigger. Indeed, during the 2016 and 2017 data taking periods, a significant
fraction of L1 trigger primitives were associated with the wrong packet crossing.
This effect was due to the ECAL time lag not being properly propagated to the L1
trigger primitives.

169



Chapter 5. The Golden Channel for the search of high mass resonance

4− 3− 2− 1− 0 1 2 3 4
 leading jetη

0

0.5

1

1.5

2

2.5

3

3.5

E
ve

nt
s/

0.
2

ggH125
ggH125_pref

 (13 TeV)-141.53 fbCMS Preliminary

4− 3− 2− 1− 0 1 2 3 40.5

1

1.5

2

M
C

_p
re

f /
 M

C

4− 3− 2− 1− 0 1 2 3 4
 leading jetη

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

E
ve

nt
s/

0.
2

VBFH125
VBFH125_pref

 (13 TeV)-141.53 fbCMS Preliminary

4− 3− 2− 1− 0 1 2 3 40.5

1

1.5

2

M
C

_p
re

f /
 M

C
Figure 5.8: The effect of the L1 prefiring weights on 2017 MC samples for the ggH
on the left, and VBF on the right. The samples without the L1 prefiring weight
applied are depicted in the red histograms, while the blue histograms show the
effect of the application of these weights. The plots are taken from [38].

The triggering principles of L1 prevent the triggering of two consecutive cluster
crossings. Therefore, the events affected by this problem could cancel themselves
when ECAL has already recorded a significant energy deposition in the 2.5 <
|ηjet| < 3 regions. This effect is observed in the data but is not modelled in the
simulations. Therefore, weights had to be calculated to correct this problem, these
were obtained as the product of the non-preference probability of all objects in
the pjet

T and ηjet bins. They were only applied to the simulated events of 2016 and
2017 to reproduce the behaviour observed in the data. The effect of the L1 prefix
weights is illustrated in Figure 5.8 for the simulated signal samples ggH and VBF.
While the effect is negligible for the former, the ratio between the two histograms
shows a 2 or 3% deviation in the end regions for the VBF production mode.

The jet multiplicity was investigated in order to reduce the number of noisy
jets, and it was found to be higher for the 2017 data. This anomaly is related to
an increase in ECAL noise, which causes an anomalous peak-like structure in
the ηjet distribution in the region defined by 2.5 < |ηjet| < 3. This problem is
only corrected from the second reprocessing of the data, also called Ultra-Legacy
(UL) and including the latest calibrations and corrections applied to the various
subdetectors.
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5.1.5 Summary of the object selection
The first parts of this chapter introduced the selection criteria applied to the

four types of objects that are used in the analysis of the H → ZZ → 4l channel
for the search of high mass resonance. Following this, corrections were applied to
remedy undesirable detector effects and to have a good match between data and
MC simulation. Finally, the analysis of the selection efficiency allows us to know
the proportion of selected events and possibly to adapt the parameters.

In order to have a better visualization of the selection applied to the objects,
and also to facilitate the understanding of the applied criteria, a summary is given
in Table 5.4.

Table 5.4: Summary table of the selection requirements applied to the different
kind of particles used to reconstruct H → ZZ → 4l events.

Particle type Selection requirements

Electrons

pe
T > 7 GeV
|ηe| < 2.5

dxy < 0.5 cm
dz < 1.0 cm
|SIP3D| < 4

ID from BDT score
Isolation from BDT score

Muons

Global or Tracker Muon
Discard Standalone Muon tracks

pµ
T > 5 GeV
|ηµ| < 2.4

dxy < 0.5 cm
dz < 1.0 cm
|SIP3D| < 4

PF muon ID if pµ
T < 200 GeV

Tracker High-pT muon ID if pµ
T > 200 GeV

Iµ < 0.35

Photons

pγ
T > 2 GeV
|ηγ| < 2.4
Iγ < 1.8

∆R(l, γ) < 0.5
∆R(l, γ)/(pT)

2 < 0.012 GeV−2

Jets

pjet
T > 30 GeV
|ηjet| < 4.7

∆R(l/γ, jet) > 0.4
Cut-based ID
Jet pile up ID
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5.2 Event selection

The final object of the analysis is an event made up of several sub-objects,
including the four leptons and possible jets and photons. The purpose of the
physics analysis presented in this thesis is based on the study of a high-mass
resonance decaying into a pair of Z bosons, themselves formed by a pair of leptons.
This section will deal with the reconstruction and selection of the events, starting
by mentioning the work done at the trigger level and the different trigger paths
used. Then, explaining the selection of the leptons to form the Z boson candidates,
and their matching to get the pair of bosons of interest. Finally, the whole selection
discussed in this section will be analysed again in order to optimize it for the high
mass resonance search.

5.2.1 Trigger selection
The first part of the event selection happens at the level of the triggering

system. Indeed, as explained in Section 2.2.2, every second in CMS there are
millions of collisions that are possible decays of a high mass resonance, which
is why it is necessary to keep this data for offline analysis. The events are then
collected in a dedicated collection of HLT triggers that are specially designed to
have muon and electron candidates in the event. In addition, these objects must
pass the identification and loose isolation requirements. It is worth noting that the
minimum pT required for leptons is different for the three years analysed in order
to take into account the specificities of the detector during these periods.

The study of trigger efficiency was performed in order to know the proportion
of events lost during the trigger phase. Since the efficiency measurement was
covering a pT range going up to 100 GeV, namely corresponding to the low mass
region, this study is not optimized for the high mass events, although it is kept for
the analysis presented in this thesis.

For the analysis in this thesis, the triggers used principally select two particles
giving either a pair of muons or electrons, but also pairs of an electron and a muon.
Also, triggers requiring only three leptons are used with relaxed pT thresholds
and no ISO requirement. The last type of trigger deals with isolated electrons or
muons. Finally, collision events are stored if at least one of the considered HLT
trajectories is triggered. In this thesis, six categories of primary datasets are used:

• DoubleMuon when the event has two or three muons.

• DoubleEG when the event has two or three electrons.

• EGamma when the event has one, two, or three electrons.

• MuonEG when the event has one muon with one or two electrons, or two
muons with one electron.

• SingleMuon when the event has a single muon.

• SingleElectron when the event has a single electron.
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Each of these primary datasets combines specific HLT paths, where additional
requirements on the objects are applied, such as pT or η thresholds. These triggers
separate events according to the number of objects in their final state. For instance,
for only one electron it will be done with SingleEle triggers, in the same way two
muons with DiMuon triggers. In order to avoid having the same event collected
by several primary datasets, events are assigned to a specific dataset following
conditions on the triggers. At the end, an event will be collected by:

• DoubleMuon if it passes the DiMuon or TriMuon triggers and fails the DiEle
and TriEle triggers.

• DoubleEG if it passes the DiEle or TriEle triggers and fails the DiMuon and
TriMuon triggers.

• EGamma if it passes the DiEle, or TriEle, or SingleEle triggers.

• MuEG if they pass the MuEle or MuDiEle or DiMuEle triggers and fail the
DiEle trigger.

• SingleMuon if they pass the SingleMuon trigger and fail all the other triggers.

• SingleElectron if they pass the SingleEle trigger and fail all the other triggers.

5.2.2 Z boson reconstruction

Once the leptons are selected, it is time to build the Z boson candidates in the
event. In order to do that, the leptons are matched one by one in all the possible
pairs respecting the opposite charge and the matching flavour conditions. For
instance, the formed pairs are either e+e− or µ+µ−. Then, all the FSR photons
are gathered with their associated leptons, and they are used for the computation
of the invariant mass of the system. Moreover, each pair must satisfy a mass
requirement corresponding to 12 < ml+l− < 120 GeV. After this step, numerous
Z candidates could be reconstructed for a single event, the next thing to do is to
select the best two candidates to build the event.

Both Z bosons from the same event are not treated in the same way. Indeed,
the first one, noted Z1, is composed of the best pair of leptons, meaning those with
the clearest signature. And an additional mass threshold is imposed specifically
for Z1. It is selected if its invariant mass is mZ1 > 40 GeV. By doing so, Z1 is the
candidate with the closest mass to the Z boson and this feature is observable in
Figure 5.9 with the peak around 90 GeV. This figure represents the distribution of
mZ1 for the three final states and for all of them combined. Data are represented
simultaneously with the H boson signal and the backgrounds. The H signal
is composed of ggH and VBF, and the represented background are gg → ZZ,
qq̄ → ZZ, EW, and Z + X. These backgrounds will be detailed later in Section
6.2.2.

Then, the second candidate Z2 corresponds to the second-best pair of leptons.
In this case there is no additional mass threshold only the standard mZ2 > 12 GeV
has to be taken account. The mZ2 distribution is represented in Figure 5.10 for the
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Figure 5.9: Distribution of mZ1 using the full Run-2 statistic. Black points represent
data, H signal in pink, and the backgrounds are qq̄ → ZZ in light blue, gg → ZZ
in blue, EW in dark blue, and Z + X in green. The plot on top left corresponds to
4µ, on top right to 4e, on bottom left to 2µ2e, and on bottom right to 4l.

three final states and for all of them combined. The same signal and backgrounds
shown for mZ1 are also represented. With this observable, the Z boson mass peak
is still visible even if it is wider, and there is now a low mass continuum due to
the loose mass selection.

In the 4µ and 4e final states, an additional check on the pair matching must be
performed. Indeed, with these final states, there is an alternative ZZ candidate
that can be formed from the same four leptons. It is denoted ZaZb, where Za is the
closest to the nominal mass of the Z boson. Moreover, in this configuration, the
ZaZb candidate is excluded if mZb < 12 GeV. This condition rules out the 4µ and
4e events containing a Z on the shell and a low mass µ+µ− resonance.
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Figure 5.10: Distribution of mZ2 using the full Run-2 statistic. Black points rep-
resent data, H signal in pink, and the backgrounds are qq̄ → ZZ in light blue,
gg → ZZ in blue, EW in dark blue, and Z + X in green. The plot on top left
corresponds to 4µ, on top right to 4e, on bottom left to 2µ2e, and on bottom right
to 4l.

5.2.3 ZZ candidate selection

Once the Z boson candidates Z1 and Z2 formed, they are gathered into the ZZ
candidate. Although, the work is not finished yet. Indeed, there are still other
checks to pass in order to select the good ZZ candidates.

The first one consists in a suppression of QCD events which is realized by
setting a requirement on the invariant mass of each pair of leptons. A new mass
cut corresponding to ml+l− > 4 GeV is applied regardless of the lepton flavour.
The step has for objective the suppression of reducible background events made
of leptons coming from the decay of a heavy flavour hadron or from the decay of
low mass resonances. In this case, the lepton associated FSR photons are not used
to compute the invariant mass because a QCD-induced low mass e+e− resonance
coming from J/Ψ may have photons nearby originating from the decay of π0.

The second step is to restrain the invariant mass of the four leptons to the mass
range of m4l > 70 GeV. This mass range is selected in order to consider only the
phase space of interest for the further stages of the analysis.

The events that contain at least one selected ZZ candidate form the signal
region. The Figure 5.11 presents the m4l distribution for the three final states and
for all of them combined. This time, the Z mass peak around 90 GeV is followed
by the H mass peak centred around 125 GeV and represented in pink.
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Figure 5.11: Distribution of m4l using the full Run-2 statistic. Black points represent
data, H signal in pink, and the backgrounds are qq̄ → ZZ in light blue, gg → ZZ
in blue, EW in dark blue, and Z + X in green. The plot on top left corresponds to
4µ, on top right to 4e, on bottom left to 2µ2e, and on bottom right to 4l. Data are
blinded after 200 GeV.

Finally, it is worth noting that if there is more than one ZZ candidate present
in the event after the full selection procedure, the one retained will be the one
with the highest value of the kinematic discriminant Dkin

bkg, which will be defined
in section 5.3.1. However, when different ZZ candidates involve the same four
leptons, they have identical values of Dkin

bkg: thus, the candidate whose mass mZ1 is
closest to the nominal mass of the Z boson is retained.

5.2.4 Optimization of the selection
So far, the selection of individual objects and events has been optimized for

studies measuring the properties of the Higgs boson with a mass near 125 GeV. In
the case of a high-mass analysis using this configuration, two problems arise. The
first is physical and is reflected in the fact that there are very few high mass events.
The second is related to the selection, which, not being optimized, risks losing
signal events that are non-negligible due to the low statistics. In order to find out
which parts of the selection could be removed or optimized, a study was carried
out on the efficiency of event selection. This is detailed in this section, which uses
mainly the 2018 samples.
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Selection efficiency

In order to determine the relevance of the selection criteria, efficiency was used,
as it allows us to know what proportion of events are selected in relation to those
generated. This can be translated into the following equation:

Esel =
Nsel

Ngen
(5.6)

Where Nsel is the number of reconstructed events passing the selection criteria
and Ngen is the number of generated events. In the following, Ngen is defined as
the number of generated events within the lepton acceptance. This acceptance
corresponds to a set of criteria based on the leptons’ reconstruction, with |ηe| < 2.5
and pe

T > 7 GeV for electrons, and |ηµ| < 2.4 and pµ
T > 5 GeV for muons.

The first thing that needs to be checked is the behaviour of the selection effi-
ciency as a function of mass. For this, it was calculated for the different masses
available, and this each time for the different production modes and decay chan-
nels. Figure 5.12 represents what was explained before using only 2018 samples.

Figure 5.12: Selection efficiency depending on mH from 2018 MC simulation. ggH
is represented on the left, while VBF is represented on the right. 4µ channel is
coloured in blue, 2µ2e in red, and 4e in green.

From this figure, it is easy to observe that the three decay channels doesn’t
have the same selection efficiency. Indeed, muons have a higher rate compared
to electrons due to their clearer signature. Moreover, there is an efficiency loss at
high mass starting from 1 TeV. This decrease is more important for channels with
muons and in the worst case it corresponds to a loss of 20% of efficiency for 4µ
from VBF.
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Impact of the selection parameters on the efficiency

The next step is to understand the impact of the selection criteria on the selec-
tion efficiency. To do it, they will be relaxed or removed.

Firstly, selection criteria are considered individually, and then they are consid-
ered together as represented in Figure 5.13 and 5.14. Then, selection parameters
were removed separately such as SIP corresponding to the red curves, the ISO
in green, the ID in light blue, or the opposite charge (OC) requirement on lep-
tons forming a pair shown in brown. The fact that we are interested in the OC
requirement can be explained by the fact that it can also be a source of decreased
efficiency at high mass. Indeed, the charge is estimated from the curvature of the
trace, which becomes increasingly straight if the leptons have higher pT at high
mass. Foremost, in order to understand if the decrease at high mass comes from a
correlation of different parameters, they were removed together. For instance, in
yellow only the first three, and all of them in blue.

Figure 5.13: Selection efficiency depending on mH from 2018 MC simulation of
ggH. From left to right, 4µ channel is shown, followed by 2µ2e, and then 4e. In
black all the cuts are applied, in red SIP is removed, in green ISO is removed, in
light blue ID is removed, in brown the OC is removed, in yellow SIP + ISO + ID
are removed, and in blue SIP + ISO + ID + OC are removed.
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Since electron reconstruction is using a BDT to compute the ISO and the ID,
both are considered together for the 4e decay channel.

Figure 5.14: Selection efficiency depending on mH from 2018 MC simulation of
VBF. From left to right, 4µ channel is shown, followed by 2µ2e, and then 4e. In
black all the cuts are applied, in red SIP is removed, in green ISO is removed, in
light blue ID is removed, in brown the OC is removed, in yellow SIP + ISO + ID
are removed, and in blue SIP + ISO + ID + OC are removed.

All the selection efficiency curves show the same important decrease after 1
TeV for channels having muons in their final states. Even after removing all the
cuts, this feature remains and for VBF it represents a loss of almost 20% for 4µ and
15% for 2µ2e. For ggH, it is a bit lower, with 10% for 4µ and around 5% for 2µ2e.

Other checks will have to be performed in order to understand its origin.

Search for the cause of high mass efficiency loss

Since the study was using only 2018 MC simulation, the problem with the loss
of muon selection efficiency could be from this specific year. The MC simulation
samples were processed to see if the loss is year specific. Thus, the selection
efficiency was calculated for the different production modes and decay channels.
The comparison of the three years for VBF is represented in Figure 5.15. The choice
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to show only VBF is motivated by the fact that the efficiency loss is more important
with this production mode.

Figure 5.15: Selection efficiency depending on mH from MC simulation of VBF.
Curves coloured in blue are related to 4µ, those in red to 2µ2e, and those in green
to 4e. Intermediate colours are related to 2016, dark ones to 2017, and light ones to
2018.

In order to calculate the Esel the standard selection described earlier was ap-
plied. Moreover, this selection was applied in the same way on the three different
years. As it is shown, 4e is almost constant over mass for the three years, and the
efficiency loss is still happening for 4µ and 2µ2e. Hence, the problem remains
unresolved.

Since this problem is not related to the year of the data collection and does not
apply to electrons, it seems to come from the selection of muons only. To know
more precisely its origin, the characteristics of the muons that are not selected
must be analysed. First, we will collect all events that do not pass the selection and
with at least four muons in the final state. Then the first thing to do was to find out
if there were any differences between the reconstructed muons and the generated
muons. For the following, only a MC simulation sample of VBF at 3 TeV is used.
The muons are studied in detail at high mass, because when they have a high pT,
the trace fit could not be good for some of them and therefore the muon trajectory
measurement fails. Consequently, this changes the reconstructed value for m4l
and it does not pass the selection criteria or the reconstruction algorithm prefers
to take another muon among the event leptons and the 4l candidate does not have
the correct properties. Similarly, if the reconstructed pT is very different from the
generated pT, because the calibration of high mass muons does not work well, this
can lead to the same effects. Foremost, it is necessary to know if the muons have
the same geometrical properties, meaning values of η and ϕ close to each other.
For this, the study of the ∆R between generated and reconstructed muons is of
great help. In this case, both indices of Equation 2.14 will refer respectively to the
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reconstructed muon and the generated one. For each event, four pairs are formed
using one generated muon and a reconstructed one. Muons already used in a
pair cannot be part of another one, and the remaining pairs are those where ∆R
is minimal. In the left part of Figure 5.16, there is the distribution of the minimal
∆R for each best pairs of generated and reconstructed muons. Then, in order to
know if a reconstructed muon matches a generated one, both muon from a same
pair must respect ∆R < 0.02. For each event, the number of matched muons are
computed and illustrated with its distribution in the right part of Figure 5.16.

Figure 5.16: On the left, the distribution of the minimal ∆R between a generated
and a reconstructed muon from events failing the selection. On the left, the number
of matching muons per event.

This first study shows that almost 80% of the events have four matching muons.
The 20% left cannot explain the efficiency loss observed after 1 TeV. Thus, the η
and ϕ matching between generated and reconstructed muons are not the cause
of the decrease. That is why other observables must be checked, such as pT of
muons.

For the following, only the events with at least four muons matching the
∆R condition are retained. The verification of the pT matching is based on the
comparison between the pTgen of the generated muon and the pTreco of reconstructed
muon. The ratio of both is done for the four muons of each event, and the
distributions of the ratios are shown in Figure 5.17.

The pT ratio distributions are all the four peaked at 1, meaning that the gen-
erated and reconstructed muons have a close value of pT. Then, for each event,
different value of threshold for the pT matching are considered. In this study,
four values were used starting from 5%, then 10%, followed by 15%, and 20% to
finish. For each of these thresholds, the distribution of matching muons per event
is shown in Figure 5.18.

If considering a threshold of 5% only 15% of the events have four matching
muons. When relaxing this condition to 10%, the number of events with four good
muons goes up to 55%. This proportion increase until 80% when the limit is set to
20%. Since there is no selection criteria taking care of the pT difference between
generated and reconstructed muons, the efficiency loss has still no explanation.

181



Chapter 5. The Golden Channel for the search of high mass resonance

Figure 5.17: Distributions of the ratio of pTreco/pTgen . Each muon of an event is
represented in a single plot.

Although, the pT of muons does not seem to be problematic even if there is a
non-negligible difference highlighted in Figure 5.19.

Until now, the checking studies were only using muon information, the next
step will consist in adopting the same approach but for Z and ZZ candidates.
However, since the events did not pass the selection, no reconstructed information
from Z and ZZ were available. In order to perform this study, the different
observables of interest were calculated with a standalone code using the same
method as described in Section 5.2.2 and 5.2.3. Z1 is composed of the best pair of
muons and Z2 the other one. In Figure 5.19, the generated pT in blue is compared
to the reconstructed one in red.

The reconstructed pT are now calculated. The next step follows the same
method used for muons, meaning that the ratio pTreco/pTgen is computed. Distri-
butions coming from the three objects are shown in Figure 5.20. And once again,
the three distributions are peaked around one. Hence, there is no unexpected
behaviour coming from the event reconstruction.
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Figure 5.18: Distributions of the number of muons per event, respecting
|pTreco/pTgen − 1| < k. From left to right, k is equal to 0.05, 0.10, 0.15, and 0.20.

Figure 5.19: Distribution of pTgen in blue and pTreco in red. Z1 is represented on the
left, Z2 in the middle, and ZZ on the right.

The reconstruction of the different objects for 4µ events does not give any clue
concerning the efficiency loss at high mass. The final approach that remains to be
addressed is the separation of muons and jets. Indeed, the VBF process is linked
to the interaction of two quarks through the exchange of vector bosons. These
quarks will remain in the system and will be at the origin of jets. Moreover, the
reconstruction framework uses a module which discards the muons which would
have a too important part of their trace in common with jets. If a muon shares
more than 49.9% of its segments with jets, it is considered a ghost and is thus
discarded. To find out if this module could be the cause of the problem, it will be
deactivated. Then, the selection efficiency is calculated without the ghost muon
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Figure 5.20: Distributions of the ratio of pTreco/pTgen . Z1 is represented on the left,
Z2 in the middle, and ZZ on the right.

cleaner module and all the other cuts studied earlier. Only few mass points were
used to see its impact, which is shown for VBF in Figure 5.21.

Figure 5.21: Selection efficiency depending on mH from 2018 MC simulation of
VBF. 4µ channel is on the left and 2µ2e on the right. In black all the cuts are applied,
in red SIP is removed, in green ISO is removed, in light blue ID is removed, in
brown the OC is removed, in yellow SIP + ISO + ID are removed, in blue SIP +
ISO + ID + OC are removed, and in grey SIP + ISO + ID + OC + Ghost Cleaner are
removed.

Thanks to this representation, it is clear that the ghost muon cleaner module
is at the root of the decrease of efficiency at high mass. Indeed, when removing
all the main cuts and the ghost muon cleaner module, the selection efficiency is
close to 100% for VBF in 4µ, and it stays constant when the mass increases. This
feature also concerns the 2l2q decay channel, even if the selection efficiency is
lower. Now that the cause of the loss of efficiency is known, it remains to be seen
whether the ghost muon cleaner module can be removed without causing further
complications. To do this, its impact on the reconstruction of event observables,

184



5.2. Event selection

as well as on the background noise, must be studied. In addition, to finalize this
validation, it will be necessary to analyse its impact on low mass data, meaning
outside our study area.

Concerning the verification on the impact of the ghost muon cleaner module on
the signal, only the VBF production mode was used since it is more relevant since
the impact is higher on it. Moreover, to have a clearer idea on what is happening
with ghost muon cleaner module, different set ups are used. On a one hand, the
module is activated only depending on different muon pT thresholds. On the
other hand, different requirement on the fraction of shared segment are used. This
study is illustrated in Figure 5.22.

Figure 5.22: ZZ mass distribution from VBF in 4µ at 3 TeV. On the left, the green
distribution correspond to the events passing the standard selection, in red only
the ghost muon cleaner module is activated only for muon with pT < 500 GeV,
and in blue it is deactivated. On the right, in green the fraction of shared segment
should be lower than 25%, in red it is 50%, and 75% in blue.

As it was expected by the increase of selection efficiency, the mass distribution
has a higher statistic when relaxing the ghost muon cleaner module, with a pass-
through condition on pT as well as on the shared segment requirement. There is
no unexpected behaviour observed, the distribution as the same shape, but with
more events. When it is totally removed, there is an increase of ∼25%.

The most important to know before removing the module is its impact on
background. Indeed, if the background increase a lot when it is deactivated, it
does not make sense to remove it. In order to be sure of that, the same study
performed on VBF is done on qqZZ. This background was chosen since it is the
main background source for VBF and the two quarks can also be at the root of jets,
which can make the module discarding good muons. The result of this study is
represented in Figure 5.23.

When the ghost muon cleaner module is totally removed, there is an increase
of background of the order of 0.5%. This gain takes place especially below 300 GeV,
then the impact at high mass is very low. Comparatively, to the increase observed
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Figure 5.23: ZZ mass distribution from qq → ZZ → 4µ. On the left, the green
distribution correspond to the events passing the standard selection, in red only
the ghost muon cleaner module is activated only for muon with pT < 500 GeV,
and in blue it is deactivated. On the right, in green the fraction of shared segment
should be lower than 25%, in red it is 50%, and 75% in blue.

for VBF, this one is almost fifty times lower. If considering only the background,
there is no objection to remove the module.

In addition, to be sure that there is no unexpected impact on data, a verification
is done just by removing the module. At this time, the area of interest is kept
blinded to avoid a human bias by looking at the data. In order to still perform this
check, only the low mass region from 100 to 250 GeV was taken into consideration.
The representation of the distribution with and without ghost muon cleaner is
shown in Figure 5.24.

On the data low mass region, an increase of only 0.8% was observed. Such
difference is not problematic since it is compatible to the increase observed for the
background. Finally, the ghost muon cleaner module can be removed without any
concern.

Optimized selection efficiency

The origin of the selection efficiency loss at high mass is now understood, and
the selection was adapted to no longer taking it into account. The other selection
criteria are kept like they are in the standard selection, since their impact is non-
negligible on background. At the end, the selection efficiency is calculated without
the ghost muon cleaner and the new representation depending on the mass is
given in Figure 5.25.

This optimization of the selection for high mass allows avoiding the efficiency
decrease at high mass. Moreover, there is also an increase of the selected events
of around 20% for the 4µ decay channel and 10% for the 4e. In the meantime, the
background increases by only 0.5%.

186



5.2. Event selection

Figure 5.24: ZZ mass distribution from 4µ events taken from data. The green
distributions correspond to the events passing the standard selection, and in blue
the ghost muon cleaner module is deactivated. A linear scale is used on the left
and a logarithmic on the right.

Figure 5.25: Selection efficiency depending on mH from 2018 MC simulation. 4µ
decay channel is represented in blue and 2µ2e in red. The light colours correspond
to the efficiency calculated with the standard selection, while the ghost muon
cleaner is removed for the more intense colours. ggH is represented on the left
and VBF on the right.

This preliminary study shows encouraging results with a significant increase in
selection efficiency which will be of great importance for the subsequent high mass
study. Indeed, it has been observed that there are very few events reconstructed
from the high mass data.
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5.3 Event categorization

In order to carry out a physics analysis, whether it is for a precision measure-
ment of a phenomenon or for the research of new physics, it can be carried out
in two different ways. The first is called inclusive and consists of considering all
events at the same time, so they are classified in a single category. The second is
carried out on several categories, each corresponding to a particular type of event.

The interest of an analysis by category is to increase the sensitivity of the
analyses by constructing categories with different associations of signals and
noises, allowing to target different production modes. In fact, the signal events are
classified in mutually exclusive categories, each sensitive to a production mode.

In the context of high mass resonance research, only two categories are used,
and they correspond to the ggH and VBF production modes.

5.3.1 Observables and discriminants
Then the question arises of how to classify the events, on what criteria an event

will go into such a category. For this purpose, a set of observables specific to the
events is used for differentiation, as well as kinematic discriminants allowing the
separation between the categories.

Observables of interest

The categorization of the 4l events requires the ability to differentiate them
from each other in order to determine if they come from a ggH or a VBF process.
For this purpose, a set of observables is used and corresponds to the following
variable:

• m4l the invariant mass of the 4l system

• mZ1 and mZ2 the invariant masses of the two Z boson candidates

• θ∗ identified as the angle between the z axis and the Z1 direction in the 4l
rest frame

• Φ and Φ1 the azimuthal angles between the planes containing the H boson
and the decay products of the two Z bosons

• θ1 and θ2 the angles between the Z1 and Z2 flight directions and the planes
containing the l+l− systems originating from the decay of these vector
bosons

While the θ∗, Φ, and Φ1 angles are defined in the H boson rest frame, θ1 and
θ2 are defined with respect to the two Z bosons rest frames. A representation of
ggH and VBF production modes is given in Figure 5.26. Besides, the set of angular
variable as well as the mass of the Z bosons are hereafter referred to as Ω⃗H→4l.

Moreover, two other kind of observable are used for the categorization. The
first one is the number of additional objects in the event. Among them, the one
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Figure 5.26: Illustrations of H boson production from ggH gg → H → ZZ →
l+l−l+l− on the left, and from VBF qq′ → qq′H → qq′ZZ on the right. The five
angles θ∗, θ1, θ2, Φ, and Φ1 are shown in blue. The primary gluons and quarks
are in brown. For ggH, the H boson is in red, while both Z bosons and the four
leptons are in green. For VBF, in red are the H and Z bosons, in green are the two
merging vector bosons.

interesting for a high mass resonance analysis is the number of selected jets in
the event, which is a good tagger for the identification of VBF events. The other
category corresponds to kinematic discriminant determined thanks to a matrix
element method described in Section 5.3.1.

Matrix element technics

The categorization of the H → ZZ → 4l events as well as the signal extraction
presented in this thesis are carried out thanks to the Matrix Element Likelihood
Approach (MELA). This method is implemented inside the MELA package, which
relies on two generators: the Johns Hopkins University Generator (JHUGen)
[157, 158, 159, 160, 161, 162, 163] studying spin-parity properties of new reso-
nances, including the Higgs boson, and the Monte Carlo for FeMtobarn (MCFM)
[164] is a program calculating cross-sections for various femtobarn-level processes
occurring at hadron-hadron colliders. Both are used to compute matrix elements
for signal and background events, respectively. The underlying assumption sup-
porting the use of the MELA method is that the H → 4l decay can be completely
characterized by means of eight independent degrees of freedom corresponding
to the observables listed in the previous section.

Kinematic discriminant

For the purpose of this analysis, three kinematic discriminants are used, and
they are dependent on the four lepton invariant mass m4l.

The first one is the kinematic discriminant Dkin
bkg, which is used to separate the
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gg → H and qq̄ → H signals from the gg → 4l and qq̄ → 4l background. This
discriminant is given by the following equation:

Dkin
bkg =

1 +
P qq̄

bkg

(
Ω⃗H→4l|m4l

)
P gg

sig

(
Ω⃗H→4l|m4l

)
−1

(5.7)

Where P qq̄
bkg corresponds to the probability to have a background event from

the qq̄ → 4l process, which is dominant. Moreover, P gg
sig defines the probability to

have a signal event from the gg → H process. These probabilities are calculated
with JHUGen or MCFM matrix elements within the MELA framework.

The distributions of Dkin
bkg for the main production modes and backgrounds

are represented in Figure 5.27. This comparison shows the separation between
signal and background, where the firsts one have their peaks around 0.8 while
the seconds have theirs around 0.5. Moreover, signal P qq̄

bkg distribution are quite
similar between ggH and VBF.

Figure 5.27: Distribution of Dkin
bkg using 4l events from 2018 MC simulation. VBF

signal is represented in red and ggH in blue, qq̄ → ZZ and gg → ZZ backgrounds
are coloured in yellow and green respectively. From left to right the signal mass is
125, 1000, and 3000 GeV.

In standard Golden Channel analyses, the distribution of this discriminant
is studied only for a H boson at 125 GeV. But in a high mass analysis, different
resonance masses can be considered, and it is good to know if the behaviour of
the Dkin

bkg remains the same over mass. Then, the behaviour of this discriminant
must be studied as a function of mass as shown in figure 5.27. Where three mass
points are represented from 125 GeV to 3 TeV, and even when the mass increases
the signal peaks are still well distinct from those of the background. Therefore,
there is no reason to change the use of this discriminant for this analysis.

It may be added that the use of this discriminant is an essential element on
which the analysis is based. More specifically, the likelihood calculation used in the
statistical analysis is based on a model of the signal comprising a dependence of
the invariant mass of the four leptons m4l and a conditional probability calculated
from a two-dimensional model of Dkin

bkg as a function of m4l. In the same way,
backgrounds are integrated into this likelihood and their templates are also used.
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The Figure 5.28 represents the Dkin
bkg distribution for the three final states as well

as for 4l, results are obtained for Run-2 data and are plotted with the simulated
signal and background.

Figure 5.28: Distribution of Dkin
bkg using the full Run-2 statistic. Black points rep-

resent data, H signal in pink, and the backgrounds are qq̄ → ZZ in light blue,
gg → ZZ in blue, EW in dark blue, and Z + X in green. The plot on top left
corresponds to 4µ, on top right to 4e, on bottom left to 2µ2e, and on bottom right
to 4l.

5.3.2 Categories at high mass

The first kinematic discriminant presented is used to separate signal and back-
ground. But, there are also kinematic discriminants allowing to distinguish the
different production modes. The one used in this analysis is DVBF

2jets and it allows
the identification of the VBF signal topology associated with only two jets, it is
defined as:
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DVBF
2jets =

1 +
PHJJ

(
Ω⃗H+J J |m4l

)
PVBF

(
Ω⃗H+J J |m4l

)
−1

(5.8)

Where PHJJ is the probability for an event to be produces via the ggH process
in association with two jets. This probability is also calculated from JHUGen
matrix elements. If taking the case of an event having four leptons and two jets,
the discriminant can equally separate VBF from either gg → H + 2 jets signals or
both gg → 4l + 2 jets and qq̄ → 4l + 2 jets backgrounds.

Where PHJ and PVBF are respectively the probabilities for the ggH and for the
VBF process, both in association with one jet. These probabilities are obtained
from JHUGen matrix elements, and they are also calculated within the MELA
framework. If taking the case of an event having four leptons and one jet, the
discriminant can equally separate VBF from either gg → H+ jet signals or both
gg → 4l+ jets and qq̄ → 4l+ jets backgrounds. This separation is made possible
because of the jet correlations in these processes which are distinct from the VBF
process in the background, and they are a function of the mass of the four leptons.

The distributions of DVBF
2jets for the two main processes considered for the search

of high mass resonance are shown in Figure 5.29. The distributions are obtained
from 2018 MC simulation of ggH and VBF, and this figure illustrates their evolution
with the mass of the resonance.

Figure 5.29: Distribution of DVBF
2jets using 4l events from 2018 MC simulation. VBF

signal is represented in red and ggH in blue. From left to right the signal mass is
125, 1000, and 3000 GeV.

On the left, the mass is equal to 125 GeV, and it corresponds to the distributions
used in the Higgs boson analyses using the Golden Channel. In this case, it was
determined that the optimal separation value is DVBF

2jets = 0.5. The separation
between both processes is well visible because the 2 jets are a strong signature for
VBF events, and when the mass increases the discrimination power is stronger due
to the higher probability of having jets originating from the initial quarks of VBF
events. Then, in the context of the search of high mass resonance, the idea was to
have a cut for each mass that has the same efficiency in selecting VBF events with
one jet as the one for 125 GeV. For this purpose, ROC curves of the identification
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of VBF events versus ggH events have been studied for each mass points. The
conclusion of this show that there is not a lot of change in the optimal cut. Indeed,
the separation between both processes is clearer with the increase of energy, and
there is not a strong interest in varying the discriminant cut.

Figure 5.30: Distribution of DVBF
2jets using 4l events from the full Run-2. Black

points represent data, H signal in pink for VBF and in light pink for ggH. The
backgrounds are qq̄ → ZZ in light blue, gg → ZZ in blue, EW in dark blue, and
Z + X in green. Dashed lines corresponds to the selection cut used in the high
mass analysis.

Finally, the distribution of this was studied from the Run-2 data as it is pre-
sented in Figure 5.30. As it is only a preliminary study, the analysis is blinded to
the mass range of interest for the high mass analysis, meaning that only the masses
below 200 GeV were used for this plot. The main backgrounds are coloured in
green for Z + X, or in the different shades of blue for qq̄ → ZZ and gg → ZZ. The
signal are illustrated in pink and are separated between VBF and ggH.

For the continuation of this analysis, the events’ categorization will be made as
such: the events passing the selection with the discriminant DVBF

2jets will be classified
in the category VBF and the others will be categorized as ggH. Moreover, an
inclusive category is also considered and gathers all the events.
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Chapter 6

Modelling of signal process and
background
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From the studies presented in the previous section, the events were selected
to correspond to the H → ZZ → 4l decay channel. Moreover, contrary to a
classical analysis on the H boson, the selection made allows to consider high mass
resonances X → ZZ → 4l. Now that the events have been correctly selected from
the data, the next step is to check whether one can find signs of a new resonance
in the high mass region.

The comparison between the data and the theoretical signal of the desired
resonance cannot be done like that. Indeed, the theoretical model is ideal in the
sense that it does not take into account the effects of the detector and the selection,
contrary to the data. Therefore, a model must be built for the signal and also for
the backgrounds. Both are determined in the first instance using MC simulation
samples which are presented in Section 6.1. Then the backgrounds are estimated
and modelled in Section 6.2 and finally the signal model is presented from Section
6.3.

At the moment of this thesis, only the 2018 data has been fully studied, thus
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results presented in this chapter will only be about this specific data taking year.
Data from both other years are partially analysed, and they should be fully treated
in a near future.

6.1 Signal and background simulation

The simulation of events is an important aspect of an analysis since the theo-
retical prediction used to make the comparison with data are derived from MC
simulation.

After the event generation performed by dedicated MC generators, and in-
volving the different physical processes such as the shower development and the
hadronization of dedicated MC generators, the simulated particles are propagated
through a detailed simulation of the detector based on Geant4. However, some
effects which are related to the detector cannot be observed in the simulation, but
they are in data. In the same way, the simulation is imperfect because it is more
ideal than the real detector, in fact it does not reproduce exactly all the effects of
the detector. So to make the simulation more realistic, it must be corrected with
scale factors so that it reproduces the real data as well as possible. In order to add
artificially the impact of these effects to the simulation, the events are reweighted.
One of the most important corrections concerns the pile up profile which uses
projections based on simulations are used to estimate the expected PU profiles
during each data taking period. These are based on a smooth PU profile which do
not always match the ones recorded by the experiments because they are often the
result of the convolution of different PU profiles. That is why, a dedicated weight
is introduced to match the pileup profile in MC to the one observed in data.

Additional weights, noted w, are applied to the simulated events to take into
account the actual number of events generated and the theoretical computations
of the cross-section and branching fraction:

w =
Lint . σX . BR4l . wPU . SF4l . wgen

∑ wgen
(6.1)

Where Lint refers to the integrated luminosity of the data taking period, σX . BR4l
is the product between the best known theoretical prediction for the SM cross-
section of the generated process and its branching ratio, wPU is the pile up weight
introduced at the beginning of this section, SF4l is the per-event scale factor ob-
tained from the product of the four leptons’ efficiency scale factors, derived from
the results presented in Section 2.3, and wgen is the weight of the MC genera-
tor used. Ultimately, the product of these weights is rescaled by the sum of all
the generation weights ∑ wgen to get the expected yield for each process. For
the samples related to the 2016 and 2017 data taking periods, the numerator is
supplemented with an additional contribution correcting the issue on L1 trigger
primitives mentioned in Section 5.1.4.

The specific MC generators used to simulate the different physical processes
involved in the analysis are described in Section 6.1.1 for the signals and in Section
6.1.2 for the background processes.
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6.1.1 Signal simulation samples
In this analysis, the MC simulation samples correspond only to two production

modes: ggH and VBF. This choice is motivated by the fact that both processes are
dominant at high mass as it was shown in Figure 1.5.

The POWHEG generator is used to produce these signal samples. Indeed,
it is specially designed to describe the SM H boson production as well as BSM
resonances associated with vector bosons, Z bosons in the case of this analysis.
All the samples are generated at the next to leading order (NLO) in perturbative
QCD with POWHEG [165, 166]. This generator is also used to produce ggH events
[167, 168, 169], as well as events coming from VBF process with or without jet
association [170, 171, 172, 173, 174].

All the signal samples used for this analysis are produced with a varying
resonance mass and for the ggH and VBF processes. The different mass hypotheses
are generated with mX ranging from 200 GeV to 3000 GeV, and since the generation
of MC samples is highly consuming in terms of computing resources, only a
limited number of mass points was produced: one every 50 GeV in the range
[200, 800] GeV, one every 100 GeV in the range [800, 1000] GeV, and one every
500 GeV in the range [1000, 3000] GeV. Moreover, the samples produced with
the nominal H boson mass mH = 125 GeV are also used in order to take into
account the interference existing between the H boson resonance and the high
mass one. These are used as a key feature for the signal modelling since they allow
the calculation of the quantities representing the impact of the selection and the
reconstruction such as the selection efficiency and the resolution.

Then, the decay simulation is obtained using the JHUGen generator, that
properly takes into account the interference effects associated with permutations
of identical leptons in the 4e and 4µ final states. Considering the 2e2µ final state,
there is no interference with an other final state in this case.

6.1.2 Background simulation samples
Concerning the background simulation, two categories must be distinguished.

On one side, the backgrounds which are simulated in the same way as the signals
and which could be used directly for the estimation of their contributions. On
the other side, those which are also simulated but are only used to add correction
factors to the estimation which is realized thanks to a data-driven approach.

Concerning the first category, the contribution from the qq̄ → ZZ background
is generated with POWHEG at NLO with perturbative QCD and PYTHIA [175],
using the same settings as for the H boson signal. Event simulation for the
gg → ZZ process is done at LO with the generator MCFM. In order to match
the distribution of the transverse momentum predicted by POWHEG at NLO,
different PYTHIA settings are used for the showering in MCFM samples. Both
simulated backgrounds require the application of dedicated factors to consider
missing higher order corrections, as explained below.

Finally, the modelling of events containing Z bosons associated with jets, or
vector bosons, or tt̄ background are modelled using MadGraph [176]. They are
not directly used to model data observations, because their contribution is actually
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estimated using a data-driven technique and dedicated control regions defined in
data. Nevertheless, they are necessary for the optimization and validation of the
methods and for testing the data and MC simulation agreement in distributions of
the object quantities and to ensure a good description of data in simulation. More-
over, Drell-Yan samples represent the source of signal and background leptons in
lepton-level optimization studies and efficiency measurements. All of them are
also generated using MadGraph.

6.2 Background modelling

The background contributions to the X → ZZ → 4l analysis are divided into
two groups presented previously irreducible and reducible ones, according to the
signature of their final state.

On the first hand, the irreducible background category is composed of pro-
cesses with four distinct leptons in their final states, they could originate from
the decay of two Z bosons produced either via gluon fusion or quark-antiquark
annihilation.

On the other hand, the reducible consists of processes implying decays of
light mesons within jets, decays of heavy flavour hadrons, and charged hadrons
misidentified as leptons because of overlaps with neutral pions. These back-
grounds are dominated by processes in which a Z boson is accompanied by jets.

A precise modelling of the background is a key feature in the search for high-
mass resonance where the statistics are very low. Indeed, in the mass region above
1 TeV very few events have been observed, and it is important to have a very
accurate modelling of the background to know if these events can be part of a
possible signal or not.

6.2.1 Irreducible background
In the context of the high mass analysis, only two irreducible backgrounds are

considered: gg → ZZ → 4l also referred as ggZZ, and qq̄ → ZZ → 4l shorten
in qqZZ. Both are quite similar to the ggH and VBF process detailed previously,
but they differ since the couple of Z bosons is not produced via the decay of a H
boson. Moreover, their final states are also composed of 4l and this similarity with
the signal leads to a possible misidentification of the involved process.

These background processes are modelled via dedicated MC simulations pre-
sented in Section 6.1. One of the challenge of MC simulation production was
coming from the qqZZ background, matching well the theoretical modelling.

The shape parametrization of both considered irreducible backgrounds was
done using a set of equations introduced in the search of standard model Higgs
boson using the Golden Channel in 2012 [177]. For ggZZ, the shape is described
with Equations 6.2 and 6.3, while qqZZ shape is parametrized with Equations 6.2
and 6.4. These equations allow taking into consideration the high mass part of
the background mass distribution as well as the lower mass part mostly located
between 100 and 200 GeV.
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f1(m4l, a⃗) =
1
2

(
1 + er f
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+
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))
c3

1 + e(m4l−c1)/c4

(6.2)

These three equations are composed of two main terms, in the first one the
mass dependency is contained in an error function, while the second is inversely
proportional to an exponential function of the mass. The function f1 and f3 are
the same but using different parameters as input, and f2 has two exponential
components.

FggZZ(m4l, a⃗, b⃗) = f1(m4l, a⃗) + f2(m4l, b⃗) (6.3)

FqqZZ(m4l, a⃗, b⃗, c⃗) = f1(m4l, a⃗) + f2(m4l, b⃗) + f3(m4l, c⃗) (6.4)

Where the three vectors a⃗, b⃗, and c⃗ are quadruplets or sextuplets of vari-
ables, they are defined as a⃗ = (a1, a2, a3, a4), b⃗ = (b1, b2, b3, b4, b5, b6), and c⃗ =
(c1, c2, c3, c4). Thus, the mass dependence of ggZZ is described with 10 parame-
ters while 14 parameters are used for qqZZ . Moreover, this parametrization is
specifically designed to describe the distribution of these backgrounds after 100
GeV. Indeed, the functions do not model the Z boson peak at 90 GeV.

gg → ZZ → 4l background modelling

The ggZZ background is one of the second most important background and
its final state has a signature similar to signal events produced via gluon fusion.
When the event categorization is done it becomes the main background in the ggH
category.

The Figure 6.1 shows the m4l distribution for ggZZ for each of the three decay
channels and obtained from the 2018 MC simulations. These distributions were fit-
ted with Equation 6.3 in order to calculate the optimal parameters, which are given
in Table 6.1, and the corresponding probability density function is represented
with the blue curves.

This figure represents the fact that the high mass region is very poorly pop-
ulated, only a few background events are expected with a mass higher than 500
GeV. In the 4e distribution, the low statistic leads to some values with a large
uncertainty. Furthermore, the full mass range until 3 TeV is used in order to have
a parametrization of this background even for the high mass region.
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Figure 6.1: Distribution of gg → ZZ → 4l background obtained from 2018 MC
simulation. Black points represent the simulated data and the blue curve is the fit
using Equation 6.3. On the upper left, the decay channel 4µ is represented, 2e2µ
on the upper right, and 4e on the bottom.

Table 6.1: Parameter values of the FggZZ function obtained from a fit performed
for each year and for each decay channel. Only the data from 2018 are considered.
The decay channels considered are 4µ, 4e, and 2e2µ.

Year 2018
Channel 4µ 4e 2e2µ

a1 102.2 94.0 133.2
a2 121.6 27.7 40.1
a3 129.6 247.2 141.6
a4 0.06 0.03 0.03
b1 183.8 177.5 183.1
b2 9.1 22.8 10.5
b3 41.9 44.7 44.7
b4 0.6 0.7 0.5
b5 36.1 3.3 43.7
b6 -0.2 -0.3 -0.2

qq̄ → ZZ → 4l background modelling

The qqZZ background is one of the most important background of the Golden
Channel and its final state has a signature similar to VBF events. After the catego-
rization procedure it is the main background in the VBF categories.

The m4l parametrization of the qqZZ shape is a bit more complex than the one

200



6.2. Background modelling

of ggZZ. Even if their shapes are quite similar, the main difference lies in the mass
region ranging from 100 to 200 GeV, where a small peak is visible in Figure 6.2. In
order to take it into account, a third term is used in the fit function described in
Equation 6.4.

Figure 6.2: Distribution of qq̄ → ZZ → 4l background obtained from 2018 MC
simulation. Black points represent the simulated data and the blue curve is the fit
using Equation 6.4. On the upper left, the decay channel 4µ is represented, 2e2µ
on the upper right, and 4e on the bottom.

In the Figure 6.2, the distributions of the background for the three final states
are represented with their corresponding fits in blue. Once again, the fits were
performed after 100 GeV in order to not taking into account the Z boson mass
peak at 90 GeV. The values of the 14 parameters obtained after fitting are listed in
Table 6.2.

Moreover, even if the search of high mass resonance is focused on the mass
range starting from 200 GeV, it is important to consider lower energy to correctly
parametrize the shapes. Indeed, if considering the main peak of the qqZZ shape,
it is required to consider events with an energy lower than 200 GeV in order to
fully take it into account, and by extension to have the best fitting performance
possible.

The plots showing the irreducible background distributions, as well as their
corresponding fit, were only presenting a mass range from 100 GeV to 1100 GeV.
This was done to put the focus on the most populated part of the mass distributions
and also because there are only a few events with a higher mass. For the purpose
of the analysis this range is extended to the full mass range up to 3 TeV, in order to
have a parametrization of the backgrounds also for the high mass region.

201



Chapter 6. Modelling of signal process and background

Table 6.2: Parameter values of the FqqZZ function obtained from a fit performed
for each year and for each decay channel. Only the data from 2018 are considered.
The decay channels considered are 4µ, 4e, and 2e2µ.

Year 2018
Channel 4µ 4e 2e2µ

a1 211.6 62.3 206.1
a2 97.4 85.1 132.7
a3 115.4 157.9 137.3
a4 0.07 0.07 0.04
b1 181.5 183.9 184.2
b2 87.6 11.9 10.5
b3 35.9 69.2 46.5
b4 0.6 0.2 0.6
b5 4.6 35.7 46.6
b6 -0.3 0.3 -0.2
c1 130.4 129.1 108.4
c2 -2.7 20.0 20.0
c3 105.9 88.1 89.8
c4 0.01 0.07 0.08

6.2.2 Reducible background
Contrary to the irreducible backgrounds, the Z + X background is obtained

from a dedicated data-driven estimation. First, the Z + X background stands for
the set of processes made of a Z boson and something else, among which it is
possible to cite Z+ jets, Zγ+ jets, tt̄+ jets, WZ+ jets, or WW+ jets. The specificity
of these processes is that their estimation from MC simulations is not optimal
due to the lack of statistics in the corresponding samples. Indeed, the complex
modelling of the jets associated with these processes makes the generation of
simulation of events very difficult and this also leads to a poor modelling of the
process in general. Therefore, the method used for irreducible background noise
cannot be used in this case and therefore the estimation is made from the data.

Even though the estimation is data-based, there are nevertheless MC simula-
tions of the different processes grouped in Z + X and these are used to optimize
the estimation methods and to check the agreement between the data and the MC
simulation.

The data-based estimates exploit events from regions of the phase space or-
thogonal to the signal region (SR), and these are called control regions (CR). First,
these CR are said to be orthogonal to the signal because they are based on events
that do not correspond to the signal. Furthermore, they are used to extrapolate
the expected yields and background shapes in the SR. The use of this approach
is justified by two arguments, first, it allows the use of a much larger statistic,
which reduces the uncertainty associated with the final estimate of the yields. In
addition, it does not involve any bias that could be introduced by analysing SR
events, which is not the case with CR events.
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The first step to estimate the contribution of the Z + X background in the SR
consists in defining objects considered as fake leptons, more precisely they are
leptons present in the final state that would have a topology similar to that of the
leptons coming from the primary vertex. These false leptons are used to form CR,
for example we can mention the Z → l+l− + l CR, where in this case l refers to the
presence of an extra free lepton in the event. In this case, the extra lepton can either
be a lepton passing (P) the selection criteria detailed in the table 5.4 or failing (F).
In this CR, to be reconstructed the Z boson must be formed by leptons satisfying
pT(l1) > 20 GeV and pT(l2) > 10 GeV. Moreover, there is another condition which
concerns the pair formed with the extra lepton and the lepton of opposite sign of
the Z boson, and this one must have a mass ml+l− > 4 GeV.

Next, the CR must be corrected to take into account the amount of fake leptons,
for this it is needed to determine the probability of unintentionally selecting a
fake lepton, rephrasing, that a false lepton satisfies the selection criteria both those
listed for the leptons in Table 5.4 and also those for the ZZ candidates. These
probabilities are called fake rate (FR), and they are applied to the CR Z + ll in
order to derive the expected contribution of Z + X in the SR.

In this analysis, two different methods are used and each has its own CR:

• The opposite sign method (OS) in which two control regions are used: the
2P2F and the 3P1F. They are characterized by a pair of passing leptons, and
an other pair of opposite sign leptons which are respectively both failing or
one failing and one passing the selection criteria.

• The same sign method (SS) in which the 2P2L control region is used, and it
is composed of a Z candidate and two same sign leptons.

As presented in Section 5.1.3, the FSR photons are also recovered for events in
the Z + l and Z + ll CR, and their addition is performed with the same algorithm
applied to the SR. Even if the CR are constructed in such a way that they are
completely orthogonal to the SR, the problem is that the selected events may both
correspond to two different CR. In these cases, it is necessary to take into account
and correct for these overlaps to avoid double counting and overestimation of
events, as occurs for the 2P2F and 3P1F phase space regions used in the OS method.

The opposite sign method

In the OS method, the Z + l CR includes all events with a reconstructed Z
boson and an additional fake lepton. From this phase space, the FR are determined
for electrons ( fe) and for muons ( fµ). In order to reduce contamination from
asymmetric photon conversions and WZ and tt̄ processes, additional requirements
on |mZ1 − mZ| < 7 GeV and pmiss

T < 25 GeV are applied, .
In order to take into account the specificities due to the subdetectors and

in particular the difference between barrel and endcaps, the two are studied
separately for the calculation of the fake rates. Then, they are calculated for
different bins of pT of the free lepton, which correspond to the following intervals:
[5,7], [7,10], [10,20], [20,30], [30,40], [40,50], [50,80], [80,120], and [120,200] GeV.
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Figure 6.3: Fake rates from the OS method as a function of the probe pT and using
2018 data. The barrel selection is represented in blue and the endcaps in red.
The solid lines correspond to fake rates before the correction of WZ contribution
from MC and after with the dashed lines. Muons are represented on the left and
electrons on the right.

Compared to the previous analyses studying the Higgs boson properties with
the Golden Channel, there are two additional bins after 80 GeV which are used
to obtain a better estimation of the Z + X background at higher mass. Although,
no bin is used after 200 GeV due to the lack of statistic which does not allow the
proposer calculation of the FR. Furthermore, in the case of electrons, the first bin
is not taken into account because the low pT electrons are not taken into account
in the context of this analysis. Finally, the contribution of the background WZ
estimated from the simulation is subtracted, in order to improve the quality of the
measurement.

The FR are measured for each data taking period, separately for electrons and
muons using the events Z → e+e− and Z → µ+µ−. For instance, the measured
FR for the 2018 data are presented in Figure 6.3 for muons on the left and electrons
on the right. The muons FR are more important than those for electrons because of
the higher probability of misidentifying a massive object, such as a jet or a heavy
quark, as a muon. Besides, results are shown for barrel in blue and endcap in red,
and the WZ correction is applied to the dashed plots. The FR are then applied to
the CR Z + ll to extrapolate the background contribution Z + X in the SR.

Both 2P2F and 3P1F CR, are used to extract the final estimate of the Z + X
yields in the SR. By their definitions, these CR may have some overlap, in the
sense that some events may occur in both, and therefore double counting in the
determination of the Z + X yields with the OS method should be avoided in order
to not overestimate the importance of this background. All of this is presented
in the Appendix 7.3, where all the ingredients used to calculate the final Z + X
yields for the OS method are presented.

The OS estimate of the Z + X background in the SR, written NOS
SR , is obtained

by combining the contribution of 2P2F and 3P1F CR. For the first CR, the term
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is similar to its former definition corresponding to Equation 6, while for 3P1F
CR, two additional terms must be considered: the background Nbkg

3P1F and the
contribution extracted from the simulation NZZ

3P1F which is used to correct the
absence of FSR photon contribution. The expression of the Z + X estimate with
the OS method is given by:

NOS
SR =

(
N3P1F − Nbkg

3P1F − NZZ
3P1F

)
∑

i

(
fi

1 − fi

)
+ N2P2F ∑
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(
fi f j

(1 − fi)(1 − f j)

)
(6.5)

Where N2P2F and N3P1F are respectively the yields computed from the 2P2F CR
and from the 3P1F one. Then, the variables f3 or f4 are the FR of the third or fourth
lepton.

When developing the Nbkg
3P1F term in the previous equation, this one can be

simplified in a more compact way which is given by:
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(6.6)

From this equation, the number of expected Z + X events in the SR estimated
with the OS method is calculated. This number is also called yield of the Z + X
background, and it is used in the analysis to scale the Z + X contribution. The
yields are computed for each category as presented in Table 6.3, and this for each
data taking periods and for each final state considered in the analysis.

Table 6.3: Z + X yields calculated for the four final states and for each category.
Results are calculated only from 2018 data taking period, and they are obtained
from OS method.

Year 2018
Channel 4µ 4e 2e2µ 2µ2e

ggH 48.5 ± 15.2 24.2 ± 7.4 33.1 ± 10.5 31.9 ± 9.7
VBF + 2 jets 2.7 ± 1.1 1.3 ± 0.4 2.8 ± 1.1 1.5 ± 0.5

Inclusive 50.7 ± 15.8 25.3 ± 7.7 35.2 ± 11.1 33.0 ± 10.0

Finally, the mass distribution of the Z + X background estimated with the OS
method is represented in Figure 12 for an inclusive category and for each final state.
Likewise to the comments enunciated for the 2P2F and 3P1F mass distributions,
they can be repeated here.
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Figure 6.4: Distribution of the invariant mass of Z + X background estimated with
the OS method from 2018 samples. Data in black are compared to MC simulation
of WZ in pink, Zγ or ZZ in turquoise, Z+ jets in green, and tt̄+ jets in blue. On
top left, the 4µ final state is represented at the side of 4e, and the bottom, the 2e2µ
and 2µ2e are represented.

Now that the OS method has been used for the estimation of Z + X, it remains
to see the SS method.

The same sign method

The SS method relies on the same strategy employed for the OS one, but
having its own specificities. First, for the FR measurement, the only difference
between both methods is the consideration of the mass range of 40 < ml+l− < 120
GeV which is extended compared to the previous one, in order to get a proper
description of the SS topology. By extension, this leads to consider more events
with asymmetric photon conversion entering in the Z+ l phase space. In particular
in the Z + e case where the FSR photon contribution was missing in the OS method
because the ml+l− < 7 GeV cut rejecting most of these events. Furthermore, the CR
used in the SS method for the FR measurement does not correspond completely to
the 2P2L CR, and because of that the Z + e FR ( fe) must be corrected for this effect.
The correction is performed by modifying the corresponding to modified ranges of
the |ml+l− − mZ| cut. The FR are also measured for all these samples in nine bins
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of pT for muons, or eight for electrons. There are also two η bins corresponding to
the barrel and endcap.

More precisely, the electron fake rates fe in the 2P2L CR are determined from
the number of missing hits in each of the pT bins considered in the analysis,
extrapolating the correct fake rate from the linear relation described above. The
resulting distribution of the FR obtained with 2018 data for electron and muons in
the pT bins considered for the analysis is shown in Figure 6.5.

Figure 6.5: Fake rates from the SS method as a function of the probe pT and using
2018 data. The barrel selection is represented in blue and the endcaps in red.
The solid lines correspond to fake rates before the correction of WZ contribution
from MC and after with the dashed lines. Muons are represented on the left and
electrons on the right.

The estimate of the Z + X background from the 2P2L control region is per-
formed by weighing all the corresponding data events as follows:

NSS
SR =

NOS

NSS
∑

i
( f i

3 × f i
4) (6.7)

Where the sum runs over all the events in the 2P2L CR, f3 and f4 are the fake
rates for the two loose leptons, and the correction factor NOS/NSS stands for the
difference between the number of events in the OS and SS samples.

Table 6.4: Summary of the ratio NOS/NSS for the different decay channels and for
the 2018 data taking period.

Channel 4µ 4e 2e2µ 2µ2e 4l
2018 1.03 ± 0.02 1.01 ± 0.01 1.03 ± 0.03 1.01 ± 0.01 1.01 ± 0.01

The values of this factor, obtained from data in the three data taking periods
separately, are presented in Table 6.4. The four final states are taken separately as
well as the general 4l. All the ratios are close to one, even if the OS samples are
always slightly higher.
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The mass distribution of the Z + X background estimated with the SS method
is represented in Figure 6.6 for an inclusive category and for each final state. The
estimation using the data-driven approach is compared to the MC simulation.

Figure 6.6: Distribution of the invariant mass of Z + X background estimated with
the SS method from 2018 samples. Data in black are compared to MC simulation
of WZ in pink, Zγ or ZZ in turquoise, Z+ jets in green, and tt̄+ jets in blue. On
top left, the 4µ final state is represented at the side of 4e, and the bottom, the 2e2µ
and 2µ2e are represented.

The number of expected Z + X events in the SR estimated with the SS method
is presented in Table 6.5, for all the data taking periods, for all the final states, and
for all the categories considered in this analysis. The results are in agreement with
the prediction obtained from the OS method, except for the 4e final state which
shows a more important difference, due to the different selection applied on the
additional electrons and from the treatment for the photon conversions between
both methods.

From 2018 data, a total of 132.03 events are estimated for the Z+ X background,
if considering all the decay channels at the same time and in an inclusive category.
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Table 6.5: Z + X yields calculated with the SS method for the four final states and
for each category. Results are calculated only for 2018 data taking period.

Year 2018
Channel 4µ 4e 2e2µ 2µ2e

ggH 50.6 ± 15.5 15.6 ± 5.7 36.5 ± 11.1 22.7 ± 8.3
VBF + 2 jets 3.1 ± 1.0 0.8 ± 0.3 2.0 ± 0.6 1.0 ± 0.4

Inclusive 53.7 ± 16.4 16.3 ± 6.0 38.5 ± 11.8 23.7 ± 8.6

The Z + X estimate has three sources of uncertainty: the first one is composed
of all the statistical uncertainties associated with the number of events in the Z + l
and Z + ll CR, and with the number of missing hits used to calculate the FR in
the SS method. The second source is the systematic uncertainty corresponding
to the one σ shifts in each direction of the FR. And the third one comes from
the systematic difference between the various processes constituting the Z + X
background, which corresponds to the difference between the FR and the ones
obtained reweighing the individual FR according to the 2P2F CR. All of these
contributions give to the overall Z + X uncertainty, which is calculated to be
30.1%, 30.5%, and 36.6% in the 4µ, 2e2µ, and 4e decay channels respectively. These
uncertainties on the Z + X yield prediction are then included in the analysis as
nuisance parameters in the calculation of the asymptotic limits.

Z+X background modelling

Now that the Z + X background has been estimated, it is time to determine
the shape of its distribution as a function of the invariant mass of the four leptons.
To model this shape, a Landau function has been used

fLandau(x, µ, c) =
1

πc

∫ ∞

0
e−tcos

(
t
(

x − µ

c

)
+

2t
π

log
(

t
c

))
dt (6.8)

Where µ corresponds to the position of the maximum of the distribution and c is a
shape parameter.

The use of such a function was motivated by the various works carried out on
this decay channel, for example a source of inspiration to justify this choice is the
last measurements of properties of the Higgs boson in the 4l final state [5].

The Z + X distributions were fitted with the function from Equation 6.8 as it is
illustrated in Figure 6.7. Here, the fit is performed for the three final states in an
inclusive category. As it was already explained for ggZZ and qqZZ backgrounds,
the fitting range is not going up to 3 TeV because of the lack of event after 1 TeV.
But the background has a contribution at high mass thanks to its parametrization
depending on m4l.
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Figure 6.7: Distribution of Z + X background obtained from 2018 data represented
in black. The blue curve is the fit using Equation 6.8. On the upper left, the decay
channel 4µ is represented, 2e2µ on the upper right, and 4e on the bottom.

6.2.3 Summary of the background modelling

As a conclusion on the modelling of background, the Figure 6.8 summarizes
very well all that has been done. Foremost, the estimation of the three main back-
ground noises, the two irreducible ones using MC simulations and the reducible
one with a data-driven approach. Then, the weighting of the events is done di-
rectly in the case of the MC simulations with a factor taking into account the
branching ratio of the process under study, and by the calculation of the yields for
Z + X. Finally, a parametrization of the background as a function of the mass has
been determined. This serves as an estimator of the impact of the background at a
given mass, which is relevant in this analysis given that the mass of the resonance
sought can vary.

And all this is shown in Figure 6.8. The points correspond to the distributions
from the estimation of the three background, qqZZ in blue, ggZZ in red, and
Z + X in green. All distributions are scaled to correctly represent the weight of
their contribution, and the mass parametrization corresponds to the fits.

The modelling of background processes is indeed a very important aspect for
this analysis. However, the modelling of the signal that is presented in the next
section has an equal importance if not more.
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6.3. Signal modelling

Figure 6.8: Distributions of the main backgrounds for X → ZZ → 4l. qqZZ in
blue and ggZZ in red are obtained from 2018 MC simulation, while Z + X in green
is estimated from 2018 data. The fit performed on each background is represented
in the same colour. On the upper left, the decay channel 4µ is represented, 2e2µ
on the upper right, and 4e on the bottom.

6.3 Signal modelling

Signal modelling, as well as background modelling, is required to estimate the
expected signal for any mass of the four leptons between 200 and 3000 GeV. In
addition, different combinations of resonance mass mX and width ΓX are consid-
ered in order to test the full range of possibilities for the nature of the resonance.
The parametric approach used for this analysis was considered in order to test all
possible signals, but also to avoid having to generate dedicated MC samples for
each particular model. In this sense, the signal model that is used is much more
generic than the theoretical models proposed by theorists. For this reason, the
resonances that are sought in this analysis are initially modelled with an analytical
shape expression that allows the desired mass and width to be varied for any
value of m4l, and this is detailed in Section 6.3.1. But this shape, being the result
of a theoretical model, is ideal in the sense that it does not take into account the
different effects that occur during detection, nor those of the selection. For these
two reasons, other ingredients must be added to the signal model in order to
make possible the comparison with the data collected by the CMS detector. The
first of these ingredients, presented in Section 6.3.2, is the selection efficiency,
which provides information on the effect of selection by giving the proportion
of events selected as a function of invariant mass. The second ingredient is the
signal resolution which adds to the model the effects of the detector as well as the
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effects due to the reconstruction of the events, and this contribution is described
in Section 6.3.3. From these elements, the model is built as follows:

P(mreco
4l ) = E(mgen

4l )×
(
P(mgen

4l |mX, ΓX)⊗R(mreco
4l |mgen

4l )
)

(6.9)

Where the signal model noted P(mreco
4l ) is constituted by the convolution of the

analytical shape P(mgen
4l |mX, ΓX) and the resolution R(mreco

4l |mgen
4l ), and the prod-

uct of this convolution is multiplied by the selection efficiency written E(mgen
4l ). In

this definition, mreco
4l stands for the reconstructed mass of the four lepton, while

mgen
4l is the reconstructed one.

This final expression of the signal model will be built in this section and then
used in the different steps of the statistical analysis presented in Chapter 7.

6.3.1 Analytical line shape of the signal
The first ingredient needed to build the signal model is the analytical shape

of the resonance, ant it corresponds to the truth shape of the signal in the ideal
case where no sources of smearing are applied. In order to cover all the phase
space of the resonance mass and width, it is required to have a parametric model
allowing the independence between the resonance mass and width variations.
This means that there is no interdependence between mX and ΓX, if one is fixed
the other parameter can vary freely.

In the analysis, the analytical shape of the signal is evaluated from the gen-
erated four lepton mass mgen

4l and the model used is derived from works about
the analytical line shape of the Higgs boson [178, 179]. This analytical model is
defined as a function of the generated mgen

4l has the advantage to take as argument
mX and ΓX.

P(mgen
4l |mX, ΓX) =

σ(mgen
4l )

π

2mgen
4l mXΓX

(mgen
4l

2 − m2
X)

2 + (mXΓX)2
(6.10)

Where σ(mgen
4l ) is the multiplication of cross-section and branching ratio σ.BR for

a considered production mode and final state as a function of mgen
4l . The values of

σ(mgen
4l ) are taken from the work made by the LHC Higgs Cross-Section Working

Group and presented in its fourth report [2], in which the cross-section is calculated
as a function of the invariant mass of m4l. Although, the σ(mgen

4l ) can be taken for
another model and changed easily since it corresponds only to a scaling factor.

Moreover, this parametrization does not consider a complex pole scheme
(CPS) correction, since they are not applicable for a non-SM resonance. For this
reason, the Equation 6.10 is based on the expression of a Breit-Wigner distribution
function. The other studies based on the Golden Channel for the search of high
mass resonance [6, 10] use the same function.
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An illustration of different resonances is given in Figure 6.9, where each reso-
nance is represented by the function P(mgen

4l |mX, ΓX) with a specific combination
of mX and ΓX. These curves are shown as an example of what is the expected
analytical line shape for the signal which is looked for.

Figure 6.9: Examples of signal analytical line shapes as a function of the generated
four lepton mass mgen

4l . Each curve corresponds to a specific combination of
resonance mass mX and width ΓX.

6.3.2 Signal efficiency

The second ingredient of the signal model is the selection efficiency computed
within the lepton acceptance. This efficiency is calculated using the Equation 5.6
where both the generated and reconstructed events considered must respect the
lepton acceptance. In terms of selection criteria, it corresponds to pe

T > 7 GeV and
|ηe| < 2.5 for electrons, pµ

T > 5 and |ηµ| < 2.4 for muons. The interest of using the
signal efficiency in the signal model is driven by the fact that the selection applied
on the events has an impact on the number of events used in the analysis, and
it is not constant over mass. In order to apply the correct efficiency value to the
events, the efficiency must be defined as a function of the generated four lepton
mass mgen

4l .
The signal efficiency is calculated for each available mass samples starting

from 115 GeV to 3 TeV. The extended range in the low mass region is used in
order to get a good parametrization of the efficiency elbow occurring around 200
GeV. Moreover, ggH and VBF MC simulation samples were used to calculate the
efficiency where both production modes were taken separately for the calculation,
as well as the final states.

In order to have a signal efficiency value for each mass of the four leptons, a
fit is performed on the efficiency points for each production mode and each final
state. The function used for that is given by:
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E(m4l, a⃗) = a0 + a1.er f
(

m4l − a2

a3

)(
a4 + a5.m4l + a6.m2

4l + a7.m3
4l

)
+

a8

a9
√

2π
e−

1
2

(
m4l−a10

a9

)2 (6.11)

Where the vector a⃗ = (a0, a1, a2, a3, a4, a5, a6, a7, a8, a9, a10), it is used as a simplified
notation of the eleven parameters of the equation.

This equation was used in the previous analysis on the high mass resonance
carried out with CMS 2016 data [9], and it allows having a fitted curve matching
the high mass region points as well as the low mass region, and especially the
elbow around 200 GeV.

The signal efficiency described here is represented in Figure 6.10, where the
two production modes and the three final states are taken separately. The fits are
realized with Equation 6.11 for each of the six combination of decay channel.

Figure 6.10: Selection efficiency E(mgen
4l ) as a function of the generated mass

of the four leptons mgen
4l , and calculated from MC signal samples. Full colours

corresponds to ggH, and light colours to VBF. The 4µ final state is represented in
blue, 2µ2e in red, and 4e in green. The fit performed on the six different decay
channels are represented in the same colour.

As a comment on the fits, the VBF curves show the limit of the function used
because of the slight oscillation between 1 and 3 TeV. A way of improvement could
be to use a spline using the function of Equation 6.11 before 1 TeV and then a
simpler one like a first or second order polynomial function.

In the specific case of the selection efficiency it is very pertinent to also have
an overview of the impact of the categorization, as it is shown on Figure 6.11.
Here the two categories are represented with the inclusive one, and the results are
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6.3. Signal modelling

Figure 6.11: Selection efficiency E(mgen
4l ) taking into account the lepton acceptance

as a function of the generated mass of the four leptons mgen
4l , calculated from ggF

MC signal samples on the left, and from VBF on the right. Full colours corresponds
to the ggH category, light colours to VBF + 2 jets, and dark colours to the inclusive
category. The 4µ final state is represented in blue, 2µ2e in red, and 4e in green.
The fit performed on the six different decay channels are represented in the same
colour.

highly dependent on the production mode of the samples. Indeed, considering
the selection efficiency calculated from the ggF samples, more than 90% of the
events are tagged as ggH and less than 10% as VBF + 2 jets. On the other side, if
considering the selection efficiency calculated from VBF samples, around 60% of
the events are categorized as ggH and only 40% as VBF + 2 jets. Hence, VBF events
are more often miscategorised, and because of that it is expected to have better
results in terms of asymptotic limits on the cross-section for the ggH category.
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6.3.3 Signal resolution
The third element of the signal model is the signal resolution defined as the

mass difference between reconstructed and generated events. This quantity is used
as an estimate of the impact of the reconstruction on the number of events expected
for a given four leptons mass. Moreover, the signal model defined in Equation 6.9
is a function of mreco

4l , and the signal efficiency and analytical line shape are both
depending only on mgen

4l , hence the mass parametrization of the model is mostly
depending on the resolution as well as the correspondence between reconstructed
and generated mass. Nevertheless, some detector effects affecting the invariant
mass distribution are simulated with Geant4 and the resolution allows adding
them to the signal model.

Figure 6.12: Distributions of mreco
4l − mgen

4l coming from ggH events shown with
the black points and the DCB fits performed simultaneously over all the mass
points are drawn in blue. The top plots correspond to 4µ final state, those in the
middle to 2e2µ, and those on the bottom to 4e. From left to right, three mass points
are represented for all the final states: 300, 600, and 900 GeV.

The signal resolution is obtained from the mreco
4l − mgen

4l distribution, and in this
analysis it is calculated for each mass point comprised between 200 GeV and 3000
GeV included. From each of the distribution a double Crystal Ball (DCB) function
is used to perform a fit. The parameter values obtain from the fits are then used
to have a resolution parametrization over all the mass range. The equation of the
DCB function is given by:
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R(ξ, c⃗L, c⃗R) =



(
nL
|αL|
)nL

e−
|αL |2

2

(
nL
|αL| − |αL| − ξ

)−nL
if ξ ≤ −αL

e−
ξ2
2 if − αL < ξ < αR(

nR
|αR|
)nR

e−
|αR |2

2

(
nR
|αR| − |αR| − ξ

)−nR
if ξ ≥ αR

(6.12)
The two vectors defined in the resolution function are doublets corresponding
to c⃗L = (αL, nL) and c⃗R = (αR, nR). They are respectively composed of the
parameters of the left and right parts of the DCB function. The last input of
the function is defined as: ξ = ∆m4l−µ

σ with ∆m4l = mreco
4l − mgen

4l the difference
between the reconstruction four leptons mass and the generated one, µ is the
mean mass of the Gaussian core of the double Crystal Ball, and σ is its standard
deviation.

Figure 6.13: Distributions of mreco
4l − mgen

4l coming from VBF events shown with
the black points and the DCB fits performed simultaneously over all the mass
points are drawn in blue. The top plots correspond to 4µ final state, those in the
middle to 2e2µ, and those on the bottom to 4e. From left to right, three mass points
are represented for all the final states: 300, 600, and 900 GeV.

The mass difference distributions are shown for ggH in Figure 6.12 and for VBF
in Figure 6.13, the fits in blue are performed simultaneously on all the available
mass points. Such a technic was used in order to get a smoother distribution of
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the parameters as a function of the mass. For a reason of optimization and for
increasing the precision, the distributions were fitted separately in a first time to
get an estimate of the DCB parameters. Then, the parameters collected from the
fits were used as initial values in the simultaneous method.

Figure 6.14: Double Crystal Ball parameters obtained from mreco
4l − mgen

4l distribu-
tion fit as a function of mreco

4l . The parameters and their corresponding fits are
plotted in the same colour with αL in blue, αR in light blue, µ in red, σ in black, nL
in yellow, and nR in green. On the left ggH events are considered, and VBF on the
right. From top to bottom, the final states 4µ, 2µ2e, and 4e are represented.
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The DCB parameters are calculated for each mass points, production mode,
and decay channel. Then, their mass parametrization is obtained by fitting them
with a third order polynomial function as described in Figure 6.14. Here, each plot
corresponds to a specific decay channel coming from ggH or VBF events.

In the same way as what was said about the signal efficiency fits, this figure
shows some limitations of the third order polynomial function used to fit the
DCB parameters over mass. For some parameters such as αL, αR, nL or even µ
the function chosen fit well their values over mass, but considering σ for ggH
curves and nR in general, it is clear that the fit can be improved. For both of these
parameters, the problem also comes from the inflexion around 1 TeV and a spline
using two polynomial functions one defined before the elbow and the other one
after could be used.

6.3.4 Validation of the signal model

As a proof of concept and a validation of the model, closure tests are realized
by comparing the reconstructed mass distributions obtained from the signal MC
samples and the signal model P(mreco

4l ).
Before doing the comparison, the signal model is build with the parametriza-

tion of its ingredients presented previously in this section, and they are combined
inside Equation 6.9. In the Figure 6.15, the model is plotted for different combina-
tions of mX and ΓX.

Figure 6.15: Illustration of the signal model as a function of mreco
4l . In blue, the

signal corresponds to a resonance with mX = 200 GeV and ΓX = 10 GeV. In red,
the resonance is defined by mX = 450 GeV and ΓX = 20 GeV, and multiplied by a
factor 2. In green, the resonance is defined by mX = 1000 GeV and ΓX = 30 GeV,
and multiplied by a factor 50.
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Moreover, for a better visualization of many signal shapes in a single figure,
each of them have a specific scale. In theory, it is expected to have much smaller
resonances at high mass, for instance the one in green corresponding to a resonance
with mX = 1000 GeV and ΓX = 30 GeV should be 50 times smaller.

The analytical shape is based on a Breit-Wigner distribution function which
does not include CPS correction at the opposite of the SM-like signals samples
used. The comparison between both can be done only after a proper reweighting
of the mass distribution in the MC signal samples. The new weights are calculating
with the MELA approach in order to remove the CPS corrections, since they are
no longer applicable for the high mass resonance which are not SM-like. Once
obtained the weights are added to the weighting formula given by Equation 6.1.

For the closure tests the width value is taken from the mass parametrization
presented in Figure 1.11, where the width of a SM-like resonance is defined as a
function of its mass. For instance, the closure test realized with the 200 GeV signal
samples is presented in Figure 6.16. In this case the signal model use the same
resonance mass of 200 GeV and a width ∼1 GeV. The four leptons invariant mass
distribution used for the comparison is the one using the reweighting mentioned
in the previous paragraph. The signal models correspond to events with a 4l final
state coming from ggH on the left and from VBF on the right.

Figure 6.16: Closure test of the signal model on ggH at 200 GeV on the left and VBF
at 200 GeV on the right. The model is compared to the reweighted four leptons
invariant mass distribution from MC simulation samples.

As a conclusion of the closure tests, it was observed that the signal models built
for this analysis are matching the m4l distributions obtained from the MC signal
samples after a proper reweighting removing the CPS corrections. This allows to
validate the model built so far.
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Chapter 7

Statistical analysis and results on the
high mass resonance search
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The main objective of the physics analysis presented in this thesis is to find out
if there is a high mass resonance. To do this, it is necessary to check if the signal
model that was constructed in the Chapter 6 can coincide with the experimental
data, and this is operated by looking for an excess of data compared to the theoret-
ical expectation and to quantify it. To find out if there is a statistically sufficient
match between the two, a test consisting of maximizing a likelihood function,
described in Section 7.1.1, is performed. Moreover, the likelihood function is
estimated with a multidimensional fit on the four lepton invariant mass as well
as the kinematic discriminant, to do so conditional templates are added to the
model as explained in Section 7.1.2. The likelihood function takes into account
all the ingredients presented above, such as the signal, background noise, but
also interference phenomena which are explained in Section 7.1.3. Finally, the
statistical test results also take into account the different sources of uncertainty on
the different quantities used in the model or that may affect it.

At the end, to understand if the observed data can describe the resonance, it is
necessary to get the confidence intervals on the product of the expected X boson
cross-section and branching ratio, written σX.BR4l. These intervals also called
limits are computed from MC samples to get the expected ones, and from data for
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the observed ones. Both are determined from profile likelihood scans for a given
set of mX and ΓX, as well as the fraction of VBF events fVBF. All these results are
presented and discussed in Section 7.3.

Similarly to what was explained in Chapter 6, only the results obtained from
2018 data are presented in this chapter.

7.1 Statistical analysis strategy

At the beginning of Run-1, a statistical procedure was proposed by the LHC
Higgs Combination Group for both ATLAS and CMS analyses [180]. It aims to
have a common method used by both collaborations in order to coordinate the
combination of the results for claiming the Higgs boson discovery. In this thesis
the same procedure is used and detailed in this section.

As it was explained previously, the main goal for the physics analysis presented
in this thesis is to search for a significant excess of events with respect to the SM
expectation, and to build the expected and observed limits on the product of the
cross-section for a new boson and the branching fraction for its decay into a pair
of Z boson. Besides, this work is done for a wide range of resonance mass and
width.

The statistical methods should gather together the selected events from the
data, or the signal model, the background models, and the uncertainties which
are discussed in Section 7.2. Moreover, this method must evaluate the presence or
absence in the observed data of a signal following the model built. As suggested
by the LHC Higgs Combination Working Group the method of the maximum
likelihood should be used in this case.

7.1.1 Method of the maximum likelihood

The method of maximum likelihood is performed on parameter of interest
(POI) and includes also the treatment of nuisance parameters (NP) which represent
all the other parameters of the statistical model that are not POI. In this analysis,
the POI are m4l, Dkin

bkg, mX and ΓX, while the NP are the uncertainties discussed in
Section 7.2.

For measurements of continuous physics parameters, a maximum likelihood
estimation is used. The method of maximum likelihood is based on the likelihood
function L(x⃗|θ), where θ denotes a POI on which depends the measured data
written x⃗. For example, in this analysis, data can be measured values of the m4l,
while in that case the θ parameter would represent the expected value of the new
boson mass mX. The maximum likelihood method finds the values of the POI from
a dataset, which maximize the likelihood function. In other words, this method
allows obtaining the POI values that make the observed data the most probable.

The most general model used relies on one global signal strength parameter
µ that multiply the expected cross-section of a high mass resonance such that
µ = σ/σX. All production modes are scaled by this factor, while branching
fractions are assumed to be preserved. The systematic uncertainty is assigned
in the model as a nuisance parameter β. The signal and the background yields
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are functions of these parameters, and they can be written as µ × S(θ) and B(θ),
respectively. In general, the systematic uncertainties reflect the possible deviations
of a quantity from the input value β̃ provided by a separate measurement. On that
basis, the likelihood can be defined for the data or for a pseudo-experiment, also
called a toy. The generic form of the likelihood is described by:

L(x⃗, θ̃|µ, θ) = ∏
i
(Li(x⃗|µ × S(θ) + B(θ))× ∏

j

(
pj(β̃ j|β j

)
(7.1)

Where the first product runs over all the decay channels, and the second one over
all possible nuisance parameters considered in the analysis.

The ultimate goal of this analysis is to determine if a set of X boson parameters
mX, ΓX, and σX.BR4l, where the latter is the signal production cross-section times
the X → ZZ → 4l branching ratio in each production mode are consistent with the
data. In practice, the σX.BR4l must be considered with the fraction of event in the
VBF category fVBF, and the confidence intervals on σX.BR4l are determined from
profile likelihood scans for a given set of (mX, ΓX, fVBF). The likelihood defined in
Equation 7.2 is maximized with respect to the nuisance parameters which include
the constrained parameters describing the systematic uncertainties. The extended
likelihood function is defined for candidate events as:

L = exp

(
−∑

i
n4l

i − ∑
i

nbkg
i

)
∏

k
∏

j

(
∑

i
n4l

i P4l
i,k(x⃗j, mX, ΓX) + ∑

i
nbkg

i Pbkg
i,k (x⃗j)

)
(7.2)

Where x⃗j corresponds to the observables for the event j from the category k. In
this analysis x⃗j is composed of m4l and Dkin

bkg. The indices i stand for the signal
and background type defined for each production mechanism, and the number of
events associated to both of them are respectively n4l

i and nbkg
i . The background

processes considered here are those not interfering with the signal, and they are
described by their PDF in Pbkg

i,k (x⃗j). The signal processes are in their case brought
in the likelihood expression through P4l

i,k(x⃗j, mX, ΓX).
The profile likelihood ratio test is the most powerful statistical test according to

the Neyman-Pearson lemma, and it implies the contribution of the signal strength
modifier µ. In order to measure central values and uncertainty intervals, the
strategy then consists in maximizing L with respect to µ and θ, to obtain the best
fit values µ̂ for the POI, and θ̂ for the NP. One defines a negative log-likelihood
function:

q̃µ = −2ln(∆L) = −2ln

(
L(x⃗|µ, θ̂µ)

L(x⃗|µ̂, θ̂)

)
(7.3)

and performs a maximum likelihood fit to data, where θ̂µ maximizes the nu-
merator for a fixed set of values µ of the parameters of interest. The determination
of confidence intervals relies on the Wilks theorem, which states that for a model
with n POI, the distribution of −2ln(∆L) approaches a χ2 with n degrees of free-
dom in the limit of a large data sample. For example, when measuring one single
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parameter µ, the 68% and 95% CL intervals are deduced from the conditions
−2ln(∆L) < 1 and −2ln(∆L) < 3.84, respectively. Expected results can also
be provided or some nominal values of the parameters, which is very useful for
estimating the sensitivity of a given measurement. In principle, this would require
the generation of several pseudo-experiments, but a very good approximation
is provided by the Asimov data set [181], corresponding to a single data set in
which the observed rates and distributions coincide with the predictions under
the nominal set of NP.

The likelihood fit is not directly performed on the signal model described in
Section 6.3 because some background processes interfere with the signal, as well
as the SM H boson for lower masses considered. Indeed, when looking at the data,
the signal can not be observed as it was defined in the previous chapter, because
the interferences directly impact it and modify its shape. Hence, the likelihood fit
is done with an enhanced signal model P4l

i,k considering also interference effects:

P4l
i,k(x⃗j, mX, ΓX) = µi ×P sig

i,k (x⃗j, mX, ΓX) +
√

µi ×P int
i,k (x⃗j, mX, ΓX) + Pbkg

i,k (x⃗j)
(7.4)

Where µi corresponds to the relative signal strength for a production mode i and
defined as the ratio of σi.BR4l over the expected cross-section of the resonance
σX.BR4l for which the normalization is determined. This equation is composed of
three terms, a first one using the signal model presented in Section 6.3, a second one
corresponding to the interference contribution, and the last one is representing the
contribution of the interfering backgrounds. The last two items will be discussed
in Section 7.1.3.

7.1.2 The signal and background template parametrization
The signal model presented in Section 6.3 must be improved for the statistical

analysis, indeed some detector effects are missing because they are not directly
affecting m4l but Dkin

bkg. Since the desired parametrization must depend on m4l,

taking these effects into account will involve adding parametric templates of Dkin
bkg

as a function of m4l, which are written T (Dkin
bkg|mreco

4l ). Then, the overall signal

model is at the same time a function of mreco
4l and Dkin

bkg, and it is expressed as:

P(mreco
4l ,Dkin

bkg) = P(mreco
4l )× T (Dkin

bkg|mreco
4l ) (7.5)

This final expression of the signal model will be used in the different steps
of the statistical analysis presented in Section 7.3, and its four components are
described in the following sections.

As it is written in Equation 7.5, the templates are included in the model by
multiplying it to P(mreco

4l ). As for the rest of the analysis, the templates are built
for each production modes and final states as represented in Figure 7.1 for signal
processes.
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7.1. Statistical analysis strategy

Figure 7.1: Conditional templates of Dkin
bkg depending on mreco

4l calculated from MC
signal samples. The upper row corresponds to ggH process and VBF is on the
lower one. The first column corresponds to the 4µ channel, 2e2µ for the second
one, and 4e for the third one. On the colour scale, the more the bin is blue, the
more the value is close to one. Inversely, the more the bin is yellow, the more the
value is close to one. For each m4l bin, the Dkin

bkg distribution is normalized to 1.

These 2D histograms are built by combining all the MC samples, and they are
made in a such way to have the Dkin

bkg distribution normalized to 1 for each m4l bin.
Moreover, the binning follows a logarithmic distribution, meaning that the mass
range per bin increases with the mass according to a logarithmic law, and such
a binning is used to have a comparable number of events per bin because of the
poorer event density at high mass.

Finally, the signal model used in the following statistical analysis corresponds
to the one described in Equation 7.5, and it depends on mreco

4l and Dkin
bkg. In the same

way, to what is done for the signal, the templates are also used for the background
processes as it is shown in Figure 7.2. Here, the three main backgrounds are
represented, ggZZ on top, followed by qqZZ, and Z + X on the bottom.
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Figure 7.2: Conditional templates of Dkin
bkg depending on mreco

4l . The upper row
corresponds to ggZZ process, qqZZ in the middle, and Z + X on the lower one.
The first column corresponds to the 4µ channel, 2e2µ for the second one, and 4e
for the third one. On the colour scale, the more the bin is blue, the more the value
is close to one. Inversely, the more the bin is yellow, the more the value is close to
one. For each m4l bin, the Dkin

bkg distribution is normalized to 1.

7.1.3 Interferences contribution to the model
In the experimental data, when the signal will be measured part of the reso-

nance could be affected by the background or even by SM signals. In the mass
region above 200 GeV there are parts of the background continuum as well as the
off-shell tail of the SM H boson distribution. It is expected to have interferences
of X boson with both of them, and this should account for an important effect
when considering a resonance with a non-negligible width. This parameterization
naturally scales the size of interference with the cross-section of the signal peak
σX with a proper accounting for interference depending on the signal strength, as
well as a parametric dependence on the mass distribution. All of this is described
in Equation 7.4, where the signal is considered simultaneously with the interfering
backgrounds and the interferences.

Two configurations associated to MC samples must be considered to reflect
both production modes studied in this analysis. The first one is used for the ggH
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category, and it stands as the sum of the contributions of ggH at 125 GeV, ggZZ
background, and their interference. The second one corresponds to the H boson
coming from VBF at 125 GeV, EW qqZZ, and their interference. Both are not
coming from the same generator because of the nature of the processes implied,
MCFM is used for the first one while the second is generated with JHUGen. Then,
these samples are not used like that, indeed, the desired interference does not
afford for the background contribution. In order to extract only the interference
contribution, the pure signal at 125 GeV and the pure background are subtracted
to the samples. This operation is done after a proper reweighting and at the end
only the interference remains. Although, at this stage the interferences obtained
are just those between the H boson and the background, to get those involving
the new X boson the m4l and Dkin

bkg conditional templates are built in the same way
as it was explained in the previous section. Moreover, the sample reweighting
is performed with the MELA package in a such way to change the resonance
signal hypothesis and thus to change the expected mass and width. Finally, the
interferences are functions of m4l, Dkin

bkg, mX, and ΓX.
Actually, the final interference is composed of three contributions. A first one

defined between the X boson signal and the background, a second between the H
boson at 125 GeV and the background, and the third one between the H boson
and the new X boson.

7.2 Systematic uncertainties

Uncertainties are an essential aspect of a physics analysis. Indeed, they are
related to the accuracy of the measurements made by the experiments and can
be separated into two different contributions. Firstly, statistical uncertainties
arise mainly from the amount of data collected by the experiment. The larger
the amount of data, the greater the precision of a measurement will be, and this
also leads to a better significance of the research carried out. Since this source of
uncertainty is a parameter that can be modified by new data, one of the objectives
of successive improvements to the LHC is to collect as much data as possible. As
already explained, the most prominent example is the HL-LHC during which the
instantaneous luminosity will increase considerably. Moreover, this is linked to
the rest of the uncertainties which can be divided into two groups. On one side,
experimental uncertainties are related to imperfect knowledge of the detector, such
as the luminosity, the different calibrations applied on the data, the efficiencies,
and the resolutions. On the other side, the theoretical uncertainties are mainly
related to the generators used for modelling the signal and background processes.
For instance, the theoretical predictions of the processes that are studied are not
ideal in the sense that they admit simplifications of physical phenomena that
are either too complex to be implemented, or are not fully understood, and their
modelling is imperfect.

All of these sources of uncertainty can influence the modelling of the signal
and background processes that was detailed in Section 6. These will degrade the
predictions made about the expected signal and background parameters. In the
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context of statistical analysis, these systematic uncertainties are considered as NP
that are profiled in the maximum likelihood fitting described in Section 7.1. Thus,
to have the best comparison between experimental results and theoretical predic-
tions, it is essential to have the best possible estimate of the uncertainties. This is
all the more true when the statistical uncertainty is the least important. On the
other hand, if we focus on the high mass region, the very small number of events
means that the statistical uncertainty is dominant. However, the measurement of
the others should not be neglected, as this analysis aims to have the best possible
accuracy. Although, the impact of systematic uncertainties on the measurements
will be discussed with the results of the analysis in Section 7.3.

7.2.1 Experimental uncertainties
The experimental uncertainties gather all those related to the detector and

coming from the different phases of particles reconstruction and selection. As
detailed in the following list, the dominant uncertainty sources originate from the
luminosity measurement, the lepton reconstruction and identification, the selec-
tion efficiency, the lepton resolution, the jet scale, and the reducible background
estimate. In this uncertainty category, the value of each of them are calculated for
each data-taking period. Only the lepton and jet energy scale and resolution are
calculated only once since they are uncorrelated to the year.

• The integrated luminosity measurement is performed with Van der Meer
scans [182] on the different datasets. It is affected by a normalization uncer-
tainty which ranges from 2.3% to 2.6% depending on the data-taking period
[111, 112, 113] and affects all final states, both signal and background.

• The lepton reconstruction and selection efficiency represents the effects
brought by the requirements from all steps from the trigger to the final
selection. In this case, muons and electrons are taken separately since the
selections of these objects are different. The uncertainty ranges from 1% to
2.3% in the 4µ channel and from 11% to 15.5% in the 4e channel. The gap
between muons and electrons is mainly due to the low pµ

T measurement
which is done with the µ+µ− resonances are used to measure the efficiency
in the low pT regions, while in the electron case the efficiency measurement
relies only on the Z boson resonance, resulting in a higher uncertainty in the
low pe

T region.

• The lepton momentum scale and resolution impact the signal shape since
they make the DCB function parameters varying. Their estimations are done
with the study of the Z → l+l− invariant mass distribution in data as well
as in simulation. Events are classified according to the pT and η of one of
the two leptons, determined randomly, and integrated over the other. Then,
the distribution of the l+l− mass is fitted with a function close to the one
used for the signal modelling, since the fit is done with the convolution of
a Breit-Wigner function and a DCB function. For the 4µ channel the scale
uncertainty is around 0.04% and 0.3% in the 4e channel. In the case of the
resolution uncertainty, it was calculated at 20% for both channels.
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• The jet energy scale and resolution do not have a direct impact on the signal
selection efficiency. Indeed, jets are not part of the final state, but they are
used in the categorization to separate ggH events to VBF ones which are
associated with one or two jets. Moreover, they have an impact on the shape
of the discriminants. In the context of a high mass analysis, the uncertainty on
both jet energy scale and resolution are of the order of 1% when considering
high pT jets. The measurement of these uncertainties was part of the jet
reconstruction performance with the CMS detector [126]. Their impact on
the measurements are negligible when considering an inclusive category.
However, their impact is much more significant in the measurements of the
VBF categories, since they are related to the jet kinematics.

• The reducible background estimate represents one of the main source of
systematic uncertainty in the analysis. As described in Section 6.2.2, this
background is quite complex to simulate due to its composition, and the data
driven method used to estimate it can lead to rate uncertainties. Those values
are around 30% for the 4µ final state, between 30% and 35% for 2µ2e, and
between 37% to 41% for 4e. These uncertainties are treated as uncorrelated
between the different final states, indeed each of them corresponds to a
separate measurement.

7.2.2 Theoretical uncertainties

The theoretical uncertainties are calculated for the three data-taking periods all
together since they are neither correlation between them nor any detector related
effect. Moreover, they are treated as correlated between each others. They affect
both signal and background estimation and come from the theoretical computa-
tions, in particular the renormalization and factorization scale and the choice of the
PDF set. The main contributions to the overall theoretical uncertainty considered
in this analysis are presented as follows:

• The uncertainty on the branching ratios associated to the X → ZZ →
4l decay is the first theoretical uncertainty. Since the resonance is search
for different value of mX, the BR is also taken for the expected mass and
the uncertainty is calculated for each of the desired mass. In average this
uncertainty is around 2%.

• The QCD uncertainty is applied on both irreducible background samples.
This uncertainty corresponds to the PDF renormalization as well as the scale
factor, and it is determined by varying these factors between 0.5 and 2 times
their nominal value. Besides, their fraction values are kept between 0.5 and
2. Depending on the process, this uncertainty ranges from 3.1% to 4%.

• The irreducible background modelling uncertainties are coming from the
k-factors which are used to rescale the irreducible background simulations
to the most recent theoretical calculations. More precisely, when considering
the gg → ZZ k-factors, they are of the order of 10%, while the uncertainty
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affecting the k-factor for the electroweak corrections of the qq̄ → ZZ process
is in average of the order of 0.1%.

7.2.3 Summary on the uncertainties
To summarize what has been said about the uncertainties, there is nothing

better than a table with all the contributions and their values. This is done in Table
7.1, where the experimental uncertainties are first presented, some of them have a
specific value for each data-taking year, and they are followed by the theoretical
uncertainties. Hereafter, they are added as NP in the likelihood fit.

Table 7.1: Summary of the experimental and theoretical uncertainties used in the
analysis. Some experimental uncertainties are calculated for each data taking
years.

Experimental uncertainties
Year 2016 2017 2018
Luminosity 2.6% 2.3% 2.5%
Reconstruction efficiency µ 1.2% 1.1% 0.7%
Reconstruction efficiency e 15.5% 12% 11%
Z + X (4µ) 30% 30% 30%
Z + X (2µ2e) 35% 33% 30%
Z + X (4e) 41% 38% 37%
Energy scale µ 0.04%
Energy scale e 0.3%
Energy resolution µ and e 20%
Jet energy scale 1%
Jet energy resolution 1%

Theoretical uncertainties
Branching ratio (X → ZZ → 4l) 2%
QCD scale (qq̄ → ZZ) 3.2%
QCD scale (gg → ZZ) 4%
PDF (qq̄ → ZZ) 3.1%
PDF (gg → ZZ) 4%
EW corrections (qq̄ → ZZ) 0.1%
k-factor corrections (gg → ZZ) 10%

230



7.3. Results on the search of high mass resonance

7.3 Results on the search of high mass resonance

Once the signal and background models have been developed, and the un-
certainties have been calculated, it is possible to perform the statistical test men-
tioned in the previous section. Thanks to this, the search for a scalar resonance
X → ZZ → 4l is performed for the mass range mX between 200 and 3000 GeV.
Furthermore, it is performed for a resonance width that can have any value, from
the narrow width approximation (NWA), corresponding to ΓX < 0.5 GeV, to a
relatively large width compared to the mass, although this corresponds in this
case to ΓX < mX. The production of the X resonance could be produced via gluon
or vector boson fusion processes. As the relative importance of these production
modes are unknown for X, it is necessary to introduce the VBF production fraction
parameterized with fVBF. This one corresponds to the number of events resulting
from VBF on the sum of the events VBF and ggH.

Figure 7.3 shows the upper limits expected at 95% CL on the product of the
boson cross-section X and the branching ratio X → ZZ. The limits are obtained
with the fit performed on two observables used in the superimposed signal and
background expectations. A maximum likelihood fit, without binning, of m4l and
Dkin

bkg distributions is performed on the set of selected events between 100 < m4l <

3500 GeV. The constraints on the effective resonance production cross-section σX
are reported for a scan of mX and with a fixed value of ΓX. Moreover, the value of
fVBF can be fixed at a certain value or left unconstrained in the fit. In this example
the two extreme values fVBF = 0 and 1 were chosen to cover the range of possible
limits, in the first case only ggH events are considered, and only VBF in the second.
In both cases, the upper limits expected at 95% CL on σX.BR4l have a similar trend
as a function of mX. These results look comparable to what was found with the
study of 2016 data [9], where the main results were presented in Chapter 1.

Figure 7.3: Expected upper limits at 95% CL on the product of the X boson cross-
section and the X → ZZ branching ratio as a function of the resonance mass mX
and with a fixed width ΓX = 1 GeV. The limits are calculated from 2018 samples
only and with 4l events from an inclusive category. fVBF is set to 0 on the left, and
to 1 on the right.
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Figure 7.4 shows the expected 95% CL limits with different width hypotheses,
from 0.1 GeV on the left to 100 GeV on the right, and with fVBF = 0. The lower
width value respects the narrow width approximation and has a lower contribution
coming from the interference. While, for a width of 100 GeV the interference effects
are not at all negligible and this is even visible with the lower limit at low mass.
Indeed, the low mass region is the one the most affected by interference since the
backgrounds and the 125 GeV Higgs boson have almost no contribution at masses
higher than 500 GeV.

Figure 7.4: Expected upper limits at 95% CL on the product of the X boson cross-
section and the X → ZZ branching ratio as a function of the resonance mass mX.
The resonance width is set to ΓX = 0.1 GeV on the left and ΓX = 100 GeV on the
right. The limits are calculated with 4l events from 2018 samples, an inclusive
category was used, and fVBF is set to 0.

Since the interference affects the shape of the expected 95% CL limits over the
resonance mass, a study of its impact was done and presented in Figure 7.5. In
these four plots a comparison of the model with and without the interference is
done on the limits for ggH signal for different width assumptions. As mentioned
earlier, in the NWA the impact of the interference on the signal is negligible, which
is confirmed by the case where ΓX = 0.1 GeV and where both curves are similar.
Then, when the width increase to 1 GeV the NWA is no longer valid and the
differences start to appear, and then they are even amplified with higher values as
pointed in the two lower plots of the figure. Thus, the expected behaviour of the
interference on the model is verified.
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Figure 7.5: Expected upper limits at 95% CL on the product of the X boson cross-
section and the X → ZZ branching ratio as a function of the resonance mass mX.
The four plots correspond to different resonance width ΓX = 0.1, 1, 10, and 100
GeV. The limits are calculated from 2018 samples, with 4l events from an inclusive
category, and fVBF is set to 0. The blue curves represent the limits using a model
without interference and with in red.

Another verification consists in understanding the contribution of each decay
channel and to see if it matches the expected relative limits. For that, the limits are
calculated for each channel separately, as shown on Figure 7.6.

If there is no problem it is obviously expected to have the 4l limits lower than
all the others since it is the combination of all of them. Then, those from 4e are
expected to have the worst limits because of its lower efficiency, and in this way 4µ
should have better limits. Finally, concerning 2e2µ even if the efficiency is lower
than the one from 4µ, it has much higher statistics making it the decay channel
with the best expected limits. To conclude, all of these suppositions are clearly
confirmed by the limits shown on Figure 7.6.
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Figure 7.6: Expected upper limits at 95% CL on the product of the X boson cross-
section and the X → ZZ branching ratio as a function of the resonance mass mX.
The limits are calculated from 2018 samples, with a resonance width ΓX = 0.1 GeV,
and fVBF is set to 0. The black curve represents the limits of 4l, 4µ in red, 2e2µ in
green, and 4e in blue.

After knowing that there is no unexpected behaviour or issue the expected
limits, it is possible to unblind the data in the region of interest, meaning that all
the events with a mass above 200 GeV are now available. If considering the m4l
unblinded distribution from Figure 5.11, but only in the high mass region, the
Figure 7.7 is obtained. On this figure, all the high mass events are represented
below 1300 GeV since there is no more event after this value.

Figure 7.7: Distribution of m4l from high mass events using the full Run-2 statistic.
Black points represent data, H signal in pink, and the backgrounds are qq̄ → ZZ
in light blue, gg → ZZ in blue, EW in dark blue, and Z + X in green.

The unblinding can also be done on the limits, thus like that the observed limits
can be calculated and then compared to the expected ones in order to know if
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there is a sign of a new high mass particle.
In the same way as what was done for the expected limits, the comparison

for different widths and for the different fraction of production mode. The first
observed limits to be compared are those coming from pure ggF events, where
fVBF is set to 0 and shown in Figure 7.8.

Figure 7.8: Observed and expected upper limits at 95% CL on the product of the X
boson cross-section and the X → ZZ branching ratio as a function of the resonance
mass mX. The resonance width is set to ΓX = 0.1 GeV on the left and ΓX = 1.0
GeV on the right. The limits are calculated with 4l events from 2018 samples, the
two categories were used, and fVBF is set to 0.

From these plots, there is the same behaviour induced by the width changes,
and in all the case the observed limits are contained in the +2σ bands of the
expected limits. Thus, there is no significative excess observed with pure ggF
events.

Figure 7.9: Observed and expected upper limits at 95% CL on the product of the X
boson cross-section and the X → ZZ branching ratio as a function of the resonance
mass mX. The resonance width is set to ΓX = 1.0 GeV. The limits are calculated
with 4l events from 2018 samples, the two categories were used, fVBF is set to 0 on
the left and to 1 on the right.

In the same way, the same comparison was done with pure VBF events, and
the results were the same. Figure 7.9 shows the comparison between the limits
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calculated with only ggF events or only VBF, and one more time no significant
excess was observed.

Finally, the fraction of VBF events is set as a floating parameter and the corre-
sponding limits for different width values are represented in Figure 7.10. Once
again, no significant excess was observed.

Figure 7.10: Observed and expected upper limits at 95% CL on the product of
the X boson cross-section and the X → ZZ branching ratio as a function of the
resonance mass mX. The resonance width is set to ΓX = 0.1 GeV on the left and
ΓX = 1.0 GeV on the right. The limits are calculated with 4l events from 2018
samples, the two categories were used, and fVBF is floating.

To conclude on the high mass resonance search, a statistical test based on maxi-
mum likelihood method was used in order to calculate the observed and expected
limits on the production cross-section and branching ratio of the resonance. Thus,
the limits obtained are model independent, and can therefore be used by theorists
to check whether their predictions can work. Nevertheless, the limits obtained
show no significant excesses, so no sign of a new particle is visible.

However, analysis of the entire Run-2 is required before any conclusions can be
drawn. The results obtained so far show an improvement of a factor ∼2 compared
to the limits obtained with 2016 samples only. This increase is partially explained
by the higher statistics available in 2018, but also but the optimization of high
mass event selection and a better modelling of the different processes. Finally,
these results are statistically limited by the fact that there are very few high mass
events, and the Run-3 of the LHC as well as the HL-LHC could be of great benefit
in overcoming this limitation. At the moment, only the data acquired in 2018 has
been fully studied. Part of the work for both other years has already been started,
and should soon provide results for the whole Run-2.
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Conclusion

As already explained throughout this thesis, the latest resounding success
in particle physics is the discovery of the Higgs boson by the ATLAS and CMS
collaborations in 2012. This discovery was made possible by data collected during
LHC Run-1. Following a two-year shutdown, LHC operations resumed with Run-
2, where proton collisions reached unprecedented energies going up to

√
s = 13

TeV. These new data have enabled precise measurements of the properties of the
Higgs boson, and searches to be carried out for possible signs of physics beyond
the Standard Model, but so far without success.

The Standard Model limitations, as well as the desire of getting more precise
measurements of certain constants, have required the need for more statistics to
carry out such studies, some of which may lead to the discovery of potential new
physics. To meet this goal, improvements are planned for the LHC and all its
experiments. The HL-LHC is expected to generate ten times more data than during
the entire Phase-1 of the collider, but will also result in higher pile-up rates and
unprecedented radiation levels. A substantial upgrade of the LHC infrastructure
and detectors is required to maintain current detection performance in such a harsh
environment. The CMS collaboration will replace the current end calorimeters
with the High Granularity Calorimeter, designed to improve discrimination power
and radiation resistance in the highly active HL-LHC environment. The HGCAL
will be the first large-scale silicon-based imaging calorimeter ever used in a high-
energy physics experiment.

This thesis therefore comes at a time when all the Run-2 data is accessible
and can be analysed, and when the future detectors for the HL-LHC are being
prototyped or assembled. Because of this particular situation, this thesis presented
two topics related to the search of new physics with the LHC. On one side, there
is a physics analysis exploiting the Run-2 data collected by the CMS experiment
in order to look for a new high mass scalar particle. On the other side, there is
the development of the new detector to push further the frontier of physics, and
consisting of measurements of the HGCAL prototype performance.

This thesis therefore comes at a time when all the Run-2 data is accessible
and can be analysed, and when the future detectors for the HL-LHC are being
prototyped or assembled. Because of this particular situation, this thesis presented
two topics related to the search of new physics with the LHC. On one side, particle
there is the development of the new detector to push further the frontier of physics,
and consisting of measurements of the HGCAL prototype performance. On the
other side, there is a physics analysis exploiting the Run-2 data collected by the
CMS experiment in order to look for a new high mass scalar resonance.
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Conclusion

The search for high mass scalar resonance presented in this thesis is based on
the study of the golden channel, or more precisely in X → ZZ → 4l. The interest
of this channel lies in its very clear experimental signature and very good signal
over background ratio. For these reasons, many studies have used it to measure
the Higgs boson properties, and in the case of my study this was particularly
useful as events reconstruction methods from this decay channel already existed.
The aim of the study carried out in this thesis is to establish asymptotic limits
on the production cross-section of a high mass resonance for any value of signal
mass and width. The first step in the analysis was to optimize the selection of
high mass events, then to build a resonance model using information from both
physics theories and MC simulation samples. The limits were obtained using a
statistical test based on maximum likelihood method, and in order to perform this,
the parameterization of background and the study of systematic uncertainties was
carried out. Thus, the limits obtained are model independent, and can therefore
be used by theorists to check whether their predictions can work.

At the moment, only the data acquired in 2018 has been fully studied. Part of
the work for both other years has already been started, and should soon provide
results for the whole Run-2. In addition, this analysis has been carried out in
parallel with the high mass resonance study from the X → ZZ → 2l2q channel,
and a combination of these two channels is planned for publication in a peer-
reviewed journal. The limits obtained show no significant excesses, so no sign of a
new particle is visible. However, analysis of the entire Run-2 is required before
any conclusions can be drawn. Finally, these results are statistically limited by the
fact that there are very few high mass events, and the Run-3 of the LHC as well as
the HL-LHC could be of great benefit in overcoming this limitation.

Regarding the work carried out on the HGCAL prototype, this thesis is based
primarily on the study of timing performance, but also, to a lesser extent, on the
energy and spatial reconstruction performance of the showers. The latter have
shown that the energy response and resolution are in line with HGCAL’s technical
specifications, and that the longitudinal and transverse profiles of the showers
are as expected. This has been done for both electromagnetic showers originating
from positrons and hadronic showers originating from pions, and in both cases
the showers are well contained within the prototype. These studies validate the
design in terms of energy reconstruction and detector geometry.

Concerning the timing performance, after a detailed calibration of the ToA,
the single cell timing resolution was found to be consistent with the electronics
specifications and the work on the full shower timing performance represents the
first measurement of timing performance for calorimeter showers with a precision
of tens of picoseconds and shows experimental evidences of the possibility to
complete O(10 ps) timing resolutions with HGCAL. Ultimately, this study proves
that the timing performance will enable effective separation of pile-up interactions
and, with it, contribute towards a successful operation of the CMS detector at the
HL-LHC.

HGCAL is currently being assembled and commissioned, and there are a few
differences between the final version and the prototype described in this thesis.
In particular, the Skiroc2-CMS electronic chips have been replaced by HGCROC,
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which are an improved version of the old ones. Although, the final detector will
retain most of the design of the prototype studied. Finally, HGCAL should be
installed in the next few years, and enter service in 2029 with the start of HL-LHC
operations.

239



Conclusion

240



Appendix: Z+X estimation in 2P2F
and 3P1F control regions

In Section 6.2.2, two control regions are defined for the opposite sign method:
2P2F and 3P1F. Both CR are used to extract the final estimate of the Z + X yields
in the SR. By their definitions, these CR may have some overlap, in the sense that
some events may occur in both, and therefore double counting in the determina-
tion of the Z + X yields with the OS method should be avoided in order to not
overestimate the importance of this background.

The contribution of both CR are presented in this appendix, first because the
final Z + X yields for the OS method are obtained from those of each of the CR,
but also by taking into account the background of the 3P1F CR which corresponds
to the overlap between both CR. This appendix has for goal to show all the
ingredients allowing to calculate the yields calculated from the OS method.

Moreover, the fake rates used to compute the different Z + X contributions are
those presented in Section 6.2.2.

The 2P2F control region

The 2P2F CR describes events having signatures where only two leptons pass-
ing the selection are found in the event, such as those from Z+ jets and tt̄ processes.
Therefore, the final contribution to the SR (N2P2F

SR ) can be extrapolated by weighting
each event in the 2P2F CR (N2P2F) by the product of the FR of the third ( f3) and
fourth ( f4) leptons, as it is described with the follow equation:

N2P2F
SR = ∑

i
N2P2F

(
f i
3 f i

4

(1 − f i
3)(1 − f i

4)

)
(6)

The estimation of Z + X in the 2P2F CR is also compared to some MC simu-
lation samples of its components. The mass distribution of this background is
represented in Figure 11 for an inclusive category and for each final state. It is
relevant to notice that 2e2µ and 2µ2e are separated for the Z + X estimation. This
estimation was also performed per category in order to have the corresponding
Z + X contribution and to improve the sensibility of the analysis. Although, only
the inclusive category is shown here, since it gathers all the others.
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Figure 11: Distribution of the invariant mass of Z + X background calculated in
the 2P2F CR from 2018 samples. Data in black are compared to MC simulation of
WZ in pink, Zγ or ZZ in turquoise, Z+ jets in green, and tt̄+ jets in blue. On top
left, the 4µ final state is represented at the side of 4e, and the bottom, the 2e2µ and
2µ2e are represented.

The 3P1F control region

In the same way as what was done for the 2P2F CR, the contribution of the
additional loose lepton in the 3P1F CR (N3P1F

SR ) is taken into account by weighing
each event by the corresponding FR. In this case, only f4 is used and the following
equation:

N3P1F
SR = ∑

j
N3P1F

(
f j
4

1 − f j
4

)
(7)

The mass distribution of the Z + X background estimated from the 3P1F CR
is represented in Figure 12 for an inclusive category and for each final state.
Similarly to the 2P2F mass distributions, this figure shows the comparison with
MC simulation samples and the same comments can be repeated here.

In addition, there is the expected mass distributions extrapolated from the
2P2F distributions. In the final states with lose electrons, meaning 4e and 2µ2e, the
difference observed between the 3P1F distribution and the one extrapolated from
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2P2F is due to the missing contribution of FSR photons, which is coherent with
the fact that the difference happens in particular in the low mass region. Thus, the
FR does not describe properly the background composition of the 2P2F CR.

Figure 12: Distribution of the invariant mass of Z + X background calculated in
the 3P1F CR from 2018 samples. Data in black are compared to MC simulation of
WZ in pink, Zγ or ZZ in turquoise, Z+ jets in green, and tt̄+ jets in blue. On top
left, the 4µ final state is represented at the side of 4e, and the bottom, the 2e2µ and
2µ2e are represented. 2P2F contribution is plotted with a red curve.

As it was already explained, both 2P2F and 3P1F are overlapping. In this way,
the 2P2F CR could be considered as a background for the 3P1F CR. Thus, it is
necessary to calculate the events in the 3P1F region. Thus, the double counting
correction Nbkg

3P1F is defined as:

Nbkg
3P1F = ∑

i,j
N2P2F

(
fi

1 − fi
+

f j

1 − f j

)
(8)

The final OS estimate of the Z + X background in the SR presented in Section
6.2.2.
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Acronyms List

ADC Analogue to Digital Converter
ALICE A Large Ion Collider Experiment
ASIC Application Specific Integrated Circuits
ATLAS A Toroidal LHC Apparatus
AUC Area Under the Curve
BCM1F Beam Condition Monitor Fast
BCM1L Beam Condition for Losses
BDT Boosted Decision Trees
BEH Brout-Englert-Higgs
BR Branching Ratio
BSM Beyond Standard Model
CERN Conseil Européen pour la Recherche Nucléaire
CKM Cabibbo-Kobayashi-Maskawa
CL Confidence Level
CMS Compact Muon Solenoid
CP Charge and Parity
CPS Complex Pole Scheme
CPU Central Processing Unit
CR Control Region
CSC Cathode Strip Chambers
CTF Combinatorial Track Finder
DAQ Data Acquisition System
DCB Double Crystal Ball
DT Drift Tube
DWC Delay Wire Chamber
DY Drell-Yan
EB ECAL Barrel
ECAL Electromagnetic Calorimeter
EE ECAL Endcaps
EM Electromagnetic
ES Electromagnetic Preshower
EWSB Electroweak Symmetry Breaking
EW Electroweak
EWT Electroweak Theory
FASER Forward Search Experiment
FPGA Field Programmable Gate Arrays
GEM Gas Electron Multiplier
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Acronyms List

FR Fake rate
FSR Final State Radiation
FTF Fritiof
g.d.r Giant Dipole Resonance
ggF Gluon Fusion
GSF Gaussian-Sum Filter
HB HCAL Barrel
HCAL Hadronic Calorimeter
HGCAL High Granularity Calorimeter
HE HCAL Endcaps
HF HCAL Forward
HL-LHC High Luminosity Large Hadron Collider
HLT High Level Trigger
HO HCAL Outer
ID Identification
IP Interaction Point
ISO Isolation
JGUGen Johns Hopkins University Generator
L1 Level 1
LEP Large Electron Positron collider
LHC Large Hadron Collider
LHCb Large Hadron Collider beauty
LHCf Large Hadron Collider forward
LINAC Linear Accelerator
LO Leading Order
LUT Programmable Memory look up Table
MC Monte Carlo
MCFM Monte Carlo for FeMtobarn
MCP Microchannel Plate
MELA Matrix Element Likelihood Approach
MIP Minimum Ionizing Particle
MoEDAL Monopole and Exotics Detector At the LHC
MPI Multi-Parton Interaction
MS Modèle Standard
MSSM Minimal Supersymmetry Standard Model
MTD MIP Timing Detectors
NLO Next to Leading Order
NP Nuisance Parameter
NWA Narrow Width Approximation
OC Opposite Charge
OS Opposite Sign
PCB Printed Circuit Board
PDF Parton Density Function
PF Particle Flow
PLT Pixel Luminosity Telescopes
POI Parameter Of Interest
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PS Proton Synchrotron
PU Pile-Up
QCD Quantum Chromodynamic
QED Quantum Electrodynamics
QFT Quantum Field Theory
RFQ Radio Frequency Quadrupole
RMS Root Mean Square
ROC Receiver Operating Characteristic
RPC Resistive Plate Chambers
SCA Switch Capacitor Array
SIP Significance of the Impact Parameter
SiPM Silicon Photomultiplier
SM Standard Model
SPS Super Proton Synchrotron
SR Signal Region
SS Same Sign
TAC Time-to-Amplitude Converter
TEC Tracker Endcaps
ToA Time of Arrival
TOB Tracker Outer Barrel
ToF Time of Flight
ToT Time over Threshold
TOTEM Total Elastic and diffractive cross-section Measurement
TriDAS Trigger and Data Acquisition System
TW Time Walk
UL Ultra Legacy
VBF Vector Boson Fusion
WIMP Weakly Interacting Massive Particle
XGBoost eXtreme Gradient Boosting
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Titre : Recherche de résonances à haute masse avec les canaux multi-leptons et étude des performances temporelles du High Granular
Calorimeter de CMS
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Résumé :
Cette thèse prend place à un moment charnière où l’ensemble des
données collectées par l’expérience CMS lors du Run-2 du LHC
(2015 à 2018) sont disponibles et où la nouvelle génération de
détecteurs visant à sonder encore plus loin nos connaissances de
la physique sont en train d’être élaborés.
Dans cet esprit, cette thèse s’articule autour de deux
problématiques, dont la première porte sur l’étude des perfor-
mances d’un prototype du High Granular Calorimeter (HGCAL) de
CMS. Celui-ci s’inscrit dans une vaste campagne d’améliorations
à l’horizon de la future phase de vie du LHC, aussi appelée High-
Luminosity LHC (HL-LHC) et qui devrait être mise en place en
2029. Son objectif est de générer dix fois plus de données que
pendant l’ensemble de la première phase du LHC, et ceci dans le
but de mesurer encore plus précisément les prédictions du Modèle
Standard (MS) de la physique des particules, ainsi que d’étudier
des phénomènes rares qui ne sont pas observables à l’heure ac-
tuelle. L’augmentation de la luminosité sera aussi associée à une
importante hausse du nombre d’événements simultanés et de la
dose de radiation que vont recevoir les détecteurs. Ceux actuel-
lement en place ne sont pas prévus pour fonctionner dans un
tel environnement, et c’est pourquoi les actuels calorimètres aux
extrémités seront remplacés par HGCAL Celui-ci sera le tout pre-
mier calorimètre imageur à base de capteurs en silicium à être
utilisé. Pour déterminer sa faisabilité, un premier prototype a été
construit et utilisé lors de tests sous faisceaux utilisant des positons
et des pions ayant une énergie allant de 20 à 300 GeV. Dans cette
thèse, l’accent sera mis sur l’étude des performances temporelles
du prototype, en passant par les différentes étapes de la calibration
et jusqu’au calcul de la résolution temporelle pour une unique cel-
lule de HGCAL et pour l’ensemble d’une gerbe électromagnétique
ou hadronique. Les résultats obtenus lors de cette thèse sont com-

parés à ceux issus de simulations Monte Carlo et le très bon accord
entre les deux confirme la conception finale de HGCAL.
La seconde problématique sur laquelle se penche cette thèse est la
recherche de résonances à haute masse en utilisant les canaux de
désintégration multi-leptoniques. Une telle recherche s’explique par
le fait que le MS ne permet pas de décrire certains phénomènes,
mais d’autres théories leur proposent une explication avec notam-
ment l’ajout de nouveaux bosons. L’objectif de cette analyse est
de regarder s’il existe une résonance ayant une masse comprise
entre 200 GeV et 3 TeV pouvant correspondre à un nouveau type
de boson scalaire. Pour cela, les 138 fb−1 de données collectées
par l’expérience CMS lors du Run-2 sont utilisées dans le canal
de désintégration H → ZZ → 4l. L’intérêt d’utiliser ce canal en
particulier est qu’il correspond à l’un des modes de production do-
minant à haute masse et qu’il possède un état final pleinement re-
construit avec une excellente résolution et un bon rapport signal sur
bruit. Cette thèse va tout d’abord présenter comment les différents
objets constituants les événements d’intérêts sont reconstruits et
sélectionnés. Ensuite, la construction d’un modèle de signal est
faite de telle sorte que n’importe laquelle des combinaisons de pa-
ramètres de la résonance puissent être comparées aux données.
Pour cela, cette modélisation comprend une partie décrivant le si-
gnal théorique et une autre qui prend en considération tous les
effets du détecteur. Afin de savoir si les données expérimentales
peuvent être décrites par le signal construit dans cette thèse, un
test statistique est réalisé en maximisant une fonction de vraisem-
blance prenant en compte le signal, ainsi que les bruits de fond
et les interférences entre les deux. En guise de résultats sur cette
recherche, les limites sur la vraisemblance du signal attendu sont
présentées et permettent d’exclure ou non une région de masse
dans laquelle peut se trouver une résonance de haute masse.

Title : Search for high mass resonances with multi-lepton channels and study of timing performance of the CMS High Granular Calorimeter

Keywords : CMS ; LHC ; Higgs ; Particle Flow ; Calorimeter ; New Physics

Abstract :
This thesis takes place at a critical moment when all the data col-
lected by the CMS experiment during the LHC Run-2 are available
and when the new generation of detectors aiming to probe even
further our knowledge of physics are being developed.
In this context, this thesis is structured around two problematics,
the first one concerns the study of the performance of a prototype
of the CMS High Granular Calorimeter (HGCAL). It is part of a vast
campaign of upgrades for the future life phase of the LHC, also
known as the High-Luminosity LHC, which should be in service by
2029. Its aim is to generate ten times more data than during the
entire first phase of the LHC, in order to measure even more accu-
rately the predictions of the Standard Model (SM) of particle phy-
sics, as well as to study rare phenomena that are not observable
at present. The increase in luminosity will also be associated with a
significant increase in the number of simultaneous events and the
radiation dose that the detectors will receive. The current detectors
are not designed to operate in such an environment, so the end-
cap calorimeters of CMS will be replaced by HGCAL. It will be the
first imaging calorimeter based on silicon sensors to be used. To
determine its feasibility, a first prototype has been built and used in
beam tests using positrons and pions with energies ranging from
20 to 300 GeV. In this thesis, the focus will be on the study of the
temporal performance of the prototype, through the various stages
of calibration and up to the calculation of the temporal resolution for
a single HGCAL cell and for the whole electromagnetic or hadro-
nic showers. The results obtained in this thesis are compared with

those obtained from Monte Carlo simulations and the very good
agreement between both confirms the final design of HGCAL.
The second problematic addressed in this thesis is about the search
for high mass resonances using the multi-leptonic decay channel.
Such a search is explained by the fact that the SM does not des-
cribe some phenomena, but other theories propose an explanation
with the addition of new bosons. The aim of such an analysis is to
see if there is a resonance with a mass between 200 GeV and 3
TeV that could correspond to a new type of scalar boson. For this
purpose, the 138 fb−1 of data collected by the CMS experiment
during Run-2 are used in the H → ZZ → 4l decay channel. The
interest in using this particular channel is that it corresponds to one
of the dominant high-mass production modes and has a fully re-
constructed final state with excellent resolution and good signal-
to-noise ratio. Firstly, this thesis presents how the different objects
constituting the events of interest are reconstructed and selected.
Secondly, the construction of a signal model is done in such a way
that any combination of the resonance parameters can be compa-
red to the data. For this purpose, this modelling consists of a part
describing the theoretical signal and another part that takes into
account all the effects of the detector. In order to find out whether
the experimental data can be described by the signal constructed in
this thesis, a statistical test is performed by maximizing a likelihood
function taking into account the signal, as well as the background
and interference between both. As a result, limits on the expected
signal cross-section are calculated and allow excluding or not a re-
gion of mass in which a high mass resonance can be found.
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