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Abstract xi

Unravelling the atmospheric iodine chemistry using molecular
simulations

Abstract

Oceans, through algae and phytoplankton activities, are the main source of iodine, including
organic compounds as CH3I. In the recent past, iodine has played a critical role in health issues
through historical events such as the Fukushima nuclear crisis or open-air bomb testing. Iodine,
among other halogens, also participates in the catalytic destruction of ozone. The details of
the interactions between iodinated compounds and aerosols in the troposphere remain largely
unknown. In particular, the modification of the chemical speciation or effects of the environing
molecules/aerosols on the iodine chemistry have consequences on its reactivity. Therefore, the
knowledge of iodine atmospheric chemistry is essential to better understand general atmospheric
phenomena. In this context, this thesis aims to improve the iodine atmospheric chemistry state
of knowledge using theoretical simulations, focusing on interactions/chemical reactions between
methyl iodide (CH3I) and its surrounding.
In a first part, the adsorption of gaseous iodomethane (CH3I) on model sea-salt aerosols (NaCl)
at various humidities is investigated. We performed periodic density functional theory (DFT)
as well as classical molecular dynamics (MD) calculations to investigate the influence of water
coverage. To this aim, we parametrized a flexible non-polarizable force field for iodomethane.
This force field shows good performances in describing the interactions with water and sea-salt
surfaces. Simulations show that the presence of water tends to stabilize CH3I at the salt surface.
The lifetime of CH3I in the atmosphere (in gas phase or adsorbed on aerosols) may also be altered
by its reaction with gas phase radicals. The reaction of CH3I with OH is thus investigated both in
gas phase and in presence of water by means of quantum mechanical calculations. The presence
of an additional water molecule favors the hydrogen abstraction by OH radical under atmospheric
conditions. In other words, H2O plays the role of a catalyst in this atmospheric chemical reaction.
Finally, through cooperation with the laboratory “Physics of the Interactions of Ions and Molecules
(PIIM)”, we investigated the adsorption of methyl iodide on amorphous solid water (ASW) surfaces.
In agreement with previous studies, we highlighted the importance of configuration sampling when
dealing with amorphous interfaces. Using classical MD and quantum mechanical calculations, we
have computed theoretical spectra for ASW surfaces with and without adsorbed CH3I, which
could be directly compared with experimental ones. Adsorption of CH3I induces a redshift of
about 20 cm−1 of the dangling OH stretching mode.
This thesis combines several theoretical methods to study the reactivity and capture of molecules
by surfaces of atmospheric interest. The approaches applied in this work can be extended to
other systems providing valuable interpretation of the spectra and experimental data.

Keywords: iodine, methyl iodide, sea-atmosphere interactions, atmospheric chemistry,
marine aerosols, amorphous solid water, molecular dynamics, density functional
theory

Laboratoire PhLAM
Laboratoire PhLAM – CNRS UMR 8523 – Université de Lille – Bâtiment P5 –
59655 Villeneuve d’Ascq – France



xii Abstract

Étude de la chimie atmosphérique de l’iode avec des aérosols par
simulations moléculaires

Résumé

Les océans, par le biais de l’activité des algues et du phytoplancton, sont la principale source
d’iode, y compris de composés organiques tels que l’iodométhane (CH3I). Dans un passé récent,
l’iode a joué un rôle essentiel dans les questions de santé, en raison d’événements historiques
tels que la crise nucléaire de Fukushima ou les essais de bombes en plein air. L’iode, parmi
d’autres halogènes, participe également à la destruction catalytique de l’ozone. Les détails des
interactions entre les composés iodés et les aérosols dans la troposphère restent encore peu connus.
En particulier, la modification de la spéciation chimique ou les effets des molécules/aérosols
environnants sur la chimie de l’iode ont des conséquences sur sa réactivité. Par conséquent,
la connaissance de la chimie atmosphérique de l’iode est essentielle pour mieux comprendre
les phénomènes atmosphériques généraux. Dans ce contexte, cette thèse vise à améliorer l’état
des connaissances sur la chimie atmosphérique de l’iode par le biais de simulations théoriques,
en se concentrant sur les interactions/réactions chimiques entre l’iodométhane (CH3I) et son
environnement.
Dans une première partie, l’adsorption de l’iodométhane gazeux (CH3I) sur des aérosols modèles de
sel marin (NaCl) à différentes humidités est étudiée. Nous avons effectué des calculs périodiques de
théorie fonctionnelle de la densité (DFT) ainsi que des calculs classiques de dynamique moléculaire
(MD) pour étudier l’influence de la couverture d’eau. À cette fin, nous avons paramétré un champ
de force flexible non polarisable pour l’iodométhane. Ce champ de force montre de bonnes
performances dans la description des interactions avec l’eau et les surfaces de sel marin. Les
simulations montrent que la présence d’eau tend à stabiliser CH3I à la surface du sel.
La durée de vie du CH3I dans l’atmosphère (en phase gazeuse ou adsorbé sur des aérosols) peut
également être modifiée par sa réaction avec des radicaux en phase gazeuse. La réaction de CH3I
avec OH est donc étudiée à la fois en phase gazeuse et en présence d’eau au moyen de calculs
de mécanique quantique. La présence d’une molécule d’eau supplémentaire favorise l’abstraction
d’hydrogène par le radical OH dans les conditions atmosphériques. En d’autres termes, H2O joue
le rôle de catalyseur dans cette réaction chimique atmosphérique.
Enfin, en collaboration avec le laboratoire “Physics of the Interactions of Ions and Molecules
(PIIM)”, nous avons étudié l’adsorption de l’iodure de méthyle sur des surfaces d’eau solide
amorphe (ASW). En accord avec des études antérieures, nous avons mis en évidence l’importance
de l’échantillonnage de configuration dans le cas d’interfaces amorphes. En utilisant des calculs
classiques de MD et de structure électronique, nous avons calculé des spectres théoriques pour les
surfaces ASW avec et sans CH3I adsorbé, qui peuvent être directement comparés aux spectres
expérimentaux. L’adsorption de CH3I induit un décalage d’environ 20 cm−1 du mode d’étirement
des OH pendants de la surface.
Cette thèse combine plusieurs méthodes théoriques pour étudier la réactivité et la capture de
molécules par des surfaces d’intérêt atmosphérique. Les approches suivies dans ces travaux peuvent
être étendues à d’autres systèmes dans le but d’interpréter des spectres ou mieux comprendre des
données expérimentales.

Mots clés : iode, iodométhane, interactions mer-atmosphère, chimie de l’atmosphère,
aérosols marins, eau solide amorphe, dynamique moléculaire, théorie de la fonction-
nelle de densité
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CHAPTER 1

Atmospheric Iodine

Outline of the current chapter

1.1 Generalities 1
1.2 Sources 2
1.3 Atmospheric reactivity 8
1.4 Role of tropospheric aerosols 12
1.5 Role of the environing water molecules 17
1.6 Interactions with ice 18
1.7 Outline 19

1.1 Generalities

Iodine is the fourth heaviest stable halogen element, with an atomic number Z = 53,
and its ground state electronic configuration is [Kr]4d105s25p5. There are 25 known
isotopes of iodine. Their molar mass starts from 117 to 141 gmol−1, but the most
stable one is 127I. Among all the unstable isotopes, thirteen come from fission
processes, and two of them, 129I and 131I, have a half-life of 1.57 × 107 years and
8 days, respectively. During a severe nuclear incident, the most radiotoxic isotopes
are 131I, 132I (half-life of 2 hours), and 133I (half-life of 20 hours). Due to its longer
half-life decay, 133I has time to spread into the atmosphere and can be assimilated
by living organisms.

1



2 CHAPTER 1. Atmospheric Iodine

Indeed, in the past, 133I was an essential contributor to health issues from
historical events: open-air bomb testing in the 1950s, the Chernobyl disaster in
1986, and the Fukushima nuclear crisis in 2011. Via its β− decay mode, 133I is
known to induce mutations or to kill living cells. In human beings, it is assimilated
mainly by the thyroid gland and can be the cause of cancers of the latter [1].
However, iodine is an essential nutrient for mammals, and its concentration in food
is usually insufficient for optimal nutrition [2, 3].

Additionally, volatile iodide contributes to the oxidizing capacity of the atmo-
sphere through the catalytic destruction of ozone [4, 5]. It was one of the reasons
why it was removed as a fumigant in 2001 [6, 7]. Indeed, iodine and its various
component forms can be easily photodissociated in the near-UV and visible range
of the electromagnetic spectrum [8]. It is also the case for CH3I, as discussed in
the next section. Furthermore, Vogt et al. have shown that ozone destruction
depends on the amount of reactive iodine in the troposphere, with an additional
ozone loss of 0.6 nmol/mol/days [9]. This relatively small value makes it difficult
to measure through experimental setups. Moreover, iodine chemistry can influence
the atmospheric oxidizing species concentration, particularly hydroxyl radicals
(OH) [4].

This chapter will begin by discussing the different natural sources and forms
of atmospheric iodine. Then the atmospheric reactivity is approached, with a
focus on iodine. The following section will discuss aerosol role in atmospheric
chemistry. Then, the effect of environing water molecules is introduced, followed
by the introduction of amorphous solid water systems. Finally, the Thesis outlines
will be presented.

1.2 Sources

Anthropogenic releases (except those from nuclear accidents) of iodinated com-
pounds appear negligible compared to natural emissions [10]. Measurements of
the latter [11–17] show that oceans are the primary source through emissions of
iodinated organic compounds such as methyl iodide (CH3I), ethyl iodide (C2H5I),
and propyl iodide (1- and 2-C3H7), also by emissions of polyhalogenated com-
pounds such as chloroiodomethane (CH2ICl), bromoiodomethane (CH2IBr), and
diiodomethane (CH2I2), and finally by emitting molecular iodine (I2) [4].

Oceans cover more than 70% of the surface of the Earth, making them a
significant source of halocarbons [18]. The mechanisms contributing to the emis-
sion of organic iodide compounds in this marine boundary layer still need to be
fully understood.Two different pathways are proposed in the literature to explain
measurements made in the marine boundary layer. On the one hand, the biological
pathway: microalgae, macroalgae, phytoplanktons, and bacteria can be responsible
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for the emission of organic iodine from oceans to the atmosphere. On the other
hand, the chemical pathway: halomethane compounds can be produced by a pho-
tochemical reaction at the sea surface, depending on the irradiation light. These
two pathways will be detailed in the following paragraphs.

Much data are available in the literature concerning the biological pathway.
According to them, marine algae are the primary source of organic iodide compounds
from oceans, releasing it through a halide ion methyl transferase enzyme [10]. A
field campaign at Mace Head (Ireland) [19] has correlated emissions of iodinated
compounds with the production of marine algae. Carpenter et al. have also
calculated that the total flux of iodine atoms from organic precursors is dominated
by the photolysis of CH2I2, whereas this process contributes less than 3% for CH3I.
Further laboratory works have pointed out that the significant organic iodine species
emitted by brown algae is CH2I2 [20]. The latter being a short-lived compound,
it might be transformed through photolysis processes in the upper water column,
explaining its low concentration level at the surface of oceans. Furthermore, marine
phytoplanktons [21] and sponges [22] are also partially responsible for this emission
through the same mechanism.

Moreover, with a lower contribution, some land-based microorganisms also emit
organic iodide compounds proportionally to the concentration of the latter in soil
[23]. Many plants can emit methyl iodide through methyl transferase reactions
[24, 25]. Also, rice paddies and marshland are significant sources of iodine [26–28].
The leaves of rice plants participate in its emission, with a global emission of
64Gg(I)/year [29]. Duborská et al. [30] have estimated annual emissions of CH3I in
the range of 0.1Gg(I)/year to 11.4Gg(I)/year from peatland. In addition, several
fungi are also well-known methyl iodide sources [25, 30–32].

Concerning the photochemical pathway, some information is available in the
literature. Stemmler et al. hypothesized, through modeling experiments, that the
photochemical pathway for emission explains better surface CH3I concentration
than emissions from phytoplanktons [33]. Experiments also show a production
dependence of methyl iodide molecules depending on sunlight, suggesting a recom-
bination between methyl radicals and iodine atoms at the sea-water surface [34,
35].

Nuclear weapon testing and nuclear facilities operations [36, 37] also released
129I into the environment. In the literature, a high concentration of this element was
found in the USA [38, 39], Europe [39–41], and Japan [39]. Because this element has
a long life, it is distributed globally. It is expected to behave like stable iodine over
a long period [39, 42, 43]. The United Nations Scientific Committee on the Effects
of Atomic Radiation (UNSCEAR) evaluates the levels and effects of exposure to
ionizing radiation. This Committee is also responsible for evaluating the risks and
international protection standards. In the UNSCEAR-2000 report [44], 129I was
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considered one of the most critical radioactive species. Indeed, due to its complex
behavior and the lack of data for this compound, its life cycle and chemistry are
not sufficiently known.

1.2.1 Atmospheric measurements

Atmospheric mixing ratios from measurements of CH3I and CH2I2 are shown
respectively in Table 1.1 and 1.2 from Saiz-Lopez et al. [4] work. Regarding these
values, we can see that the mixing ratio of CH3I is higher than CH2I2 in both
coastal and open oceans. It can be related to photodissociation processes, which are
quicker for CH2I2 than CH3I [10]. In addition, coastal areas show a higher mixing
ratio of both species, which is correlated to the algae density in each area [20].

In addition, it has been shown that there are seasonality effects in the production
of CH3I in a given area [53, 56]. Regarding literature, those effects impact the
photochemical production more than biological ones. In summer, the higher methyl
iodide concentration was around the equator. Due to the lack of photolysis in
winter, a higher quantity of CH3I can be transported from midlatitudes to poles [16].
Furthermore, global atmospheric CH3I is uniformly distributed during wintertime.
In addition, another study suggests that the local oceanic emission of CH3I is 2.2
to 3.6 times faster in summer than in winter [57]. The same effect was observed
for terrestrial biomass emissions [49].

1.2.2 Emission rates and mechanisms

Studies available in the literature have tried to quantify the emissions of CH3I and
CH2I2. They also attempted to identify the sources and the sink of these molecules.
Table 1.3 summarizes these results. Moore et al. [61] have done measurements
in NW Atlantic, NE Atlantic, and Pacific Oceans. They estimated flux from the
ocean to the atmosphere of 114Gg(I)/year to 317 Gg(I)/year. More recently, Bell
et al. [6] have done simulations of this transfer. They obtained a net oceanic
emission of CH3I to the atmosphere of 190Gg(I)/year. Their result lies in the range
of the ones of Moore et al. [61]. Nevertheless, Butler et al. [14] have measured a
total oceanic emission rate of 546Gg(I)/year through seven field campaigns. It is
twice the maximum range of Moore et al. [61].

Concerning terrestrial emissions, Sive et al. [49] have measured slightly lower
emission rates. Allard et al. [63] have shown that manganese oxides participate
in the global terrestrial methyl iodide emission through the oxidation of natural
organic matter. In addition, Keppler et al. [64] have shown that in the presence of
humic acid, ferric oxides release CH3I in the atmosphere through the same process.
Plants also play an essential role in terrestrial emissions [65]. Muramatsu et al. [66]
have studied the emission of iodinated components from rice plants. They measured
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a higher emission from rice than other plants. They hypothesized that the action
of the roots or microorganisms did the methylation of iodine. Landini et al. [67]
showed that the harmless to ozone layer (HOL) gene was responsible for iodine
methylation, as the plant does not need iodine to grow [68].

Furthermore, iodine volatilization is enhanced in the presence of carbonyl
compounds and alkyl chlorides [69]. Recent studies have been done at the Hanford
Site sediments and revealed that methyl iodide is the only iodinated compound to
be released in the atmosphere, solely by microcosms [70]. Within a minor impact
on the total methyl iodine emissions, fungi are also known to emit iodine into the
atmosphere [65].
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Table 1.1: Atmospheric mixing ratios of CH3I organoiodines in the marine boundary layer1
[4]

Mixing ratio/pptv

Species Region Mean Range Ref

CH3I Coastal

Spitzbergen, Norway 1.04 <0.004-2.12 Schall and Heumann [45]

Mace Head, Ireland (spring) 0.43 0.12-1.47 Carpenter et al. [19]

Mace Head, Ireland (summer) 3.4 1.9-8.7 Bassford et al. [46]

Mace Head, Ireland (summer) 3.78 1.3-12.0 Carpenter et al. [10]

Cape Grim, Australia 2.6 1.0-7.3 Carpenter et al. [10]

Cape Grim, Australia 1.2 Krummel et al. [47]

Cape Grim, Australia 0.53 0.14-0.9 Yokouchi et al. [16]

Okinawa, Japan 1.2 0.5-2.0 Li et al. [48]

Pacific and Atlantic Coast 0.8 0.4-1.62 Butler et al [14]

Appledore Island, United States 1.39 1.3–1.5 Sive et al. [49]

NW Pacific Islands3 0.86 0.1–4.5 Yokouchi et al. [16]

San Cristobal Island, Ecuador 1.13 0.53–2.55 Yokouchi et al.[16]

Antarctic Peninsular 2.4 0.6–7.9 Reifenhäuser and Heuman [50]

East China and Southern Yellow
Sea

2.0 0.7-4.5 Li et al. [51]

mean 1.6 0.7–4.44

median 1.2

Open ocean

Western Pacific 1.07 0.6–1.8 Atlas et al. [52]

Western Pacific 0.6 0.12–1.15 Blake et al. [53]

Western Pacific 1.2 0.5–1.9 Yokouchi et al. [54]

Asian Seas 0.63 0.24–2.0 Yokouchi et al. [54]

Western Pacific 0.7 0.6–0.8 Li et al. [55]

Pacific 0.7 0.4–1.6 Butler et al. [14]

Western Pacific5 0.7 0.25–1.7 Yokouchi et al. [16]

Northern Pacific6 0.68 0.19–2.09 Yokouchi et al. [16]

Atlantic 0.8 0.4–1.2 Butler et al. [14]

Eastern Atlantic 1.63 0.4–2.24 Chuck et al. [15]

mean 0.87 0.37–1.584

median 0.70

1 Mean and median values given where ≥ 5 locations/studies.
2 On the basis of 90% confidence limits.
3 Mean value of data from Cape Ochiishi (43.2◦N), Tsukuba (36.0◦N), Happo Ridge (36.7◦N), and Hateruma

Island (24.1◦N).
4 Mean values of minima and maxima.
5 Mean of 2 latitudinal bands
6 Mean of 6 latitudinal bands
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Table 1.2: Atmospheric mixing ratios of CH2I2 in the marine boundary layer1 [4]

Mixing ratio/pptv

Species Region Mean Range Ref

CH2I2 Coastal

Mace Head, Ireland (spring) 0.05 <0.02–0.36 Carpenter et al. [19]

Mace Head, Ireland (summer) 0.10 <0.02–0.46 Carpenter et al. [10]

Spitzbergen, Norway 0.46 <0.08–1.02 Schall and Heumann [45]

Roscoff, France 0.03 0.01–0.07 Jones et al. [58]

Outer Hebrides, United King-
dom, kelp beds

0.10 0.02–0.18 Jones et al. [59]

mean 0.15 0.012–0.422

median 0.10

Open ocean

Northern Atlantic (15–60°N) 0.01 <0.01–0.02 Jones et al. [59]

1 Mean and median values given where ≥ 5 locations/studies.
2 Mean values of minima and maxima.

Table 1.3: Estimated local lifetimes in the sunlit marine boundary layer and global emission
rates for CH3I and CH2I2 compounds [4]

Species Lifetime emission rate / Gg (I) year−1 Reference

CH3I

5 days [60] 114–317 total ocean Moore and Groszko [61]

6 days [6] 190 total ocean Bell et al.[6]

546 total ocean Butler et al. [14]

80–110 terrestrial Bell et al. [6], Sive et al.[49]

CH2I2

2–10 min [62] 223 total ocean Jones et al. [59]
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1.3 Atmospheric reactivity

The chemistry of iodine has a significant impact on the biogeochemical cycle and
on the atmosphere composition. Many studies and reviews have treated halogen
reactivity in the atmosphere [4, 5, 71–76]. To our knowledge, the most recent
review on this topic was done by Simpson et al. [77]. In this context, understanding
the mechanisms and kinetics of iodine reactions in the atmosphere is crucial for
predicting and mitigating the potential impacts of iodine chemistry on the Earth’s
atmosphere.

1.3.1 Iodine radical

Most of the emitted iodinated compounds face photolysis during the day because of
the sunlight. It leads to the formation of highly reactive radicals. A non-exhaustive
list of possible photolysis reactions is shown below:

CH3I
hν

CH3 + I (R1)

C2H5I
hν

C2H5 + I (R2)

CH2ICl
hν

CH2ICl + I (R3)

CH2I2
hν

CH2I + I (R4)

I2
hν

2 I (R5)

HOI
hν

OH + I (R6)

The previous step is often called the initiation step. Indeed, it “activates” the
iodine atom to react with other species. Then, the previously formed radicals can
then react with non-radical species in the atmosphere. It is the propagation step.
However, two radicals can also react together to form a non-radical specie. In this
case, this step is called termination. Indeed, we do not have any radical to continue
the reaction propagation, ending the whole process.
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1.3.2 Impact on ozone depletion

Radicals have a very short lifetime (from seconds to some minutes). Thus, gaseous
iodinated compounds can be seen as a reservoir forming radicals during the day
continuously.

Iodine radicals react primarily with ozone compared to other halogen radi-
cals [77]. It leads to the formation of iodine monoxide:

I + O3 IO + O2 (R7)

The formed product, through photolysis, can lead back to radical iodine:

IO
hν

I + O (R8)

Iodine monoxide can react with another halogen monoxide, like BrO, leading to
the formation of iodine dioxide (80%) or halogen radicals and dioxygen (20%) [78,
79]:

IO + BrO OIO + Br (R9)
IO + BrO I + Br + O2 (R10)

Furthermore, iodine monoxide can also self-react to form OIO and I2O2 with
a high reaction rate [4, 79]. In addition, the IOI self-reaction can lead to the
formation of higher iodine oxides:

IO + IO OIO + I (R11)
IO + IO I2O2 (R12)

IO + OIO I2O3 (R13)
OIO + OIO I2O4 (R14)

Iodine dioxide can also lead to the formation of iodine monoxide or dioxygen
through photolysis:

OIO
hν

IO + O (R15)

OIO
hν

I + O2 (R16)
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At low IO and BrO mixing ratio, the reaction between iodine monoxide and
hydroperoxyl radical (HO2) becomes non-negligible [75]:

IO + HO2 HOI + O2 (R17)

HOI
hν

I + OH (R18)

In semipolluted atmospheres, iodine monoxide reacts with NO2 to form IONO2.
The latter, through photolysis, leads to different products [4]:

IO + NO2 IONO2 (R19)

IONO2

hν
IO + NO2 (R20)

IONO2

hν
I + NO3 (R21)

NO3

hν
NO + O2 (R22)

NO + O3

hν
NO2 + O2 (R23)

Using all the previous reactions, we can see three ozone depletion cycles,
represented in Table 1.4. Furthermore, iodine radicals can be combined with
other halogen radicals. For example, reaction R11 can be replaced by reaction R9.
In addition, the higher iodine oxides can also react with ozone [80–82]:

I2O2 + O3 I2O3 + O2 (R24)
I2O3 + O3 I2O4 + O2 (R25)
I2O4 + O3 I2O5 + O3 (R26)

The ensemble of reactions is schematically represented in Fig 1.1. It is essential
to highlight that some reactions occur during the day and others during the
night [75]. For example, reactions involving NO3 or HOI can occur during the
night. They form iodine oxides that are decomposed during the daytime through
photolysis.

Even if Saiz-Lopez et al. [4] have reviewed only the photolysis reaction for
methyl iodide in the troposphere, it has been shown that CH3I reacts with the
hydroxyl radical (OH) through the reactions [83]:

CH3I + OH CH2I + OH (R27)
CH3I + OH CH3 + HOI (R28)
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Table 1.4: Definition of the different ozone depletion cycles induced by iodine
radical.

Cycle 1

(I + O3 IO + O2) ×2 R7

IO + IO OIO + I R11

OIO
hν

I + O2 R16

2O3 3O2

Cycle 2

I + O3 IO + O2 R7

IO + HO2 HOI + O2 R17

HOI
hν

I + OH R18

HO2 + O3 OH + 2 O2

Cycle 3

I + O3 IO + O2 R7

IO + NO2 IONO2 R19

IONO2

hν
I + NO3 R21

NO3

hν
NO + O2 R22

NO + O3

hν
NO2 + O2 R23

2O3 3O2

Despite the exhaustive literature studies carried out over the years on iodine
chemistry, the role of water vapor on the iodine cycle has yet to be investigated.
Nevertheless, it is one of the essential atmospheric compounds. In addition, methyl
iodide can be transported and react with tropospheric aerosols. The later processes
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Figure 1.1: Schematic representation of the overall iodine reactivity in the
atmosphere. X and Y are halogen atoms, DOM is dissolved organic matter, and
SOI is soluble organic iodine. Figure taken from Saiz-Lopez et al. [4]

being less characterized, it appears essential to better understand how iodine
reactivity is affected by the presence of aerosols.

1.4 Role of tropospheric aerosols

According to Agranovski [84], an aerosol collection is defined by a suspension of
particles (liquid, solid, or heterogeneous). Two essential features can discriminate
them from other objects suspended in the gas phase. First, aerosol particles can
exist beyond their collection for a long time. Secondly, it can be defined by its
concentration of aerosol particles [84]. For example, using this definition, clouds are
not considered as aerosols, as if we isolate a small part of a cloud, it will evaporate.
In atmospheric science, clouds are generally not considered as aerosols but as a
separate phenomenon [85].
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Furthermore, aerosols can be characterized by different criteria. Looking at
their formation mechanisms, we can divide them into primary and secondary
aerosols [86]. Primary aerosols result from particles introduced directly into the
gas phase. Sources include biomass burning, incomplete combustion of fossil fuels,
volcanic eruptions, traffic-related suspension of roads, soil, mineral dust, sea salt,
and biological materials [87]. Secondary aerosols are formed through gas-to-particle
conversion or aging from primary ones. In other words, it refers to forming new
particles by nucleation and condensation of precursors in the atmosphere [87].

Two secondary aerosol classes exist depending on their chemical compositions.
Secondary inorganic aerosols (SIAs), composed of inorganic matter, are generally
formed by a series of chemical reactions and physical processes involving sulfur
dioxide (SO2), nitrogen oxides (NOx), ammonia (NH3) and several volatile organic
compounds (VOCs) [88]. Secondary organic aerosols (SOAs), composed of organic
matter are more complex. Indeed, they can be formed from thousands of compounds.
As for SIAs, SOAs are mainly formed from chemical reactions from VOCs [89].

The characterization of aerosols can be done through different essential criteria.
The particle size is one of the most critical parameters, as most of the properties
are size-dependent [86]. Even if aerosols are not perfect spherical particles, the size
usually refers to the particle diameter. The specific case of non-spherical particles
refers to equivalent volume diameter. It is the diameter of the sphere that has the
same volume as the non-spherical particle [86].

Laj et al. [90] estimated (Table 1.5) the particle quantities emitted in the
atmosphere per year, discriminating between natural and anthropogenic sources.
We observe large variations between the minimum and maximum value of aerosol
emissions for both source types. Indeed, the variation for sea salt aerosols is
about one order of magnitude, with the average closer to the minimum than the
maximum value. Nevertheless, they are one of the most emitted aerosol types in
the troposphere.

After being released into the atmosphere, sea salt aerosols can be divided
into two groups. First, the fresh sea salt aerosols. They are mainly composed
of NaCl particles coated by MgCl2 and CaSO4. The second group, aged sea
salt aerosols, comprises NaCl particles coated by NaNO3, Na2SO4, Mg(NO3)2,
and MgSO4 [91]. These aerosols can thus play an important role in atmospheric
chemistry, transporting species or participating in chemical reactions [91]. For
example, NO2 can react with wet sea salt aerosol particles to form NO –

3 and ClNO
through the following reaction [92]:

2NO2 + Cl– NO –
3 + ClNO (R29)

At this stage, it is important to recall the general concepts about the gas-aerosols
interactions and their impacts on atmospheric chemistry. According to George
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Figure 1.2: Schematic representation of the overall gas-aerosols interactions.
Figure taken from George et al. [93].

et al. [93], different processes are occuring at the gas-aerosol surface or in the bulk,
as schematized in Fig. 1.2. They can be grouped into eight categories.

Collision
Assuming a constant gas concentration, gas kinetic theory can describe
collisions between gas and aerosol particles.

Gas diffusion
The gas around an aerosol particle can diffuse through the aerosol surface
and the reverse. This process is directly related to the amount of colliding
particles. We can compute a diffusion factor depending on the concentration
of gas close and far from the aerosol surface.

Adsorption
Once a gas molecule is close to the surface, it can stick to it briefly. This
process is called adsorption. Two types of adsorption exist: physisorption,
when the molecule is bonded to the surface through weak intermolecular
interactions, and chemisorption is when the molecule is chemically bonded
to the surface. The latter has higher adsorption energy (energy needed to
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desorb the molecule) than the former. This thesis will more specifically deal
with these adsorption phenomena.

Desorption
It is the adsorption reverse process. The molecule can return to the gas phase,
after being adsorbed, due to thermal effects.

Surface reaction
Once the molecule is adsorbed on the surface, it can react with the surface or
environing species. It can lead to chemisorption processes or the generation
of new molecules.

Bulk accommodation/diffusion
This phenomenon mainly happens when the aerosol is a liquid one. The
adsorbed molecule can diffuse through the bulk. An essential parameter
describing this phenomenon is the diffusion coefficient.

Bulk reaction
Reactions may also append in bulk if diffusion is not the limiting process.

Dissolution
The last process is dissolving the gas phase molecule into the aerosol. This
process occurs in the absence of reactivity between gas phase molecules and
the aerosol.

All these processes are included in one parameter: the uptake coefficient. It is
calculated as the number of gas molecules taken by the aerosol particle divided by
the number of those impacting onto the particle surface [87].

Several experimental methods have been used to characterize gas-aerosols in-
teractions. Among them, we can cite flow tube and flow tube-like techniques [94],
Knudsen cell [95], Diffuse Reflectance Fourier Transform Spectroscopy (DRIFT)
cell [96], and the atmospheric simulation chamber [97]. Nonetheless, these interac-
tions can also be investigated theoretically, as shown by the work of Roose et al.,
Lovrić et al. [98, 99] using classical molecular dynamics (MD) calculations.

Water is also omnipresent in the atmosphere in the form of droplets, mixed
particles or at the surface of the aerosols. They indeed play an essential role in the
gas-aerosols processes. Then, the next section will highlight these effects and how
they influence the chemistry in the atmosphere.
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Table 1.5: Quantities of particles emitted in the atmosphere, expressed in Mt/year.
Table taken from Laj et al. [90].

Source Annual global emission (Mt/year)

Average Minimum Maximum

90 % Natural

Primary

Mineral dust 1500 1000 3000

Sea salt aerosols 1300 1000 10 000

Biological debris 50 26 80

Volcanic ash 33 4 10 000

Secondary

Biological sulfate 90 80 150

Volcanic sulfate 12 5 60

SOA 55 40 200

Nitrates 22 15 50

Total 3060 2170 23 540

10 % Anthropogenic

Primary

Soot 20 5 20

Industrial dust 100 40 130

Secondary

Vegetation fires 80 60 160

Organic aerosols 10 5 52

Sulfates 140 120 250

Nitrates 36 25 65

Total 390 300 710
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1.5 Role of the environing water molecules

Depending on the area, temperature, and altitude, the water vapor amount of the
atmosphere can drastically differ. These water molecules interact with aerosols and
environing gas phase molecules. In the former case, we talk about the hygroscopic
properties of atmospheric aerosol particles [100, 101]. It has been shown that
these properties are critical in aerosol aging and interactions with other species
and human health [101]. In addition, it has been shown that the presence of a
single water molecule can have decisive influences on gas phase chemistry [102,
103]. Furthermore, Aloisio et al. [104] have evidenced that water-containing clusters
show distinct photochemistry from isolated systems. It has been demonstrated
theoretically and experimentally that water highly affects atmospheric chemistry
and is a crucial element to consider when dealing with atmospheric chemical
reactions ([105] and references therein).

Micro-hydration studies have been carried out on several iodinated compounds.
Taamalli et al. [106] have studied the micro-hydration reaction of iodous acid
(HOIO) by adding up to four water molecules around an isolated HOIO molecule.
They show that such systems can exist under tropospheric conditions. Moreover,
Sobanska et al. [107] have studied the micro-hydration processes of iodomethane
experimentally and using density functional theory (DFT) theoretical calculations.
They have shown that CH3I and H2O may form stable hetero-aggregates (dimers,
trimers...).

Concerning chemical reactions, water can also have a catalytic role [103].
Anglada et al. [108] have studied the effect of water vapor on the atmospheric oxi-
dation of CH3OOH by OH. They concluded that water highly increases the kinetic
rate constants of both hydrogen abstraction (terminal hydrogen or the one bonded
to the methyl group). Other reactions have been studied, like OH + HOCl [109].
In this case, they concluded that water vapor reduces the kinetic rate constant,
keeping the reaction favorable. More recently, Ali et al. [110] have seen no relevant
effect of water vapor on the kinetic of the OH + CH4 reaction under atmospheric
conditions.

Water vapor can affect atmospheric chemistry, but it is not systematic. Never-
theless, neglecting the effect of H2O on atmospheric chemical reactions can lead
to biased results compared to laboratory experiments and real conditions. To
conclude, it is essential to deeply study the effect of water vapor on gas uptake or
reactivity.

Among iodine-water systems, the case of the ice surface will be discussed in the
next section.
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1.6 Interactions with ice

Ice is present at the earth surface under the form of snowpack or in the stratosphere.
It is assumed to be polycristalline with some irregularities. Amorphous solid
water (ASW), mostly present in the interstellar medium, but still its existence is
postulated in the Earth’s upper atmosphere (polar clouds) [111, 112]. Thus, it is
one of the universe’s most abundant forms of water [113]. ASW is widely used in
cryogenic experiments [114–118].

It presents some particular properties. Increasing the system pressure leads to a
denser ASW [119–121]. This process is called the amorphous-amorphous transition.
They also show that, when releasing the pressure, the system has different paths
depending on the temperature. Below 76K, the system keeps its dense form.
We call this system high-density ASW. However, above 110K, the system shows
another amorphous-amorphous transition, recovering its original form. We call the
latter low-density ASW.

Ice systems present dangling bonds (dOH), unsaturated atoms directed toward
the interface, presenting a small adsorption peak around 3700 cm−1 on bare ASW
surfaces [122]. Experimental and theoretical studies have demonstrated that the
adsorption of different species induced a quantifiable red shifts of these dOHs [114–
118, 123, 124]. This effect can help identifying adsorbed molecules on ice. ASWs
systems are also known to have a catalytic behavior towards chemical reactions. In
the interstellar medium, small molecules such as H2 [125, 126], O2 [127], NH3 [128],
CO2 [129, 130], and CO [131] can be adsorbed on the ASW surface and then react
to form complex molecules, such as CH3OH [118, 132].

Manca et al. [124] have carried out periodic Hartree-Fock coupled to DFT
calculations of adsorbates on the surface of a two bilayers slab of water molecules
presenting dOHs. They have studied the adsorption of several molecules on the ice
surface. They could isolate dOH vibrational modes and give vibrational frequency
shifts upon adsorption. They conclude that the electric field induced by the
adsorbate plays a crucial role in the adsorption process or reaction ones. However,
their systems do not represent a true ASW surface. In this direction, Michoulier
et al. [133] have calculated the vibrational shift induced by polycyclic aromatic
hydrocarbons by coupling MD and DFT-B calculations. They show that it was
necessary to probe a reasonable number of adsorption sites to get an accurate
estimation of the vibrational shift induced upon adsorption.

The adsorption of iodinated compounds on ASW is a subject of interest in the
literature. DeSimone et al. [134] have studied the adsorption of methyl iodide on
ASW and low-density porous amorphous solid water (PASW). PASW contains more
surface defects (increasing surface reactivity) than ASW because of its preparation
method [135]. They were motivated by photodissociation experiments in the
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gas [136–145] and adsorbed phases on different substrates [146–156]. They found a
better photodissociation yield when CH3I was adsorbed on ASW than PASW. The
main reason involves porosity that increases methyl iodide trapping (PASW) when
pore-free surfaces (ASW) favor adsorption and formation of two-dimensional methyl
iodide clusters leading to I2 formation. In addition, iodinated compound interactions
with ice have studied, focused on atmospheric interests. Allanic et al. [157] have
studied the adsorption of HOI on ice, and highlighted that a reasonable proportion
of HOI was transformed into I2. Furthermore, iodinated coumpounds adsorption
on ice films was also investigated for several species as IH [158, 159], I2 (doped
ice) [160] and CH3I [161, 162].

In conclusion, ASW is a common form of water in the universe and its properties
have been extensively studied. The adsorption of iodinated compounds on ASW
has also been studied, revealing that the surface defects of PASW can affect the
photodissociation yield of methyl iodide. Within a collaboration with Stéphane
Coussan (Laboratoire PIIM, Marseille), Sophie Sobanska and Joëlle Mascetti
(Laboratoire ISM, Bordeaux), the adsorption CH3I on a ASW will be investigated
theoretically to quantify the dOH shift and to compare with experiments.

1.7 Outline

We have seen large sea-salt aerosols emissions in the atmosphere. In addition, the
photodissociation of methyl iodide or its reaction with hydroxyl radicals are major
sources of activated iodine that plays a role in the ozone depletion. We have also
highlighted that aerosols and water can enhance or change drastically the reactivity
of gas phase molecules in the atmosphere. Following the work done by Houjeij
et al. [96], we propose to study the adsorption of CH3I on a model sea-salt surface,
the NaCl(001) surface. The aim is to compute the IR spectrum of the system and
in addition to investigate the effect of humidity on the adsorption process. This
work is presented in chapter 4.

Because we were dealing with large molecular systems, we had to parametrize
a force field to pursue our studies. This is described in chapter 3.

We are also interested into quantifying the effect of water vapor on reactions
containing iodinated compounds related to atmospheric chemistry. We picked
the reaction of methyl iodide with the hydroxyl radical and search for a possible
catalytic effect upon addition of a water molecule. All the discussion is done in
chapter 6.

Furthermore, we take interest of the interaction of iodinated compounds on
ASW and the systematic red-shift of dOH upon the adsorption of a molecule.
Indeed, using our force field and coupling the results with quantum calculations,
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we aim to compute the dOH red-shift upon adsorption of methyl iodide, as detailed
in chapter 5.

To numerically compute all these properties, we use a variety of numerical
methods (quantum and classic ones) and combine them to obtain optimal results
given their respective limitations. All the information necessary to understand the
basics of these methods are developed in chapter 2.

Finally, all the results and perspectives are sum up in the last part, in chapter 7.
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2.1 The adiabatic approximation

The system of interest in the present Thesis consists in Nn nuclei and ne electrons.
The corresponding time-independent Hamiltonian comprises the kinetic energy of
the electrons (Te), the kinetic energy of the nuclei (Tn), and the potential energy
between the particles. The latter is decomposed into electron-electron interactions
(Vee), nucleus-nucleus interactions (Vnn), and nucleus-electron interactions (Vne). It
leads to the following equations:

21
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H = Te + Vee + Vne + Vnn + Tn

= −
ne∑
j

ℏ2

2me

▽2
rj
+
1

2

ne∑
j ̸=j′

e2

|rj − rj′ |
−

ne,Nn∑
j,i

Zie
2

|Ri − rj|

+
1

2

Nn∑
i ̸=i′

ZiZi′e
2

|Ri −Ri′|
−

Nn∑
i

ℏ2

2Mi

▽2
Ri
,

(2.1)

where me and Mi are the electron mass and the mass of the ith nucleus, respectively,
ℏ is the reduced Planck constant, rj and Ri are the position vectors of the jth

electron and the ith nucleus, Zi is the atomic number of the ith nucleus, e is the
elementary charge, and ▽2

rj
and ▽2

Ri
are respectively the Laplace operator along

the electron and nucleus position vectors.
The stationary states of the system fulfill the time-independent Schrödinger

equation, which is:1
HΨ({R}, {r}) = EΨ({R}, {r}) , (2.2)

where {R} and {r} denote the total set of coordinates of the nuclei and the
electrons, respectively, and Ψ({R}, {r}) is the stationary many-body wave function.
The time-independent Schrödinger equation for the ne electrons where {R} is held
fixed is chosen to construct a set of basis states where Ψ can be expanded [163]. It
is written as:

HeΦν({R}, {r}) = Ee
ν({R})Φν({R}, {r}) , (2.3)

where He is the electronic Hamiltonian which is expressed as:

He = Te + Vee + Vne + Vnn . (2.4)

Equation (2.3) is called the electronic wave equation where the eigenvalues Ee
ν

and the electronic wave functions Φν({R}, {r}) for each electronic state ν depend
on {R} [163]. For each value of {R}, the electronic wave functions Φν({R}, {r})
form a complete orthonormal basis set. Then, the total wave function Ψ can be
expanded using this basis set as [163]:

Ψ({R}, {r}) =
∑
ν

Λν({R})Φν({R}, {r}) , (2.5)

where the Λν are the expansion coefficients depending on the nucleus coordinates
{R}. To solve equation (2.2), we first note that the Hamiltonian of the complete

1To simplify the notation, the dependence of Ψ on the spin variable will not be displayed.
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system can be written as:
H = He + Tn , (2.6)

which, according to the expansion (2.5), leads to the following:

(Tn +He)
∑
ν

Λν({R})Φν({R}}, {r}) = E
∑
ν

Λν({R})Φν({R}, {r}) . (2.7)

As detailed in Appendix A, by projecting equation (2.7) successively on the functions
Φµ (µ = 0, 1, 2, . . .), the following equations are obtained [163–166]:[

Ee
µ({R}) + Tn

]
Λµ({R}) +

∑
ν

(Aµν + Bµν)Λµ({R}) = EΛµ({R}) , (2.8)

where Aµν and Bµν are defined as:

Aµν = −
Nn∑
i

ℏ2

2Mi

〈
Φµ| ▽R2

i
|Φν

〉
, (2.9)

Bµν = −
Nn∑
i

ℏ2

Mi

〈
Φµ| ▽Ri

|Φν

〉
▽Ri

. (2.10)

The set of coupled equations (2.8) is an exact solution of the total time-independent
Schrödinger equation (2.2). The Born-Oppenheimer approximation will then be
introduced because the nuclear motion is slow compared to the electron one. Then,
the electronic wave functions Φν({R}, {r}) in Aµν and Bµν varies slowly according
to {R}, which means that ∇Ri

Φν can be neglected compared to ∇Ri
Λν . In

other words, Aµν and Bµν can be considered to vanish in the Born-Oppenheimer
approximation. It leads to the following equation for each electronic state µ:[

Ee
µ({R}) + Tn

]
Λµ({R}) = EΛµ({R}) , (2.11)

which is an eigenvalue equation for the nuclei. At this point, the coefficients
Λµ({R}) can be identified as nuclear wave functions. In the Born-Oppenheimer
approximation, the electronic wave equation (2.3) is solved at different values of
{R} to obtain Ee

µ({R}). The nuclear wave functions can be solved using Ee
µ({R})

as the potential energy. The hypersurface Ee
0({R}) associated with the ground

state Φ0({R}, {r}) is commonly known as the adiabatic potential energy surface
(PES), and it will be denoted as V ({R}) in the rest of the manuscript.
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2.2 Electronic structure

This section will use the Born-Oppenheimer (BO) approximation to write the wave
function defining many-electron systems. First, we will discuss wave functions
for a mono-electronic system before discussing the multi-electron case. Then, we
will define the multi-fermionic wave functions through Slater determinants, which
satisfies the antisymmetry property required by the Pauli exclusion principle.

2.2.1 Spin-orbitals

A one-electron wave function is called a spin-orbital. Such functions are usually
divided into two parts: one describing the spatial distribution of the electron, called
the spatial orbitals, and the other one specifying the spin component of the electron,
the spin function.

Let ϕ(r) be a spatial orbital for one electron. It describes the electron probability
distribution according to the electronic position vector r such that |ϕ(r)|2 dr is
the probability of finding the electron in the small volume dr. Generally, we use
orthonormal basis sets such as:∫

dr ϕ∗
i (r)ϕj(r) = δij , (2.12)

where δij is the Kronecker symbol, defined as:

δij =

{
0 if i ̸= j ,

1 if i = j .

(2.13a)
(2.13b)

The previous set of spatial orbitals can be expanded through a function of the
form:

ϕ(r) =
∞∑
i=1

aiϕi(r) , (2.14)

where ai are the expansion coefficients. Without any approximations, the previous
sum is over infinity. To have numerical values, summing over infinity is not possible.
Then, we usually sum over a finite number of orbitals. This number has to be
sufficiently large to represent the system and not too large to make the calculation
possible.

There are needs to enhance the definition of an electron. Indeed, an electron
has a spin of 1/2. The spin projection quantum number over the z-axis, written
sz, can take only two possible values for a single particle: ± 1/2. The positive
value is referred to as spin-up (↑), and the negative one as spin-down (↓). The spin
function defines one of these two states for a spin at coordinates ωi, where α(ωi)
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represents the spin-up function, and β(ωi) is the spin-down one. Combining the
spin functions with the spatial orbitals, we obtain the spin-orbital function defined
as:

χi(r) =


ϕi(ri)αi(ωi) ,

or
ϕi(ri)βi(ωi) ,

(2.15a)

(2.15b)

where χi(ri) is the spin-orbital function. If the spatial orbitals are orthonormal,
the spin-orbital functions will also be orthonormal.

2.2.2 Slater determinant

In the last part, we have seen the properties and definitions of a one-electron wave
function. Nevertheless, multi-electronic wave functions have to be defined. One
way to define them is the Hartree product [167], defined for a two-electrons wave
function as:

ϕ(ri, rj) = χi(ri)χj(rj) . (2.16)

Nevertheless, this expression shows deficiency by not meeting two essential proper-
ties of the wave function:

• The electrons are not indistinguishable

• The resulting wave function does not satisfy the Pauli’s principle.

Pauli’s principle states that two electrons cannot have the same quantum
numbers. One method to obtain a correct wave function (i.e., satisfying Pauli’s
principle) is using a Slater determinant [168]. More rigorously, the wave function
has to be antisymmetric, as the following for a two-electron wave function:

ϕ(ri, rj) = −ϕ(rj, ri) . (2.17)

Pauli’s principle states that the wave function vanishes if two electrons occupy the
same spin-orbital. It verifies both antisymmetry and exclusion principles. For a
ne-electron system, the Slater determinant is defined as:

ϕ(ri, rj, . . . , rne) =
1√
ne!

∣∣∣∣∣∣∣∣∣∣∣∣

χi(ri) χj(ri) . . . χne(ri)

χi(rj) χj(rj) . . . χne(rj)
...

... . . . ...

χi(rne) χj(rne) . . . χne(rne)

∣∣∣∣∣∣∣∣∣∣∣∣
, (2.18)
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where 1/
√
ne! is the normalization factor. For convenience, a diagonal notation for

the normalized Slater determinant is used:

|ϕ(ri, rj, . . . , rne)⟩ = |χi(ri)χj(rj) . . . χne(rne)⟩ . (2.19)

We highlight that antisymmetrizing the wave function using a single Slater
determinant induces invariance of |ϕ(r)2| dr when exchanging two electrons in the
space orbital and the spin function. Furthermore, we can use atomic orbitals (AOs)
as a basis to build molecular orbitals (MOs) using the linear combination of atomic
orbitals (LCAO) method. It assumes that the number of atomic and MOs are the
same. Then, we can define the ith MO as:

ϕMO
i =

∑
j

cjiϕ
AO
j , (2.20)

where ϕMO
i is the MO defined as the sum of the j atomic orbitals ϕAO

j associated to
a coefficient cji. We need to use methods such as the Hartree-Fock one to obtain
the coefficients, detailed in the next section.

2.3 The Hartree-Fock method

Computational chemists must handle many-electrons problems except for the most
straightforward cases. In the previous section, we have seen that the many-body
wave function can be approximated using a single Slater determinant composed of
molecular spin-orbitals. This section will present the Hartree-Fock method, which
is the root of wave functions based methods.

We start by using the variation principle [169]. It states that the best wave
function is the one that gives the lowest possible energy. It gives:

E0 = ⟨χ0 |He |χ0⟩ , (2.21)

where E0 is the ground state energy and χ0 the ground state wave function. One
can derive the Hartree-Fock equations to minimize E0 according to the choice of
the set of spin-orbitals contained in χ0. It determines the optimal choice for the
set of spin-orbitals.
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2.3.1 Hartree-Fock equations

We start the Hartree-Fock equations by introducing the kinetic and potential energy
operator of an electron j interacting only with the nuclei:

hj = Te + Vne = −
ne∑
j

ℏ2

2me

▽2
rj
−

ne,Nn∑
j,i

Zie
2

|Ri − rj|
, (2.22)

h =
∑
j

hj . (2.23)

We need to minimize E0 {χi} with respect to the spin-orbitals under the or-
thonormalization constraint. We can define:∫

dr1χ
∗
j(r1)χi(r1) = ⟨j | i⟩ = δji . (2.24)

We can now demonstrate that an approximated expression of the ground state
energy is of the form:

E0 =
ne∑
i

⟨i |h | i⟩+ 1

2

ne∑
i

ne∑
j ̸=i

([jj|ii]− [ji|ij]) + Vnn . (2.25)

2.3.2 The Coulomb and Exchange integrals

We have seen in Eq. (2.25) an expression of the ground state energy. To better
understand each term of the equation, we have to decompose our spin-orbitals into
spin and space parts:

[jj|ii] =

∫
dr1dr2 χ

∗
j(r1)χj(r1)

e2

|rj − ri|
χ∗
i (r2)χi(r2) (2.26)

=

∫
dω1 σ

∗
j (ω1)σj(ω1)

∫
dω2 σ

∗
i (ω2)σi(ω2) (2.27)∫

dr1dr2 ϕ
∗
j(r1)ϕj(r1)

e2

|rj − ri|
ϕ∗
i (r2)ϕi(r2) ,
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where ωi refers to spin coordinates and σi to the spin of the electron (can be αi or
βi). For the spin integration, the rules are the following:

∫
dωk α

∗
i (ωk)αi(ωk) = 1 ,∫

dωk β
∗
i (ωk)βi(ωk) = 1 ,∫

dωk α
∗
i (ωk)βi(ωk) = 0 ,∫

dωk β
∗
i (ωk)αi(ωk) = 0 .

(2.28a)

(2.28b)

(2.28c)

(2.28d)

In other words, the integral is 1 when integrating two similar spins and 0 when
integrating two different spins.

Regarding the spin-integration of Eq. (2.27), we can see that it never cancels
because both spins in the same integral are always the same. Then, if we analyze
Eq. (2.27), we can see that it represents the Coulomb repulsion between electron 1
in orbital j and electron 2 in orbital i. It is usually called the Coulomb integral
and can be further simplified as follows:

Jij = [ii|jj] . (2.29)

At this step, we can also analyze the second two electrons integral of Eq. (2.25)
which is:

[ji|ij] =

∫
dr1dr2 χ

∗
j(r1)χi(r1)

e2

|rj − ri|
χ∗
i (r2)χj(r2) (2.30)

=

∫
dω1 σ

∗
j (ω1)σi(ω1)

∫
dω2 σ

∗
i (ω2)σj(ω2) (2.31)∫

dr1dr2 ϕ
∗
j(r1)ϕi(r1)

e2

|rj − ri|
ϕ∗
i (r1)ϕj(r1) .

The spin-integration can be 0 if the spins of electron i and j are different and 1 if
the spins are the same. For this term, the spin integration differs from the previous
case. In opposition to Eq. (2.27), Eq. (2.32) has no classical meaning and is a direct
consequence of using a Slater determinant. It is usually called Exchange integral
and can be written as follows:

Kij = [ij|ji] . (2.32)
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Within the same logic, we can simplify the first term of Eq. (2.25) as:

hi = ⟨i |h | i⟩ . (2.33)

Finally, the Hartree-Fock energy can be written as:

EHF =
∑
i

ϵi −
1

2

∑
i,j

(Ji,j −Ki,j) . (2.34)

2.3.3 The Fock operator

Up to this point, the Hartree-Fock equations are written as follows:[
hi +

ne∑
j

(Jij −Kij)

]
χi = ϵiχi , (2.35)

where the Coulomb and exchange operators act here only for one electron i.
The next step is to define operators from the previous equation. The first one

is called the one-electron potential operator vHF, which is:

vHF
i =

ne∑
j

(Jij −Kij) . (2.36)

Therefore, we can build the Fock operator (f) as [170] :

fi = hi + vHF
i . (2.37)

2.3.4 The Roothaan Equations

At this point, the Hartree-Fock equations can be written in the eigenvalue form:

fi(r1)χi(r1) = ϵiχi(r1) (2.38)

This equation can be solved numerically for atoms. However, there is no practical
procedure for solving this equation directly. It comes from the fact that f depends
on the orbitals, which are expanded in some known basis functions χ̃µ as:

χi =

Nbasis∑
µ=1

Cµiχ̃µ , (2.39)

where Nbasis is the number of basis functions and Cµi the expansion coefficients. It
was first introduced by Roothaan [171, 172] that standard matrix techniques can
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solve the previous differential equations. We also want to highlight the importance
of the choice of the basis set

{
χ̃µ

}
, into which will be expanded the molecular

orbitals {χi}, particularly for the molecular orbitals which are occupied in the
groud state. For practical reasons, the sum in Eq. (2.39) is always truncated, with a
finite number of known basis functions χ̃µ. A later section will discuss constructing
such basis sets and their limits.

From Eq. (2.39), we can see that the eigenvalue problem can be reduced to
the problem of minimizing the total energy for a given basis set. By substituting
Eq .(2.39) into Eq. (2.38), it gives:

f(r1)

Nbasis∑
µ=1

Cµiχ̃µ(r1) = ϵi

Nbasis∑
µ=1

Cµiχ̃µ(r1) . (2.40)

Then, by multiplying by χ̃∗
ν and integrating, we obtain:

Nbasis∑
µ=1

Cµi

∫
dr1 χ̃

∗
ν(r1)f(r1)χ̃µ(r1) = ϵi

Nbasis∑
µ=1

Cµi

∫
dr1 χ̃

∗
ν(r1)χ̃µ(r1) . (2.41)

We can now define the matrices involved in this equation. We first define the
Fock matrix Fµν as:

Fµν =

∫
dr1 χ̃

∗
ν(r1)f(r1)χ̃µ(r1) . (2.42)

Then, the second matrix is called the overlap matrix (Sµν) and is defined as:

Sµν =

∫
dr1 χ̃

∗
ν(r1)χ̃µ(r1) . (2.43)

The name of the last matrix comes from the fact that the basis set functions
{
χ̃ν

}
are generally not entirely orthogonal and overlap to a small magnitude.

With the definition of the matrices F and S, we can now write Eq. (2.41) as:

Nbasis∑
µ=1

FµνCµi = ϵi

Nbasis∑
µ=1

SµνCµi . (2.44)
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The previous equation can also be written in a single matrix form by defining
the expansion coefficient matrix as a Nbasis ×Nbasis matrix of the form:

C =


C11 C12 . . . C1K

C21 C22 . . . C2K

...
... . . . ...

CK1 CK2 . . . CKK

 . (2.45)

In the same way, we can define orbital energy matrix ϵ as a diagonal matrix of the
form:

ϵ =


ϵ1 0 . . . 0

0 ϵ2 . . . 0
...

... . . . ...

0 0 . . . ϵK

 . (2.46)

Combining all the matrix definitions in Eq. (2.44), we obtain the Roothaan equations
[171, 172], which are:

FC = SCϵ . (2.47)

Finally, determining the Hartree-Fock molecular orbitals and energies involves
solving the Roothaan equations self-consistently (called SCF) following this process:

1. Specify the geometry, basis set, electronic state, total spin, and charge of the
molecular system

2. Compute the overlap matrix S

3. Guess initial molecular expansion coefficients C

4. Compute the Fock matrix F

5. Solve the Roothaan equations

6. Use the new coefficients from the newest matrix C to compute a new Fock
matrix F

7. Repeat until C variations are under a chosen threshold value
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2.3.5 Limitations

The Hartree-Fock method is the basis of numerous others methods. Nevertheless,
it presents some significant limitations. Hypothetically, one can reach the Hartree-
Fock limit using an infinite basis set for building molecular orbitals, which is
impossible for practical reasons. Indeed, if we take, for example, Nbasis basis set
functions to compute our molecular orbitals, the number of two-electron integrals
will be N4

basis. This number can be very high when using many basis functions.
Optimizing in a finite basis set, we reach energy higher than the exact ground
state energy. The missing energy contributions come from the basis set limitation,
correlation, and relativistic effects, which are neglected. They highly impact the
results and lead to substantial deviations from experimental results. It can be
corrected using post-Hartree-Fock methods, which will be developed later in the
manuscript. Using alternative methods, such as density functional theory, can also
lead to better results or even allow hybrid methods, i.e., treating a part of the
exchange energy using the Hartree-Fock method.

2.4 Basis sets

In section (2.3.4), we have seen that the molecular spin-orbitals χi are expanded as
a linear combination of functions, which are the basis set. Then the full HF wave
function is then expressed as a single Slater determinant of occupied molecular
orbitals. We have also seen that the molecular orbitals are perfectly described using
an infinite basis set. However, it is not possible for practical reasons (numerical).

The main idea is to find a finite set of basis functions that efficiently approaches
the Hartree-Fock limit. Nevertheless, this number of functions should be as small
as possible, regarding the computational cost evocated earlier in this section. In
addition, it is helpful to pick basis set functions that are computationally friendly
with the calculation of the two-electron integrals. Indeed, if the latter is computed
easily, we can increase the number of basis set functions without increasing too
much computational time. Finally, building basis functions with some physical
meaning are better. For example, they must have a large amplitude associated
with high electron probability density and the reverse. They are usually developed
and optimized for individual atoms. In this case, we can call them atomic orbitals.
Then, the molecular orbitals can be obtained as a LCAO. Optimizing functions
within these three constraints (small number of functions, computationally friendly,
and having a physical meaning) is essential to finding optimal basis set functions.
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2.4.1 Slater-type orbitals and Gaussian-type orbitals

As said in the previous paragraph, basis functions are usually atomic orbitals. As
the standard for atomic orbitals, we separate the function into a radial part and a
spherical harmonic part:

χ̃nmla(ra, θa, ϕa) = fn(ra)Y
m
l (θa, ϕa) , (2.48)

where n, l, and m are respectively the principal, azimuthal, and magnetic quantum
numbers, a is the index of the concerned atom, and ra, θa, ϕa are the spherical
system coordinates with the nucleus a at his origin.

It was historically valuable to compute diatomic molecules, but it is not easy to
solve numerically for larger molecules due to their computational cost [173, 174].
We first introduce Slater-type orbitals (STOs) [175], where the radial part is defined
as:

fSTO
n (ra) = rn−1

a e−ζra , (2.49)

where ζ is a screening constant.
A second developed type of atomic orbitals is Gaussian-type orbitals (GTOs) [176].

The main idea is to use Gaussian functions to describe the atomic orbitals. The
general form of the radial part is defined as:

fGTO
l (ra) = rlae

−αr2a , (2.50)

where α is the exponent controlling the width of the Gaussian function. Nevertheless,
using a single Gaussian function to describe an atomic orbital is insufficient and is
a bad approximation to the atomic orbitals. For example, all hydrogenic atomic
orbitals have an exponential decay in ra, and GTOs have an exponential decay in
r2a, resulting in a rapid diminution of the GTOs amplitude according to the nucleus
distance [173].

One good combination is to have the efficiency of the STOs to describe atomic
orbitals and the low computational cost of GTOs. A way to do it is to combine
several GTOs linearly to reproduce as accurately as possible STOs. In addition,
it has been shown that the deficiency of GTOs could be highly reduced when
we combine them linearly [177]. These kinds of orbitals are called contracted
Gaussian-type orbitals (CGTOs) and are defined as:

fCGTO
l (ra) = rla

M∑
i

die
−αir

2
a , (2.51)

where M is the number of GTO used in the linear combination. The coefficients di
are set to optimize the shape of the CGTO and normalize them. The GTOs used
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in the sum are called primitive Gaussian-type orbital (PGTO). They can also be
tuned by optimizing αi for each PGTO.

Hehre et al. [178] have built different CGTOs for atoms, that mimic STOs.
They called them STO-MG series, where M is the number of PGTOs used to
construct the CGTO.

2.4.2 Single-ζ, Multiple-ζ, and split-valence basis sets

STO-MG basis sets are called single-ζ or minimal basis sets. It comes from the
fact that there is only one basis function to describe the atomic orbital [173].
Nevertheless, combining linearly different CGTOs to describe one atomic orbital is
possible. It is expressed as:

χ̃nmla(ra, θa, ϕa) =
M∑

m=1

zm χ̃
STO

(ra, ζm) , (2.52)

where χ̃STO is the STO-like function, zm is the expansion coefficient, and M is
the number of functions that describe the atomic orbital. We have a M -ζ basis
function from the previous equation, where M usually ranges from 1 to 6. For
example, taking M = 2 leads to a double-ζ basis set.

Usually, core orbitals are slightly affected by chemical bonding. Consequently,
the resulting molecular orbital will be similar to the corresponding atomic orbital.
However, valence orbitals vary widely with chemical bonding. Then, it is more
interesting to have more flexibility on valence orbitals rather than for core ones.
This observation leads to the development of split-valence basis sets [173]. The
main idea is to use a single CGTO to describe core orbitals, whereas the valence
ones are split into several basis functions.

2.4.3 Polarization and diffuse functions

Some systems, like anions or supermolecular complexes, have more spatially diffuse
molecular orbitals. We can increase this flexibility by adding basis functions
corresponding to a higher principal quantum number than the valence orbital. Such
functions are called polarization functions [173]. For example, we can add one p
orbital to the basis set describing H atoms and d orbitals for C atoms. Adding
such functions will induce valence orbitals deformation, increasing its mathematical
flexibility in describing molecular orbitals.

Systems with more diffuse orbitals show to have weakly bounded electrons that
can be localized far from the other electron densities. To describe those cases well,
we can increase the number of basis functions with small expansion coefficients.
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These basis sets are called augmented or diffused basis sets, whereas the added
functions are called diffusion functions.

Both methods can be used separately or at the same time. We can know the
basis set we use by its nomenclature. The following section will introduce two basis
set families and discuss their nomenclatures.

2.4.4 Pople and Dunning basis sets

This section will introduce two basis set families, among the most used in the
literature. We start with the ones adopted by Pople and coworkers [179]. They
are split-valenced basis sets with a specific nomenclature of the form X-YZG for a
double-ζ one and is encoded as:

X: Number of PGTO composing the core-shell

Y: Number of PGTO composing the first valence shell

Z: Number of PGTO composing the second valence shell

In the same way, triple-ζ basis sets are encoded as X-YZWG. In other words, the
number of digits after the hyphen corresponds to the ζ number.

Polarization is included using the symbol *. However, an alternative encoding
is preferred, and the polarization functions are encoded between parenthesis. The
first number corresponds to the number of polarization functions used on heavy
atoms and the second one for hydrogen atoms. If there is only one number, it refers
to heavy atom polarization functions. For example, a 6-311G(2df,2p) basis set
implies heavy atoms polarized by two sets of d functions and one set of f functions,
and hydrogen atoms are polarized by two sets of p functions.

Regarding diffusion functions, they are indicated by the symbol “+”. Only
one “+” indicates diffusion functions on heavy atoms, and two “+” corresponds to
diffusion functions on heavy atoms and hydrogen ones. Respectively, two examples
are 6-311+G(3df,2p) and 3-21++G.

The next basis sets we will present were optimized by Dunning [180], also
called correlation-consistent (written cc) basis sets. This family uses a “general”
contraction of the core-shell. In other words, a single set of PGTO is used in all
basis functions but with different expansion coefficients for each atom. It indicates
if the basis sets have polarization functions through the letter “p” and diffusion
functions through the letters “aug” for augmented. Then, it is possible to have
double (D), triple (T), quadruple (Q), quintuple-ζ (5) basis sets, even a ninefold-ζ
(9) basis set. For example, the basis set aug-cc-pVTZ stands for an augmented
correlation consistent polarized valence-only (general contraction) triple-ζ basis
set. It is also possible to double the number of diffusion functions. In this case,
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it is indicated by the letters “d-aug” present in the d-aug-cc-pVQZ basis set, for
example.

2.4.5 Plane waves basis sets

Theoretical calculations are also done for a non-isolated system, such as for solids
or surfaces for example. For the latter case, periodic boundary conditions are
necessary to describe an infinite system. We will discuss this later in the manuscript.
An alternative way to build basis sets is the use of plane waves. They are intuitive
to periodic conditions, and fulfill the Bloch condition [181].

In a perfect crystal, the potential energy Ee(R) is periodic, with a periodicity
of R, which leads to:

Ee(R) = Ee(R+R) . (2.53)

Then, the Bloch conditions state that the Schrödinger equation can be solved by a
basis set of solutions which must be of the form:

ψ(R) = eik·R u(R) , (2.54)

where k is the wave vector and u(R) is the plane wave extension, having the same
periodicity as the potential energy:

u(R) = u(R+R) . (2.55)

Using a plane wave basis set, the crystalline orbitals can be expressed as:

ϕ(R,K) =
∑
K

ck.Ke
−i(k+K)·R , (2.56)

where K are the reciprocal lattice vectors. Because we can only sum over a finite
number, K is truncated according to the cutoff energy Ecutoff, which has to be set
before the calculation. The condition is the following [174]:

ℏ2

2me

(k+K)2 ≤ Ecutoff . (2.57)

Regarding core electrons, we need to have a very high value for the cutoff energy
if we want to describe them using plane waves. This value implies many plane
waves, increasing the computational cost.
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2.4.6 Basis set superposition error

The basis set superposition error (BSSE) is a common problem in quantum chemistry
calculations. It arises from using finite basis sets to represent the electron density of a
molecule, leading to an overestimation of the interaction energy between subsystems.
The BSSE can significantly impact the accuracy of molecular properties predicted
from quantum chemical calculations, such as bond lengths, reaction energetics, and
reaction pathways.

The BSSE occurs because using finite basis sets leads to an incomplete repre-
sentation of the electron density. When subsystems are treated separately, they
occupy their own basis set, leading to overcounting of the electron-electron repul-
sion energy between them [182]. The BSSE can be corrected by various methods,
including counterpoise correction [182], which aim to remove the overcounting
of electron-electron repulsion energy and improve the accuracy of the calculated
interaction energy.

2.5 Post-Hartree-Fock methods

As we have introduced previously in this manuscript, one disadvantage of the
Hartree-Fock method is the lack of correlation energy. Post-Hartree-Fock methods
were developed, to include the electronic correlation in the total energy calculations.
In this manuscript, we will describe two methods, which are the Møller-Plesset
perturbation theory (MPPT), particularly the second order expansion (MP2) [183],
and finally, the Coupled Cluster (CC) method.

2.5.1 Møller-Plesset perturbation theory

The idea behind MPPT is to include correlation energy by slightly perturbating
the original one. It can be done by adding a perturbated Hamiltonian to the
unperturbed one. If the perturbation is small enough, quantities obtained by the
perturbed Hamiltonian can be seen as corrections to the unperturbed one. To fully
describe how MPPT works, we will describe the time-independent perturbation
theory, also known as the Rayleigh-Schrödinger perturbation theory (RSPT) [184,
185]. This method has several levels of corrections. We will describe the first, then
second order correction, to end with the general case of the nth order correction.

To start with RSPT, we must pick an unperturbed Hamiltonian, written H(0),
where the superscript defines the correction order. We assume that the latter has no
time dependency, known energy levels, and known eigenstates. Then, a perturbation
is introduced through a perturbative Hamiltonian, written V . The latter is weighted
by a dimensionless parameter, λ, varying between 0 (no perturbation) to 1 (“full”



38 CHAPTER 2. Methodology

Table 2.1: Rayleigh-Schrödinger perturbation theory corrections according to the
powers of λ for the first 3rd rows

λ order Terms from Eq. (2.59)

λ0 H(0)
∣∣∣χ(0)

i

〉
= E

(0)
i

∣∣∣χ(0)
i

〉
λ1 H(0)

∣∣∣χ(1)
i

〉
+ V

∣∣∣χ(0)
i

〉
= E

(0)
i

∣∣∣χ(1)
i

〉
+ E

(1)
i

∣∣∣χ(0)
i

〉
λ2 H(0)

∣∣∣χ(2)
i

〉
+ V

∣∣∣χ(1)
i

〉
= E

(0)
i

∣∣∣χ(2)
i

〉
+ E

(1)
i

∣∣∣χ(1)
i

〉
+ E

(2)
i

∣∣∣χ(0)
i

〉

perturbation). In this case, our final Hamiltonian, H, is defined as:

H = H(0) + λV . (2.58)

We can now apply this Hamiltonian to spin-orbitals, which gives:

(H(0) + λV ) |χi⟩ = Ei |χi⟩ . (2.59)

Within this formalism, the wave function and the energy can be expressed as a
power series of λ, as: 

|χi⟩ =
∑
j

λj
∣∣∣χ(j)

i

〉
,

Ei =
∑
j

λjE
(j)
i .

(2.60a)

(2.60b)

By plugging Eqs. (2.60) into Eq. (2.59) and grouping terms according to the
powers of λ, we obtain the results shown in Table 2.1. Multiplying the first-order
correction by the unperturbed wave-function

〈
χ(0)
i

∣∣∣, we can obtain the first-order
correction to the energy, which is:〈

χ(0)
i

∣∣∣V ∣∣∣χ(0)
i

〉
= E

(1)
i . (2.61)

This result shows that the first-order correction to the unperturbed system is the
expectation value of the perturbative Hamiltonian over the unperturbed wave
function.

Going to the second order correction and using the same methodology as before,
we then have: 〈

χ(0)
i

∣∣∣V ∣∣∣χ(1)
i

〉
= E

(2)
i . (2.62)
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In a general way, we can obtain the nth-order correction energy as:〈
χ(0)
i

∣∣∣V ∣∣∣χ(n−1)
i

〉
= E

(n)
i . (2.63)

As written before, we must define an unperturbed Hamiltonian H(0). MPPT is
typically a particular case of the RSPT. In this case, we will write the unperturbed
Hamiltonian as the sum of the Fock operators, leading to:

H(0) =
∑
i

fi =
∑
i

[
hi + vHF

i

]
. (2.64)

Then, we can define the perturbative Hamiltonian as the difference between H(0)

and H, leading to:

V = H(0) −H =
1

2

∑
i,j

(Jij −Kij)−
∑
i

vHF
i . (2.65)

Within this scheme, the first-order correction to the energy is given by:

E
(1)
0 = −1

2

∑
i,j

(Jij −Kij) , (2.66)

leading to a total energy of :

E
(0)
0 + E

(1)
0 =

∑
i

ϵi −
1

2

∑
i,j

(Jij −Kij) = EHF . (2.67)

From the previous equation, we can see that the first-order corrected energy is
the Hartree-Fock energy. Then, we must to go to the second-order correction to
improve this energy. Using Eq. (2.62) and Eq. (2.39), it can be proved that the
ground state MP2 energy can be expressed as [186]:

E
(2)
0 =

∑
µ̸=0

∣∣∣〈χ(0)
0

∣∣∣V ∣∣∣χ(0)
µ

〉∣∣∣2
E

(0)
0 − E

(0)
µ

. (2.68)

MP2 is the least costly ab initio method for correcting Hartree-Fock results by
including correlation energy. It scales as O(M5), with M being the number of
orbitals in the total basis set. Nevertheless, one main disadvantage of MPPT is that
it computes correlation effects from Hartree-Fock orbitals, which are mean-field
orbitals. It can lead to symmetry breaking and spin contaminations in some specific
cases [187].
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2.5.2 Coupled Cluster theory

Another important post-Hartree-Fock method is the CC theory. The idea behind
this is to express the wave function as an exponential ansatz :

|ϕCC⟩ = eT |ϕ0⟩ , (2.69)

where |ϕCC⟩ is the CC wave function, and T is the cluster operator that acts on
the reference wave function |ϕ0⟩. The cluster operator can be expressed as:

T =
∑
l

Tl , (2.70)

where Tl operators generate all possible determinants with l excitations from the
reference [173].

Then, using the definition of T in Eq. (2.70) and using it to expand the
exponential in Eq (2.69) as power series, we can obtain the following:

eT = 1 + T +
T 2

2!
+
T 3

3!
+ . . . . (2.71)

Within this scheme, we can define the one-particle excitation operator T1 and the
two-particle excitation operator T2 as [188]:

T1 |ϕ0⟩ =
M∑

a=ne+1

ne∑
i=1

tai |ϕa
i ⟩ , (2.72)

T2 |ϕ0⟩ =
M∑

b=a+1

M∑
a=ne+1

ne∑
j=i+1

ne−1∑
i=1

tabij
∣∣ϕab

ij

〉
, (2.73)

where |ϕa
i ⟩ is a single Slater determinant, in which we have replaced the spin-orbital

χi with the virtual one χa, and tai is a coefficient depending on i and a. A virtual
orbital is a type of molecular orbital in quantum chemistry that is not occupied
in the ground state. For the two-particle excitation operator, the same process
happens, but we replace two spin-orbitals χi and χj, with two virtual ones, which
are respectively χa and χb. In other words, eT in Eq. (2.69) expresses the |ϕ0⟩ as a
linear combination of Slalter determinants including ϕ0 and all possible electron
excitations from occupied to virtual states [188]. This electronic mixing into the
wave function allows electrons to keep away from one another and then provides
electronic correlation.

The objective in CC calculations is to find the amplitudes t from Eq. (2.73)
for all the possible configurations. Once done, the CC wave function ϕCC from
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Eq. (2.69) is known. Considering the CC singles and doubles, written CCSD, we
can obtain the CC energy by solving the following:〈

ϕ0

∣∣ e−(T1+T2)He(T1+T2)
∣∣ϕ0

〉
= ECCSD , (2.74)〈

ϕa
i

∣∣ e−(T1+T2)He(T1+T2)
∣∣ϕ0

〉
= 0 , (2.75)〈

ϕab
ij

∣∣ e−(T1+T2)He(T1+T2)
∣∣ϕ0

〉
= 0 . (2.76)

To further improve the resulting CCSD energy, ones can define the CC singles,
doubles, and triples (CCSDT) by defining a cluster operator of the form T =
T1 + T2 + T3. It gives accurate correlation energy and molecular properties results
but at a high computational cost. An alternative is to include the triple excitations
using a perturbative method. In this case, we write it as CCSD(T) method [189],
one of the most popular and successful extensions of the CC theory.

2.6 Density functional theory

Even if equation (2.3) goes from the 3ne + 3Nn degrees of freedom of the potential
energy surface to only 3ne using the Born-Oppenheimer approximation, it is still
hard to tackle. The theorems made by Hohenberg and Kohn [190] allows overcoming
this issue by using the electronic density n(r).

2.6.1 One body density

Considering a system composed of ne indistinguishable electrons with r1, r2, . . . , rne

their corresponding positions, then
∣∣ϕ(r1, . . . , rne)

∣∣2 is the probability density of
the coincidence measurement of the positions of those ne electrons. Since r1 is
the position vector of electron 1, p(r1)dr1 is the probability of finding electron 1
in a volume dr1 around r1, whatever the positions of the other electrons. Since
electrons are indistinguishable particles, r1 can be written r, then the probability
density p(r) is given by [163]:

p(r) =
∫
dr2dr3 . . . drne

∣∣ϕ(r, . . . , rne)
∣∣2 . (2.77)

In order to have the mean number of electrons in a volume dr around r, the
probability density has to be multiplied by the number of electrons ne and by dr.
It is, therefore, nep(r)dr to give the density at r, which is n(r) = nep(r). Then,
the total expression for the electronic density is:

n(r) = ne

∫
dr2 . . . drne

∣∣ϕ(r, . . . , rne)
∣∣2 . (2.78)
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2.6.2 The Hohenberg and Kohn theorems

For any system consisting of electrons moving under the influence of an external
potential vext(r), the Hohenberg and Kohn theorems state [190]:

Theorem 1. The external potential vext(r) is determined, within a trivial additive
constant, by the electron density n(r).

Theorem 2. The exact ground state electron density n(r) minimizes the electron
energy functional Ee[n(r)].

The electronic Hamiltonian can be written as a function of the electron density.
With the use of equation (2.78), the electron-nucleus interaction is:

Ene[n(r)] =
〈
ϕ|V̂ne|ϕ

〉
= −

Nn∑
i

Zie
2

∫
dr . . . drne

∣∣ϕ(r, . . . , rne)
∣∣2

|Ri − r|

= −
Nn∑
i

Zie
2

∫
dr

n(r)
|Ri − r|

=

∫
dr n(r)vext(r) , (2.79)

where vext(r) is defined as the external potential created by the nuclei. The electron-
electron interaction term is decomposed into two terms because of the two-electron
problem.

Eee[n(r)] =
e2

2

x
dr dr′

n(r)n(r′)
|r − r′|

+ Exc[n(r)] . (2.80)

The first term,

EH[n(r)] =
e

2

x
dr dr′

n(r)n(r′)
|r − r′|

, (2.81)

is the Hartree energy, coming from the classical electron-electron electrostatic
interaction, and Exc[n(r)] is the exchange-correlation energy. The latter lowers the
energy, which makes the Hartree energy higher than the real one. Those terms and
kinetic energy are usually summarized in a new functional F [n(r)].

Finally, with equations (2.79) and (2.80), the total electron energy functional is
written as:

Ee[n(r)] = Ene[n(r)] + F [n(r)] . (2.82)

Using the Hohenberg and Kohn theorems [190], the ground state can be described
by minimizing the electron energy functional Ee[n(r)], and it is a unique solution.
However, the exact analytical expression for Exc[n(r)] and the kinetic energy term
are unknown. Thus approximations are required.
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2.6.3 Kohn-Sham equations

In order to overcome the issues from the kinetic energy functional calculation
and the interactions between electrons, Kohn and Sham [191] proposed to build a
fictitious system of non-interacting electrons that produces the exact ground state
electronic density as the original interacting electrons system.

For an interacting electron system, the electronic energy functional can be
written as:

Ee[n(r)] = Ts[n(r)] +
e

2

x
drdr′

n(r)n(r′)
|r − r′|

+Exc[n(r)] +
∫
dr vext(r)n(r) , (2.83)

with Ts[n(r)], the kinetic energy functional of non-interacting electrons. The
variation of the previous electronic energy functional subject to the conservation of
the number of electrons in the system (

∫
dr n(r) = ne) gives2 [192]:

∂
[
Ee[n(r)]− µ

( ∫
dr n(r)− ne

)]
= 0 , (2.84)

µ =
∂Ee[n(r)]
∂n(r)

=
∂Ts[n(r)]
∂n(r)

+ e

∫
dr′

n(r′)
|r − r′|

+
∂Exc[n(r)]
∂n(r)

+ vext(r) , (2.85)

with µ the chemical potential.

If the same calculation is done considering non-interacting electrons moving
under an effective potential veff , equations (2.83) and (2.85) become:

Ee[n(r)] = Ts[n(r)] +
∫
dr veff (r)n(r) , (2.86)

µ =
∂Ts[n(r)]
∂n(r)

+ veff (r) . (2.87)

By identification between equation (2.85) and (2.87), veff (r) is defined as:

veff (r) = vext(r) + e

∫
dr′

n(r′)
|r − r′|

+ vxc(r) , (2.88)

with
vxc(r) =

∂Exc[n(r)]
∂n(r)

. (2.89)

2 ∂Ee[n(r)]/∂n(r) is the functional derivative of Ee[n(r)] with respect to n(r)
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The effective potential veff (r) changes the many-particle problem into a fictitious
single-particle problem, and the corresponding Hamiltonian heff (r) is:

heff (r) = − ℏ2

2me

∇2
r + veff (r) , (2.90)

which leads to a set of coupled single-particle Schrödinger-like equations called
Kohn-Sham equations

heff (r)ϕKS
i (r) =

[
− ℏ2

2me

∇2
r + veff (r)

]
ϕKS
i (r) = ϵiϕ

KS
i (r) . (2.91)

The ground state density for closed-shell systems only is given by:

n(r) = 2

ne/2∑
i=1

|ϕKS
i (r)|2 , (2.92)

where the sum is over the ne lowest occupied orbitals. The kinetic energy functional
of non-interacting electrons, Ts[n(r)], can be exactly computed at this step and is:

Ts[n(r)] =
ne∑
i=1

⟨ϕKS
i | − ℏ2

2me

∇2
r|ϕKS

i ⟩ =
ne∑
i=1

ϵi −
∫
dr veff (r)n(r) . (2.93)

Finally, combining equations (2.86), (2.88), (2.89), and (2.93), the total energy can
be written as

Ee[n(r)] =
ne∑
i=1

ϵi −
e2

2

x
drdr′

n(r)n(r′)
|r − r′|

+ Exc[n(r)]−
∫
dr vxc(r)n(r) . (2.94)

Finally, the Kohn-Sham equations are solved self-consistently3 by repeating the
following procedure until the desired convergence threshold is achieved:4

n(i)(r) → v
(i)
eff (r) → KS equations → [ϕKS

j (r)](i+1) → n(i+1)(r) . (2.95)

The exchange-correlation functional Exc[n(r)] is approximated, and an appropri-
ate expression has to be found. Using the Born-Oppenheimer approximation (which
does not consider the non-adiabatic terms), the Hohenberg and Kohn theorems, and
the Kohn-Sham equations, the electronic energy can be computed by approximate
density functional theory (DFT) calculations.

3As in Hartree-Fock theory
4The superscript (i) refers here to the iteration number
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2.7 Phonons and harmonic vibrational frequencies
from density functional perturbation theory

In modern solid-state physics, the theory of lattice vibrations is one of the best
established. Many physical properties can be computed, such as specific heat,
heat conduction, and electron-phonon interactions. Others can be compared to
experiments using infrared (IR), Raman spectroscopy, and elastic neutron scattering
methods. Computing such properties are evidence that our quantum picture of the
system is correct [193]. Density functional perturbation theory (DFPT) is a way
to describe the vibrational properties through the linear response of the electron
density from the perturbation of the external potential. Because crystal structures
are central in periodic DFT codes, we will describe such systems and how to find
the minimum energy geometry.

2.7.1 Lattice dynamics

All the ions are assumed to be at their equilibrium positions, following the Born-
Oppenheimer approximation, with all the forces at their minimum (the latter will
be defined later in the manuscript). Of course, ions are quantum objects and
can not be in an absolute well-defined position without moving because it breaks
Heisenberg’s uncertainty principle. Then here, it is assumed that the system’s
temperature is well below the melting point of the crystal. It allows the ions to
move and perform oscillations around their equilibrium positions without breaking
the crystal.

In the first part, all the electrons will be forgotten to simplify equations. They
will be treated later in this section. The studied system is a 3D supercell composed
of N = N1N2N3 unit cells and periodic boundary conditions. Respectively, N1, N2,
and N3 are the number of unit cells that compose the crystal supercell in the a1,
a2, and a3 directions. The unit cells are indexed by n = (n1, n2, n3), where each ni

are integers starting from 1 to Ni. Then, we can define the volume of the supercell,
which is N1a1 ×N2a2 ×N3a3, and the location of each unit cell, set by Rn, which
is:

Rn =
3∑

i=1

niai . (2.96)

Let us consider that there are Nn atoms per unit cell, labeled i, with a cor-
responding mass Mi, at their equilibrium position Ri. Then, within the frozen
approximation, atom i is at position Rfrozen

n,i which is:

Rfrozen
n,i = Rn +Ri . (2.97)
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Figure 2.1: Schematic representation of a system in 2 dimensions com-
posed by 1 supercell, 9 atoms, and 9 unit cells. The supercell is in bold black.
Unit cells are represented in black dotted line. Atoms are in red. Here, r = 1 and α
can only take the value 1.

If ions are allowed to oscillate around their equilibrium positions, then equation
(2.97) becomes:

Rn,i = Rn +Ri + µn,i(t) , (2.98)

where µn,i(t) is the displacement from the equilibrium position of ion i in the unit
cell labeled n. A schematic 2D representation of this system is presented in Figure
2.1. From now on, the labelled unit cell will not be written for clarity.

Within the Born-Oppenheimer approximation, nuclei move on a potential
energy surface given by the total electronic energy Ee(R,µi). If ∥µi∥ is small, we
can expand Ee(R,µi) in a Taylor series according to µi. Within the harmonic
approximation (i.e., limited to second order), we get:

Ee(R,µi) = Ee(R) +
∑
i,α

∇µi,α
Ee(R)µi,α

+
1

2

∑
iα,i′β

∇µi,α
∇µi′,β

Ee(R)µi,αµi′,β ,
(2.99)

where the gradients are calculated at µi = 0, and α and β represent the three
Cartesian coordinates. Regarding the second term in Eq. (2.99), we can identify
the interatomic forces (FI).
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The Hellman-Feynman theorem [194, 195] links the partial derivative of the
system total energy (E{R}) according to a parameter λ to the expectation value
of the derivative of the Hamiltonian with respect to λ. It is a fundamental tool to
compute the equilibrium geometry and the vibrational properties of the system, as
it allows the computation of the first and second derivatives of the potential energy
surface. It is expressed as:

∂Eλ

∂λ
=

〈
Ψλ

∣∣∣∣ ∂Hλ

∂λ

∣∣∣∣Ψλ

〉
. (2.100)

Using it, we can now express the interatomic forces as:

FI ≡ −∇REe = 0 . (2.101)

The forces here are zero because we assumed all the ions were at equilibrium.
Consequently, the second term of the right hand in Eq. (2.99) vanishes. The
second-order derivatives correspond to a symmetric matrix called the Hessian
matrix [196, 197]. All the eigenvalues must be positive if the system is at a local
or global minimum energy. The Hessian matrix is also called the force-constant
matrix (Ci,α

i′,β), and is defined as the following:

Ci,α
i′,β = ∇µi,α

∇µi′,β
Ee(R) . (2.102)

Therefore, Eq (2.99) can be written as:

Ee(R,µi) = Ee(R) +
1

2

∑
iα,i′β

Ci,α
i′,β µi,αµi′,β . (2.103)

When an ion is displaced from its equilibrium position, a force appears. The
latter follows the principle of virtual work. Applying this to the displacement µi,α

of Eq. (2.103), we have:

FI(i, α) = −∇µi,α
Ee(R,µi) = −1

2

∑
iα,i′β

Ci,α
i′,β µi′,β . (2.104)

Then, the classical Lagrangian for the ions is:

L =
1

2

∑
i,α

Miµ̇
2
i,α − 1

2

∑
iα,i′β

Ci,α
i′,β µi,αµi′,β . (2.105)
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The corresponding Euler-Lagrange equation is then:

Miµ̈i,α = −
∑
i′β

Ci,α
i′,β µi′,β , (2.106)

where µ̇i,α and µ̈i,α are, respectively, the first and second time derivatives of µi,α.
The next step is to find an expression for µi,α. Since it is a set of coupled harmonic
oscillators, using the Born-von Kármán periodic boundary conditions as well as
Bloch’s theorem [181], a reasonable ansatz is to use plane-waves as solutions:

µn,i,α(t) =
Aα(i,q)√

Mi

ei(q·Rn−ωt) , (2.107)

where q is the wave vector, ω the vibrational pulsation, and Aα(i,q) is the plane
wave amplitude. Inserting Eq. (2.107) into Eq. (2.106), we obtain the following
result:

ω2Aα(i,q) =
∑
i′βm

Ci,α
i′,β√

MiMi′
Aβ(i

′,q)eiq·(Rm−Rn) . (2.108)

In periodic calculations, all the unit cells are symmetric with respect to transla-
tion. Therefore, the force constants do not depend on the value of m and n but on
the difference Rm −Rn. As a consequence, we can set Rn = 0⃗, and the previous
equation becomes:

ω2Aα(i,q) =
∑
i′βm

Ci,α
i′,β√

MiMi′
Aβ(i

′,q)eiq·(Rm) . (2.109)

By introducing the dynamical matrix (also called the mass-weighted Hessian matrix)
as:

Di,α
i′,β(q) =

1√
MiMi′

∑
m

Ci,α
i′,βe

iq·(Rm) , (2.110)

Eq. (2.109) can be rewritten as:

0 =
∑
i′β

[
Di,α

i′,β(q)− ω2δαβδii′
]
Aβ(i

′,q) , (2.111)

and non-trivial solutions can exist only if:

det
[
Di,α

i′,β(q)− ω2δαβδii′
]
= 0 . (2.112)

The previous equation provides the system’s harmonic solutions ω2(q) and the
band structure. The lowest first three values correspond to acoustical phonons
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with the limit of ω(q) as q approaches zero is zero. All the other modes are optical
and approach finite frequencies at the gamma point (the center of the Brillouin
zone). One can also determine the corresponding atomic displacements for each
harmonic vibration using the eigenvectors from Eq. (2.112).

2.7.2 Linear response

In the previous section, using the Hellman-Feynman theorem, we have seen that
interatomic forces (FI) can be defined as the first partial derivative of the total
energy according to atomic displacement. In the Born–Oppenheimer approximation,
it can also be defined as:

FI = −∇Ri
Ee(R, r) (2.113)

Starting from Eq. (2.1) and using Eq. (2.79) and Eq. (2.113), we can write:

FI = −
∫
dr n(r)∇Ri

vext(R, r)−∇Ri
Vnn(R) . (2.114)

Using the previous equation, we can express the force-constant matrix (Eq. (2.102))
as:

∇Ri
∇Rj

Ee(R, r) = −∇Rj
FI

=

∫
dr
(
∇Rj

n(r)
)
(∇Ri

vext(R, r))

+

∫
dr n(r)∇Ri

∇Rj
vext(R, r) +∇Ri

∇Rj
Vnn(R) .

(2.115)

Eq. (2.114) shows that the forces depend only on the ground state electronic
density. In contrast, the interatomic force constants depend on the ground state
electronic density and its linear response to an atomic displacement, ∇Rj

n(r) [198,
199].

2.7.3 Density functional perturbation theory

We have seen that the energy Ee(R, r) gradients with respect to nuclear coordinates
Ri and Rj can be computed using only the electron density distribution and its
linear response to an atomic displacement. The next step is to compute this
response, starting from Eq. (2.92), which leads, for closed-shell systems, to [193]:

∆Rjn(r) = 4Re
ne/2∑
n=1

ϕ∗
n(R, r)∆

Rjϕn(R, r) , (2.116)
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where ∆λ is the finite-difference operator with respect to λ and ϕn(R, r) are
Kohn-Sham spin-orbitals. Applying it to a function F , it states:

∆λF =
∑
i

∂Fλ

∂λi
∆λi . (2.117)

Equation (2.117) represents the variation of a quantity F with respect to λ.
The symbol ∆ represents here quantity’s difference. In other words, this equation
describes how the change in the quantity F depends on the changes in the parameters
λ.

The first order correction to a Kohn-Sham spin-orbital ∆Rjϕn(R, r)
5, expressed

as a sum over all the possible eigenvalues of the Hamiltonian H is given by [200]:

∆ϕn(R, r) =
∑
m̸=n

ϕm(R, r)
⟨ϕm(R, r) |∆veff (r) |ϕn(R, r)⟩

ϵn − ϵm
. (2.118)

It is essential to note that this correction can lead to divergence issues when it is
applied to degenerated states. Then, the electron density response becomes:

∆n(r) = 4Re
ne/2∑
n=1

∑
m̸=n

ϕ∗
n(R, r)ϕm(R, r)

⟨ϕm(R, r) |∆veff (r) |ϕn(R, r)⟩
ϵn − ϵm

. (2.119)

In Eq. (2.119), we can see that the part relative to occupied states cancels
by separating the sum over all the states into occupied and non-occupied ones.
Consequently, the index m only runs along non-occupied (or conduction) states.
We need to know all the possible eigenvalues of the Hamiltonian to solve Eq. (2.119),
leading to a high computational cost calculation. Baroni et al.[193] have shown
that, using the previous equations, we can express the Kohn-Sham equations (Eq.
2.91) for a perturbed system using a projection over the occupied states. It is done
via a projector Pc defined as:

Pc = 1−
̸=/2∑
m

|ϕm(R, r)⟩ ⟨ϕm(R, r)| , (2.120)

5The superscript Rj will be omitted in the following for readability, as it will not give rise to
ambiguities
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where the right-hand part is the projector on the valence bonds. The Kohn-Sham
equations for a perturbed system become:[

− ℏ2

2m
∇2

r + veff (r)− ϵm

]
Pc∆ϕm(R, r) = −Pc∆veff (r)ϕm(R, r) , (2.121)

As in DFT, we can solve the self-consistent equations by repeating the following
procedure until the desired convergence threshold is achieved:

nm(r) → ∆vmeff (r) → DFPT equations → nm+1(r) . (2.122)

2.8 Thermochemistry

In this work, we are also interested in characterizing the energetics of some chemical
reactions, which can absorb or release energy through heat with its surrounding.
Knowledge of such quantities is essential, as it influences the kinetics of reactions
and the chemical composition of the atmosphere. When doing some simulations,
one needs these thermodynamic properties (also kinetics ones) of a system’s possible
reactions to simulate the species concentrations according to time.

In this section, we will see how we can define enthalpy and Gibbs free energies
for a chemical reaction using theoretical calculations from partition functions q.
We will also introduce the zero-point energies (ZPEs) correction to the energy and
its impact on thermochemistry.

2.8.1 Partition functions and energy contributions

In a molecular system in the gas phase, the electronic energy computed from
theoretical methods is not sufficient to fully describe its thermodynamic properties.
Indeed, we need to consider the energy contributions from the system’s entropy,
translational, rotational, and vibrational motions. To include the latter contribu-
tions, we need to build a partition function q, which is defined by the sum of the
partition functions of all the contributions as [201]:

q = qt + qe + qr + qv , (2.123)

where qt, qe, qr, and qv are, respectively, the translational, electronic, rotational,
and vibrational partition functions.
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Once we know each partition function, we can determine the entropy contribution
Si from the corresponding component, using [201]:

S = NkB +NkB ln(
q

N
) +NkB

(
∂ ln q

∂T

)
V

, (2.124)

where N is the number of particles, kB is the Boltzmann constant, and V is the
volume. We can also compute the internal thermal energy ET as [201]:

ET = NkBT
2 ln

(
∂q

∂T

)
V

. (2.125)

The notion of mole and volume are undefined in gas phase calculations. Regard-
ing the mole number, we can divide N by the Avogadro number (NA) to obtain a
number of moles. To overcome the volume issue, we need to make an important
assumption: assuming that particles are non-interacting, then behaving as an ideal
gas. In this approximation, we can express the volume V using the ideal gas law
as:

V =
kBT

P
. (2.126)

Then, using the fact that the ideal gas constant R is related to NA and kB as
R = NA × kB, we can rewrite Eq. (2.124) as:

S = R

(
ln(q) + 1 + T

(
∂ ln q

∂T

)
V

)
, (2.127)

Since we have expressed e in this entropic contribution, it will not appears to
other’s entropic contributions.

In the following parts, we will focus on each contribution to the energy, more
specifically, by determining the partition functions and the corresponding entropy
terms, ending with the corresponding contribution to the energy.

2.8.2 Translational contribution

Starting for translation, McQuarrie et al. [201] give the partition function as:

qt =

(
2πMmolkBT

h2

) 3
2 kBT

P
, (2.128)
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where Mmol is the molecular mass, and h is Planck’s constant. The next step is to
compute the last term in Eq. (2.127):(

∂ ln qt
∂T

)
V

=
3

2
T . (2.129)

Finally we can compute the translational contribution to the entropy (St) and
internal energy (Et

T ): 
St = R

(
ln(qt) + 1 +

3

2

)
Et

T =
3

2
RT

(2.130a)

(2.130b)

2.8.3 Rotational contribution

For the general case, the rotational partition function given by McQuarrie et al. [201]
is:

qr =
π1/2

σr

(
T 3/2

(Θr,xΘr,yΘr,z)1/2

)
, (2.131)

where σr is the symmetry number of rotations, and Θr,i is the characteristic tem-
perature for rotation in the i plane. The latter, using the rigid rotor approximation,
can be expressed as:

Θr,i =
h2

8π2IikB
, (2.132)

where Ii is the moment of inertia according to the axis i. The latter can be
computed through the moment of inertia tensor, which we will not detail. Then,
plugging Eq. (2.132) into Eq. (2.131), we can obtain the following expression:

qr =
8π2(2πkBT )

3/2(IxIyIz)
2

σrh3
. (2.133)

Then, we can compute the following quantity:(
∂ ln qr
∂T

)
V

=
3

2T
. (2.134)
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Finally, we can compute its contribution to entropy and internal energy as:
St = R

(
ln(qr) +

3

2

)
Er

T =
3

2
RT

(2.135a)

(2.135b)

2.8.4 Vibrational contribution

Concerning vibrational contributions, we want to highlight that the latter is
composed of the product of the contribution for each vibrational mode. This
number will be written Nv. In this scheme, imaginary modes are not taken into
account. For each mode, we can define a characteristic vibrational temperature of
the form:

Θv,Nv =
hcν̄n
kB

, (2.136)

where c is the speed of light, and ν̄ is the wave number.
The vibrational energy is expressed relative to the computed electronic energy

from theoretical calculations. This reference is called "bottom of the well". This
scheme defines the vibrational partition function as [201]:

qv =
∏
Nv

e−Θv,Nv/2T

1− e−Θv,Nv/T
. (2.137)

Defining the zero point (vibrational) energy as:

EZPE =
∑
Nv

hcν̄n
2

, (2.138)

we can rewrite Eq. (2.137) as:

qv = e−EZPE/kBT
∏
Nv

1

1− e−Θv,Nv/T
. (2.139)

Within some development detailed in Appendix B, we can compute the following
quantity: (

∂ ln qv
∂T

)
V

=
EZPE

kBT 2
+
∑
Nv

Θv,Nv/T
2

eΘv,Nv/T − 1
. (2.140)
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Therefore, the vibrational entropic and internal energy contribution is:
Sv = R

∑
Nv

Θv,Nv/T

eΘv,Nv/T − 1
− ln

(
1− e−Θv,Nv/T

)
,

Ev
T = R

[
EZPE

kB
+
∑
Nv

Θv,Nv

eΘv,Nv/T − 1

]
.

(2.141a)

(2.141b)

We see that the ZPE contribution appears only in the calculations of the internal
vibrational energy. Indeed as seen in Appendix B, the ZPE energy contribution
cancels calculating the vibrational entropic contribution.

2.8.5 Electronic motion contribution

As for translations, the ground and excited states impact the thermodynamic
properties of molecular systems. The partition function regarding the electronic
motions is defined as [201]:

qe =
∑
i

cie
Ei/(kBT ), (2.142)

where Ei is the electronic energy of the ith states, and ci are the degeneracy levels.
Generally, we assume that the difference in energy between the ground state and
the first excited state is much lower than kBT . It implies that only the ground
state is accessible, and then transform the previous equation into a much simpler
one, which is:

qe = c0 = 1 . (2.143)

The previous equation shows no dependence on temperature, making the
equivalence in electronic motion of Eq. (2.129) equal to zero. Then, the entropic
contribution within these conditions is:

Se = R(ln(qe)) = 0 . (2.144)

2.8.6 Total contribution

We have seen how to compute all the different contributions to the internal thermal
energy and entropy at constant volume. Then, we can compute the total contribu-
tion to those two values. First, the total thermal internal energy is expressed as
the sum of the internal thermal energy contributions, then we can write:

ET = Et
T + Er

T + Ev
T . (2.145)
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Within the same scheme, the total contribution to the entropy can be expressed
as the sum of all the entropic contributions:

S = St + Se + Sr + Sv . (2.146)

The last values that we must define are the internal energy, enthalpy, and Gibbs
free energy.

2.8.7 Internal energy, enthalpy, entropy, and Gibbs free
energy

We have seen how to compute all the different contributions to the internal energy
and entropy terms from previous sections. The next step is to define and compute
the total internal energy (U), the enthalpy (H), and the Gibbs free energy (G).

From theoretical calculations, we obtain the electronic energy of the ground
state, E0. From this value, we can compute the internal energy of the molecular
system as follows:

U = E0 + ET , (2.147)

where ET also contains the ZPE energy contribution, as seen in the previous section.
Then, the enthalpy at a given temperature is defined as:

H = U + PV = U + kBT , (2.148)

where the left-handed part of the equation works only in the ideal gas approximation.
Its value is often seen as a thermal correction to the enthalpy. In this case, the
correction (taken into account in the previous expression) is defined as:

Hcorr = ET + kBT. (2.149)

The last value to define is Gibbs free energy. It is computed as:

G = H − TS . (2.150)

Within the same scheme, we can also define the thermal correction to the Gibbs
free energy as:

Gcorr = Hcorr − TS . (2.151)

Within the corrections, we can define the enthalpy and the Gibbs free energy
as: {

H = E0 +Hcorr ,

G = E0 +Gcorr .

(2.152a)
(2.152b)
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In the previous sections, we have seen so far how we can describe molecular
systems using quantum mechanics. Even if these methods are sufficiently accurate
to obtain the target observables, their complexity makes them impossible for large
molecular systems (> 1000 atoms). Then, other methods with more approximations
are needed to compute such systems. In section 2.9, we will discuss the force field
approach combined with classical MD as one answer to this problem.

2.9 Force Field and classical molecular dynamics

A force field is a mathematical expression, taking the form of a functional, that
describes the potential energy of a system of molecules or atoms. It is based on
parameters using classical mechanics that need to be determined. The latter can
be fitted from experiments, quantum calculations, or both. The only variable in
the force field is the set of atomic positions, {R}. Regarding electrons, they are
implicitly treated through different parameters. Regarding molecules, they are
defined as an ensemble of atoms linked by intramolecular forces. They interact
via intermolecular and intramolecular forces, generally composed of the Coulombic
and Van der Waals interactions (repulsion, dispersion).

Compared to DFT, the approximations made in force fields considerably reduce
the computational time. Combined with MD, it allows the possibility to sample
larger systems at a larger time scale than ab initio molecular dynamics. Nevertheless,
force fields show some limitations, like the use of atomic partial charges and the
impossibility of having chemical reactions6. A direct consequence of the latter is
that we can not do simulations on systems that present charge transfer phenomena
(i.e., the transfer of one or more electrons from one atom or molecule to another in
a chemical reaction or interaction).

In the following, we shall start by introducing force field mathematical expres-
sions. Then, we will treat the parameter fitting methods, and discuss the limitations
of such methods, ending by introducing MD.

2.9.1 Mathematical expression

Usually, the basic functional form of a force field includes intramolecular and
intermolecular terms. Even if the decomposition of each term depends on the force
field, we can write a general form which is:

V = Vbonded + Vnonbonded , (2.153)

6Some force fields allow chemical reactions, and are called reactive force fields. Nevertheless,
they are more complex than in this manuscript.
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where Vbonded and Vnonbonded are, respectively, the intramolecular and intermolecular
potential energies. We will detail each term decomposition in the following sections.

2.9.2 Intramolecular terms

Intramolecular potentials are functions which compute potential energies between
atoms in one molecule. In our case, it includes bond stretching and angle bending
as the following:

Vbonded = Vbond + Vangle , (2.154)

where Vbond and Vangle are, respectively, the potential energy for bond stretching
and angle bending contributions to the intramolecular potential.

We represent them with a quadratic function. The bond stretching potential
energy (Vbond) is defined in Eq. (2.155):

Vbond =
∑
bonds

Kb(r − req)
2 , (2.155)

and the angle bending potential Vangle, also known as the Urey-Bradley potential
[202], is defined as:

Vangle =
∑
angles

Ka(θ − θeq)
2 , (2.156)

where Kb and Ka are respectively the bond stretching and the angle bending spring
constants, r and req the distance and the equilibrium distance between atoms, and
θ and θeq are respectively the angle and the equilibrium angle between atoms. To
fully describe a molecule, we must sum these two expressions over all the different
pairs of atoms and angles.

We highlight that Eq. (2.155 and 2.156) use the harmonic approximation.
We describe such interaction using a quadratic evolution of the potential energy
according to atomic distance or the angle bending. Such a description is valid only
if the variable does not significantly deviate from the equilibrium value. In practice,
the high spring constant value keeps it close to the equilibrium ones, making the
harmonic approximation valid for the target simulations. The second consequence
of the approximation is the impossibility of having chemical reactions. Indeed,
such definitions show that the potential energy tends to infinity when the variable
evolves in both directions. We do not expect reactivity in the target simulation,
which makes the approximation correct for our purpose. In addition, we set the
minimum potential energy to zero to have only positive values for bond stretching
and angle bending. Indeed, molecular distortions increase the molecule’s potential
energy, represented here by a positive value. A molecule has no contribution to the
total energy when in its minimal energy geometry.
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2.9.3 Intermolecular forces

Intermolecular potentials are functions that describe interactions between molecules.
They are composed of Coulombic and Van der Waals interactions. Even if they are
usually weaker than intramolecular ones, they are essential to a good description of
the molecular system. For example, they define species’ boiling and melting points,
density, and enthalpies (fusion and vaporization).

Intermolecular potentials comprise four elements: Van der Waals, Coulombic,
proper, and improper angle contributions. Proper and improper torsions describe
the energy associated with rotations and out-of-plane bending. Consequently, they
are only defined if the molecule has four-atom groups that could be in a “cis” or
“trans” configuration. We will not detail these terms in this Thesis because we
deal only with molecules without proper and improper torsions. Finally, we can
decompose the intermolecular potentials as:

Vnonbonded = VLJ + Velec , (2.157)

where VLJ and Velec are the Van der Waals and the Coulombic contibution to the
intermolecular potential energy.

The first term, Van der Waals interaction, includes repulsive and attractive
force depending on the distance between two objects. The fluctuations of the
polarization of nearby particles cause them. The 12-6 Lennard-Jones (LJ) potential
is often used to describe such interactions and is defined as:

VLJ =
∑
i<j

4ϵij

[( σij
Rij

)12 − ( σij
Rij

)6]
, (2.158)

where Rij is the distance between atoms labeled i and j, ϵij is the depth of the
potential well between atoms i and j, and σij is the distance at which the inter-
particle potential is zero between atoms i and j. Usually, force fields give individual
atomic parameters of σ and ϵ and combine them through some rules. To obtain
the depth of the potential well ϵij, most of the force fields use the geometric
mean, ϵij = (ϵiϵj)

1/2. However, for the distance σij, it can be given instead by the
geometric, σij = (σiσj)

1/2, or by the arithmetic mean, 1
2
(σi + σj)

7, depending on
the force field.

As previously seen, electronic density can be obtained by using quantum
calculations, such as DFT. Nevertheless, using such methods is impossible when
dealing with large molecular systems, due to their expensive computational time.
The last term of intermolecular interactions, the Coulombic or electrostatic one, is
introduced to describe the electronic density in a force field and is defined by the

7The arithmetic mean definition of σij , together with the geometric mean definition of ϵij , are
called the Lorentz-Berthelot combination rules.
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Coulomb law:
Velec =

∑
i<j

qiqj
ϵrRij

, (2.159)

where qi/j are the fixed atomic partial charges, ϵr the relative dielectric constant of
the medium, and Rij the distance between atoms labeled i and j. Such a description
implies the introduction of atomic partial charges. We will discuss these charges in
the next part of the Thesis. Using fixed charges implies that polarization effects
can not be implemented as crucial as they are. Then, the resulting dipole moments
are kept fixed, regardless of the nature, number, and positions of surrounding
molecules. As will be discussed in the section 2.9.6, there are methods to consider
the inherent polarization of the molecules, dependent on their environment.

2.9.4 Atomic partial charges

Atomic partial charges are used to compute the electrostatic interaction in a
force field, one of the most dominant contributions to the total potential energy,
especially for polar molecules. Because they rule interatomic interactions, they are
fundamental, for examples, for determining minimum energy cluster geometries,
interaction/adsorption energies, melting, and boiling points. They are also bringing
helpful information for qualitative understanding of chemical phenomena.

Nevertheless, their definitions are ambiguous from a physical point of view.
Indeed, they can not be measured by experiments. Because they are used in
different ways within the context of qualitative or quantitative models, no single
process is optimal for all possible purposes. According to Cramer [203], we can
divide atomic partial charges into four classes which are:

Class 1. Charges not derived from quantum mechanics. They are based on intuitive
and arbitrary approaches. They can be computed quickly, making them efficient
when we compute many. One of the most used method is the partial equalization
of orbital electronegativity (PEOE) one [204].

Class 2. Charges are computed by partitioning the molecular wave function into
atomic contributions. Even if these partial charges are easily computed, they are
basis-set dependent [203]. They are still helpful for qualitative analysis. The most
famous method for this class is the Mulliken analysis [205].

Class 3. Charges are computed from the analysis of physical observables calculated
from the wave function. The most used methods are the Bader (based on electronic
density) and the ESP/RESP [206–210] (based on the electrostatic potential). Those
methods are interesting for building force fields because they aim to reproduce
the molecule’s external electrostatic potential, which is essential in molecular
simulations.
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Class 4. Charges derived from the semi-empirical mapping of a precursor charge
(from Class 2 or 3, for example) to reproduce an experimentally determined
observable. For example, Charge Model 1 (CM1) [211] was one of this class’s first
methods.

A second point to discuss is that partial charges are not limited to atomic
positions. In this case, charges may be carried out by dummy atoms. One good
example is the TIP4P water model [212], in which a dummy atom is inserted with
negative partial charge to better describe the H2O dipole moment in the liquid
phase.

2.9.5 ESP/RESP atomic partial charges

In the case of a classical force field, ESP/RESP charges are widely used. Indeed,
they are built to mimic the electrostatic potential evaluated quantum mechanically.
ESP charges were first introduced by Momany [206], then improved by Cox et
al. [207], and finally applied to a large number of systems by Singh et al. [208] and
Weiner et al. [209, 210]. To compute them, we use a thin grid around the molecule
where, for each intersection, we compute the electrostatic potential at a given level
of theory. Then, we optimize atomic partial charges in the force field’s parameters
(VR,i) that fit all the previously computed energies (V̂R). The force field’s atomic
partial charges at point R are computed as:

VR,i =
∑
j

qj
|∥R−Rj∥|

, (2.160)

where qj is the ESP partial charge of atom j and Rj its position. We can now
define a figure-of-merit function χESP, which has to be minimized and is defined as:

χ2
ESP =

∑
i

(
VR,i − V̂R,i

)2
. (2.161)

A more detailed process is given by Besler et al. [213].
To better understand ESP charges weakness, Bayly et al. [214] have represented

the figure-of-merit evolution according to the computed atomic partial charges in
methanol (see Fig. 2.2). For each atom positioned at the extremity of the molecule,
we can see that a slight variation of the partial atomic charge leads to a hight
evolution of χ2

ESP. However, the figure-of-merit square evolution according to the
carbon partial charge differs. Indeed, it evolves slower than other atoms. It can be
explained by the fact that charges are coefficients, and the ones for buried atoms
are statistically poorly determined compared to the other ones.
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Figure 2.2: Dependence of the quality of fit in terms of the merit function χ2
ESP on

each atomic charge in methanol: (X) oxygen; (△) hydroxyl hydrogen; (#) methyl
carbon; (*) methyl hydrogen. Figure taken from Bayly et al. [214].

This issue can be solved using a penalty function to the procedure [214]. The
figure-of-merit to be minimized is now:

χ2 = χ2
ESP + χ2

rstr , (2.162)

where χ2
rstr is the penalty function. The latter increases the weight of buried partial

atomic charge contributions to the total figure-of-merit. This method is called
RESP [214].

2.9.6 Inherent polarization

During simulations, one needs to take care of polarization effects. They are defined
as the deformation of the electronic density around atoms in response to the induced
electric field from other atoms. It has been shown that using only fixed partial
atomic point charges (neglecting polarization effects) leads to some errors [215–218].
There are methods to account for polarization, such as the fluctuating charge model
[219], the Drude model [220], and the induced dipole one [221–223].
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Nevertheless, there are other ways to correctly describe the system than directly
accounting for polarization. Leontyev et al. [224] showed that if the system involves
structurally similar configurations, then we can describe inherent polarization
with an equivalent fixed-charge model by scaling atomic charges [215, 225]. The
main drawback of this method is that the scaling factor has to be recomputed
and optimized when molecular systems change. Then, it highly impacts the
transferability of a force field, even if the scaling factor does not necessarily differ
much between two similar systems.

2.9.7 Molecular dynamics

In a molecular system, once we know all the forces acting on each atom, we can
produce dynamical trajectories integrating Newton’s equations of motion. We
need a force field describing the potential and thus the forces, initial conditions as
starting point, and periodic boundary conditions to perform classical molecular
dynamics. We need to solve the classical equations of motions for each atom i,
which are:

Mi
∂2Ri

∂t2
= −∇Ri

V (R) , (2.163)

where t is the time variable, and the left-handed term of the equation is the sum of
the forces present in the system. Eq. (2.163) has to be numerically solved step by
step using an algorithm.

One of the most used integration algorithms is called leapfrog [226]. It is
a second-order method defined by the following equations based on a Taylor’s
expansion: 

vi

(
t+

1

2
∆t

)
= vi

(
t− 1

2
∆t

)
+ ai∆t

Ri (t+∆t) = Ri(t) + vi

(
t+

1

2
∆t

) (2.164a)

(2.164b)

where ∆t is the simulation time step, vi is the velocity vector, and ai is the
acceleration vector. In summary, the leapfrog algorithm updates the position
Ri and the velocity vi of atom i at interleaved time points. We can illustrate
this in Fig (2.3). This algorithm has the advantages of being time-reversible and
correctly describes the long-term small changes in the properties of a nearly periodic
orbit [227], which are the main reasons of its popularity.

Sometimes, the studied systems require costly and long simulations. To speed
up MD simulations, one can increase the time step. Consequently, the simulation
has fewer steps, speeding up the calculation. However, the time step must always
be smaller than the fastest motion in the system. In molecules, the fastest motion
is usually vibrations. Then, if these values are constrained to be at the equilibrium
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Figure 2.3: Scheme showing the leapfrog algorithm. In red is represented the
evolution of the positions and in blue the evolution of the velocities according to
the time step.

distance, suppressing molecular vibrations in the dynamics, we can increase the
time step significantly. One of the most used constraints method is the SHAKE
algorithm, proposed by Ryckaert et al. [228].

2.9.8 Boundary conditions

Taking our molecular system, we can simulate it in a vacuum by directly solving
the classical equations of motion. However, in most cases, we want simulations to
determine/predict liquid, gas, bulk, or interface properties. It is possible to model
quasi infinite systems without increasing the number of molecules and consequently
the computational cost by introducing periodic boundary conditions.

Therefore, the actual simulation box is surrounded by an infinite number of
replicas, making any particles crossing the boundary of the simulation emerge
back to the opposite side of the box, as shown in Fig. 2.4 for the red particle.
Consequently, the number of atoms N in the simulation box remains constant.

Periodic boundary conditions allow us to simulate a continuous system with
a finite number of particles. Because we want simulations representative of ex-
periments, we need to set a reasonable number of atoms reproducing the target
properties regarding the computational cost. With these conditions verified, we
can compute properties for gas, bulk, liquid, or even interfaces. We can see the
corresponding scheme in Fig. (2.4).

A system with an infinite number of replicas has an infinite number of in-
teractions between atoms. The minimum image convention is used to compute
short-range interactions, restraining the latter’s number. In other words, only the
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Figure 2.4: Scheme of the main simulation box (bold black) and its replicas.
The red particle illustrates the periodic boundary conditions, the green square the
minimum image convention on the blue particle, and the orange circle the cut-off
sphere.

interactions with the nearest image are considered. To make all the maximum dis-
tances equal within this truncation, we usually use a cutoff sphere with a maximum
radius equal to the dimension of the box divided by two (Lx/2, where Lx is the
cubic box length).

Regarding Eq. (2.159), the electrostatic potential energy does not decay rapidly
according to interatomic distances. Then, truncating such interactions might be
a rude approximation during the simulation. One solution is to compute the
Coulombic interactions using the Ewald summation scheme [229]. It consists in
splitting Eq. (2.159) into two series: short-range and long-range ones. The first is
fully computed in the real space, whereas the long-range interactions are computed
in the reciprocal space.

2.9.9 Controlling temperature

Looking at Eq. (2.163), we can see that the number of particles, the total energy,
and the volume are kept constant. In statistical physics, it means that we are using
the NVE microcanonical ensemble. Controlling the temperature is an essential
feature in comparing simulations to experiments. Thermostats are used to control
the temperature in a simulation. The temperature of the system is given by the
equipartition theorem [230]:

⟨Tn⟩ =
3

2
NnkBT , (2.165)
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where Tn is the total kinetic energy, Nn is the number of atoms, kB is Boltzmann’s
constant, and T the temperature of the system. Then, we can do simulations in
the canonical ensemble NVT. We can define the kinetic energy at a given time t of
the simulation through:

Tn(t) =
1

2

Nn∑
i

Miv
2
i (t) , (2.166)

where vi(t) is the velocity of atom i at a time t. The previous equation allows us
to define the instantaneous temperature T at any time t by:

T (t) =

∑Nn

i Miv
2
i (t)

3NnkB
. (2.167)

One has to modify the velocities to control and act on the system’s temperature.
The average of the instantaneous temperature ⟨T ⟩ must be equal to the macroscopic
temperature T . In other words, the instantaneous temperature oscillates around
the macroscopic one. In the canonical ensemble, the resulting instantaneous
temperature distribution must obey a Boltzmann distribution. Dimelow et al. [231]
have theoretically shown that for a system containing Nn atoms at a temperature
T , the probability distribution of the system’s kinetic energy Tn denoted PNn(Tn)
is:

PNn(Tn) =
1/(kBT )

3Nn
2

Γ(3Nn

2
)

(Tn)
3Nn
2

−1eTn/(kBT ) , (2.168)

where Γ is the gamma function. This expression can also be written to express the
probability distribution of the system’s instantaneous temperature denoted PNn(T )
as:

PNn(T ) =
1/(kBT )

3Nn
2

Γ(3Nn

2
)

(
3Nn

2
kBT

) 3Nn
2

−1

e(3NnT )/(2T ) . (2.169)

Thus, according to the canonical ensemble, the method has to allow temperature
fluctuation. There are numerous thermostats that has been proposed, nonetheless,
we will only present two thermostats used in our studies: the Berendsen and the
Nosé-Hoover ones.

2.9.9.1 Berendsen thermostat

The main idea behind the Berendsen thermostat [232] is to couple the system to a
heat bath at the target temperature of T0. It can be accomplished by scaling the
velocity at time t+∆t as:

vi(t+∆t) = vi

(
1 +

∆t

τ

(
T0
T

− 1

))
, (2.170)
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where τ is the damping constant, determining the coupling strength between
the system and the heat bath. We can have two specific cases from Eq. (2.170).
When T > T0, the last term of the equation is negative, leading to a decrease in
the velocity of atom i, decreasing the system’s temperature. On the opposite, when
T < T0, the last term is positive, leading to an increase in the velocity of atom i.

Berendsen’s thermostat is efficient in quickly reaching the target temperature.
Nevertheless, the kinetic energy then converges to a constant that does not fluctuate
during the simulation. Thus, this property does not sample the phase space correctly
and does not represent a strictly correct canonical ensemble.

2.9.9.2 Nosé-Hoover thermostat

The main idea of the Nosé-Hoover thermostat [233–235] is to couple the system to
an additional heating bath by adding a virtual degree of freedom. The latter can
exchange heat with the system. As for the Berendsen thermostat, we can insert a
friction coefficient in the equations of motion. It leads to the following equation:

Mi
∂2Ri

∂t2
= −∇Ri

V (Ri)− γvi , (2.171)

where the time derivative of the damping parameter γ is defined as:

γ̇ =
1

Q

[
Nn∑
i

Miv
2
i − 3NnkBT0

]
, (2.172)

where Q is the strength of the coupling constant. It determines the response time
of the thermostat to a target temperature deviation. The value of Q should be
chosen to be consistent with the time step used in the simulation8. Then we must
select a value of Q for this thermostat that combines well with the simulation.

Dividing Eq. (2.172) by a factor of 3NnkB, we can write it as a function of the
instantaneous temperature:

γ̇ =
1

Q
[T − T0] . (2.173)

The main advantage of this thermostat is that it allows kinetic energy fluctua-
tions, leading to a correct canonical distribution of the latter. However, it depends
on its coupling frequency, which can lead to non-canonical oscillations if care is not
taken. It is usually the most used thermostat in recent studies.

Both thermostat can be used sequentially to optimize molecular simulations.
The first step of the later is the equilibration one, where we equilibrate the system at

8The Nosé-Hoover thermostat can become unstable when using a too large value of Q. However,
a too low value can lead to insufficient temperature control, resulting in temperature fluctuations.
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the target temperature. We can use the Berendsen thermostat during equilibration
because it reaches quickly the target temperature. However, during the production
phase, Nosé-Hoover thermostat has to be preferred because of its correct canonical
distribution of the kinetic energy.

Having introduced the methods used in this work, we move to the results,
starting by the force field optimization for CH3I molecule.
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3.1 Introduction

An important aspect of classical force fields is the fitting of intramolecular and
intermolecular parameters values, used in the equations to represent interactions
between atoms within the molecule. To the best of our knowledge, the only
existing non-polarizable methyl iodide force field available in the literature was
proposed by Crone-Münzebrock et al. [236] in 1990. Thus, building a new force field
starting from their parameters is essential to have a good description of molecular
interactions. To start, reproducing and fitting/benchmarking parameters from ab
initio CH3I-containing molecular structures will be a first step in building the force
field.

69
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The methyl iodide dimer has already been extensively studied theoretically.
Futami et al. [237] and Ito [238] have made calculations at the MP2/LanL2DZ+fdp
level of theory on the isolated CH3I dimer, where Ramasami et al. [239] have
done the same calculations at the MP2/aug-cc-pVTZ(-PP) level of theory. Two
isomers are stable according to the literature, for all level of theories [237–240]:
the head-to-tail (HtT) and head-to-head (HtH) structures. The former is a global
minimum, and the latter is local [240]. They are shown in Fig. 3.2.

Moreover, CH3I will interact with other species in our simulations, such as NaCl
and H2O. Regarding the adsorbed phase (interactions with NaCl), benchmarks are
realized using optimized geometries from periodic DFT calculations that will be
detailed in chapter 4. Concerning the gas phase and its interactions with water
molecules, we need to look at the micro hydration processes of methyl iodide. This
subject has been studied recently, as it impacts the halide cycle [107, 241]. Sobanska
et al. [107] have performed both experimental (matrix isolation experiments) and
theoretical calculations (at the ωB97X-D/aug-cc-pVTZ(-PP) level of theory) on
the methyl iodide micro hydration process. Within atmospheric conditions, they
show experimentally that CH3I and H2O tend to form homogeneous aggregates
rather than heterogeneous clusters. Habartová et al. [241] have studied the partial
hydration of alkyl halides at the water-vapor interface. They did MD simulations
using polarizable force fields, adsorbing alkyl halides on a liquid water surface at
300K. Once adsorbed, they show that methyl iodide tends to be localized at the
interface without diffusing inside the bulk.

Regarding the atomic LJ parameters for C and H, we have used the ones
provided by Habartová et al. [242], and for I, the ones provided by Freitas et
al. [243]. They are presented in Table 3.14 at the end of the chapter. Calculated
RESP atomic partial charges are used at the MP2/aug-cc-pVTZ(-PP) level of
theory using the Gaussian 16 code [244] and the Antechamber package [245].
All this part is detailed in section 3.2.

Furthermore, we must pay attention to the effects of polarization on CH3I.
Because developing a polarizable force field was beyond the scope of this Thesis
work, we used the inherent polarization approximation described in section 2.9.6
to approximate it. We need ab initio data to compute the resulting scaling factors
(SFs). Then, we optimize CH3I-containing molecular clusters at the MP2/aug-cc-
pVTZ(-PP) level of theory. From these calculations, we fit the SFs to obtain their
optimized values. All the force field calculations are made using the Gromacs
package version 5.1.4 [246]. The whole process will be described in sections 3.4.1
and 3.4.3.
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3.2 Ab initio gas phase calculations

In order to provide ab initio data for fitting and benchmarking the force field pa-
rameters, we have optimized the isolated CH3I molecule geometry at the MP2/aug-
cc-pVTZ(-PP) level of theory [180, 247, 248] using the Gaussian 16 code [244].
In this calculation, the 28 inner electrons of the iodine atom were described using
the fully relativistic effective core potential (ECP) of Peterson et al. [249]. The
resulting geometry is displayed in Fig 3.1, and the geometric parameters are given
in Tab. 3.1. Our calculations agree well with experimental values. Then, it is
possible to use ab initio calculations at the MP2/aug-cc-pVTZ(-PP) level of theory
to fit intramolecular parameters. By varying the bond lengths and the angles,

C1

I2

H3H4

H5

Figure 3.1: (left) CH3I optimized geometry at the MP2/aug-cc-pVTZ(-PP) level
of theory; (right) CRAM representation of the CH3I molecule with atom numbering.

Table 3.1: Geometric parameters of CH3I geometry optimized at different levels of
theory compared to experimental values. Distances are in Å, angles are in degrees.

Theo.a Theo.b Exp.c Exp.d

r C I 2.123 2.136 2.136 2.146

r C H 1.083 1.082 1.084 —

∡ HCI 107.7 107.8 107.5 106.8

∡ HCH 111.2 111.1 111.4e 111.6

a MP2/aug-cc-pVTZ-PP (This work)
b M06-2X/6-311+G(2df,2p) (This work)
c IR spectroscopy [250, 251]
d Neutron powder diffraction (crystal structure) [252]
e Calculated from the previous geometric parameters
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(a) (b)

(c) (d)

Figure 3.2: Geometry samples used to benchmark methyl iodide force field. All
geometries are calculated at the MP2/aug-cc-pVTZ-(PP) level of theory. The
samples consist in CH3I + H2O (a), CH3I + 2H2O (b), 2CH3I in the head-to-tail
(HtT) configuration (c), and 2 CH3I in the head-to-head (HtH) configuration (d).

we can determine, using a nonlinear fit, the parameters for each distortion. The
applied methodology will be developed in section 3.3.

Regarding the SF fitting and benchmarks in the gas phase, we optimized four
molecular clusters of CH3I with and without H2O molecules at the MP2/aug-
cc-pVTZ(-PP) level of theory. We have picked the most stable structure for
each clusters, in agreement with previous calculations [107, 240, 253]. They are
represented in Fig. 3.2, whereas the structural parameters are shown in Table 3.3.

The 2 CH3I HtT dimer results differ between the literature and our calculations.
Indeed, Sobanska et al. [107]1 have found a global minimum structure where
there is only one (H · · · I) intermolecular bond, whereas Ito [238]2 has found a
global minimum without intermolecular hydrogen bonds. In addition, Ramasami
et al. [239] have also found that the non-hydrogen-bonded structure is the most
stable one. Nevertheless, within our calculations at the MP2/aug-cc-pVTZ(-PP)
level of theory, we have found that the doubly-hydrogen-bonded structure is the

1Calculations done at the ωB97X-D/aug-cc-pVTZ(-PP) level of theory, ZPE corrected.
2Calculations done at the B971/LanL2DZ+fdp, MP2/aug-cc-pVTZ, and MP2/LanL2DZ+fdp

level of theory, ZPE and BSSE corrected.
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Table 3.2: Various relative energies of the 2CH3I HtT optimized geometries at the
MP2/aug-cc-pVTZ(-PP) level of theory. The doubly-hydrogend bonded structure
is picked as the reference. Energies are in kJmol−1.

E0 ZPE E0 + ZPE BSSE E0 + BSSE + ZPE

Difference 0.4 −0.2 0.2 −1.2 −1.0

global minimum, with an energy difference of 0.4 kJmol−1 with respect to the
non-hydrogen-bonded structure, without the ZPE correction. Adding the latter,
we ended with a difference of 0.2 kJmol−1, where the doubly-hydrogen-bonded
structure is still the global minimum. The only remaining difference between
our methods and the work done by Ramasami et al. [239] is that they corrected
the energy using the BSSE. After including ZPE and BSSE corrections in our
calculations, we obtained the same results, with a non-hydrogen-bonded structure
more stable by 1.0 kJmol−1 than the hydrogen-bonded structure. Results are
summarized in Table 3.2.

Nevertheless, such energy differences indicate that both structures are nearly
degenerate, and we have chosen to keep the hydrogen-bonded structure as a reference
to parametrize the force field. Consequently, we do not have any structural values
to compare our results for this cluster with the literature in Table 3.3. Our values
are in excellent agreement with the literature for all the other clusters. Those
geometries and energies will be used to fit the atomic partial charges SFs. It can
be done by looking at the variation of the interaction energy according to the SF
value.
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Table 3.3: Comparison of the structures obtained in this work, at the MP2/aug-
cc-pVTZ(-PP) level of theory, with reported values. Distances are in Å.

Cluster Observable Value Observable Value

CH3I + H2O

r (I · · ·H) 2.76a r (O · · ·H) 2.42a

2.97b 2.51b

3.09c 2.37c

2.82d 2.41d

2.99e 2.45e

CH3I + 2H2O

r (I · · ·H) 2.65a r (CH · · ·O) 2.25a

2.79b 2.26b

r (OH · · ·H) 1.88a

1.87b

2CH3I HtH

r (I · · · I) 3.76a r (I · · ·H) 3.42a

3.96c 3.64c

3.84d 3.53d

4.07e 3.38e

a MP2/aug-cc-pVTZ(-PP) (This work)
b ωB97X-D/aug-cc-pVTZ(-PP) [107]
c MP2/LanL2DZ+fdp [238]

d MP2/aug-cc-pVTZ [238]
e B971/LanL2DZ+fdp [238]

3.3 Intramolecular parameters fitting

The goal of fitting intramolecular parameters is to obtain a force field that can
accurately mimic the interaction of the molecule with others at the quantum level.
This process involves adjusting them so that the energy of the molecule predicted
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by the force field matches the energy obtained from experimental measurements or
quantum calculations. In this thesis, we only used the second option.

This process can be challenging because the energy of a molecule depends on
many factors, including the molecule’s geometry, the type and strength of the
bonds between atoms, and the method used for quantum calculations. To model
intramolecular interactions, we are using the harmonic approximation to describe
molecular distortions. In this context, we will present the methods and the results
obtained by matching the parameters with calculations made at the MP2/aug-cc-
pVTZ(-PP) level of theory. We will start by developing the part related to bond
stretching first, before describing the angle bending.

3.3.1 C I bond stretching

Within the harmonic approximation, bond stretching parameters are constant
values that describe the energy of a bond distortion according to atomic distance,
as previously discussed. In Eq. (2.155), it is represented by Kb.

The first step in fitting these parameters starts with the optimized geometry.
After picking an intramolecular bond, we made a rigid scan along the bond. It
consists in freezing all the atoms not involved in the chemical bond (i.e., making
them a rigid structure) and varying the bond length. As a result, we obtain a
series of geometries with the corresponding energies. With this information, we
can represent the energy according to the bond length. Then, we can fit them
by optimizing Kb and req from Eq. (2.155) using a least squares method. After
convergence, we obtain the corresponding values of the constants at the MP2/aug-
cc-pVTZ(-PP) level of theory, represented in Fig. 3.3, for the C I bond stretching
from CH3I.

First, we recognize the characteristic shape of the curve associated with bond
stretching. Indeed, we observe the equilibrium value associated with a minimum
for a bond length at req = 2.125 Å. The molecular energy increases as the bond
length increases or decreases from the equilibrium value. In the first case, the
energy increases quickly because of the strong repulsion between nuclei. When the
bond length increases, the energy converges at some point when the two nuclei are
too far to interact with each other (dissociation limit).

In addition, we highlight that a quadratic function can not approximate the
whole curve for all the bond lengths, as presented in Fig 3.3. Indeed, the quadratic
fit values match with the ab initio ones in the vicinity of the well only. Furthermore,
the energy keeps increasing when the bond distance increases or decreases, leading
to an unbreakable bond description. Then, to fit the ab initio values, we must
select some points close to the equilibrium bond distance. The next step is to
evaluate the quality of the fit according to the number of points we have selected.
There are several ways to do it, like looking at the residual value or evaluating it
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Figure 3.3: Evolution of the potential energy according to the C I bond stretching
from the optimized geometry at the MP2/aug-cc-pVTZ(-PP) level of theory. Dots
represent the quantum calculations and the continuous line represents the bottom
well fitting using the harmonic approximation.

Figure 3.4: Evolution of the potential energy according to (r−req)2 with respect to
the C I bond stretching from the optimized geometry at the MP2/aug-cc-pVTZ(-
PP) level of theory. Dots represent the quantum calculations and the dashed line
represents the fit using the harmonic approximation. Red dots represent selected
point for the fit and blue dots the ones not selected for the fit.

visually. Furthermore, we can plot the energy according to (r− req)
2, which should

be linear in the domain where the harmonic approximation is correct. This last
point is shown in Fig 3.4.

The first twelve points (represented in red) are well aligned. The same observa-
tion can be made for the two first blue dots. Then, the harmonic approximation
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Figure 3.5: Evolution of the potential energy according to the C I bond stretching
from the optimized geometry at the MP2/aug-cc-pVTZ(-PP) level of theory. Dots
represent the quantum calculations, and the red line represents the fit using the
harmonic approximation. The red area represents the 95% confidence interval of
the fit.

matches the ab initio values for the first 14 points closer to the equilibrium bond
distance. The following points spread to higher or lower energies than the dashed
line, meaning that the harmonic approximation begins to be insufficient to describe
this behavior because of the anharmonicity of the potential energy surface. In
addition, selecting the first 12 or 14 points to make the harmonic fit is equivalent.
Indeed, even if the 13th and 14th points slightly deviate from the dashed line, it
might not impact the calculated value of Kb highly.

We know how many and which points we must select for the harmonic fit
and the bond distance range for which this approximation is correct. Then, we
can determine the parameters by fitting the potential energy curve directly or by
computing the slope of the dashed line in Fig. 3.4. The first method allows us also
to compute a fitted req value, resulting in a better description of the energy in this
area.

The fit is done using the curve_fit function from the optimize package
included in the Scipy software [254]. This function uses nonlinear least squares
analysis to optimize the parameters that better fit the reference points. More
specifically, we have used the trust region reflective algorithm, one of the best
optimization methods to solve nonlinear problems [255]. To quantify the quality
of the fit, we calculated the adjusted R2 and the root mean squared error (RMSD).
In addition, we computed the standard error for each parameter (Kb and req) as
the confidence interval at 95%. The results are displayed in Tab. 3.4 and Fig. 3.5.
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Table 3.4: Results and measurements fitting using a harmonic function of the
C I from the optimized geometry at the MP2/aug-cc-pVTZ(-PP) level of theory.
The uncertainty on the parameters corresponds to the one for a confidence interval
equal to 95 %.

Name Value

parameters of the fitted function

req (Å) 2.125

∆req (Å) 0.001

Kb (kJ/mol/Å2) 814.2

∆Kb (kJ/mol/Å2) 17.5

quality of the fit measurements

Adjusted R2 0.997

RMSD (kJ/mol) 0.039

Fitted values of req and Kb are respectively 2.125 ± 0.001Å and 814.2 ± 17.5
kJ/mol/Å2 in a 95% confidence interval. The accuracy on req is close to 0. Never-
theless, the one obtained on Kb is slightly higher. This accuracy on the parameter
is acceptable, representing around 2% of the current value. Regarding the adjusted
R2 and the RMSD values, they both indicate a high-quality fit. Looking at the
accuracy of describing the potential energy according to the bond length, we can
see that it depends on r. If we use the propagation of error formula, we can
see that the error in the potential energy should be symmetric according to req.
Nonetheless, plotting the confidence interval using the maximum and minimum
possible values, we see that the error increases only when we decrease the bond
length from its equilibrium value. Indeed, error compensations appear when we
increase the bond length from its equilibrium value. In the simulations, the bonds
will only vary substantially from equilibrium values because of the high value of
the spring constant Kb.

To conclude, the methodology employed to fit the C I bond stretching parame-
ters give accurate results for all the parameters. We can employ the same process
to compute the others parameters, as discussed in the following.
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Figure 3.6: Evolution of the potential energy according to (r−req)2 with respect to
the C H bond stretching from the optimized geometry at the MP2/aug-cc-pVTZ(-
PP) level of theory. Dots represent the quantum calculations and the dashed line
represents the fit using the harmonic approximation. Red dots represent selected
point for the fit and blue dots the ones not selected for the fit.

3.3.2 C H bond stretching

The same method from section 3.3.1 is applied for the C H bond stretching
fitting. After having computed the corresponding rigid scan, we can plot the energy
according to (r − req)

2, as shown in Fig. 3.6. In this case, we have picked the nine
closest points to the equilibrium geometry. From the 10th one, it started to deviate
slightly from the linear fit, meaning that anharmonic effects are becoming high.
The next step is to do a nonlinear fit using the same tools as in section 3.3.1. All
the results are shown in Fig. 3.7 and Table 3.5.

Fitted values of req andKb are respectively 1.084Å and 1690.0 ± 39.2 kJ/mol/Å2

in a 95% confidence interval. The R2 and the RMSD values are respectively close
to 1.0 and 0.0. As for the C I bond stretching, the values have low uncertainties,
where ∆Kb represents around 2% of Kb. In this case, we have a bond stretching
spring constant higher than the one for C I. It indicates that the potential energy
increases quicker according to r. A comparison with OPLS or Amber force field
values is presented in Table 3.6. We observe that our values are in agreement with
the ones reported in the literature.

Concerning uncertainties on the potential energy prediction, we observe the
same effect as for C I bond stretch fitting (Fig 3.5). Indeed, the 95% confidence
interval increases only when decreasing the bond length. It agrees with the highest
deviation from the harmonic approximation of the ab initio points in this direction
of the PES. Nevertheless, we will not investigate such a hypothesis in this thesis.
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Figure 3.7: Evolution of the potential energy according to the C H bond
stretching from the optimized geometry at the MP2/aug-cc-pVTZ(-PP) level of
theory. Dots represent the quantum calculations, and the red line represents the fit
using the harmonic approximation. The red area represents the 95% confidence
interval of the fit.

Table 3.5: Results and measurements fitting using a harmonic function of the
C H from the optimized geometry at the MP2/aug-cc-pVTZ(-PP) level of theory.
The uncertainty on the parameters corresponds to the one for a confidence interval
equal to 95 %.

Name Value

parameters of the fitted function

req (Å) 1.084

∆req (Å) < 0.001

Kb (kJ/mol/Å2) 1691.0

∆Kb (kJ/mol/Å2) 39.2

quality of the fit measurements

Adjusted R2 0.998

RMSD (kJ/mol) 0.039
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Table 3.6: C H bond stretching parameters previously obtained compared with
values reported in the literature.

Parameter This work OPLSa Amberb

req (Å) 1.084 1.080 1.090

Kb (kJ/mol/Å2) 1691.0 1422.6 2097.0

a Doherty et al. [256]
b Wang et al. [257]

3.3.3 Bending angle

In this section, we will present the results of fitting the angle-bending parameters
of our classical force field. We will describe the methods used to obtain these
parameters. The quality of the fits will be evaluated, and any notable features or
discrepancies will be discussed. We will also compare the angle bending parameters
to those from other classical force fields and to ab initio calculations to provide
insight into the accuracy of the force field for these types of interactions.

For angle bending, Eq. (2.156) is used to fit parameters. Mathematically, it has
the same form as Eq. (2.155). Only the parameter names are different. Then, the
same method is used to fit the angle bending parameters. Because we now analyze
angles, the rigid scan is done by moving three atoms simultaneously. The variable
is then an angle, as stated in Eq. (2.156).

Starting with the HCI angle, the next step is determining how many points we
need to fit within the harmonic approximation. As before, we plot the potential
energy according to (θ− θeq)

2, where the ab initio points are aligned when correctly
approximated within the harmonic approximation. Results are shown in Fig. 3.8
with 22 ab initio points. We can see that they are all aligned, meaning they
are all well described using the harmonic approximation. Then, we can apply a
nonlinear fit where results are shown in Fig. 3.9 and Table. 3.7. Fitted values of θeq

and Ka are respectively 107.8° and 0.0783 ± 0.0002 kJ/mol/°2 in a 95% confidence
interval. Both uncertainties are much lower than the parameters, leading to an
accurate fitting. This is confirmed by the values of the adjusted R2 (1.0) and the
RMSD (0.025 kJmol−1) of the corresponding fit. According to previous results, the
confidence interval at 95% displayed in Fig 3.9 is small.

Then, we treat the HCH angle bending parameters. Results from plotting
(θ − θeq)

2 are presented in Fig. 3.10. As for the HCI parameters fitting, all the
points are aligned, leading to a valid approximation for all 22 points. Then, we
apply the nonlinear fit to determine the parameters. The results are shown in
Fig 3.11 and Table 3.8. Fitted values of θeq and Ka are respectively 111.2° and
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Figure 3.8: Evolution of the potential energy according to (θ − θeq)
2 from the

optimized geometry at the MP2/aug-cc-pVTZ(-PP) level of theory for the HCI
angle bending. Dots represent the quantum calculations and the dashed line
represents the fit using the harmonic approximation. Red dots represent selected
points for the fit.

Figure 3.9: Evolution of the potential energy according to the HCI angle bending
from the optimized geometry at the MP2/aug-cc-pVTZ(-PP) level of theory. Dots
represent the quantum calculations, and the red line represents the fit using the
harmonic approximation. The red area represents the 95% confidence interval of
the fit.

0.0771 ± 0.0001 kJ/mol/°2 in a 95% confidence interval. Measuring the quality
of the fit, we obtain adjusted R2 and RMSD values of 1.0 and 0.001 kJmol−1,
leading to a high-quality fit. As for the HCI angle bending, uncertainties on fitted
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Table 3.7: Results and measurements fitting using a harmonic function of the
HCI angle from the optimized geometry at the MP2/aug-cc-pVTZ(-PP) level of
theory. The uncertainty on the parameters corresponds to the one for a confidence
interval equal to 95%.

Name Value

parameters of the fitted function

θeq (°) 107.8

∆θeq (°) < 0.1

Ka (kJ/mol/°2) 0.0783

∆Ka (kJ/mol/°2) 0.0002

quality of the fit measurements

Adjusted R2 1.0

RMSD (kJ mol−1) 0.025

Figure 3.10: Evolution of the potential energy according to (θ − θeq)
2 from

the optimized geometry at the MP2/aug-cc-pVTZ(-PP) level of theory for the
HCH angle bending. Dots represent the quantum calculations and the dashed line
represents the fit using the harmonic approximation. Red dots represent selected
points for the fit.

parameters are low. The confidence interval is also small, as shown in Fig 3.11. A
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Figure 3.11: Evolution of the potential energy according to the HCH angle
bending from the optimized geometry at the MP2/aug-cc-pVTZ(-PP) level of
theory. Dots represent the quantum calculations, and the red line represents the fit
using the harmonic approximation. The red area represents the 95% confidence
interval of the fit.

Table 3.8: Results and measurements fitting using a harmonic function of the
HCH angle from the optimized geometry at the MP2/aug-cc-pVTZ(-PP) level of
theory. The uncertainty on the parameters corresponds to the one for a confidence
interval equal to 95%.

Name Value

parameters of the fitted function

θeq (°) 111.2

∆θeq (°) < 0.1

Ka (kJmol−1 °−2) 0.0771

∆Ka (kJmol−1 °−2) 0.0001

quality of the fit measurements

Adjusted R2 1.0

RMSD (kJ mol−1) 0.007
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Table 3.9: HCH bending angle parameters previously obtained compared with
values reported in the literature.

Parameter This work OPLSa

θeq (°) 111.2 109.8

Ka (kJmol−1 °−2) 0.0771 0.0421

a Doherty et al. [256]

comparison with the parameters of the OPLS force field reported in the literature
is presented in Table 3.9. We see that our results agree with the literature.

3.4 Intermolecular parameters fitting

Intermolecular parameters describe the interactions between different molecules in
a system. These interactions can include van der Waals forces and electrostatic
interactions, as described in section 2.9.3. In a classical force field, these parameters
are used to calculate the potential energy of a system of molecules, which can then
be used to predict the behavior of the molecules under various conditions. The
process of intermolecular parameter fitting involves adjusting the values of these
parameters so that the energy of the system predicted by the force field matches
the energy obtained from experimental measurements or quantum mechanical
calculations. The fitting of intermolecular parameters can be challenging because
the energy of a system of molecules depends on many factors, including the geometry
of the molecules and the type and strength of the interactions between them.

First, we will describe how we computed the atomic partial charges used in the
classical force field. Then, we will discuss several parameters in the literature about
methyl iodide. Finally, the inherent polarization will be introduced to finalize the
results.

3.4.1 Atomic partial charges

Another important aspect of classical force fields is the fitting of atomic partial
charges, which represent the distribution of electrical charge on the atoms of a
molecule. One method for fitting atomic partial charges is RESP, as defined in
section 2.9.5. It uses quantum mechanical calculations to obtain an electrostatic
potential for a molecule and then fits the atomic partial charges to reproduce this
potential using a classical force field. All those calculations are done using the
Gaussian 16 code [244] and the Antechamber package [245].
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Table 3.10: Calculated RESP atomic partial charges for methyl iodide at the
MP2/aug-cc-pVTZ(-PP) level of theory. Results are compared with values found
in the literature. Charges are fractions of the elementary charge e.

C H I Cl Br

CH3Ia −0.63 0.24 −0.09 — —

CH3Ib −0.52 0.20 −0.09 — —

CH3Clb −0.37 0.18 — −0.16 —

CH3Clc −0.26 0.14 — −0.16 —

CH3Brb −0.47 0.20 — — −0.14

CH3Brc −0.49 0.20 — — −0.11

a This work
b Habartová et al. [241], at the MP2/cc-pVDZ level of theory
c Habartová et al. [225], at the B3LYP/cc-pVTZ level of theory

The fitting of atomic partial charges using the RESP method is a crucial step in
developing a classical force field because the distribution of charge on a molecule’s
atoms significantly impacts the molecule’s behavior. Inexact partial charges can
lead to errors in a molecule’s calculated energy and structural properties. The
RESP fit allows to obtaining a reliable estimation of the atomic partial charges by
considering the electrostatic potential generated by the molecule’s electron density.
It can be used as a starting point for other methods of charge fitting and can help
to model intermolecular interactions, such as hydrogen bonding and electrostatic
interactions.

In this context, the RESP fit was done at the MP2/aug-cc-pVTZ(-PP) level of
theory on the optimized CH3I molecule represented in Fig. 3.1. The results and
comparisons to the literature are shown in Tab. 3.10. Habartová et al. [241] have
computed RESP atomic partial charges for halomethanes at the MP2/cc-pVDZ
level of theory. Our calculated charges are slightly higher than the ones reported
for methyl iodide. Nevertheless, we are in significant agreement with the results
of this study. One year before, they had provided charges for halomethanes [225].
Comparing the evolution of the partial charges on the halogen, it decreases when
the halogen atomic number increases. Our calculated values on methyl iodide follow
this tendency, with a RESP partial atomic charge on iodine of −0.09 e .
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3.4.2 Lennard-Jones parameters

In classical force fields, LJ parameters describe the Van der Waals interactions
between atoms or molecules. These interactions are essential in describing the
behavior of molecular systems, as they contribute to the system’s overall stability
and govern the behavior of the molecules at short distances.

LJ parameters are taken from the work of Habartová et al. [242, 258]. The
Lorentz-Berthelot combination rule is used to combine atomic LJ parameters. We
have tested several parameters for iodine from the literature. They are shown in
Table 3.11. The parameters can be divided into three groups regarding the ϵi value.
Group 2 contains parameter 7, with a high value of ϵi computed from liquid CH3I.
We have Group 1 (parameters from 1 to 3) with intermediate values and Group 3
(parameters from 5 to 7) with low values. The aim is to test the whole bench of
parameters by comparing the minimum geometry structures and the interaction
energies with the MP2/aug-cc-pVTZ(-PP) level of theory. The interaction energy
is defined as:

Eint = Ecluster −
∑

molecules

Eisolated , (3.1)

where Ecluster is the cluster’s total potential energy, and Eisolated is the potential
energy of a single isolated molecule. Within this method, the global minimum
energy of the isolated molecule is zero.

The first calculations are done on the 2 CH3I HtT cluster presented in Fig. 3.2.
We used the parameters computed in all the previous sections. Because of their low
ϵi values, the parameters from Group 3 give structures very different from the ab
initio resulting ones. Thus, for clarity, we will not display their results. We allowed
molecular distortion using the parameters calculated in the previous sections. The

Table 3.11: Lennard-Jones parameters for the iodine atom taken from the littera-
ture

Group 1 Group 2 Group 3

Param 1a Param 2b Param 3c Param 4d Param 5e Param 6e Param 7e

σi (nm) 0.49 0.48 0.52 0.41 0.70 0.74 0.72

ϵi (kJmol−1) 0.67 0.71 0.42 2.69 0.08 0.04 0.05

Original pair I − I I − I I − O I − I I − O I − O I − O

Water model SWN4-NDP TIP4P SPC Liquid CH3I TIP3P TIP4Pew SPC/E

a Lamoureux et al. [259]
b Jensen et al. [260]
c Rajamani et al. [261]

d Crone-Münzebrock et al. [236]
e Joung et al. [262]
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Figure 3.12: 2CH3I HtT structural parameters calculated at the MP2/aug-cc-
pVTZ(-PP) level of theory and using a classical force field. Parameters from 1 to 4
are compared.

structure and interaction energies comparison between each parameter and the ab
initio results are shown in Fig. 3.12.

For all the parameters, as expected, the intramolecular C I bond length agrees
with the MP2 calculations. However, the intermolecular C I bond distance in
CH3I dimers differs slightly from the reference. Indeed, parameter 4 has the
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closest value to the MP2 reference calculations. Nevertheless, all the force field
calculations tend to overestimate the intermolecular C I distance between the
two methyl iodide molecules. Regarding the angles, parameter 4 best matches the
MP2 calculations, with angles that are in excellent agreement with the MP2 values.
Again, the other parameters overestimate the ICI angle and underestimate the
CIC one. Then, we see that the dihedral angle formed by the two intramolecular
C I bonds is perfectly planar for all the calculations. Finally, all the parameters
highly underestimate the potential interaction energy between both molecules. We
observe an underestimation by a factor of 10 for Group 1 parameters and a factor
of 2 for parameter 4, that gives the best results in terms of geometry.

3.4.3 Inherent polarization

To accurately describe the molecular interactions, it is crucial to consider the
polarization effects. As discussed in section 2.9.6, the lack of polarization induces
an underestimation of the interaction energies. Classical molecular dynamics
simulations achieve this by introducing inherent polarization through scaling atomic
partial charges using a SF. This process adjusts the charges on the atoms to account
for their polarizability and allows for a more accurate representation of the molecular
interactions. By incorporating inherent polarization, the force field used in the
calculations can more accurately predict the interaction energy between molecules.

In the literature, Habartová et al. [225] have scaled halomethane atomic partial
charges to fit the experimental hydration free energy better, using one SF by
halomethane molecule. We tested four different values to find the correct SF and
made the comparisons as in the previous section. Among all the tested SFs, we
have found that the one that best matches MP2 calculations is a SF of 1.7. It
leads to the atomic charges presented in Table 3.12. We observe that the atomic
charges on the halogen still decrease as the atomic number increase. Within the
same tendency, we observe an increase in the atomic charge of the carbon and the
hydrogen atom when the halogen atomic number increases. Our results follow the
same tendency as the ones computed by Habartová et al. [225] in their study.

The next step is to measure the impact of the SF on the optimized structures
calculated with our force field. The structural parameters and interaction energies
comparisons are shown in Fig. 3.13. As expected, scaling the atomic partial
charges does not modify the intramolecular CI bond length. However, the structure
optimized by force field is slightly modified for parameters 1 to 3, with higher
modification for parameter 4. We also note that the interaction energies are
now more in agreement with MP2 values, even if they still underestimate the
latter. Scaling the atomic charges induces an increase in the Coulombic interaction
energy and a decrease in the LJ ones. It modifies slightly the optimized structures
compared to MP2 geometries. We observe that the higher the SF value is, the more
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Table 3.12: Calculated RESP atomic partial charges for methyl iodine at the
MP2/aug-cc-pVTZ(-PP) level of theory with a scaling factor value of 1.7. Results
are compared with values found in the literature.

C H I Cl Br

CH3Ia −1.07 0.41 −0.16 — —

CH3Clb −0.44 0.24 — −0.26 —

CH3Brb −0.96 0.39 — — −0.22

a This work
b Habartová et al. [225], at the B3LYP/cc-pVTZ level of theory with a

SF value of 1.7 for CH3Cl and 1.95 for CH3Br

Figure 3.13: 2CH3I HtT structural parameters calculated at the MP2/aug-cc-
pVTZ(-PP) level of theory and using different sets of parameters and a scaling
factor of 1.7. Parameters from 1 to 4 are compared.
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Figure 3.14: CH3I + H2O structural parameters calculated at the MP2/aug-cc-
pVTZ(-PP) level of theory and using different sets of parameters with a scaling
factor of 1.7. Water is described using the SPC/E model. Parameters from 1 to 4
are compared.

distortion we induce. A good balance between a good interaction energy value and
a good structure is found when the SF equals 1.7.

An important feature is that our force field must also describe correctly the
CH3I − H2O interaction. We tested also our sets of parameters in combination
with the SPC/E model [263, 264] for the CH3I − H2O dimer. Results are shown in
Fig. 3.14. For all the parameters, we observe that intermolecular atomic distances
are excellently reproduced by the force field, where parameter 4 gives the best
results. Angles computed by the force field also agree with MP2 calculations, as
well as dihedral ones. Regarding the interaction energies, we observe that overall,
the total interaction energy is in excellent agreement with the MP2 values.
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Figure 3.15: Comparison of the force field interaction energies obtained with
parameter 4 with quantum results at the MP2/aug-cc-pVTZ(-PP) level of theory.
Water is described with SPC/E model.

To conclude, our force field describes well the interactions between 2 CH3I HtT
and CH3I + H2O clusters, with suitable structural parameters and interaction
energies. The last step in this process is to benchmark our force field further. In
the next section, we will benchmark our force field in bulk environment. We will
also test its transferability to describe CH3I interacting in clusters and with NaCl.

3.5 Benchmarks

3.5.1 Gas phase clusters

In the previous section, we benchmarked the results of the force field using different
parameters. We have shown that the parameters labeled 4 give the best results
on CH3I + H2O and 2 CH3I HtT clusters. Then, we have also benchmarked our
force field performances to other gas phase clusters optimized at the MP2/aug-
cc-pVTZ(-PP) level of theory, as presented in Fig. 3.15. Nevertheless, including
clusters of larger sizes for evaluating the force field performances is crucial.

For almost all the tested gas phase clusters, we observe that the interaction
energies obtained by our force field agree with MP2 values. For these configurations,
our force field describes the intermolecular interactions between molecules well.
However, for the 2 CH3I HtH and 3CH3I clusters, we observe that the interaction
energies are not matching as well. Indeed, we have a factor 2 between MP2 and
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(a) (b)

Figure 3.16: Geometry comparison of 2CH3I head-to-head gas cluster from (a)
MP2/aug-cc-pVTZ and (b) force field calculations.

Table 3.13: Geometric parameter of the 2 CH3I HtH geometrie optimized at
different levels of theories.

MP2/aug-cc-pVTZ(-PP) Force field

r(I2 · · · I4) \Å 3.760 4.497

r(I2 · · ·C1) \Å 3.696 3.937

∡ I2I4C3 \° 71.8 28.2

∡ C1I2I4 \° 169.2 170.1

force field values for the 2 CH3I HtH cluster, and we have a 20% relative error
for the 3 CH3I one. To further understand what is not well described in these
configurations by our force field, we will look closer at the 2 CH3I HtH cluster. The
structures obtained by MP2 and force field methods are shown in Fig. 3.16 and
Table 3.13.

We observe that both structures are not identical. Indeed, the two methyl
iodide molecules appear to be at a higher distance when computed using our force
field compared to the MP2-optimized structure. Regarding the intermolecular
bond distances, the (I2 · · · I4) intermolecular distance increases from 3.760Å for
MP2 geometry to 4.497Å for the one obtained by the force field. Furthermore, the
(I2 · · ·C1) intermolecular distance increases from 3.696Å for MP2 to 3.937Å for
the force field resulting geometry. Same observations can be done for the angles,
were a high difference is observed for the I2I4C3 one. These differences could have
several causes. First, it can be due to the lack of polarization in our force field. It
only describes inherent polarization by scaling the atomic charges and can miss key
elements describing the intermolecular interaction. Then, our force field could have
issues describing the halogen-halogen interaction. Indeed, in the structure obtained
by MP2 calculations, the iodine from a molecule points toward the C I covalent
bond of the other. When computing the same structure with our force field, we
observe a repulsion of the iodine of the second molecule. Another hypothesis is
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that our force field does not describe these kinds of interactions well. In the 3 CH3I
cluster, we can isolate the 2 CH3I HtH structure, which is poorly described by our
force field, resulting in defective interaction energy for this cluster.

To conclude about these results, our force field describes well the interactions
between CH3I and H2O molecules. However, it poorly describes CH3I − CH3I
interactions when a iodine-iodine interaction occurs. This poor description makes
us conclude that the force field can be used only when CH3I molecules do not
interact with another CH3I molecule. The next step is benchmarking the density
of liquid CH3I to test if this identified deficiency has an importance in bulk where
many interactions are present.

3.5.2 Liquid methyl iodide

The benchmark of the liquid CH3I density at 298.15K played a critical role in
evaluating the accuracy of the updated force field with inherent polarization. The
selection of this benchmark was based on several important factors. Firstly, the
density of a liquid is a fundamental physical property widely used to characterize
the state of matter. Secondly, the density of liquid methyl iodide at 298.15K
has been well-established through experiments and provides a reliable reference
for our calculations. It allows us to compare our results to a known and well-
established value [265–270] of 2280 kgm−3, providing a criterion for the accuracy
of the force field. It provides a rigorous test of the force field and allow us to assess
its effectiveness in predicting molecular interactions in a bulk environment with
multiple interactions.

We first prepare the system to compute the density of liquid methyl iodide.
We define the edge lengths to obtain the experimental liquid density for a given
number of molecules in a cubic simulation box. Then, we equilibrate the system
to avoid starting with unphysical states. Equilibration is done by running MD
calculations in the NVT ensemble at constant temperature and volume, using 3D
periodic boundary conditions for 100 ps. The particle-mesh Ewald method [271] is
used to compute long-range electrostatic interactions within a cut-off of 2.13 nm.
The same cut-off is used for Van der Waals interactions. The velocity-rescaling
scheme [272] within a target temperature of 298.15K and a coupling constant of
0.1 ps has been used to control the temperature. We integrated the equations of
motion using the leap-frog algorithm [226], with a 2 fs time-step. To obtain the
computed liquid density, the NVT calculation is followed by a NPT equilibration
using the Parrinello-Rahman barostat [273, 274] at 1 bar and a coupling constant
of 1 ps during 400 ps. The value for CH3I compressibility used in the equilibration
is 6.7 × 10−5 bar−1 [275]. Measuring the simulation box average volume allows us
to determine the calculated density of methyl iodide. The unaltered process is
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Figure 3.17: Computed liquid methyl iodide density according to the number of
molecules present in the simulation box.

done for different numbers of molecules, namely 200, 400, 600 and 800. Results are
shown in Fig. 3.17.

The calculated density decreases when the number of molecules inside the
simulation box increases. Indeed, a too small simulation cell leads to an incorrect
description of the bulk. Above 800 molecules, the density seems to be converged
around 2380 kgm−3. The relative error between the calculated and the experimental
values is 4.4%, leading to a computed value that agrees with the experimental ones.
These results imply that our force field correctly reproduces the liquid density of
methyl iodide and is an additional element in its ability to describe CH3I − CH3I
intermolecular interactions.

3.5.3 Adsorption on a NaCl(001) surface

Testing the adsorption of the CH3I cluster on a NaCl(001) surface is a crucial step
in evaluating the accuracy of our force field in the context of our study. It may also
means that if our force field works well for the CH3I/NaCl, it may be transferable
to any other environment. Having a good description of the adsorption of methyl
iodide on sea salt aerosols allows us to run extensive simulations to evaluate the
effect of H2O on CH3I adsorption on the NaCl(001) surface. Clusters calculated in
chapter 4 are taken as references for quantum calculations.

Concerning force field calculations, the NaCl(001) surface was built as done
by Lovrić et al. [99]. Different force fields exist to describe the NaCl crystal, such
as the one developed by Joung et al. [262] or Smith et al. [276]. The latter is
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Figure 3.18: Representation of the periodic unit cell of CH3I adsorbed on the
NaCl(001) surface to benchmark adsorption energies obtained with parameter 4.

known to describe bulk NaCl well, as it reproduces the interaction with different
water models as the lattice constant of bulk NaCl [99, 277]. In our system, the
calculated lattice constant (0.54 nm) is in agreement with the experimental one
(0.56 nm) [278–281]. Water molecules are described using the three-site SPC/E
model [263, 264]. The NaCl crystal fully occupied a simulation box with dimensions
of 5.5×5.5×39.0 nm in the x, y, and z directions, respectively. A vacuum of 17 nm
is set in the normal direction from the surface for each side of the slab. The latter
is composed of fourteen layers all free to move, according the z-axis’s direction.
Each one is a filled square composed by 10 NaCl pairs in the x and y direction.
The system is shown in Fig. 3.18

Classical force field and quantum calculations adsorption energies obtained from
energy minimizations at 0K are compared in Fig. 3.19. We observe that adsorption
energy values from classical force field calculations agrees with quantum results,
except for the 2 CH3I HtH cluster. As in the previous section, classical calculations
underestimate the interaction in this geometry due to a poor description of the
halogen-halogen interaction. Excepting this configuration, we have shown that
our force field tends to reproduce methyl iodide’s adsorption energy on NaCl(001)
correctly, with or without water molecules. This force field can be used to run MD
calculations with CH3I adsorbed on the sea-salt surface at different humidities.
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Figure 3.19: Comparison of the force field adsorption energies obtained with
parameter 4 with periodic DFT results using the vdW-DF-cx exchange-correlation
functional. Water is described using the SPC/E model.

3.6 Conclusion

Building a transferable classical non-polarizable force field for this molecule was
a challenging task. Using the harmonic approximation, we have succeeded in
describing intramolecular interactions, namely bond stretching and angle bending
around the equilibrium values.

Regarding intermolecular interactions, we have used and scaled RESP charges
to describe the molecule’s inherent polarization. We have tested the performance
of several LJ parameters by studying the structure and the interaction energy
differences between CH3I-containing clusters. It allowed us to pick an ensemble of
parameters summarized in Table 3.14, that will be used in chapters 4 and 5.

The force field was benchmarked on gas-phase CH3I-containing clusters. We
have seen that our force field describes the majority of the interactions well, except
the halogen-halogen interactions. It might be due to our model’s need for a more
explicit polarization description. Consequently, two clusters are poorly described by
our force field, namely 2CH3I HtH and 3CH3I. We have made the same observation
concerning benchmarks on adsorbed species on the NaCl(001) surface. Our force
field performed well for most structures but failed to describe as precisely 2CH3I
HtH adsorbed geometry. Nevertheless, the force field performs well in describing
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Table 3.14: Force field parameters for CH3I with RESP charges fitted from
MP2/aug-cc-pVTZ-(PP) ab initio calculations. The LJ parameters for C and H are
taken from Habartová et al.[225], whereas the one for I is from Crone-Münzebrock
et al.[236]. The fixed atomic point charges are scaled by a factor 1.7 to describe
inherent polarization. Non-bonded terms are fitted using a non-linear least square
method from MP2/aug-cc-pVTZ(-PP) calculations.

Non-bonded terms

σ (nm) ϵ (kJ/mol) RESP

C 0.341 0.461 −1.07

H 0.411 0.071 0.41

I 0.412 2.692 −0.16

Bonded terms

Parameters Values

C I req (Å) 2.125

Kb (kJ/mol/Å2) 814.2

C H req (Å) 1.084

Kb (kJ/mol/Å2) 1691.0

∡ HCI θeq (°) 107.8

Ka (kJ/mol/°2) 0.0783

∡ HCH θeq (°) 111.2

Ka (kJ/mol/°2) 0.0771

1 Habartová et al. [225]
2 Crone-Münzebrock et al.[236]

the bulk density of liquid CH3I indicating that the failure noticed previously does
not alter the capacity of the model to account for CH3I mutual interactions.

To conclude, our force field allows us to perform simulations of CH3I on water or
NaCl(001) surfaces in the presence of H2O. Nevertheless, we must limit CH3I − CH3I
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interactions to describe all the interactions well. It implies simulating systems with
few CH3I molecules relative to the entire system.

Further work can be done to improve the force field. In order to improve
the halogen-halogen intermolecular interaction description, we can work on the
parametrization of a polarizable force field, even if the simulation time grows using
these kinds of methods. In this case, the benchmark should be carried out on
a more extended set of properties.This improvement would be relevant only for
systems containing multiple CH3I molecules or to improve its transferability.
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CH3I adsorption on the NaCl(001) surface

Outline of the current chapter

4.1 Benchmarks 102
4.2 Adsorption of CH3I on the NaCl(001) surface 113
4.3 Classical molecular dynamics 120
4.4 Conclusion 126

Methyl iodide is the most naturally emitted organic iodinated compound by
oceans [11]. Because it is highly implied in the ozone cycle in the atmosphere [4, 5],
improving our knowledge of the transport and the reactivity of CH3I is essential.
The transport can be done through sea-salt aerosols. Houjeij et al. [96] have
performed DRIFT experiments, studying the interaction between methyl iodide
and NaCl. They observed that methyl iodide remains bonded to the sea-salt surface.
According to their DRIFT spectrum, they observed the apparition of two new and
unassigned bands at 1024 and 1073 cm−1. A representative spectrum of the CH3
deformation region is shown in Fig. 4.1 [96]. These results suggest reactivity or
chemisorption of methyl iodide on the NaCl surface.

This chapter aims to perform theoretical calculations of methyl iodide absorbed
on the NaCl(001) surface. First, we present periodic DFT calculations of the system,
allowing us to compute the infrared spectra of the adsorbed system. Then, we
investigate through MD calculations the effect of water coverage on CH3I absorption
.

101
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Figure 4.1: DRIFT spectra of NaCl exposed to 5 h of CH3I (108mLmin−1,
1000 ppm) continuous flow at 23 °C and 1 atm. Figure taken from Houjeij et
al. [96].

4.1 Benchmarks

If not specified, all the periodic DFT calculations were done using the 3D periodic
calculations package Quantum ESPRESSO version 6.5 [282, 283]. The projector
augmented wave (PAW) [284, 285] scalar relativistic pseudopotentials from the PS
Library [286] (version 1.0.0) generated with the Perdew-Burke-Ernzerhof (PBE)
[287] exchange-correlation functional are used to describe valence-core electrons.
Respectively, for Na, Cl, O, I, C, and H, the 2s2 2p6 3s1, 3s2 3p5, 2s2 2p4, 5s2
5p5, 2s2 2p2, and 1s1 electrons are treated as valence ones. Concerning sodium
description, it has been shown that correlating only the valence electron orbitals
may lead to non-negligible errors for alkali metals [288–291]. Then, correlating the
2s2 2p6 orbitals with the 3s1 one is mandatory in describing Na.
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4.1.1 Bulk NaCl

When using 3D periodic DFT calculations, we need to pay attention to the pa-
rameters of the simulations. In this section, we aim to find the optimal values
of these parameters to be used in surface calculations. In addition to choosing
the exchange-correlation functional, we must define the plane-wave kinetic energy
cutoff and the number of k -points for bulk calculations.

A high number of calculations were done on NaCl in the literature. One of them
was done by Kebede et al. [292] where they compared the efficiency of different
van der Waals exchange-correlation functionals on bulk NaCl, as well as on the
H2O/NaCl(001) adsorbate-surface adsorption using the VASP package [293–297].
According to them, two exchange-correlation give excellent results for each studied
system: vdW-DF-cx and optPBE-vdW. However, only the vdW-DF-cx exchange-
correlation functional is available using the Quantum ESPRESSO version 6.5
package. In addition, using DFT, the choice of the exchange-correlation functional
has to be judicious. Choosing a bad functional may lead to false results. Li
et al. [298] have shown that including dispersion forces gives better results. The
vdW-DF-cx [299] one treats the dispersion term as part of the exchange-correlation
energy. To see its effect, we have also done simulations with an exchange-correlation
functional with no dispersion term: PBE [287].

Ideally, an infinite number of plane-waves (i.e., no kinetic cutoff energy) associ-
ated with an infinite number of k -points leads to an accurate system description.
However, it is numerically impossible to compute such systems. Nonetheless,
observables such as the total potential energy or the lattice parameter tend to
converge when increasing the cutoff kinetic energy and the number of k -points.
The strategy consists in varying both parameters until convergence of the potential
energy and the geometry (or indirectly computing lattice parameter).

The bulk NaCl is simulated using the primitive cell. We performed vari-
able cell relaxation (vc-relax) calculations that optimizes the atomic position
and the cell lengths simultaneously. We used two different exchange-correlation
functionals: PBE [287] and vdW-DF-cx [299], using the PW module from Quan-
tum ESPRESSO version 6.5 [282, 283]. For each exchange-correlation functional,
a 4× 4× 4 and 8× 8× 8 Monkhorst-Pack k -points mesh is tested at many cutoff
values. Results obtained using the PBE exchange-correlation functional are shown
in Fig. 4.2 and 4.3. The system converges in both cases for a value of the kinetic
cutoff energy of 628 eV. We obtain a converged lattice parameter of 5.68Å for
both Monkhorst-Pack k -points mesh. This value is in excellent agreement with the
experimental value of 5.64Å [300]. These results also agree with the work of Kebede
et al. [292], showing that the PBE exchange-correlation functional reproduces well
bulk NaCl properties.
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Figure 4.2: Evolution of the lattice parameter (top) and the total potential energy
(bottom) according to the cutoff kinetic energy using the PBE exchange-correlation
functional and a 4× 4× 4 Monkhorst-Pack k -points mesh. The horizontal dashed
line corresponds to the experimental value of the lattice parameter. The vertical
dashed lines correspond to the minimum kinetic energy (680 eV) for which the
system reaches convergence.

Figure 4.3: Evolution of the lattice parameter (top) and the total potential energy
(bottom) according to the cutoff kinetic energy using the PBE exchange-correlation
functional and an 8× 8× 8 Monkhorst-Pack k -points mesh. Legend is the same as
in Fig. 4.2.

The next exchange-correlation functional to benchmark is vdW-DF-cx using
the same process. Results are shown in Fig. 4.4 and 4.5. The system converges
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Figure 4.4: Evolution of the lattice parameter (top) and the total potential energy
(bottom) according to the cutoff kinetic energy using the vdW-DF-cx exchange-
correlation functional and a 4× 4× 4 Monkhorst-Pack k -points mesh. Legend is
the same as in Fig. 4.2.

Figure 4.5: Evolution of the lattice parameter (top) and the total potential energy
(bottom) according to the cutoff kinetic energy using the vdW-DF-cx exchange-
correlation functional and an 8× 8× 8 Monkhorst-Pack k -points mesh. Legend is
the same as in Fig. 4.2.

at a kinetic cutoff energy of 680 eV, higher than for the PBE exchange-correlation
functional. Both cutoff kinetic energy gives similar results. The converged lattice
parameter is slightly better than the one given by PBE with a value of 5.65Å
(5.64Å for the experimental value [300]) for both Monkhorst-Pack k -points mesh.
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Both tested exchange-correlation functionals give excellent results of the opti-
mized lattice parameter at a cutoff value of 680 eV. A 4× 4× 4 Monkhorst-Pack
k -points mesh is sufficient to describe bulk NaCl as the results are similar with a
higher k -points number. Then, the 4× 4× 4 Monkhorst-Pack k -points mesh will
be adopted for the rest of the Thesis because it has a lower computational cost.

4.1.2 Gas phase methyl iodide and vibrational frequencies

The environment around a molecule influences its vibrational frequencies. We
need to look at these changes for CH3I adsorbed on a NaCl(001) surface and in
presence of water molecules. However, we must benchmark vibrational frequency
calculations from the Quantum ESPRESSO version 6.5 package for isolated CH3I.
We have calculated the molecule’s minimum energy geometry and the vibrational
frequencies. Usually, periodic plane-wave methods can do it correctly by setting a
large simulation box. This box size represents the distance between molecules. In
this part, we will describe the method, present the results, and discuss them.

Three steps are required to compute the vibrational frequencies. First, we have
done a relaxation calculation (optimization) of the whole system, which leads to
minimum energy geometries. Secondly, we made a single-point calculation on the
resulting geometries using a tighter convergence threshold (10−13 eV). It gives an
accurate electronic density of the system. Finally, we did a phonon calculation
using the DFPT method, previously presented in chapter 2. Only the last step
provides vibrational frequencies.

Dealing with gas phase molecules in a large simulation box, we performed
calculations at the Γ point (i.e., one k -point). We used the conjugate gradient
algorithm to diagonalize matrices. Both PBE and vdW-DF-cx exchange-correlation
functionals are GGA functionals. Consequently, we set the kinetic energy cutoff
for charge density up to six times the one for wavefunctions. This leads to better
electronic convergence.

We should avoid mutual interaction between CH3I and its periodic image. We
can control it by setting the optimal cubic box length. Methyl iodide can interact
with itself if this value is too low. However, a too-large value will increase the
computational cost without any benefit. Then, we benchmarked the evolution of
the CH3I total energy according to the cubic box dimension. Results are shown in
Fig. 4.6. The system’s total energy converges to a normalized value of −0.265 eV
when the box length is larger than 15Å.

This section aims to study CH3I adsorption on the NaCl(001) surface. Using the
same simulation box for gas and adsorbed phase calculations is judicious. Then, we
set the simulation box length to three times the NaCl computed lattice parameter
(17.04Å for PBE and 16.95Å for vdW-DF-cx), assuming a 3× 3 box, to avoid edge
effects.
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Figure 4.6: Evolution of the optimized CH3I total energy according to the
simulation box length. Calculations are done using the vdW-DF-cx exchange-
correlation functional. The vertical dashed line corresponds to the minimum box
length (15Å) for which the system reaches convergence.

At the end of the relaxation calculation, we obtained the optimized geometry.
Results are shown in Table 4.1. We observe slight differences between geometries
obtained from periodic DFT calculations, DFT calculations, and experimental
values. We see that PBE and vdW-DF-cx results are similar. The more significant

Table 4.1: CH3I geometry derived from periodic DFT calculations compared
to experimental values and non-periodic calculations. Distances are expressed
in Å and angles in °.

PBE vdW-DF-cx Expa M06-2X
6-311(2df,2p)

b MP2
aug-cc-pVTZ(-PP)

c

r C H 1.092 1.094 1.084 1.082 1.083

r C I 2.158 2.153 2.136 2.136 2.123

∡ HCI 107.4 107.4 107.5 107.8 107.7

∡ HCH 111.5 111.5 111.4 111.1 111.2

a Graner [301]
b Using Gaussian 16 / See chapter 6
c Using Gaussian 16 / See chapter 3
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Table 4.2: Harmonic normal mode frequencies of gas phase methyl iodide
computed with periodic DFT compared to experimental values and non-periodic
calculations. All frequencies are in cm−1.

Sym. PBE vdW-DF-cx Exp.a M062-Xb

C I str. A1 528 526 533 565

CH3 rock E 866 873 883 910

CH3 sym. def. A1 1239 1235 1251 1293

CH3 asym. def. E 1416 1406 1438 1479

CH3 sym. str. A1 3022 3008 2971 3122

CH3 asym. str. E 3134 3115 3060 3231

a McNaught [303] and references therein
b Using Gaussian 16 at the M062-X/6-311+G(2df,2p) level of theory

difference occurs on the C I bond length slightly overestimated by quantum periodic
calculations. Nevertheless, this difference is small, as the maximum deviation from
experimental values is 0.02 Å.

The next step is to perform a single-point calculation on optimized geometries.
The aim is to obtain a better electronic description of the molecule. Compared
to the previous step, only the convergence energy threshold is different, set to
10−13 eV.

In the last step, we computed the vibrational frequencies. We have used
the PHonon package from Quantum ESPRESSO version 6.5. The convergence
energy threshold is the same as for the single-point calculation. Regarding the
electron-phonon coupling, we set a double-delta smearing value of 0.1 eV. When
diagonalizing the dynamical matrix, the vibrational frequencies are corrected using
the acoustics sum rules for translational and rotational corrections [282, 283].
The PBE and vdW-DF-cx exchange-correlation functionals are benchmarked and
compared to those computed using the Gaussian 16 code [244] package at different
levels of theory and experimental results, as shown in Table 4.2. We observed that
theoretical frequencies are similar and in agreement with experimental values. We
observe that the two methods overestimate high frequencies corresponding to C H
stretching. Anharmonicity effects may explain such a difference [302].

Anharmonic effects can be computed using the Gaussian 16 code [244] package.
Then, we calculated the vibrational frequencies of methyl iodide at different levels
of theory and compared them to experimental results. They are shown in Table 4.3.
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We observe that anharmonic vibrational frequencies are in excellent agreement
with experimental results.

We conclude that we reproduce well the vibrational frequencies of methyl iodide
using a periodic DFT code. This observation is essential because it will enable us
to compute frequencies on surfaces and adsorbate. Though frequency calculations
with periodic DFT remain computationally expensive and are limited to small
systems The following section will present benchmarks on surfaces.
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4.1.3 H2O adsorption on the NaCl(001) surface

The adsorption of the water molecule on the NaCl(001) surface is well known, both
theoretically and experimentally [96, 292, 305–320]. Thus, the H2O/NaCl(001)
system is a good candidate to benchmark our method.

Based on the calculations done by Kebede et al. [292], the H2O/NaCl(001)
system is modeled as a four layers slab, using 3D periodic boundary conditions.
The two bottommost layers are kept frozen to mimic bulk NaCl and avoid system
breaking. Introduction of a vacuum is mandatory to create a surface using 3D
periodic boundary conditions. Then, a gap of 15Å is created in the direction
perpendicular to the surface to avoid border effects.

We used a 4×4×1 Monkhorst-Pack k -points mesh and optimized the H2O/NaCl(001)
in a 11.28× 11.28× 26.28 Å simulation box, taking the experimental NaCl lattice
constant as a reference and setting the kinetic cutoff energy to 400 eV to reproduce
Kebede et al. [292] calculations. Both PBE and vdW-DF-cx exchange-correlation
functionals are benchmarked. The structure optimization used the conjugate-
gradient algorithm with a convergence criterion of 10−6 eV. Gaussian smearing of
0.1 eV is employed. The same simulation box is used at the Γ point to compute
isolated H2O optimized geometry, energy, and vibrational frequencies. Only one
minimum energy geometry was found. Then, the exact process of section 4.1.2 is
done to obtain vibrational frequencies. Illustrations of the whole system are shown
in Fig. 4.7.

Two parameters can be computed to benchmark the exchange-correlation func-
tionals: the adsorption energy and the H2O/NaCl(001) distance. The distance
between H2O and the surface (d) is slightly higher using PBE (2.581Å) compared
to the one obtained using vdW-DF-cx (2.566Å). The adsorption energy results are
shown in Table 4.4. Our calculations give slightly lower adsorption energies than

Table 4.4: Calculated adsorption energies (Eads) of H2O on the NaCl(001) surface.
Energies are in meV.

PBEa PBEb vdW-DF-cx a vdW-DF-cx b CCSD(T)c HASd LEEFe

Eads 344 360 378 430 517 600 617

a This work
b Kebede et al. [292]
c Li et al. [298]
d Helium atom scattering experiment by Bruch et al. [321]
e Low-energy electron diffraction experiment by Fölsch et al. [309]
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Figure 4.7: Top (a) and side (b) view of the minimal energy geometry of H2O
adsorbed on the NaCl(001) surface by periodic DFT calculations using the vdW-
DF-cx exchange-correlation functional. Na atoms are represented in purple whereas
Cl atoms are represented in green. The vertical distance between the oxygen and
the surface is written d.

those computed by Kebede et al. [292]. Using a different periodic DFT software,
it was challenging to use the same parameters and pseudopotentials to reproduce
their calculations. In addition, we used a small core pseudopotential for Na with
a higher number of valence electrons. However, our results highly underestimate
experimental results. We computed a H2O monomer adsorbed on the NaCl(001)
surface. This simulation is not entirely representative of the experiment. Indeed,
at higher coverage, water molecules tend to form clusters and monolayers on the
surface, increasing the adsorption energy per water molecule.

Furthermore, we also computed the vibrational frequencies of an isolated and
adsorbed H2O molecule on the NaCl(001) surface using the method described
in section 4.1.2. Results are shown in Table. 4.5. As for methyl iodide, we see
that the calculated vibrational frequencies of an isolated H2O molecule agree with
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Table 4.5: Calculated harmonic vibrational frequencies using the PBE exchange-
correlation functional of isolated and adsorbed H2O on the NaCl(001) surface.
The shift column represents the difference between the computed values (ad-
sorbed and isolated). Frequencies are in cm−1.

Sym. Exp. (Isolated) Isolated Adsorbed Shift

Bend A1 1595a 1552 1563 −11

Sym. stretch A1 3657a 3629 3605 24

Asym. stretch E 3756b 3728 3699 29

a Porezag et al. [322]
b Shimanouchi et al. [323]

experimental values. Regarding adsorbed vibrational frequencies, a red-shift occurs
for both stretching modes. However, we observe a blue-shift regarding the bending
mode of the water molecule. To our knowledge, no experimental data clearly gives
the vibrational frequencies of adsorbed H2O on a NaCl(001) surface. Nevertheless,
Fajardo et al. [324] and Yamakawa et al. [325] have shown that the H2O stretching
mode frequencies are red-shifted when it is adsorbed on a NaCl(001) surface. Our
results are then partially in agreement with experiments, with a blue-shift computed
for the bending mode of the water molecule.

To conclude, we have succeeded in simulating the H2O adsorption on the
NaCl(001) surface. In addition, the harmonic vibrational frequencies were computed
for the isolated and adsorbed H2O molecule on the NaCl(001) surface. It validates
our method to study the adsorption of CH3I on the NaCl(001) surface in presence
or not of water.

4.2 Adsorption of CH3I on the NaCl(001) surface

The adsorption of CH3I on the NaCl(001) surface is done using two different systems
depending on the exchange-correlation functional. We set the lattice parameter
to the theoretical one (17.04Å for PBE and 16.95Å for vdW-DF-cx) to have a
bulk NaCl at its minimum. We use a cutoff kinetic energy of 680meV. A 4× 4× 1
Monkhorst-Pack k -points mesh is used to compute the CH3I/NaCl(001) system.
Two minimum energy configurations were found for each exchange-correlation
functional.

Minimum energy geometries using PBE are shown in Fig 4.8. We observe two
configurations. The first (a,b) is defined by lying flat adsorption of methyl iodide
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Figure 4.8: Top (a) and side (b) view of the global minimum energy geometry
computed using PBE of CH3I adsorbed on the NaCl(001) surface (configuration 1);
Top (c) and side (d) view of the local minimum energy geometry of CH3I adsorbed
on the NaCl(001) surface (configuration 2). The distance between the iodine atom
and the surface is noted with an arrow.

on the NaCl(001) surface, the C I axis being oriented along the diagonal according
to the surface lattice vectors. The distance between iodine and the surface highly
differs between the two configurations, CH3I being really closer to the surface in
configuration (1). In the second orientation, the C I bond is parallel to a Na Na
axis. In both cases, the I atom is adsorbed on top of a Na atom.

Minimum energy geometries using vdW-DF-cx are shown in Fig 4.9. Two
configurations are observed. They are similar to the ones found using the PBE
exchange-correlation functional. However, the distance between the iodine atom
and the surface is smaller using the vdW-DF-cx exchange-correlation functional. It
reduces this distance from 3.417Å to 3.335Å for the first configuration (a,b) and
from 4.963Å to 3.341Å for the second one (c,d). The second configuration has a
significant variation, with a difference of 1.546Å.

The vdW-DF-cx exchange-correlation functional describes the system better
when only considering minimum geometries. Nevertheless, an essential characteristic
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Figure 4.9: Top (a) and side (b) view of the global minimum energy geometry
computed using vdW-DF-cx of CH3I adsorbed on the NaCl(001) surface (configu-
ration 1); Top (c) and side (d) view of the local minimum energy geometry of CH3I
adsorbed on the NaCl(001) surface (configuration 2). The distance between the
iodine atom and the surface is noted with an arrow.

Table 4.6: Computed adsorption energies of the
CH3I/NaCl(001) system. Energies are in meV.

Configuration 1 Configuration 2

PBE 110 30

vdW-DF-cx 334 315

of an adsorption process is the adsorption energy, even if there are no reliable
adsorption energies to our knowledge. Results are shown in Table 4.6. PBE and
vdW-DF-cx adsorption energies highly differ from each other. This is however not
surprising for configuration 2 since in configuration 2, at PBE level CH3I is really
more distant from the surface compared to the geometry obtained at vdW-DF-cx.
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Figure 4.10: Gas phase experimental [336] and calculated harmonic infrared
spectrum of CH3I adsorbed on the NaCl(001) surface and in the gas phase.

Indeed, a difference of 224meV is calculated for configuration 1 and 285meV for
configuration 2. It has been shown that adsorption processes involving non-covalent
interactions between molecules and the surface are not accurately described using
standard exchange-correlation functionals because they can not account for long-
range van der Waals forces [326–329]. The problem can be overcome using DFT-D
treatment (where the dispersion interaction is calculated semi-classically)[326, 330,
331]. This method improves the physisorption of molecules on surfaces [332–334].
However, van der Waals type density functionals can also overcome this problem,
improving adsorption energies in physisorption processes [292, 335].

Indeed, long-range interactions play an essential role in the adsorption of
CH3I on the NaCl(001) surface. The vdW-DF-cx exchange-correlation functional
gives more accurate results than the PBE one. Then, we will use only the vdW-
DF-cx exchange-correlation functional from this point. The energy adsorption
difference between configurations 1 and 2 is relatively small (14meV). We can
obtain configuration 2 by a rotation of 45° of configuration 1. The infrared spectra
of the gas phase and adsorbed CH3I (minimum energy configuration) are computed
and shown in Fig. 4.10 and Table 4.7. We do not observe significant vibrational
frequency shifts when methyl iodide is adsorbed on the NaCl(001) surface, as
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suggested by the low value of the adsorption energy. Comparing our results with
the work done by Houjeij et al. [96], we do not observe the same frequency shift or
frequencies close to 1024 or 1073 cm−1. Their results are shown in Table 4.8.

Their proposed geometry remains unstable at our level of theory on a bare
perfect NaCl(001) surface. The latter is shown in Fig. 4.11.

Table 4.7: Gas phase experimental and calculated methyl iodide harmonic vibra-
tional frequencies using periodic DFT in gas phase and adsorbed on the NaCl(001)
surface. Frequencies are in cm−1.

Vibrational modes Exp. (gas phase)a Calc. (gas phase)b Calc. (adsorbed)b

C I stretching 533 526 528

CH3 rocking 883 873 870

878

CH3 symmetric deformation 1251 1235 1221

CH3 asymmetric deformation 1410 1406 1405

1415

CH3 symmetric stretching 3011 3008 2989

CH3 asymmetric stretching 3060 3115 3102

3107

a Duncan et al. [304]
b This work / 1 CH3I adsorbed on the NaCl(001) surface

Table 4.8: Experimental methyl iodide vibrational frequencies in gas phase and
adsorbed on the NaCl (001) surface. Data taken from Houjeij et al. [96]. Frequencies
are in cm−1.

Vibrational modes CH3I(g) CH3I(ads) Shift

CH3 symmetric deformation 1262 1024, 1073, 1183, 1220, 1244 −238, −189, −79, −42, −18

CH3 asymmetric deformation 1477 1458 −19

CH3 overtone 2847 2855 8

CH3 symmetric stretching 2953 2961, 2993 8, 40

CH3 asymmetric stretching 2981 3018 37

a Duncan et al. [304]
b This work
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Figure 4.11: Scheme of CH3I monomer adsorption on NaCl and Mulliken charge
distribution calculated with DFT performed using the ωB97XD/aug-cc-pVTZ-PP
level of theory. Figures taken from Houjeij et al. [96].

Nevertheless, we know that surface defects of formation of molecular clusters
can highly modify methyl iodide behavior on the surface. In addition, even if the
DRIFT infrared spectrum was recorded under dry conditions, some water molecules
can remain on the surface. Thus, the effect of water on the adsorption of CH3I has
to be studied to see if it can be neglected for such calculations.

Periodic DFT methods can compute methyl iodide containing clusters adsorbed
on the NaCl(001) surface. Thus, we simulated the adsorption of different dimers
(see in Fig 3.2 of chapter 3) on the NaCl(001) surface. Adsorption energies are
shown in Table 4.10. Moreover, associated vibrational frequencies are shown in
Table 4.9.

We observe that the adsorption energy is increasing as we adsorb dimers on the
NaCl(001) surface, as expected by the definition of the adsorption energy.

Nevertheless, the highest value of the adsorption energy is when methyl iodide
is adsorbed in interaction with a water molecule. Concerning vibrational frequency
shifts, we observe a systematic red-shift for the CH3 symmetric deformation and
symmetric stretching within all the dimers. Concerning the CH3 asymmetric
stretching, we observe a red shift for all dimers except for one vibrational frequency
of the CH3I + H2O system.

We hypothesize that the remaining water molecules on the surface impact the
adsorption of methyl iodide. Thus, we decided to study the effect of water molecules
on the adsorption at different water coverages. Such simulations need a larger
simulation box with a higher number of molecules to be representative. Larger
systems can be computed using classical MD calculations, where the computational
cost per atom is much lower than in periodic DFT calculations.
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Table 4.10: Computed adsorption energies using vdW-DF-cx of CH3I containing
molecular clusters adsorbed on the NaCl(001) surface. Adsorption energies are in
meV.

Species CH3I CH3I + H2O 2CH3I HtT 2CH3I HtH

Eads 334 844 730 683

4.3 Classical molecular dynamics: effect of water
coverage

MD calculations were performed to demonstrate the effect of H2O on the CH3I
adsorption on NaCl(001) surfaces. We used the force field developed in chapter 3.
The SPC/E force field is used to describe water molecules. It is optimized for
interaction with organic molecules [337] and reproduces well the surface tension
of liquid water [338], two essential criteria for our system. The NaCl(001) surface
is described using the parameters of Smith et al. [276]. The latter force field was
picked because it reproduces the experimental lattice constant well, as well as the
interaction with different water models [339].

All the simulations are done in the NVT ensemble, with a thermalization of
2 ns and a simulation time of 3 ns. The Verlet algorithm cutoff scheme with a
neighbor list updated at each step is used. For long-range Coulombic calculations,
the particle-mesh Ewald [271] method is used with a cutoff of 0.9 nm. A plain cutoff
of 0.9 nm is used for Van der Waals interactions. Both potentials are shifted by a
constant such as it is zero at the cutoff. Standard periodic boundary conditions
have been applied. The Berendsen thermostat [232] has been used at a temperature
target of 300 K and a time constant of 0.5 ps.

Previous studies [99, 311, 340] have shown that H2O molecules tend to be
organized as a monolayer on sea salt surfaces. Thus, we firstly adsorbed water
on the NaCl(001) surface and made a 5 ns thermalization at 300K. The second
step is to adsorb 1 CH3I molecule on each surface, thermalized during 2 ns at 300K.
Finally, we computed a 3 ns MD run on the resulting system, where data are
collected . To form a complete theoretical water monolayer on the NaCl(001)
surface, one must have one H2O molecule for each Na Cl pair. Since we have 200
Na Cl pairs per surface, we need 200 H2O molecules on the substrate to form
a complete monolayer. The latter will be defined as a full theoretical monolayer
(TM). However, the initial water molecule positions are randomly distributed at a
maximal distance of 0.6 nm from the upper surface plane.
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Table 4.11: Adsorption energy of methyl iodide on the NaCl(001) surface at
different H2O TM fractions.

H2O TM fraction Mean (kJmol−1) Standard deviation (kJmol−1)

0 −12.8 6.4

25 −21.6 9.4

50 −22.9 9.2

100 −24.3 9.4

The simulated system consists of 1 CH3I adsorbed on a NaCl(001) surface
thermalized at 300K using a Berendsen thermostat [341] during 2 ns, centered
in a 5.54 × 5.54 × 38.98 nm supercell. The box is extended along the z axis to
form vacuum on each side of the NaCl crystal. Both surfaces of the NaCl slab
are used, giving a total of 1 CH3I per interface. Different water coverages1 are
calculated to study the evolution of the adsorption energy. The latter is expressed
as a percentage of a complete H2O TM on the NaCl(001) surface.

4.3.1 Adsorption energy

In order to better understand the effect of water on the CH3I adsorption on
the NaCl(001) surface, we studied the adsorption energy distributions for all the
trajectories. Results are shown in Table 4.11. We can see a high modification of the
mean adsorption energy from 0% TM to 25 and 50% TM, with average adsorption
energies of −12.8 kJmol−1, −21.6, and −22.9 kJmol−1, respectively. Regarding the
standard deviations, we see that they increase as well. Regarding the adsorption
energy at 100% TM, we see a slight drop compared to 50% TM. The standard
deviation remains unchanged. The behavior of adsorbed methyl iodide on the
NaCl(001) surface is strongly modified by H2O, even at low coverage.

To further understand the CH3I behavior adsorbed with water, we have decom-
posed the adsorption energies of the system with 0% and 100% TM as shown in
Fig. 4.12. Due to desorption events and system design, we observe some CH3I CH3I
interactions, mainly in the system without water molecules. The latter are minority
interactions when water is present.

As previously discussed, the adsorption energy distribution is broader at higher
water coverage than at 0% TM. Regarding the system with water molecules, we
can see that CH3I H2O interactions dominate the adsorption energy. The latter

10%, 25%, 50 %, and 100% of a complete H2O monolayer
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Figure 4.12: Adsorption energy of methyl iodide on the NaCl(001) surface: (a) at
0% ; (d) 100 % H2O TM coverage. The CH3I NaCl interaction is represented in
green, the CH3I H2O in blue, and the CH3I CH3I in purple. The relative energy
contribution of the corresponding plots is respectively shown in (b) and (e), whereas
the quantitative ones are presented in (c) and (f).

increases according to adsorption energy, whereas CH3I NaCl interactions remain
constant after 30 kJmol−1. We observe that H2O molecules increase adsorption
energy, even at low coverage.

4.3.2 Angular distribution

Houjeij et al.[96] have proposed a CH3I adsorption geometry with the CI vector
normal to the surface, the methyl group being attached to the surface. We have
analyzed the molecular axis orientation with respect to the surface normal for each
H2O coverage to check if we have a similar structure during our MD calculations.
The results are shown in Figure 4.13.
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Figure 4.13: Angular distribution between the CI vector and the normal of the
surface: (a) at 0%; (b) at 25%; (c) at 50%; (d) at 100% theoretical monolayer
coverage.

For each water TM coverage, we see a peaked angular distribution around 90°
between the CI vector and the normal to the surface. It suggests an orientation of
methyl iodide parallel to the surface, similar to the static equilibrium geometries
shown in Figure 4.9. The number of configurations close to 0 or 180° is negligible.
This angle would correspond to the geometry inferred in the experiments. From
our statistics, it is very unlikely to have it. The orientation distribution is not
significantly modified when water covers the surface.

4.3.3 Effect of the temperature

Previous sections show broad adsorption energy and angle distributions of adsorbed
CH3I on the NaCl(001) surface. We hypothesize that it is due to temperature
effects. Indeed, a temperature of 300K can allow methyl iodide to explore all
the possible configurations on the surface. It can be verified by measuring the
adsorption energy and angle distribution by varying the temperature. Results are
shown in Fig 4.14 and Table 4.12.

We observe that the adsorption energy distribution’s mean decreases when
temperature decreases. At 10K, the mean adsorption energy is much lower than at
200K (−16.4 kJmol−1). In addition, the associated standard deviation is linearly
increasing with the temperature.
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Figure 4.14: Evolution of the adsorption energy and angle distribution of CH3I
adsorbed on a bare NaCl(001) surface according to temperature.

Table 4.12: Adsorption energy and angle distributions averages and standard
deviations of the CH3I/NaCl(001) system at different temperatures.

Adsorption energy (kJ mol−1) Angle (°)

Temperature (K) Mean Standard dev. Mean Standard dev.

10 −25.2 0.7 81.9 1.6

50 −24.3 1.3 81.8 3.5

100 −22.5 2.4 82.0 6.0

200 −16.4 5.1 93.2 23.0

The mean angle distribution is not evolving for a temperature range of 10 to
100K, with a constant mean angle at 82°. However, this value slightly increases at
200K, with a mean value of 93.2°, closer to the value obtained at 300K. As the
temperature increases, the angle distribution standard deviation increases linearly
for temperatures from 10 to 100 K. At 200K, the latter value highly increases.

For the adsorption of methyl iodide on a bare NaCl(001) surface, we observe
temperature effects on the adsorption energy and the angle distribution. We also
see significant differences when the system is below 200K. Methyl iodide can
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Figure 4.15: Radial distribution function (green) and cumulative radial distribu-
tion function (blue) between CH3I and H2O: (a) at 25% TM ; (b) at 50% TM ; (c)
at 100% TM.

explore all the NaCl(001) surface at 300K, resulting in broad adsorption energy
and angle distributions.

4.3.4 Radial distribution function

Radial distribution functions (RDFs) are commonly used to analyze MD simulations.
The RDF is a probability distribution function that describes the distribution of
particle pairs as a function of the distance between them. In other words, it
describes the spatial arrangement of particles in a system. The cumulative RDF,
which is the integral of the RDF, provides additional information about the system
by quantifying the number of particles within a certain radius of a given particle. In
this way, the cumulative RDF measures the coordination number around a particle.

The center-of-mass / center-of-mass RDFs between H2O and methyl iodide are
shown in Figure 4.15 for all water coverages. RDFs for all coverages are similar, with
a maximum of around 0.38 nm. Regarding the cumulative RDFs, we observe an



126 CHAPTER 4. CH3I adsorption on the NaCl(001) surface

a) b)

c) d)

Figure 4.16: Top (a,c) and side (b,d) snapshot of the MD simulation at 300K at
0% and 100% of a complete TM, respectively. Na atoms are represented in yellow
whereas Cl atoms are represented in green.

average number of 2 H2O molecules at the maximum at 25 and 50% TM. However,
the latter increased up to 3 molecules at 100% TM. This increase in the number
of water molecules around CH3I agrees with the highest value of the adsorption
energy at this coverage. As shown in Fig. 4.16, H2O molecules surround methyl
iodide. It increases the average adsorption energy of the latter and contributes to
its stabilization at the surface.

4.4 Conclusion

The presence of water on a NaCl(001) surface has a non-negligible effect on the
methyl iodide adsorption: the adsorption energy of the latter is increased by
CH3I H2O interactions. A 25% TM H2O can multiply the adsorption energy by a
factor of 2.

In contrast with previous results [96], our study found a horizontal orientation
of methyl iodide on the NaCl surface with or without H2O. In addition, we have



4.4. Conclusion 127

not observed significant vibrational frequency shifts upon adsorption of CH3I on
the surface, even for cluster adsorptions. This result agrees with the low value
of the adsorption energy. Additional calculations on CH3I nH2O or CH3I CH3I
adsorption dimers can be considered to give further information. Nevertheless, a
high shift is usually linked to a massive change in the structure, like reactivity in
the molecular system. The latter can be induced by surface defects and may not
be observed on a perfect surface. The influence of surface defects was beyond the
scope of the present work but would definitively need some specific investigations.
Surface specific experiments could also be considered to better understand the
methyl iodide adsorption on NaCl.
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CHAPTER 5

CH3I adsorption on amorphous solid water
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5.4 Conclusion 151

Amorphous solid water (ASW) is a solid form of ice different from the crystalline
structure. This form can be found in space, in the interstellar medium at the surface
of dust grains at low (T <120K) temperatures [342, 343]. Nonetheless, its presence
is also postulated in the Earth’s upper atmosphere [111, 112]. Experimentally,
ASW surfaces can also be used in low temperature experiments, as it was done
by DeSimone et al. [134] among others [117, 118, 157–159]. These solid phases
have the particularity to display free OH bonds dangling at the surface. In the
literature, they are called dOH [114, 117, 118, 122, 123, 344, 345]. dOHs present a
small adsorption peak around 3700 cm−1 on bare ASW surfaces.

Numerous experimental [114, 115] and theoretical [116, 123, 124] studies have
shown that the presence of an adsorbate induces a red shift of the dOH vibrational
frequencies. Indeed, measuring the vibrational shift gives indication on the strength
of the interaction between the adsorbate and the surface. Determining the shift
induced by a molecule is thus a crucial information to characterize adsorbed
compounds, even if the shift is small (tens of cm−1).

129
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This chapter aims at determining the dOH vibrational frequency shifts induced
by methyl iodide on ASW. It is a challenging task because of the nature of ASW
surfaces, presenting a non-ordered molecular behavior. In addition, vibrational
spectra are not accurately reproduced by force field methods. Thus, computing
vibrational frequencies imply an explicit electronic description, with the concerned
molecules at their minimum energy geometries. Therefore, a statistical analysis
of all possible configurations is crucial to obtain an average spectrum as obtained
experimentally.

The strategy employed in this part is inspired by previous work of Michoulier
et al. [123, 133, 346] but using a different methodology for the QM treatment and
extraction of the vibrational spectra. It starts with MD calculations of an ASW
slab to probe statistically possible configurations of adsorbed CH3I molecules on
this surface. Then, a selection is made to find the most relevant configurations by
regrouping them according to different criteria that will be detailed. Finally, the
relevant configurations are extracted and computed using the multilevel ONIOM
method to calculate the vibrational frequencies.

5.1 Generating adsorption geometries

As already stated before, classical MD simulations allow us to handle larger systems
compared to quantum calculations. Moreover, to simulate the non-ordered ASW
surface, we need to use a large simulation box (similar size as for the CH3I/NaCl
system done in chapter 4). This work was previously done by Michoulier et
al.[123, 133, 346], when studying the effect of adsorption of polycyclic aromatic
hydrocarbons on ASW surfaces, among others. We have used the same structures
of the ASW slabs.

Using the TIP4P-2005 water model [338, 347], they started with a crystalline
water system at 77K and 1 bar during 10 ns, using the Gromacs package [246,
348–354]. The whole system contains 3360 water molecules. The next step was
to gradually increase the pressure by incrementing it by 1.5 kbar every 5 ns until
reaching 15 kbar. At this point, the crystal structure is broken, and the system is
called a high-density amorphous solid water system. Then, the pressure is decreased
to 1 bar by steps of 1.5 kbar. The final step in obtaining our ASW system is to heat
the system at 200K before cooling it down to 77K and equilibrating it during 10 ns.
The resulting ASW system is called low-density amorphous solid water within these
conditions. After analyzing the final system, the comparison between the densities
and the radial distribution functions showed a good agreement with experimental
results.

Starting from bulk low-density ASW, we need to build a slab to adsorb methyl
iodide. To do so, we have expanded the simulation box in the z-direction to create
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two interfaces. Then, we have thermally equilibrated the system at 77K during
5 ns.

We took the ASW slab generated following the method previously described.
To model CH3I adsorption, NVT trajectories were performed with the Berendsen
thermostat at a target temperature of 77K and a coupling constant of 0.5 ns. The
system is equilibrated during 2 ns thermalization. The last 3 ns were used for the
analysis. The Verlet algorithm cut-off scheme with a neighbor list updated each
step is used. For long-range Coulombic calculations, the particle-mesh Ewald [271]
method is used with a cut-off of 0.9 nm. A plain cut-off of 0.9 nm is used for Van
der Waals interactions. The force field built as described previously and validated
with the TIP4P/2005 model [338, 347] is used to describe methyl iodide interaction
with ice.

The first aim is to generate adsorption geometries of CH3I at the ice surface.
Our ASW slab contains 1344 water molecules centered in a 2.65× 3.07× 9.24 nm
simulation box. Using a slab allows us to run two simulations simultaneously,
with one or two CH3I molecules adsorbed on each interface. An illustration of
the whole system is represented in Fig. 5.1. As the surface is amorphous and the
studied temperature is very low, we need to have several trajectories with different
initial conditions to sample the system correctly. We randomly selected 18 bare
ASW surfaces from the previously described NVT equilibration at 77K. Thus, we
performed a total of 18 trajectories on the CH3I/ASW system. Because the slab
have two surfaces and because we have CH3I adsorbed on each side, the number of
generated trajectories is the double, with a total of 36 trajectories simulated.
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Figure 5.1: Illustration of adsorption geometry obtained by classical molecular
dynamics calculation. One CH3I molecule is adsorbed on each part of the slab.

5.1.1 Selecting configurations

The next step is to extract representative configurations of adsorbed methyl iodide
on the ASW surface. First, we will analyze each trajectory to understand how
CH3I evolves on the surface.

One essential aspect of the adsorption process is the adsorption energy. The
latter is not constant over time and may vary from one trajectory to the other.
Then, we can look at its time evolution during the simulation or the probability
distribution to find a configuration within a given adsorption energy. The second
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Figure 5.2: Distribution of the adsorption energy of CH3I on the ASW surface.
The blue line corresponds to the probability distribution fitted to a Gaussian
function; the green dashed line to the mean, and the green region to be within
10% around the mean. The standard deviation is indicated as σ.

option better suits our objectives by highlighting which configurations are most
likely to occur, as shown in Fig. 5.2 for one trajectory.

In the present case, the adsorption energy distribution of the methyl iodide
on the ASW surface (blue bars) follows a Gaussian distribution with an average
of 23.29 kJmol−1 and a standard deviation of 2.29 kJmol−1. It suggests that only
one relevant configuration has been found. It can be verified by studying the
in-plane CH3I trajectory on the ASW surface, shown in Fig. 5.3. It shows that
CH3I remains trapped in the adsorption site after 300 ps. Both figures suggest
that this trajectory presents only one representative adsorption geometry, with
oscillations in the potential well. An illustration of the corresponding adsorption
geometry is presented in Fig 5.4.

Then, we can plot the corresponding Gaussian distribution (blue line in Fig. 5.2).
The latter is also known as the probability function. Then, we can define an area
around the mean adsorption energy corresponding to 10% of the most probable
configurations (green area). Finally, we decide to pick configurations within this
area for further quantum calculations.

We can find more than one representative configuration among all our tra-
jectories as represented in Fig. 5.5 for one trajectory. In the present case, we
can define one Gaussian distribution of the adsorption energy per configuration.
We can isolate the first configuration (blue) described by a Gaussian distribution
with an average adsorption energy of −23.74 kJmol−1 and a standard deviation of
2.21 kJmol−1. In addition, we define the second representative configuration with a
Gaussian distribution of the adsorption energy with an average of −30.86 kJmol−1

and a standard deviation of 2.50 kJmol−1. The corresponding in-plane trajectory
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Figure 5.3: In-plane motion of CH3I adsorbed on the ASW surface when finding
one adsorption geometry in one trajectory. The colors and the dots are related to
time along the trajectory. The X and Y axes correspond to the surface directions
(a and b vectors).

(a) (b)

Figure 5.4: Snapshots of the adsorption geometry of CH3I on the ASW surface
after 300 ps: (a) Side view, (b) Top view.
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Figure 5.5: Density distributions of the adsorption energy of CH3I on an ASW
surface. The first configuration is blue (1), and the second is purple (2). The
corresponding standard deviations are indicated as σ.

Figure 5.6: In-plane motion of CH3I adsorbed on the ASW surface when finding
two adsorption geometries in one trajectory. The colors and the dots are related to
time along the trajectory. The X and Y axes correspond to the surface directions
(a and b vectors).

is shown in Fig 5.6. We see that the CH3I molecules is firstly trapped in a first
potential well during the first 700 ps. Then, the molecule moves quickly to another
potential well until the end of the simulation. This displacement agrees with
finding two adsorption geometries in the present case. Illustrations of the different
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(a) (b)

(c) (d)

Figure 5.7: Snapshots of the adsorption geometry of CH3I on the ASW surface:
before 700 ps (a) Side view, (b) Top view; after 700 ps (c) Side view, (d) Top view.

adsorption geometries found in this trajectory are presented in Fig. 5.7.
Among all the trajectories, we obtained one extreme case. For this trajectory,

we found the adsorption energy of CH3I on the ASW surface probability distribution
presented in Fig. 5.8. In this extreme case, the adsorption energy distribution
follows a Gaussian distribution with an average of −41.86 kJmol−1 and a standard
deviation of 2.53 kJmol−1. Thus, there is a factor 2 between the adsorption energy
found in this trajectory and the one previously studied and presented in Fig. 5.2. In
addition, both distributions are not even overlapping, suggesting a totally different
geometry. The latter is illustrated in Fig. 5.9. Compared to the other adsorption
geometries, we see that methyl iodide is adsorbed in a cavity in the ASW surface.
As a consequence, the amount of water molecule around CH3I is much higher
than for the other adsorption geometries. It leads to an increase of the adsorption
energy. Nonetheless, this extreme case appends only once among all our trajectories.
Therefore, the probability to have such adsorption geometry in our system must be
lower than the ones previously found.
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Figure 5.8: Distribution of the adsorption energy of CH3I on the ASW surface for
the extreme case. The blue line corresponds to the probability distribution fitted
to a Gaussian function; the green dashed line to the mean, and the green region to
be within 10% around the mean. The standard deviation is indicated as σ.

(a) (b)

Figure 5.9: Snapshots of the adsorption geometry of CH3I on the ASW surface
for the extreme case: (a) Side view, (b) Top view.

The same methodology is applied to all the trajectories done in this chapter.
In total, 53 configurations were found with this method. Even if this method does
not ensure that all the configurations are found, it gives a representative picture of
the most probable adsorption geometries.

By running 36 trajectories of CH3I adsorbed on the ASW surface, we were
able to collect in total 162 053 points with a total duration of 108 ns, including
different adsorption geometries and energies. Using all these data, we can look at
the probability distribution of all the adsorption energies. The latter is shown in
Fig 5.10. We observe that the probability distribution does not follow a Gaussian
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Figure 5.10: Distribution of the adsorption energy of CH3I on the ASW surface
for all the trajectories.

distribution. The highest probability is found for adsorption geometries with a
corresponding adsorption energy around −29 kJmol−1. Rare events (with low
probabilities) are observed for highest adsorption energies. It corresponds to the
extreme case previously described. Such events depending on the surface topology
and the displacement of methyl iodide on the ASW surface, it is consistent to find
low probabilities for an adsorption into a cavity present on the surface.

5.2 Clustering configurations

Using MD calculations, we have obtained 53 possible configurations of adsorbed
methyl iodide on the ASW surface. Nevertheless, many configurations have similar
adsorption energies and may be redundant. Treating all these configurations at the
QM level is not possible due to the high computational cost. We observed that
many configurations have similar adsorption energies. This section will further
analyze these configurations and identifies the most relevant ones that will be used
in the QM model.

We need to define parameters on which we can group and evaluate configurations.
First, all the configurations found during the thermalization of the system (first 2 ns)
of the simulation are removed. Because our force field fails to describe CH3I · · ·CH3I
correctly, all configurations showing CH3I · · ·CH3I interactions are removed too.
The latter is not a rare event, as it concerns around 40% of the total number of
configurations.

At ASW surfaces, two types of intermolecular interactions are driving the
adsorption process: The number of I · · ·H H-bonds between the iodine of CH3I
(I-HW) and CH · · ·O H-bonds between the hydrogen of CH3I and the oxygen of



5.2. Clustering configurations 139

Figure 5.11: Schematic representations of the conditions to count a I-HW inter-
molecular hydrogen bond (blue) and a H-OW intermolecular hydrogen bond (red).

water molecules (H-OW). Based on the hbond algorithm of the Gromacs package
which calculates the number of hydrogen bonds between molecules, we assume
formation of such bonds if we have:

• An interatomic distance lower than 3.5Å.

• An angle between both three concerned atoms lower than 30°.

These conditions are summarized schematically in Fig. 5.11.
We can also count the number of water molecules close to the adsorbed methyl

iodide (coordination number). Indeed, this number also influences the number
of interactions that the adsorbate has, increasing its adsorption energy with the
ASW surface. The water molecules are located into spheres around methyl iodide
called coordination sphere. To compute the radius of these spheres, we compute
the center-of-mass/center-of-mass RDF between methyl iodide and water. Results
are displayed in Fig. 5.12. The first coordination sphere has a radius between
0.39 nm to 0.41 nm and the second one between 0.46 nm to 0.48 nm. Then, all
water molecules with their center of mass at a distance lower than 0.5 nm from the
methyl iodide molecule are considered close to CH3I (counting both the first and
second coordination spheres).

Applying these filters to our selected configurations drastically decreases the
number of adsorption geometries from 53 to 13 with associated parameters: the
number of H2O molecules surrounding CH3I, the number of I-HW and H-OW
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Figure 5.12: Center-of-mass center-of-mass radial diffusion functions between
methyl iodide and water for one trajectory.

intermolecular bonds, and the corresponding adsorption energy1. All this infor-
mation is gathered in Table 5.1. We observe that there is no direct correlation
between the number of hydrogen bonds and the adsorption energy. As expected,
the adsorption energy is larger when there are many water molecules around methyl
iodide. Finally, having both water molecules and hydrogen bonds tend to favor
adsorption. Adsorption energies ranged from −23.3 kJmol−1 to −41.9 kJmol−1.
This large difference comes from the high differences between adsorption geometries,
as discussed previously and present in Fig. 5.4 and 5.9. The highest adsorption
energy corresponds to the adsorption of CH3I in a cavity.

In order to better understand how the adsorption energy evolves according
to the parameters, we can discriminate results according to the number of I-HW
intermolecular bonds. We have 7, 5, and 1 configurations for 0, 1, and 2 I-HW
bonds respectively. Starting with the configurations with 0 I-HW bond, we can
visualize the results as shown in Fig. 5.13

We observe a clear correlation between the interaction energy and the number
of water molecules and H-OW bonds. Indeed, as both parameters increase, the
interaction energy increases. Regarding the geometries and values of the parameters,
we can split them into three groups of similar configurations. We choose the
vibrational frequencies of the most stable configuration for each group.

The process is repeated for configurations presenting one I-HW bond. The results
are presented in Fig 5.14. The same observations can be made for configurations
with one I-HW bond. One exception is the last configuration, presenting a high
interaction energy without any H-OW bond and a lower number of water molecules

1These energies are taken from the MD trajectory. There is no geometry optimization and the
resulting energies are computed using the force field.
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Table 5.1: Representation of the 13 configurations found for the CH3I adsorption
on the ASW surface and their associated parameters

Index Adsorption energy
(kJ mol−1)

Number of
I-HW
bonds

Number of
H-OW
bonds

Number of H2O
molecules within 5Å

from COM.

0 −23.2 1 0 2

1 – G4 −25.0 1 0 2

2 −26.1 0 0 8

3 – G1 −26.4 0 1 9

4 – G3 −29.0 1 0 3

5 – G6 −29.7 1 1 8

6 −30.8 0 1 11

7 – G2 −30.5 0 1 10

8 −30.8 0 1 11

9 −30.6 0 1 10

10 – G7 −31.6 1 0 6

11 – G8 −35.0 2 0 3

12 – G3 −41.9 0 2 14

surrounding CH3I than the previous configuration in terms of interaction energy.
In this case, we can define four different groups of similar configurations. Only one
configuration presents two I-HW bonds.

In this section, we have seen how we reduced the number of representative
configurations by classifying the configurations according to various parameters.
We have grouped similar configurations allowing us to compute only the lowest
configuration for each group, reducing the number of calculations needed for the
study. Overall, we have reduced the number of configurations from 53 to 8 (now
labeled G1 to G8). The next section will discuss how we have computed the dOH
vibrational frequencies with and without adsorbed methyl iodide on the ASW
surface.
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Figure 5.13: Adsorption energy variation for configurations without any I-HW
bonds. The number of neighboring water molecules and of H-OW bonds is also
reported. Some groups are defined based on these criteria as discussed in the text.

Figure 5.14: Adsorption energy variation for configurations with one I-HW bonds.
The number of neighboring water molecules and of H-OW bonds is also reported.
Some groups are defined based on these criteria as discussed in the text.

5.3 Vibrational frequencies

We have seen how we can generate and reduce the number of representative
configurations of adsorbed methyl iodide on an ASW surface at 77K. The last
step of the whole process consists in computing the vibrational frequencies of the
configurations with and without the CH3I molecule.
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Figure 5.15: Schematic representation of the extraction of the system of interest.
The total extracted system corresponds to a sphere of radius I2 = I1 + t. The inner
sphere of radius I1 contains the molecules that are minimized. The spherical shell
of radius t represents the molecules kept frozen to maintain the system and account
for long-range interactions.

The CH3I + ASW molecular system has many atoms (4042 atoms for a system
with one adsorbed CH3I molecule). Then, we first need to reduce the number of
molecules in the system before running quantum calculations. The area of interest
is located around the CH3I adsorption site. Indeed, there is no need to simulate
the whole system to obtain reliable vibrational frequencies at the surface of the
ASW. One solution is to draw a sphere around CH3I to focus on the area of interest.
Then, the water molecules in the periphery of the sphere are maintained to keep
the structure of the system as it was in the classical MD calculations. Indeed, if we
allow these molecules to move, the whole system will expand and will not represent
methyl iodide adsorption on the ASW surface at 77K. In addition, the methyl
iodide molecule and few water molecules around the adsorbate have to be free to
move during the optimization. Indeed, we can only compute vibrational frequencies
when the system is at its minimum energy geometry. To summarize, we extract a
sphere around CH3I without freezing the molecules, and a spherical shell of frozen
water molecules around the previous sphere, as shown in Fig. 5.15.

The next step is to compute the vibrational frequencies using quantum cal-
culations. First, we need to pick a method which suits well with the system.
ONIOM [355] (Own N-layered Integrated molecular Orbital Molecular Mechanics)
is a computational method used in quantum chemistry to model large molecular
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Figure 5.16: Subtractive high-level/low-level coupling as implemented in the
ONIOM method.

systems at different levels. This method combines a high-level quantum mechanical
method in small regions of the system with a lower level for the larger, less critical
parts to achieve high accuracy. It enables the calculation of properties (such as
vibrational frequencies) that would be otherwise unfeasible with purely quantum
mechanical methods. The ONIOM method is a “subtractive” or “extrapolative”
scheme. Writing the high-level region/method as HL and the low-level ones as LL,
the energy is calculated as:

EONIOM = ELL(HL+LL) + EHL(HL)− ELL(HL) . (5.1)

Eq. 5.1 is illustrated in Fig. 5.16.
We used the hybrid ONIOM method [355] at the M062-X/6-311+G(2df,2p)//PM6

level of theory. In other words, the molecules around methyl iodide are computed
at the M062-X/6-311+G(2df,2p) level of theory, whereas the other water molecules
(the frozen ones) are computed at the PM6 semi-empirical level of theory [356].
This approach combines the accuracy of DFT calculations, the low computational
cost of semi-empirical ones, and eliminate the mechanical/electrostatic embedding
issues of QM/MM ONIOM methods [357]. To extract the system of interest, we
set a sphere radii I1 to 5.0Å and I2 to 9.0Å according to the CH3I center of mass.
The total of water molecule inside each region (HL and LL) are given in Table 5.2.

We observe that all the calculations do not have the same number of water
molecules in the HL and the LL regions. These numbers vary from 2 to 14 water
molecule in the HL regions and 22 to 50 for the LL ones. To illustrate these
calculations, one example of ONIOM calculation is displayed for G3 in Fig. 5.17.
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Table 5.2: Number of H2O molecules inside the high-level (NHL) and the low-level
(NLL) region for each groups in ONIOM calculations.

NHL NLL Total

G1 9 31 40

G2 10 31 41

G3 14 50 64

G4 2 22 24

G5 3 26 29

G6 8 26 34

G7 6 39 45

G8 3 26 29

Comparing the bare ASW surface with the one containing one adsorbed CH3I,
we see that some water molecules close to the adsorbate does not have the exact
same position. We displayed the difference between both structures in Fig. 5.18.

Even if both structures are similar (with a corresponding RMSD value of
0.215Å), we see that structures show small differences. Indeed, the water molecules
having H-bonds with methyl iodide in the CH3I/ASW system rotate in the bare
ASW one, favoring H-bonds with other water molecules. These small rotations have
an impact on the computed vibrational frequencies. Nevertheless, it is impossible to
avoid this phenomena as it is mandatory to have optimized structures to compute
harmonic vibrational frequencies. Table 5.3 shows the RMSD values for all the
geometries between both systems.

These values range between 0.058Å to 0.461Å. Then, only a few amount of
water molecules move from one system to the other. The highest RMSD value is
found for G6 systems. They are represented in Fig. 5.19. We identify one water
molecule which has a different position when CH3I is adsorbed on the surface or
when it is removed. This movement explains the high value of the RMSD for G6.

For some adsorption geometries, the optimization of the HL regions induces
I-HW Hbond breaking. Then, it is necessary to compute the latter for the optimized
geometries. Table 5.4 only shows the dOH vibrational frequencies identified with the
visualization software Molden [358]. In our system, it corresponds to the highest
computed vibrational frequencies. We observe that dOH vibrational frequencies
are red-shifted, going from the bare ASW surface to the one with one CH3I
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(a) (b)

Figure 5.17: ONIOM optimized geometries of adsorbed CH3I on the ASW surface
for group G3. Water molecules in the HL region are represented with balls and
sticks, whereas the ones in the LL region are represented with lines. (a) CH3I +
ASW; (b) bare ASW.

Figure 5.18: ONIOM superposition of optimized geometries of the system for
G3 with (red) and without (blue) adsorbed CH3I on the ASW surface. The
corresponding RMSD value is 0.215Å.
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Table 5.3: ONION RMSD values comparing the CH3I/ASW and bare ASW
system for each calculated group.

RMSD (Å)

G1 0.058

G2 0.039

G3 0.215

G4 0.103

G5 0.134

G6 0.461

G7 0.193

G8 0.235

molecule adsorbed on it. Shifts are varying between 1 to −55 cm−1. In section 5.1,
more precisely in Fig 5.10, we have calculated the adsorption energy probability
distribution. Using these probabilities, we can compute a weighted average for
the vibrational frequency shifts. The corresponding weighted average red shift
is 20 cm−1. Furthermore, we observe a correlation between the presence of a
I-HW Hbond and a high dOH red shift. For group G4 and G7, we observe a
maximum dOH red shift of −55 and −48 cm−1, respectively. These values are
higher than the one observed for G1 (−29 cm−1). It suggests that the adsorption
geometry (particularly the presence of I-HW Hbonds) is an essential parameter
that influences the value of dOH vibrational frequency shifts upon the adsorption
of CH3I. Nonetheless, having an adsorption geometry presenting I-HW bonds is
not systematic, as CH3I can be adsorbed without any of these particular Hbonds.

Another way to represent the results is by considering the dOH IR vibrational
frequency intensities. In this statistical approach, we can simulate the IR absorption
spectrum of each cluster by applying a Lorentzian smearing on each frequency
of 10 cm−1. Then, we can average all the obtained spectra by normalizing their
intensities. The latter are weighted accordingly to the probability to observe the
following configuration according to our MD trajectories. The resulting spectra are
shown in Fig. 5.20. We observe the IR signature of methyl iodide with peaks at
800, 1250, 1400, and 3100 cm−1 comparing the CH3I+ASW spectrum with the bare
ASW one. To identify the IR band maximums, we computed the first-derivative
of the IR intensity according to frequencies. When this derivate is zero, we can
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(a) (b)

(c)

Figure 5.19: ONIOM optimized geometries of adsorbed CH3I on the ASW surface
for group G6. Water molecules in the HL region are represented with balls and
sticks, whereas the ones in the LL region are represented with lines. (a) CH3I +
ASW; (b) bare ASW; (c) superposition of CH3I/ASW (red) and bare ASW (blue)
with a corresponding RMSD value of 0.461Å.
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Table 5.4: ONIOM dOH calculated vibrational frequencies at the M062-X/6-
311+G(2df,2p)//PM6 level of theory. All the frequencies are expressed in cm−1.

Name HW I numbers CH3I+ASW ASW Shift

G1 0 3895 3911 −16

0 3905 3934 −29

G2 0 3895 3899 −4

0 3925 3924 1

G3 0 3873 3880 −2

G4 1 3765 3809 −55

1 3824 3879 −55

G5 0 3838 3847 −9

G6 0 3917 3934 −17

G7 0 3904 3908 −4

G8 2 3833 3848 −15

2 3917 3869 −48

Weighted average −20

identify rather a maximum or a minimum. The first derivatives of both systems
are shown in Fig. C.1. Regarding dOH vibrational frequencies, we observe a slight
shift of 14 cm−1, going from 3913 cm−1 to 3899 cm−1. This value is slightly lower
than the one found with the previous method (−20 cm−1). In addition, we also
observe a small vibrational frequency red-shift of water vibrational frequencies from
1648 cm−1 to 1642 cm−1, highlighted by the difference spectrum in red and the first
derivatives previously introduced.
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Figure 5.20: IR weighted spectra obtained after averaging over 8 configurations according to their respective
probabilities of: (green) CH3I adsorbed on ASW surface; (blue) Bare ASW; (red) Difference between both spectra. A
Lorentzian smearing of 10 cm−1 has been applied.
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5.4 Conclusion

In this chapter, we have established a strategy to compute the dOH vibrational
frequency shifts when a CH3I molecule is adsorbed on a ASW surface. We ran MD
calculations at 77K to generate relevant and representative adsorption geometries.
Then, we reduced the number of configurations based on interaction energies,
intermolecular bonding and coordination numbers. Our calculations show that
the adsorption energy is impacted by the number of surrounding water molecules
around methyl iodide, stabilizing configurations located on surface cavities.

To account for the different possible configurations, we have averaged the
theoretical IR spectra of the bare ASW surface and the CH3I+ASW systems. We
have shown that, in average, vibrational red shifts of 14 cm−1 to 20 cm−1 occur for
the dOH when CH3I is adsorbed on the surface. In addition, we observed small
red shifts for H2O vibrational modes from 1648 cm−1 to 1642 cm−1 (bending mode)
induced by the adsorption of methyl iodide on the ASW surface.

Our results show the significance of the adsorption geometry sampling, wherein
different geometries do not induce the same vibrational dOH shift. Associating
them with their probability to occur and averaging their IR spectra allow us to
reproduce IR band broadening, making possible comparisons with experiments
possible. The IR band broadening is large, implying a low signal to noise ratio.
In addition, several different molecules induce an equivalent red shift of the dOH
vibrational frequencies upon adsorption. As a consequence, it might be challenging
to identify molecules in interstellar medium based only on these dOH red shifts.

To improve our simulations, we can increase the number of adsorption geometries
computed using the ONIOM method. This will increase the number of measured
dOH vibrational frequencies and increase the accuracy of the calculated average
weigthed IR spectra. In addition, the use of a polarizable and improved force
field should improve the description of the CH3I/ASW interaction and allow the
simulation of CH3I dimers or clusters adsorbed on the ASW surface by classical
MD calculations.
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CHAPTER 6

Gas phase reaction of methyl iodide with hydroxyl radical
without and with water: a theoretical investigation
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The important role of methyl iodide (CH3I) in the atmosphere was highlighted in
the manuscript’s introduction. The reactivity of CH3I with OH has already been
studied several times, both theoretically [83, 359] and experimentally [360–362].
Indeed, complete and accurate thermokinetic databases are required to perform
global geophysical simulations properly [363, 364].

Recent studies [103, 108–110, 365, 366] show that a single water molecule
may have important consequences on the gas phase chemistry. Indeed, H2O is
known to form stable molecular complexes (MCs) with polar molecules and radical

153
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Figure 6.1: Schematic representation of OH optimized at the M06-2X/6-
311+G(2df,2p) level of theory. The distance is expressed Angströms.

compounds. Picked as a catalyst for gas phase reactions, water molecules can
modify the energetic barrier as well as the kinetic of chemical reactions through
their intermolecular hydrogen bonds. This effect is likely to increase with the
number of H2O molecules inserted as catalysts until the formation of the first
solvation shell.

In this chapter, we want to see the effect of adding one water molecule to the
well-known CH3I + OH reaction by measuring the energetic barrier differences and
observing the modifications of MCs and transition states (TSs) structures. The
two explored pathways are the following:

OH + CH3I + H2O CH2I + 2H2O (R30)
OH + CH3I + H2O HOI + CH3I + H2O (R31)

where the first reaction corresponds to the hydrogen abstraction (Habs) and the
second one to the iodine abstraction (Iabs) from CH3I. Energetic profiles and all
geometry optimizations are calculated at the M06-2X/6-311+G(2df,2p) level of
theory using the Gaussian 16 packages [244].

6.1 Structures of reactants and products

6.1.1 Structure of OH

We have represented the optimized geometry structure of the hydroxyl radical
in Fig. 6.1. The calculated distance between O and H (0.971Å) is in excellent
agreement with the experimental one (0.970Å) [367].

6.1.2 Structure of CH3I

Similarly, we have optimized the methyl iodide molecule at the same level of theory.
A visual representation of the optimized molecule can be found in Fig. 6.2. Table 6.1
presents the experimental and calculated geometric parameters at the same level
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Figure 6.2: Schematic representation of the CH3I optimized geometry at the
M06-2X/6-311+G(2df,2p) level of theory. The distances are in Angströms; angles
and dihedral angles are in degrees.

Table 6.1: Geometric parameters of CH3I optimized at the M06-2X/6-
311+G(2df,2p) level of theory in comparison with literature.

r C I, Å r H C, Å ∡ ICH, ° ∡ HCH, ° References

2.136 1.082 107.8 111.1 This work

2.136 1.084 107.5 111.4 Kuchitsu [368]

of theory. Experimental data [368] were obtained by Raman spectroscopy. Again,
the calculated values are in excellent agreement with the experimental ones.

6.1.3 Structure of CH2I

Then, we optimized one possible product, the CH2I radical. A schematic repre-
sentation of the latter is shown in Fig. 6.3. Table 6.2 compares the computed
geometric parameters at the M06-2X/6-311+G(2df,2p) level of theory (this work)
with ones at other levels of theories in the literature. Indeed, we have not found
any experimental measurements of CH2I in the literature. The calculated values
are in excellent agreement with other theoretical studies.
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Figure 6.3: Schematic representation of the CH2I optimized geometry at the
M06-2X/6-311+G(2df,2p) level of theory. The distances are in Angströms; angles
and dihedral angles are in degrees.

Table 6.2: Geometric parameters of CH2I optimized at the M06-2X/6-
311+G(2df,2p) level of theory in comparison with literature. The distance is
in Angström; the angle is in degrees.

r C I, Å r H C, Å ∡ ICH, ° ∡ HCH, ° References

2.041 1.075 118.6 122.9 This work

2.030 1.074 118.2 – Louis et al. [83]a

a MP2/cc-pVTZ
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Table 6.3: Geometric parameters of H2O optimized at the M06-2X/6-
311+G(2df,2p) level of theory in comparison with literature.

r O H, Å ∡ HOH, ° References

0.958 105.2 This work

0.958 104.5 Hoy et al. [369]

0.959 103.5 Louis et al. [83]a

a MP2/cc-pVTZ

6.1.4 Structure of H2O

Similarly, we have optimized the water molecule at the same level of theory. A
visual representation of the optimized molecule can be found in Fig. 6.4. Table 6.3
shows the comparison between the computed geometry from our work and with
ones found in the literature. Our computed values are in excellent agreement with
the literature for the bond length, whereas the bond angle slightly differs according
to different studies.

Figure 6.4: Schematic representation of the H2O optimized geometry at the
M06-2X/6-311+G(2df,2p) level of theory. The distance is in Angström; the angle
is in degrees.
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Table 6.4: Geometric parameters of CH3 radical optimized at the M06-2X/6-
311+G(2df,2p) level of theory in comparison with experimental parameters found
in the literature.

r C H, Å ∡ HCH, ° References

1.076 120.0 This work

1.079 120.0 Chase Jr et al. [370]
(1998)

1.079 120.0 Herzberg [371] (1966)

6.1.5 Structure of CH3

Then, we optimized one possible product, the CH3 radical. A schematic represen-
tation of the latter is shown in Fig. 6.5. The radical is totally planar, i.e., has a
dihedral angle Φ(HCHH) equal to 180.0°. Table 6.4 compares geometric parameters
from calculations at the minimum energy geometry and experimental values. They
are in good agreement with the resulting computed ones.

Figure 6.5: Schematic representation of the CH3 radical optimized geometry at
the M06-2X/6-311+G(2df,2p) level of theory. The distance is in Angström; the
angle is in degrees.
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Table 6.5: Geometric parameters of HOI molecule optimized at the M06-2X/6-
311+G(2df,2p) level of theory in comparison with experimental parameters found
in the literature.

r O H, Å r O I, Å ∡ HOI, ° References

0.962 1.979 106.7 This work

0.967 1.994 103.9 Ozeki et al. [372] (2004)

6.1.6 Structure of HOI

We have represented the optimized geometry structure of HOI in Fig. 6.6. Table 6.5
shows a comparison. The latter is in excellent agreement with the resulting com-
puted ones. Experimental values were obtained by crossing FT-IR measurements
with submillimeter-wave spectrometer ones [372]. Our values also agree very well
with the experimental values.

Figure 6.6: Schematic representation of the HOI radical optimized geometry at
the M06-2X/6-311+G(2df,2p) level of theory. The distances are in Angströms; the
angle is in degrees.
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6.2 Study of the reactants and products vibrational
frequencies

For each molecule and radical presented in the previous section, we have computed
the harmonic molecular vibrational frequencies as defined in chapter 2, i.e., using
the mass-weighted Hessian matrix. In addition, we introduce also a vibrational
scaling factor. This factor is used to better match experimental vibrational frequen-
cies. Indeed, ab initio and DFT computed frequencies are harmonic and slightly
overestimate them.

Obtaining accurate vibrational frequencies are crucial. Indeed, as seen in
chapter 2, they are used to compute the ZPE and, more globally, the vibrational
contribution to the entropy and thermal internal energy. Because one objective of
computational chemistry is to reach an accuracy of 1 kcal/mol, it is crucial to obtain
an accurate result of the vibrational frequencies, the latter impacting the final
enthalpy and Gibbs free energies. Nevertheless, the scaling factor depends on the
method/DFT exchange-correlation functional and the basis set. More explanations
can be found in the article written by Alecu et al. [373].

Table 6.6 presents the external symmetry number, electronic state, rotational
constants, vibrational frequencies scaled by a factor 0.983, and scaled ZPE energies
at the M06-2X/6-311+G(2df,2p) level of theory. Concerning the scaling factor,
because it was not computed at our level of theory, we have approximated it to the
one at the M06-2X/6-311++G(d,p) level of theory [373]. Our results are mostly in
agreement with experimental frequencies, taking into account the confidence interval
of harmonic vibrational frequency calculations at the M06-2X/6-311+G(2df,2p)
level of theory.
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Table 6.6: Reactants and products scaled vibrational frequencies, rotational constants, and ZPE energies for the
reaction CH3I + OH + n(H2O) computed at the M06-2X/6-311+G(2df,2p) level of theory. Comparisons with the
literature are emphasized.

Specie Symmetry
number

Electronic
state

Rotational
constants (GHz)

Vibrational
frequencies (cm−1) ZPE (kJ mol−1)

OH 1 C∞v – 2Π 565.46 3726
3735 a 22.28

CH3I 3 C3v – 1A1 157.34, 7.55 556, 895, 1271, 1454, 3069, 3176
533, 882, 1252, 1437, 2933, 3060b 95.38

CH2I 2 C2 – 2B 281.39, 8.88, 8.61 132, 629, 847, 1346, 3147, 3294
375, 611, 1332, 3050c 56.19

H2O 2 C2v – 1A1 834.12, 432.38, 284.77 1602, 3822, 3925
1595, 3651, 3756a 55.92

CH3 6 D3h – 2A1 288.56, 144.28 435, 1390, 3095, 3269
606, 1396, 3004, 3161d 76.85

HOI 1 Cs – 1A’ 640.29, 8.45, 8.34 629, 1086, 3821
575, 1068, 3625e 33.11

a Chase Jr et al. [370] (1998)
b Kudchadker et al. [374] (1975)
c Baughcum et al. [375] (1980)
d Jacox [376] (1994)
e Klaassen et al. [377] (1996)
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Table 6.7: Molar standard entropy at 298K computed at the M06-2X/6-
311+G(2df,2p) level of the reactants and products for the reaction CH3I + OH +
n(H2O). Values from literature are emphasized.

Specie S◦
298K (Jmol−1 K−1) References

OH 183.52 This work

183.74 Gurvich et al. [378] (1989)

CH3I 253.52 This work

254.53 Johnson [379] (2002)

CH2I 269.98 This work

H2O 188.65 This work

188.83 Sugimura et al. [380] (2010),
Robie et al. [381] (1978)

CH3 195.59 This work

195.29 Johnson [379] (2002)

HOI 254.50 This work

6.3 Reactants and products molar standard en-
tropy at 298 K

The next step is to compute an important thermochemical property for each specie
present in the reactions as reactants or products, namely the molar entropy at
standard conditions (P0 = 105 bar) at 298K. All the calculations are done at the
M06-2X/6-311+G(2df,2p) level of theory. Results are displayed and compared to
experimental values, if possible, in Table 6.7. Calculated standard molar entropies
are in excellent agreement with the ones found in the literature.
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Figure 6.7: Schematic representation of TS0 without additional H2O molecule
optimized at the M06-2X/6-311+G(2df,2p) level of theory. The distances are in
Angströms; the angles are in degrees; the imaginary vibrational frequency is given
in cm−1.

6.4 Hydrogen abstraction

6.4.1 Transition states

6.4.1.1 Without H2O

Habs channel for the reaction between CH3I and the OH radical is characterized by
the TS represented in Fig. 6.7. This reaction has already studied done by Louis
et al. [83] at another level of theory (MP2/cc-pVTZ), and results can be compared.

The TS for the hydrogen abstraction channel without additional water molecule
(TS0) is characterized by the formation of a quasi-linear bond (θ = 173.6°) between
the hydrogen from CH3I and the oxygen of the OH radical. Regarding these bond
distances, the C H bond from CH3I is slightly increased according to its equilibrium
value (from 1.075Å to 1.177Å). On the opposite, the OH distance from this new
bond (1.360Å) is much higher than in the H2O molecule (0.958Å). The main
change in the geometrical structure of the transition state can be characterized by
the L parameter, defined as the ratio of the increase in the length of the bond being
broken and the elongation of the bond being formed [382]. This parameter provides
a reliable measure of the reactant- or product-like character of the concomitant
transition state.

Within those characteristics, we define this transition state as reactant-like, i.e.;
it has more common properties from reactants (CH3I) than products (H2O). The
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imaginary TS vibrational frequency v# is equal to 1109i cm−1. Louis et al. [83] have
also observed the same behavior at their level of theory, with a smaller OH bond
distance (1.305Å), bond angle (172.4°), and a much higher imaginary vibrational
frequency (2003i cm−1). Then, we are in agreement with their results.

6.4.1.2 With a single additional H2O molecule

The influence of a single water molecule on the channel Habs of the reaction
CH3I + OH + H2O CH2I + 2 H2O has been investigated by scanning the
potential energy surface (PES) of the previous transition state with a supplementary
water molecule. Four transition states have been found, namely TS1a, TS1b, TS1c,
and TS1d. They are represented in Fig. 6.8. These four structures seem different
with the position of the water molecule behind CH3I (TS1a and TS1c) and below
CH3I (TS1b and TS1d).

In TS1a, a hydrogen bond is formed between the hydrogen of the water molecule
and the oxygen of the hydroxyl radical. The remaining transition state (TS1c)
induces more modifications to TS0 than the three others. We observe that the
hydroxyl radical creates a hydrogen bond with the oxygen of the additional water
molecule, the latter generating another hydrogen bond with the iodine atom. We
expect that these additional interactions between the species lower the resulting
potential energy of TS1c compared to the others.

The imaginary vibrational frequencies are modified, with a lower value for TS1a

(899i cm−1) and TS1d (1044i cm−1) compared to the one from TS0 (1109i cm−1).
On the opposite, the value concerning TS1b (1122i cm−1) and TS1c (1393i cm−1)
are higher in energies within the same reference. We highlight that the highest
value comes from TS1c, which can be a consequence of its intermolecular interaction
rearrangements.

Table 6.8 presents the L parameter values for all the TSs. The L parameter for
TS1a is lower in these complexes (L = 0.163) compared to the one found without
an additional water molecule. It shows a more pronounced reactant-like character
in this case. For others TSs, the L parameter is higher than the one for TS0. In
this case, the reactant-like character of the reaction is less pronounced.

6.4.2 Molecular complexes

Isolated reactants and products are linked to transition states via molecular com-
plexes. Respectively, we name them molecular complex reactants (MCR) and
molecular complex products (MCP). They are found by following the mass-weighted
Hessian matrix displacement induced by the single imaginary vibrational frequency
until finding a minimum energy MC. This pathway is called reaction coordinates
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Figure 6.8: Schematic representation of TS1a (top-left), TS1b (top-right), TS1c

(bottom-left) and TS1d (bottom-right) within a single additional H2O molecule
optimized at the M06-2X/6-311+G(2df,2p) level of theory. The distances are in
Angströms; the angles are in degrees; the imaginary vibrational frequency is in
cm−1.

(RC), and the method is called intrinsic reaction coordinates (IRC) [383, 384].
Usually, each different TS leads to different MCs using the IRC method.
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Table 6.8: L-parameter values for the different transition states for the hydrogen
abstraction.

TS0 TS1a TS1b TS1c TS1d

r (C · · ·H), Å 1.177 1.159 1.180 1.195 1.172

r (O · · ·H), Å 1.360 1.426 1.355 1.316 1.316

L 0.236 0.165 0.247 0.316 0.251

Figure 6.9: Schematic representation of MCR0 (left) and MCP0 (right) without
any additional H2O molecule optimized at the M06-2X/6-311+G(2df,2p) level of
theory. The distances are in Angströms; the angles are in degrees.

In this section, we will discuss the differences between MCs for the reaction
CH3I + OH + H2O CH2I + 2H2O.

6.4.2.1 Without H2O

The MCs resulting from TS0 using the IRC method are shown in Fig. 6.9. They are
respectively written as MCR0 and MCP0. As already observed by Louis et al. [83],
the resulting molecular complexes are similar to TS0. Nevertheless, there are
notable differences. First, the linearity between atoms C, H, and O present in TS0

is not present in MCR0, with a corresponding angle of 88.0°. Then, the new OH
bond formed during the reaction has a higher distance in MCR0 (2.754Å) than in
TS0 (1.360Å). Regarding MCP0, the previously discussed linearity between atoms
C, H, and O is less perturbed, with a corresponding angle of 156.7° for MCP0.
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Figure 6.10: Schematic representation of MCR1a (left) and MCP1a (right) with
an additional H2O molecule optimized at the M06-2X/6-311+G(2df,2p) level of
theory.

6.4.2.2 With a single additional H2O molecule

This section will be divided into several parts, each one treating MCs from the
four different TSs. First, the MCs resulting from TS1a are respectively written
as MCR1a and MCP1a. The same logic will be applied for write all other MCs.
The two previously introduced MCs are shown in Fig. 6.10, where the geometric
parameters are shown in Table 6.9.

As for MCR0 and MCP0, we can observe that both resulting MCs are similar
to the corresponding TS. Nevertheless, we can see that the hydroxyl radical is
closer to the abstracted H from CH3I, with an O H distance of 2.615Å for MCR1a,
compared to 2.714Å for MCR0. Regarding the C H distance with the hydrogen
that will be abstracted, it is similar within and without additional H2O molecules.

The MCPs present also small differences within and without an additional water
molecule. We can see that the C H distance with the hydrogen that has been
abstracted is higher in MCP1a (2.985Å) than in MCP0 (2.440Å). The forming
water molecule position is slightly modified, with an OHC angle going from 157.7°
for MCP0 to 105.8° for MCP1a. The two H2O molecules present strong similarities
with the well-known (H2O)2 cluster [385–388], which the optimized geometry at
the M06-2X/6-311+G(2df,2p) level of theory is shown in Fig. 6.11.

Comparing the (H2O)2 cluster with the two water molecules in MCP1a, we
see that the O H bond distance (1.914Å) is higher in MCP1a than in the cluster
(1.628Å). In addition, the value of the angle formed by HOH is close for each
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Table 6.9: Optimized geometric parameters of MCR1a and MCP1a calculated at
the M06-2X/6-311+G(2df,2p) level of theory

Geometric parameters
(Å, °)

MCR1a MCP1a

r (C1 · · · I2) 2.120 2.053

r (C1 · · ·H4) 1.083 1.076

r (C1 · · ·H5) 1.083 1.078

r (I2 · · ·H7) 2.388 2.926

r (H4 · · ·O6) 2.615 –

r (H5 · · ·O6) – 2.192

r (H3 · · ·O6) 2.894 0.961

r (H3 · · ·O8) 2.283 –

r (O6 · · ·H7) 0.965 0.962

r (O6 · · ·H9) 1.830 1.914

r (O8 · · ·H5) – 2.192

r (H9 · · ·O3) – 2.312

θ (I2C1H5) 107.6 117.1

θ (I2C1H3) 106.0 89.7

θ (H7O6H3) 151.9 104.5

θ (H4O6H9) 88.4 –

θ (O6H3C1) – 105.8

configuration, with a corresponding angle of 101.9° for MCP1a and 104.7° for the
(H2O)2 cluster.

The next MCs are computed from TS1b, and are written as MCR1b and MCP1b,
respectively, for reactants and products. They are displayed in Fig. 6.12, where the
geometric parameters are shown in Table 6.10.

Both MCR1b and MCP1b are similar to their corresponding TS. In addition,
both MCs1b show similarities with MCs0. Indeed, in MCR1b, the OH bond formed
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Figure 6.11: Schematic representation of the (H2O)2 cluster optimized geometry
at the M06-2X/6-311+G(2df,2p) level of theory. The distance is in Angström; the
angle is in degrees.

Figure 6.12: Schematic representation of MCR1b (left) and MCP1b (right) with
an additional H2O molecule optimized at the M06-2X/6-311+G(2df,2p) level of
theory. The distances are in Angströms; the angles are in degrees

during the reaction has a higher interatomic distance in MCR0 (2.750Å) compared
to MCR1b (2.682Å). However, the second stabilizing O H interatomic distance is
lower in MCR0 (2.754Å) than in MCR1b (2.910Å). Then, the stability of the latter
complex is increased by the presence of a hydrogen bond between the hydrogen of
the additional water molecule and the iodine atom from methyl iodide. Regarding
MCP1b, we do not observe a structure similar to MCP0. Indeed, the newly formed
H2O molecule is not in the same direction in each MCPs. However, the hydrogen
bond between the newly formed H2O molecule and iodine has a larger distance in
MCP0 (3.379Å) than in MCP1b (2.957Å). The additional water molecule remains
in the same position for MCR1b and MCP1b, with a difference for the hydrogen
bond with iodine lower than 0.5Å between both complexes. The L parameter is
equivalent to the one found for MCs0.
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Table 6.10: Optimized geometric parameters of MCR1b and MCP1b calculated at
the M06-2X/6-311+G(2df,2p) level of theory

Geometric parameters
(Å)

MCR1b MCP1b

r (C1 · · · I2) 2.137 2.055

r (C1 · · ·H4) 1.081 1.076

r (C1 · · ·H5) 1.083 1.076

r (I2 · · ·H7) 3.084 –

r (I2 · · ·H3) – 2.957

r (H4 · · ·O6) 2.682 2.379

r (H3 · · ·O6) 2.910 0.961

r (H9 · · · I2) 2.889 2.957

r (H5 · · ·O8) 2.390 2.379

r (O6 · · ·H7) 0.970 0.958

r (O8 · · ·H9) 0.961 0.961

r (O8 · · ·H10) 0.958 0.958

Then, we need to compute the MCs from TS1c, namely MCR1c, and MCP1c.
Their optimized geometries are shown in Fig. 6.13.

We have already discussed that TS1c is different from other TSs because of its
hydroxyl radical bond orientation. In MCR1c, we also see a difference in the OH
radical, with the bond pointing to the additional H2O molecule. This distance
between H from the radical and O from the water molecule is higher in TS1c

(1.987Å) than in MCR1c (1.886Å). In addition, the distance between the oxygen
from the radical and the H atom of methyl group is much lower in TS1c (1.316Å)
than in MCR1c (2.432Å).

Regarding MCP1c, we do not observe the (H2O)2 cluster-like formation as in
MCP1a. Here, the hydrogen bond is formed firstly by the radical and not the
water molecule. The L parameter value is higher for these complexes (L = 0.314)
compared to the one found in MCs0.

Focusing now on MCs from TS1d, namely MCR1d, and MCP1d. Both MCs
optimized geometries are shown in Fig. 6.14. Both reactants (CH3I and OH) in
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Figure 6.13: Schematic representation of MCR1c (left) and MCP1c (right) with
an additional H2O molecule optimized at the M06-2X/6-311+G(2df,2p) level of
theory. The distances are in Angströms; the angles are in degrees.

Figure 6.14: Schematic representation of MCR1d (left) and MCP1d (right) with
an additional H2O molecule optimized at the M06-2X/6-311+G(2df,2p) level of
theory. The distances are in Angströms; the angles are in degrees.

MCR1d have a structure similar to MCR0. The distance and angle values are
similar. The water molecule’s role is only to interact with the iodine atom from
CH3I, and then stabilize it.

Observations on MCR1d can be repeated for MCP1d, when comparing it with
MCP0: both structures are similar if we take into account only the products and
not the additional water molecule. From MCR1d to MCP1d, going through TS1d,
the water molecule remains at the same position with only a low variation of the
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distance between itself and the CH3I molecule during the reaction. Both halogen
and hydrogen interactions are present in the aggregate structures.

All the information corresponding to the scaled vibrational frequencies, ZPE,
and standard molar entropy at 298K for the reaction without and within an
additional water molecule are regrouped in Table 6.11.
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Table 6.11: Rotational constants, scaled vibrational frequencies, zero-point energy (ZPE), and calculated molar
stand entropy at 298K of intermediates in the hydrogen abstraction pathway of the CH3I + OH reaction at the
M06-2X/6-311+G(2df,2p) level of theory.

Specie Symmetry
number Electronic state

Rotational
constants
(GHz)

Vibrational frequencies (cm−1)
ZPE

(kJ mol−1)
S◦

298K

(J mol−1)

MCR0 1 C1 – 2A 8.42, 3.90, 2.71 65, 95, 135, 175, 446, 556, 907, 908, 1272, 1441, 1449, 3072,
3183, 3185, 3746 123.42 347.10

TS0 1 Cs – 2A’ 17.06, 2.24,
2.01

1109i, 39, 91, 290, 572, 691, 889, 911, 1032, 1257, 1317, 1407,
3094, 3188, 3733 110.71 334.85

MCP0 1 C1 – 2A 10.86, 2.19,
1.85

43, 106, 117, 142, 170, 281, 436, 629, 855, 1348, 1605, 3135,
3279, 3799, 3896 118.65 371.23

MCR1a 1 C1 – 2A 4.84, 1.89, 1.71 55, 98, 122, 150, 192, 232, 237, 247, 423, 552, 678, 755, 914, 933,
1275, 1431, 1460, 1625, 3055, 3173, 3178, 3556, 3785, 3890 191.51 393.67

TS1a 1 C1 – 2A 5.49, 1.13, 1.03 899i, 21, 83, 112, 138, 177, 204, 294, 362, 525, 574, 686, 891,
969, 1139, 1302, 1365, 1439, 1608, 3093, 3190, 3714, 3742, 3897 176.59 403.36

MCP1a 1 C1 – 2A 4.60, 1.24, 1.10 29, 36, 66, 100, 151, 157, 196, 213, 218, 288, 414, 489, 623, 655,
874, 1342, 1607, 1611, 3119, 3276, 3687, 3782, 3871, 3894 183.62 442.20

MCR1b 1 C1 – 2A 4.75, 1.60, 1.27 9, 55, 86, 99, 104, 110, 125, 154, 190, 228, 433, 547, 912, 929,
1275, 1443, 1450, 1594, 3071, 3186, 3190, 3741, 3791, 3902 183.18 456.12

TS1b 1 C1 – 2A 2.79, 1.82,
0.983

1122i, 24, 60, 71, 92, 97, 126, 159, 227, 305, 560, 692, 896, 897,
1040, 1247, 1321, 1398, 1592, 3105, 3199, 3731, 3798, 3904 170.73 432.34

MCP1b 1 C1 – 2A 4.25, 1.36, 1.04 28, 54, 78, 89, 102, 119, 142, 160, 171, 236, 266, 276, 329, 619,
894, 1323, 1599, 1600, 3128, 3292, 3798, 3799, 3906, 3907 178.92 462.93

MCR1c 1 C1 – 2A 4.43, 1.37, 1.16 27, 79, 119, 139, 156, 192, 209, 251, 290, 501, 550, 601, 905, 909,
1273, 1450, 1465, 1586, 3063, 3169, 3176, 3569, 3755, 3889 187.35 413.97

TS1c 1 C1 – 2A 4.52, 1.49, 1.24 1393i, 67, 89, 106, 171, 188, 242, 260, 348, 512, 570, 705, 857,
935, 992, 1227, 1383, 1430, 1592, 3096, 3193, 3645, 3774, 3892 175.10 390.55

MCP1c 1 C1 – 2A 4.11, 1.41, 1.27 48, 69, 80, 114, 141, 148, 177, 181, 202, 237, 375, 391, 541, 622,
867, 1336, 1587, 1627, 3140, 3292, 3743, 3791, 3883, 3897 182.37 437.25

MCR1d 1 C1 – 2A 4.65, 1.79, 1.31 14, 28, 62, 84, 96, 107, 122, 125, 157, 176, 485, 560, 901, 901,
1269, 1443, 1451, 1598, 3067, 3175, 3177, 3749, 3814, 3917 182.30 466.71

TS1d 1 C1 – 2A 8.49, 1.21, 1.07 1044i, 33, 43, 65, 94, 110, 124, 133, 188, 289, 570, 687, 882,
939, 1064, 1263, 1312, 1409, 1598, 3091, 3181, 3727, 3814, 3917 170.66 170.66

MCP1d 1 C1 – 2A 4.09, 1.42, 1.07 28, 33, 47, 68, 99, 109, 117, 139, 153, 157, 186, 278, 407, 624,
848, 1350, 1598, 1608, 3130, 3270, 3796, 3814, 3889, 3918 177.44 482.25
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Figure 6.15: Schematic representation of TSI0 without additional H2O molecule
optimized at the M06-2X/6-311+G(2df,2p) level of theory. The distances are in
Angstroms; the angles are in degrees; the imaginary vibrational frequency is in
cm−1.

6.5 Iodine abstraction catalyzed by H2O molecule

6.5.1 Transition states

6.5.1.1 Without H2O

Iabs channel for the reaction between CH3I and the OH radical is characterized by
the transition state represented in Fig. 6.15. As for Habs, this reaction has already
been studied by Louis et al. [83] at another level of theory (MP2/cc-pVTZ), and
results can be compared.

The transition state, written TSI0, is characterized by a nearly-linear CIO
bond (165.6°), which is higher than the one computed by Louis et al. [83] (159.3°).
Regarding the breaking bond C I length, we computed a value of 2.659Å, in
agreement with the literature (2.538Å) [83]. Then, looking at the forming O I
bond, we have calculated a length of 2.029Å, also in agreement with previous
calculations (1.989Å) [83]. For TSI0, we observe that our level of theory predicts a
“late” transition state, i.e., with a structure that is closer to the product (CH3 + HOI)
than the reactants (CH3I + OH). Indeed, the equilibrium distance for the O I bond
in HOI is 1.979Å, and the one for the C I bond in CH3I is 2.136Å. The imaginary
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Table 6.12: L-parameter values for the different transition states for the iodine
abstraction.

TSI0 TSI1a TSI1b TSI1c

r (C · · ·H), Å 2.659 2.624 2.624 2.637

r (O · · ·H), Å 2.029 2.020 2.020 2.022

L 1.472 1.452 1.452 1.461

vibrational frequency is much lower than is TS0, with a value of 162i cm−1 for TSI0

and 1109i cm−1 for the former. This observation is also in agreement with the
one done obtained Louis et al. [83], where they found an imaginary frequency of
232i cm−1 for their transition state.

6.5.1.2 With a single additional H2O molecule

The influence of a single water molecule on the channel Iabs of the reaction CH3I +
OH + H2O CH3 + HOI + H2O has been investigated by scanning the PES of the
previous transition state with a supplementary water molecule. This methodology
has led to three different transition states, namely TSI1a, TSI1b, and TSI1c. They
are represented in Fig. 6.16.

All the transition states are found to be similar to TSI0. The additional water
molecule is at the same position, creating a hydrogen bond with the hydroxyl
radical. Only the orientation of the former is changed. We have two transition
states with hydrogen from the water molecule interacting with the iodine atom
(TSI1a and TSI1b). For symmetry reasons, we have two different structures. The
last transition state (TSI1c) presents a water molecule with two hydrogen atoms
pointing in the opposite direction from the reaction. In this case, the water molecule
interacts only with the hydroxyl radical.

The imaginary vibrational frequencies are higher when we have an additional
water molecule. Indeed, we have a value of 162i cm−1 for TSI0, and values of 239i,
235i, and 217i cm−1 respectively for TSI1a, TSI1b, and TSI1c. We also highlight that
the imaginary vibrational frequencies for TSs with an additional water molecule
are similar.

Table 6.12 presents the L parameter values for this reaction. The latter is
almost constant for all the TSs. With a value higher than 1, it characterizes a
product-like reaction.
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Figure 6.16: Schematic representation of TSI1a (top-left), TSI1b (top-right), and
TSI1c (bottom) within a single additional H2O molecule optimized at the M06-
2X/6-311+G(2df,2p) level of theory. The distances are in Angströms; the angles
are in degrees; the imaginary vibrational frequency is in cm−1.
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Figure 6.17: Schematic representation of MCRI0 (left) and MCPI0 (right) without
any additional H2O molecule optimized at the M06-2X/6-311+G(2df,2p) level of
theory. The distances are in Angströms; the angles are in degrees.

6.5.2 Molecular complexes

6.5.2.1 Without H2O

The MCs resulting from TSI0 using the IRC method are shown in Fig. 6.17. They
are respectively written as MCRI0 and MCPI0.

Both MCs have structures that are close to the corresponding TS. This was
expected regarding the low value of the imaginary vibrational frequency from TSI0.
In MCRI0, we observe that the linearity between the atoms O, I, and C is less
pronounced, with a corresponding angle of 139.9°. Nonetheless, this linearity is
totally present in MCPI0, with a calculated angle of 179.8°. The forming O I
bond has a larger distance in MCRI0 (2.303Å) than in TSI0 (2.029Å). In MCPI0,
the latter is even lower, with a value of 1.998Å, which is close to the one present
in the HOI equilibrium geometry (1.979Å). The resulting CH3 radical in MCPI0

has a structure close to the equilibrium one, with C H bond distances of 1.077 Å
(1.076Å at the equilibrium). Only the HCH angles are slightly lower in MCPI0

(111.3°) than at the equilibrium (120.0°). Indeed, in MCPI0, the radical is not
perfectly planar. This deformation induces a lower value for the HCH angles.
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Figure 6.18: Schematic representation of MCRI1a (left) and MCPI1a (right) with
an additional H2O molecule optimized at the M06-2X/6-311+G(2df,2p) level of
theory. The distances are in Angströms; the angles are in degrees.

6.5.2.2 With a single additional H2O molecule

As previously discussed, the presence of three different TSs implies three possible
different MCRs and MCPs. Starting with MCs from TSI1a, the corresponding MCs
(namely MCRI1a and MCPI1a) are presented in Fig. 6.18.

As for the reaction without an additional water molecule, the MCs have a
similar structure as the corresponding transition state and other MCs without the
additional water molecule. However, we note an elongation of the I O forming bond
in MCRI1a (3.130Å) compared to MCRI0 (2.303Å). Due to the water molecule,
the IOH angle is slightly modified, with a value of 89.2° for MCRI1a and 102.2°
for MCRI0. In addition, the linearity discussed for the transition state is more
pronounced in MCRI1a compared to MCRI0, with values for the CIO angle that are,
respectively, 164.3° and 139.9°. We also highlight that the water forms a hydrogen
bond with the oxygen of the hydroxyl radical and HOI, respectively, for the MCRI1a

and MCPI1a.
Then, we continue the analysis of the different MCs with the ones from TSI1b,

namely MCRI1b and MCPI1b. They are represented in Fig. 6.19.
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Figure 6.19: Schematic representation of MCRI1b (left) and MCPI1b (right) with
an additional H2O molecule optimized at the M06-2X/6-311+G(2df,2p) level of
theory. The distances are in Angströms; the angles are in degrees.

For both MCs presented previously, we note the same observations as for MCRI1a

and MCPI1a. Indeed, the only difference remains in the orientation of the water
molecule.

The last remaining MCs are the ones coming from TSI1c, which are labelled
MCRI1c and MCPI1c. They are represented in Fig. 6.20. In this case, we observe
that MCRI1c has a totally different structure from other MCRs. Indeed, with
reference to the C I bond, taken as the vertical direction, the hydroxyl radical and
the additional water molecule are located next to the CH3I in MCRI1c, whereas
they are located on the top of CH3I in other MCRs. The linearity between atoms
C, I, and O discussed before is non-existent in this MCR, with a corresponding
CIO angle of 68.0°. Nevertheless, the distance between the oxygen of the hydroxyl
radical and the iodine atom remains the same, with a calculated distance of 3.127Å
in MCRI1c. Regarding MCPI1c, it remains close to the other MCPs, with the water
molecule hydrogens pointing in the opposite direction from the CH3 radical.

All the information corresponding to the vibrational frequencies, ZPE, and
standard molar entropy at 298K are gathered in Table 6.13.
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Figure 6.20: Schematic representation of MCRI1c (left) and MCPI1c (right) with
an additional H2O molecule optimized at the M06-2X/6-311+G(2df,2p) level of
theory. The distances are in Angströms; the angles are in degrees.
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Table 6.13: Rotational constants, scaled vibrational frequencies, zero-point energy (ZPE), and calculated molar
stand entropy at 298K of intermediates in the iodine abstraction pathway of the CH3I + OH reaction at the
M06-2X/6-311+G(2df,2p) level of theory.

Specie Symmetry
number Electronic state

Rotational
constants
(GHz)

Vibrational frequencies (cm−1)
ZPE

(kJ mol−1)
S◦

298K

(J mol−1)

MCRI0 1 C1 – 2A 25.65, 3.41,
3.09

25, 68, 161, 248, 515, 778, 849, 865, 1243, 1438, 1449, 3056,
3159, 3174, 3764 124.36 347.41

TSI0 1 C1 – 2A 75.32, 2.83,
2.79

162i, 28, 76, 123, 446, 461, 514, 873, 1013, 1393, 1404, 3076,
3237, 3250, 3818 117.91 342.37

MCPI0 1 C1 – 2A 117.12, 2.48,
2.47

61, 65, 95, 251, 261, 584, 707, 1055, 1393, 1394, 3080, 3252,
3255, 3824 115.30 345.90

MCRI1a 1 C1 – 2A 5.45, 1.44, 1.16 23, 48, 52, 89, 96, 134, 190, 207, 304, 488, 555, 653, 890, 893,
1271, 1453, 1454, 1598, 3065, 3171, 3171, 3562, 3763, 3886 185.59 436.93

TSI1a 1 C1 – 2A 5.45, 1.69, 1.33 239i, 43, 56, 65, 66, 120, 184, 207, 297, 471, 489, 520, 566, 885,
1154, 1395, 1404, 1598, 3072, 3229, 3244, 3677, 3800, 3902 182.17 419.91

MCPI1a 1 C1 – 2A 5.91, 1.48, 1.19 37, 40, 61, 82, 98, 99, 190, 202, 207, 218, 316, 564, 610, 644,
1210, 1392, 1393, 1601, 3083, 3256, 3257, 3662, 3800, 3900 179.04 450.14

MCRI1b 1 C1 – 2A 4.89, 1.51, 1.22 17, 41, 63, 86, 92, 135, 198, 211, 318, 542, 551, 600, 892, 895,
1271, 1453, 1454, 1597, 3066, 3172, 3173, 3574, 3767, 3886 185.81 438.37

TSI1b 1 C1 – 2A 5.90, 1.65, 1.32 235i, 6, 54, 56, 80, 122, 174, 197, 302, 466, 492, 522, 570, 879,
1142, 1397, 1403, 1601, 3071, 3226, 3249, 3681, 3798, 3900 181.82 436.61

MCPI1b 1 C1 – 2A 5.91, 1.48, 1.19 18, 39, 61, 81, 95, 98, 192, 203, 205, 222, 313, 566, 610, 644,
1210, 1391, 1392, 1601, 3083, 3255, 3258, 3662, 3800, 3901 178.91 456.65

MCRI1c 1 C1 – 2A 4.90, 1.51, 1.22 18, 42, 63, 87, 93, 135, 198, 212, 318, 543, 551, 600, 893, 896,
1271, 1454, 1455, 1597, 3066, 3173, 3174, 3574, 3767, 3887 185.81 438.58

TSI1c 1 C1 – 2A 6.44, 1.39, 1.17 217i, 27, 33, 53, 87, 115, 142, 183, 239, 466, 472, 522, 629, 871,
1136, 1393, 1405, 1599, 3075, 3233, 3248, 3672, 3810, 3911 181.43 432.76

MCPI1c 1 C1 – 2A 7.48, 1.24, 1.07 31, 43, 59, 63, 94, 98, 167, 170, 184, 211, 237, 605, 634, 646,
1191, 1392, 1392, 1598, 3086, 3259, 3259, 3654, 3812, 3914 178.24 459.71
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6.6 Energetics

This section aims to compute the thermodynamic properties of the previous chem-
ical reactions. In other words, we will compute the standard reaction enthalpy
(∆rH

◦
298K) and the standard Gibbs free reaction energy (∆rG

◦
298K).

We performed single-point energy calculations at all the stationary points,
including the isolated reactants and products. It has been shown that computing
the overall equilibrium reaction implicating iodine at the CCSD(T)/aug-cc-pVTZ
level of theory leads to an underestimation of the latter [83]. Thus, single-point
energy calculations were done using the CCSD(T) method as implemented in the
MOLCAS package [389] associated with the all-electron relativistic quadruple basis
sets (ANO-RCC-VQZP) [390]. We used the second-order spin-free Douglas-Kroll-
Hess Hamiltonian [391, 392] to compute scalar relativistic effects, essential when
dealing with iodine [393, 394]. The Goodson continuous fraction formula [395] was
applied to the DK-CCSD(T)/ANO-RCC-VQZP single-point energy calculations to
estimate the contribution to the full CI extrapolation. In the following, it will be
denoted as CCSD(T)-cf/ANO-RCC-VQZP.

Furthermore, the energy differences between TSs and MCRs (activation en-
ergies), the one between the isolated reactants and the MCRs (reactant binding
energies), and the energy difference between the reactants and the TSs (energy bar-
rier) are essential in describing a chemical reaction. Then, we show such differences
to understand the energy profile better. The results are shown in Tables 6.14, 6.15,
and 6.16.
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Table 6.14: Calculated standard reaction enthalpies and standard Gibbs free reaction energies at 298K at different
levels of theory for the Habs and Iabs channels in the OH + CH3I reaction with one water molecule. Energies are in
(kJmol−1).

M06-2X/6-
311+G(2df,2p)

DK-CCSD(T)/ANO-
RCC-VQZP

DK-CCSD(T)-
cf/ANO-RCC-VQZP

∆rH
◦
298K ∆rG

◦
298K ∆rH

◦
298K ∆rG

◦
298K ∆rH

◦
298K ∆rG

◦
298 K

OH + CH3I + H2O
CH2I + 2H2O (R30) −67.95 −74.39 −70.71 −77.15 −71.96 −78.40

OH + CH3I + H2O
CH3 + HOI + H2O (R31) 42.52 38.66 40.17 36.31 39.25 35.39
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Table 6.15: Calculated various standard enthalpies and standard Gibbs free energies at 298K at different levels of
theory in the OH + CH3I reaction with one water molecule for the Habs channel. Energies are in (kJ mol−1).

M06-2X/6-
311+G(2df,2p)

DK-CCSD(T)/ANO-
RCC-VQZP

DK-CCSD(T)-
cf/ANO-RCC-VQZP

∆H◦
298K ∆G◦

298K ∆H◦
298K ∆G◦

298K ∆H◦
298 K ∆G◦

298 K

Habs: OH + CH3I + H2O CH2I + 2H2O (R30)

OH + CH3I MCR0 −19.03 7.79 −12.76 14.05 −11.24 15.57
MCR0 TS0 26.46 30.11 22.88 26.53 22.47 26.13

OH + CH3I TS0 7.44 37.90 10.11 40.58 11.23 41.70

OH + CH3I + H2O MCR1a −52.34 16.83 −44.29 24.89 −40.94 28.24
MCR1a TS1a 40.75 37.86 36.28 33.39 36.68 33.79

OH + CH3I + H2O TS1a −11.59 54.69 −8.01 58.28 −4.25 62.04

OH + CH3I + H2O MCR1b −25.61 43.56 −19.25 49.92 −15.10 54.08
MCR1b TS1b 25.85 22.97 23.53 20.64 23.08 20.20

OH + CH3I + H2O TS1b 0.24 66.53 4.27 70.56 7.98 74.27

OH + CH3I + H2O MCR1c −37.72 31.46 −32.36 36.82 −28.06 41.12
MCR1c TS1c 20.22 17.33 19.99 17.10 19.28 16.39

OH + CH3I + H2O TS1c −17.50 48.78 −12.37 53.92 −8.78 57.51

OH + CH3I + H2O MCR1d −20.76 48.42 −15.82 53.36 −11.69 57.49
MCR1d TS1d 25.09 22.20 21.63 18.74 21.27 18.39

OH + CH3I + H2O TS1d 4.34 70.62 5.81 72.10 9.59 75.87
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Table 6.16: Calculated various standard enthalpies and standard Gibbs free energies at 298K at different levels of
theory in the OH + CH3I reaction with one water molecule for the Iabs channel. Energies are in (kJmol−1).

M06-2X/6-
33+G(2df,2p)

DK-CCSD(T)/ANO-
RCC-VQZP

DK-CCSD(T)-
cf/ANO-RCC-VQZP

∆H◦
298K ∆G◦

298K ∆H◦
298K ∆G◦

298K ∆H◦
298K ∆G◦

298 K

Iabs: OH + CH3I + H2O CH3 + HOI + H2O (R31)

OH + CH3I MCRI0 −3.63 23.09 −2.73 23.99 −1.85 24.87
MCRI0 TSI0 30.13 31.64 29.69 31.19 29.77 31.28

OH + CH3I TSI0 26.50 54.72 26.96 55.18 27.92 56.15

OH + CH3I + H2O MCRI1a −32.62 23.66 −31.14 25.14 −26.83 29.45
MCRI1a TSI1a 40.47 45.55 39.39 44.46 38.53 43.61

OH + CH3I + H2O TSI1a 7.85 69.21 8.24 69.60 11.70 73.05

OH + CH3I + H2O MCRI1b −32.56 23.72 −29.32 26.96 −25.04 31.24
MCRI1b TSI1b 41.71 46.78 37.79 42.86 37.03 42.10

OH + CH3I + H2O TSI1b 9.15 70.50 8.47 69.82 11.99 73.34

OH + CH3I + H2O MCRI1c −32.56 23.72 −22.14 34.14 −17.98 38.30
MCRI1c TSI1c 41.71 46.78 37.37 42.45 36.74 41.82

OH + CH3I + H2O TSI1c 9.15 70.50 15.24 76.59 18.77 80.12
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We observe that reaction R30 is exothermic and spontaneous at 298K, whereas
reaction R31 is endothermic and non-spontaneous at this temperature. The
standard reaction enthalpy and the standard Gibbs free reaction energy decrease
when the basis set is increased. We see that reaction R30 tends to be more favorable
than reaction R31.

The addition of one water molecule affects the stationary point relative energies
and not the whole overall equilibrium reaction. Increasing the basis set size
destabilizes the binding energies for all the reaction pathways. In addition, the
activation energies are mostly constant or lower when the basis set increases.
The addition of one water molecule stabilizes the reactant binding energies for
both reactions. Regarding reaction R30, the additional water molecule lowers the
activation energy for all pathways except for reaction R30a. Indeed, the reactant
binding energy is high, leading to a more significant activation energy. For the
same reasons, the additional water molecule induces an increase of the activation
energy in reaction R31 for all the reaction pathways. For all the reactions, the
reaction energy barrier increases when increasing the basis set.

For reaction R30, the additional water molecule reduces the energetic barrier
and the activation energy. The most favorable pathway is reaction R301c, with the
lowest energetic barriers and activation energies. For reaction R31, the additional
water molecule highly stabilizes the molecular complexes. In addition, it reduces
the energetic barrier for all the pathways. The most favorable pathway is reaction
R31I1a.

Energetic diagrams were done using the PyEnergyDiagrams package [396]. We
present the energetic diagrams of the most favorable pathways. Fig. 6.21 shows the
energetic profile of the Habs in the OH + CH3I reaction with and without water
molecule.

As usual in many atmospheric gas-phase reactions involving hydroxyl radicals,
each elementary reaction begins with the formation of prereactive hydrogen bonded
complexes (MCR0 and MCR1c) before the transition states and the formation of
the products. Both prereactive complexes are held by a hydrogen bond interaction
between the hydrogen atom of the CH3I and the oxygen atom of the hydroxyl
radical. MCPs are stabilized by Van der Waals interactions between the iodine
atom of the CH2I radical and one hydrogen atom of water.

Fig. 6.21 shows a binding energy of −10.09 and −27.34 kJmol−1 for MCR0 and
MCR1c, respectively. The reaction proceeds through transition states TS0 and
TS1c forming the postreactive complex MCP0 and MCP1c, before the release of
the products, H2O, CH2I2, and 2 H2O. The analysis of the wave function at the
two transition states indicates that the reaction with and without water molecule
involves the concerted breaking and forming of the (C)O H and H O(H) bond.



6.6. Energetics 187

Figure 6.21: Energetic profile of the Habs in OH + CH3I reaction with and without
an additional water molecule calculated at the DK-CCSD(T)-cf/ANO-RCC-VQZP
level of theory.

Focusing now on the water assisted reaction, beginning with the CH3I · · ·
H2O + OH reactants, the first step of the reaction involves the formation of the
MCR1c hydrogen bond complex, in which the hydroxyl radical interacts with the
lone pair of the water molecule of the CH3I · · ·H2O reactant. Thus, the MCR1c

complex is formed by three entities, which are held together by two hydrogen bonds
(ICH3 · · ·H2O · · ·HO). After the transition state, TS1c, which has an energy barrier
of only 22.33 kJmol−1, relative to MCR1c, lying below the energy of the reactants,
the six-member ring TS1c hydrogen bonded complex is formed, with a binding
energy of −5.01 kJmol−1. The latter has two hydrogen bonds, the first between the
hydrogen atom of the CH3I moiety and the oxygen atom of the hydroxyl radical
moiety; the second one between the hydrogen atom of the OH moiety and the
oxygen atom of water. The influence of a single water molecule on the CH3I + OH
reaction lowered the energy barrier of the TS.
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Figure 6.22: Energetic profile of the Iabs in OH + CH3I reaction with and without
an additional water molecule calculated at the DK-CCSD(T)-cf/ANO-RCC-VQZP
level of theory.

Then, the energetic diagram of the I-abstraction in OH + CH3I reaction within
and without water molecule is presented in Fig. 6.22. Similar to the Habs reaction
described above, each reaction begins with the formation of a prereactive hydrogen
bond complex, but now the prereactive MCRI0 is located at the same level of
energy as separate reactants whereas MCRI1a is located at −25.09 kJmol−1 below
the energy of the separate reactants.

From an energetic point of view, Fig. 6.22 and Table 6.16 show that TSI0 (without
water) and TSI1a (with water) are predicted to lie at 30.40 and 14.67 kJmol−1 at
0K respectively above the energy of the separate reactants. The addition of a
water molecule has lowered the energy barrier of the TS, certainly, but due to the
high barrier this pathway of abstraction is not feasible from the energetic point of
view.
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6.7 Conclusion

We have studied gas-phase chemical reactivity of OH towards CH3I with and
without water, using high-level ab initio methods. The stationary points on the
energy profiles were determined at M06-2X/6-311+G(2df,2p) level of theory. The
energetics was calculated at two different levels of theory: DK-CCSD(T)/ANO-
RCC-VQZP, and DK-CCSD(T)-cf/ANO-RCC-VQZP. These single-point energy
calculations revealed, in both cases, that the Habs are exothermic while the Iabs are
endothermic.

Studying the effect that a single water molecule can have on the potential
energy surface of the OH + CH3I reaction has revealed some interesting findings,
particularly in the context of the OH + CH3I reaction assisted by water. When
water is added to the reaction, the resulting products do not change from that of
the naked reaction forming CH2I, H2O for Habs and HOI, CH3 for Iabs. However,
the water molecule does impact the reaction. It can begin by collision of either
CH3I · · ·H2O with OH or HO · · ·H2O with CH3I.
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CHAPTER 7

Conclusions and perspectives

In the present work, some examples of the effects of the environing molecules/aerosols
on CH3I behavior have been presented. The interactions with sea-salt aerosols
(NaCl) and the effect of water coverage on its behavior have been investigated.
To perform large-scale calculations, we successfully parametrized a flexible non-
polarizable force field that reproduces the CH3I/H2O and CH3I/NaCl interactions
well. In addition, theoretical harmonic vibrational frequencies of CH3I and CH3I-
containing dimers adsorbed on the NaCl(001) surface have been computed, making
the comparison with experiments possible. Through cooperation with the labora-
tory “Physics of the Interactions of Ions and Molecules (PIIM)”, we have performed
multi-level theoretical simulations on the adsorption of methyl iodide on ASW
surfaces. Thus, theoretical IR spectra were computed, and the dOH vibrational
shifts were calculated. Finally, we investigated the effect of a surrounding water
molecule on the CH3I + OH reaction. We have shown that the water molecule acts
as a catalyst by lowering the activation barrier of the hydrogen abstraction by the
hydroxyl radical.

The force field developed in this Thesis was built by mixing existing parameters
found in the literature with ones fitted on quantum calculations at the MP2/aug-
cc-pVTZ(-PP) level of theory. This force field has shown promising performances
in describing interactions with water and sea-salt surfaces. However, despite its
good performance in computing the bulk CH3I liquid density at 300K, it showed
limitations regarding the interactions between methyl iodide dimers and trimers.
We hypothesize that the lack of polarization induces an approximative description
of the I · · · I interactions. Nonetheless, this force field was effective in describing
large systems where no CH3I · · ·CH3I interactions occur.

191
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During this Thesis, we were interested in the interactions of methyl iodide with
the model sea-salt aerosol, NaCl. Based on previous studies done by Houjeij et
al. [96], we have investigated the adsorption of CH3I on the NaCl(001) surface using
periodic DFT calculations. We computed the harmonic vibrational frequencies
of the adsorbed and gas phase CH3I using the DFPT method. At our level of
theory, we show that the minimum energy geometry of adsorbed methyl iodide on
the NaCl(001) surface is when the C I axis is being oriented along the diagonal
according to the surface lattice vectors. This geometry is associated with a low
adsorption energy value. Harmonic vibrational frequencies of methyl iodide were
computed in the gas phase and adsorbed on the NaCl(001) surface. We did not
observe significant vibrational shifts upon adsorption at our level of theory. Finally,
the effects of water coverage were investigated. We showed that, even at low
coverage, water highly modifies the average adsorption energy of CH3I on the
sea-salt surface.

The study of the adsorption of CH3I on ASW surfaces was challenging. Using
the force field developed in this Thesis, we first performed classical MD sampling to
generate adsorption geometries. During this step, we could compute the probability
of finding an adsorption geometry for a given adsorption energy. Instead of
randomly picking adsorption geometries, we performed a selection of the most
relevant adsorption geometries. The latter was done by introducing parameters to
group and evaluate configurations. Therefore, we performed ONIOM calculations
and computed a dOH vibrational red shift of 20 cm−1. In addition, we have
also calculated theoretical IR spectra by averaging the ones from each selected
adsorption geometry.

The last study of this Thesis consisted of studying the effect of an additional
water molecule on the CH3I + OH reaction. When adding a water molecule, we
found four different TSs for the hydrogen abstraction pathway and three different
TSs for the iodine abstraction. We showed that water acts as a catalyst by lowering
the activation energy of the reaction. Performing quantum calculations at the
M06-2X/6-311+G(2df,2p) level of theory, we have identified all possible pathways,
namely the hydrogen and iodine abstraction.

The work presented in this Thesis can be expanded in various directions. The
first one is the use of a polarizable force field. Even if the computational cost is
higher, describing the polarization may improve the description of CH3I clusters.
On the NaCl(001) surface, it should be possible to observe if methyl iodide tends to
form clusters with itself or if it mixes with water molecules homogeneously. When
CH3I is adsorbed on ASW surfaces, we could be able to investigate the effect of
adsorbed CH3I clusters and how it impacts the dOH vibrational shifts, as well
as the adsorption energy. The adsorption energy of CH3I on ASW being quite



CHAPTER 7. Conclusions and perspectives 193

small, the proposed methodology could be extended to adsorbates having a stronger
affinity for ice and consequently leading to larger shifts.

The adsorption of molecules is drastically different on perfect surfaces compared
to those presenting defaults. Thus, another direction could be to study the effect of
several defaults on the adsorption of CH3I on the NaCl(001) surface. Furthermore,
results obtained by Houjeij et al. [96] highly suggest surface reactivity on the
sea-salt surface. Therefore, after picking relevant candidates, we could perform
reactivity calculations of CH3I when adsorbed on a defective NaCl(001) surface.
To this end, quantum calculations seems to be mandatory, using for example the
ONIOM approach, such as the one used for ASW.

Several improvements can be made regarding the study of the adsorption of
CH3I on the ASW surface. Generating and selecting a more significant number
of configurations will improve the results. In addition, the methodology used
in this work to group and evaluate adsorption geometries can be improved by
machine-learning algorithms. Indeed, we can use neural network algorithms or
clustering ones to better discriminate configurations according to their parameters.
Finally, adding parameter others than the ones present in this Thesis could be an
excellent manner to improve the selection of the adsorption geometries further.

We have several possibilities concerning the effect of one additional water
molecule on the CH3I + OH reaction. The next step should be to compute the
reaction rates with and without the additional water molecule. In addition, we can
increase the number of additional water molecules and quantify the corresponding
impacts on kinetic rates and activation barriers.
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APPENDIX A

Born-Oppenheimer mathematical development

The starting point of this appendix is equation (2.2) but for the ground state. For
simplicity, the "{ ... }" symbols are dropped. In this mathematical development,
all the results from section (2.1) are used.

E0Ψ0(r,R) = HΨ0(r,R) (A.1)
=

[
Te + Vee + Vne + Tn + Vnn

]
Ψ0(r,R) (A.2)

=
[
He + Tn

]
Ψ0(r,R) (A.3)

=
[
He +

Nn∑
i

−ℏ2

2Mi

▽2
Ri

]∑
ν

Λν(R)Φν(r,R) (A.4)

=
∑
ν

Λν(R)HeΦν(r,R) (A.5)

+
∑
ν

[ Nn∑
i

−ℏ2

2Mi

▽2
Ri

]
Λν(Ri)Φν(r,R)

=
∑
ν

Λν(R)Ee
νΦν(r,R) (A.6)

+
∑
ν

Nn∑
i

−ℏ2

2Mi

▽2
Ri

Λν(R)Φν(r,R)
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A part of the equation (A.7) is treated separately for simplicity and the following
symbols will be written as Λν(R) = Λν and Φν(r,R) = Φν .

▽2
Ri
ΛνΦν = ▽Ri

[▽Ri
(ΛνΦν)] (A.7)

▽Ri
(ΛνΦν) = Λν(▽Ri

Φν) + Φν(▽Ri
Λν) (A.8)

▽2
Ri
ΛνΦν = ▽Ri

[Λν(▽Ri
Φν) + Φν(▽Ri

Λν)] (A.9)
▽2

Ri
ΛνΦν = Λν(▽2

Ri
Φν) + 2(▽Ri

Λν)(▽Ri
Φν) + (▽2

Ri
Λν)Φν (A.10)

Equation (A.10) is injected in equation (A.7):

E0Ψ0(r,R) =
∑
ν

ΛνE
e
νΦν +

∑
v

∑Nn

i
−ℏ2
2Mi

Λν(▽2
Ri
Φν) (A.11)

+2(▽Ri
Λν)(▽Ri

Φν) + (▽2
Ri
Λν)Φν

Multiplying equation (A.12) by Φ∗
µ and integrating over all the ionic coordinates

gives: 〈
Φµ|H|Ψ0

〉
= E0

〈
Φµ|Ψ0

〉
= E0

〈
Φµ|ΛµΦµ

〉
= E0Λµ (A.12)

E0Λµ = Ee
µΛµ +

∑
ν

Nn∑
i

−ℏ2

2Mi

[
〈
Φµ| ▽2

Ri
|Φν

〉
Λµ +

2
〈
Φµ| ▽Ri

|Φν

〉
(▽Ri

Λµ) +▽2
Ri
Λµ] (A.13)

=
[
Ee

µ + Tn
]
Λµ

+
∑
ν

Nn∑
i

−ℏ2

2Mi

[〈
Φµ| ▽2

Ri
|Φν

〉
Λµ

+ 2
〈
Φµ| ▽Ri

|Φν

〉
(▽Ri

Λµ)
]

(A.14)

Aµν =
Nn∑
i

−ℏ2

2Mi

〈
Φµ| ▽2

Ri
|Φν

〉
(A.15)

Bµν =
Nn∑
i

−ℏ2

Mi

〈
Φµ| ▽Ri

|Φν

〉
▽Ri

(A.16)

E0Λµ =
[
Ee

µ + Tn
]
Λµ +

∑
ν

(Aµν + Bµν)Λµ (A.17)

Equation (A.17) is the one which is used in section (2.1).



APPENDIX B

Mathematical development for the vibrational entropic
contribution to the energy

This Appendix contains the details from the mathematical development concerning
the vibrational contribution from section 2.8. We start our development with the
vibrational partition function (qv) as it is written in Eq. (2.139):

qv = e−EZPE/kBT
∏
Nv

1

1− e−Θv,Nv/T
, (B.1)

ln(qv) =
−EZPE

kBT

∑
Nv

ln

(
1

1− e−Θv,Nv/T

)
, (B.2)

=
−EZPE

kBT

∑
Nv

ln(1)− ln
(
1− e−Θv,Nv/T

)
, (B.3)

=
−EZPE

kBT

∑
Nv

− ln
(
1− e−Θv,Nv/T

)
. (B.4)
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The next step is to compute the first derivative of ln(qv) according to the
temperature at constant volume:(

∂ ln qv
∂T

)
V

=
EZPE

kBT 2
+
∑
Nv

−
[
−Θv,Nv/T

2 e−Θv,Nv/T

1− e−Θv,Nv/T

]
, (B.5)

=
EZPE

kBT 2
+
∑
Nv

Θv,Nv/T
2 e−Θv,Nv/T

1− e−Θv,Nv/T
, (B.6)

=
EZPE

kBT 2
+
∑
Nv

eΘv,Nv/T

eΘv,Nv/T

Θv,Nv/T
2 e−Θv,Nv/T

1− e−Θv,Nv/T
, (B.7)

=
EZPE

kBT 2
+
∑
Nv

Θv,Nv

T 2

1

eΘv,Nv/T − 1
. (B.8)

Now, we are able to write the vibrational internal energy contribution from
Eq. (2.125) as:

Ev
T = RT 2

(
∂ ln qv
∂T

)
V

, (B.9)

= RT 2

[
EZPE

kBT 2
+
∑
Nv

Θv,Nv

T 2

1

eΘv,Nv/T − 1

]
, (B.10)

= R

[
EZPE

kB
+
∑
Nv

Θv,Nv

eΘv,Nv/T − 1

]
. (B.11)

Within the same scheme, we can also compute the vibrational entropic contri-
bution from Eq. (2.127) as:

Sv = R

[
ln (qv) + T

(
∂ ln qv
∂T

)
V

]
, (B.12)

= R

[
−EZPE

kBT

∑
Nv

− ln
(
1− e−Θv,Nv/T

)
+ T

(
EZPE

kBT 2
+
∑
Nv

Θv,Nv/T
2

eΘv,Nv/T − 1

)]
,

(B.13)

= R

[
−EZPE

kBT
+
EZPE

kBT

∑
Nv

Θv,Nv/T

eΘv,Nv/T − 1
− ln

(
1− e−Θv,Nv/T

)]
, (B.14)

= R
∑
Nv

Θv,Nv/T

eΘv,Nv/T − 1
− ln

(
1− e−Θv,Nv/T

)
. (B.15)
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Figure C.1: First derivative according to frequencies of the IR weighted spectra obtained after averaging over 8
configurations according to their respective probabilities of: (green) CH3I adsorbed on ASW surface; (blue) Bare
ASW; A Lorentzian smearing of 10 cm−1 has been applied in the IR original spectrum.
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Unravelling the atmospheric iodine chemistry using molecular
simulations

Abstract

Oceans, through algae and phytoplankton activities, are the main source of iodine, including
organic compounds as CH3I. In the recent past, iodine has played a critical role in health issues
through historical events such as the Fukushima nuclear crisis or open-air bomb testing. Iodine,
among other halogens, also participates in the catalytic destruction of ozone. The details of
the interactions between iodinated compounds and aerosols in the troposphere remain largely
unknown. In particular, the modification of the chemical speciation or effects of the environing
molecules/aerosols on the iodine chemistry have consequences on its reactivity. Therefore, the
knowledge of iodine atmospheric chemistry is essential to better understand general atmospheric
phenomena. In this context, this thesis aims to improve the iodine atmospheric chemistry state
of knowledge using theoretical simulations, focusing on interactions/chemical reactions between
methyl iodide (CH3I) and its surrounding.
In a first part, the adsorption of gaseous iodomethane (CH3I) on model sea-salt aerosols (NaCl)
at various humidities is investigated. We performed periodic density functional theory (DFT)
as well as classical molecular dynamics (MD) calculations to investigate the influence of water
coverage. To this aim, we parametrized a flexible non-polarizable force field for iodomethane.
This force field shows good performances in describing the interactions with water and sea-salt
surfaces. Simulations show that the presence of water tends to stabilize CH3I at the salt surface.
The lifetime of CH3I in the atmosphere (in gas phase or adsorbed on aerosols) may also be altered
by its reaction with gas phase radicals. The reaction of CH3I with OH is thus investigated both in
gas phase and in presence of water by means of quantum mechanical calculations. The presence
of an additional water molecule favors the hydrogen abstraction by OH radical under atmospheric
conditions. In other words, H2O plays the role of a catalyst in this atmospheric chemical reaction.
Finally, through cooperation with the laboratory “Physics of the Interactions of Ions and Molecules
(PIIM)”, we investigated the adsorption of methyl iodide on amorphous solid water (ASW) surfaces.
In agreement with previous studies, we highlighted the importance of configuration sampling when
dealing with amorphous interfaces. Using classical MD and quantum mechanical calculations, we
have computed theoretical spectra for ASW surfaces with and without adsorbed CH3I, which
could be directly compared with experimental ones. Adsorption of CH3I induces a redshift of
about 20 cm−1 of the dangling OH stretching mode.
This thesis combines several theoretical methods to study the reactivity and capture of molecules
by surfaces of atmospheric interest. The approaches applied in this work can be extended to
other systems providing valuable interpretation of the spectra and experimental data.

Keywords: iodine, methyl iodide, sea-atmosphere interactions, atmospheric chemistry,
marine aerosols, amorphous solid water, molecular dynamics, density functional
theory

Laboratoire PhLAM
Laboratoire PhLAM – CNRS UMR 8523 – Université de Lille – Bâtiment P5 –
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Étude de la chimie atmosphérique de l’iode avec des aérosols par
simulations moléculaires

Résumé

Les océans, par le biais de l’activité des algues et du phytoplancton, sont la principale source
d’iode, y compris de composés organiques tels que l’iodométhane (CH3I). Dans un passé récent,
l’iode a joué un rôle essentiel dans les questions de santé, en raison d’événements historiques
tels que la crise nucléaire de Fukushima ou les essais de bombes en plein air. L’iode, parmi
d’autres halogènes, participe également à la destruction catalytique de l’ozone. Les détails des
interactions entre les composés iodés et les aérosols dans la troposphère restent encore peu connus.
En particulier, la modification de la spéciation chimique ou les effets des molécules/aérosols
environnants sur la chimie de l’iode ont des conséquences sur sa réactivité. Par conséquent,
la connaissance de la chimie atmosphérique de l’iode est essentielle pour mieux comprendre
les phénomènes atmosphériques généraux. Dans ce contexte, cette thèse vise à améliorer l’état
des connaissances sur la chimie atmosphérique de l’iode par le biais de simulations théoriques,
en se concentrant sur les interactions/réactions chimiques entre l’iodométhane (CH3I) et son
environnement.
Dans une première partie, l’adsorption de l’iodométhane gazeux (CH3I) sur des aérosols modèles de
sel marin (NaCl) à différentes humidités est étudiée. Nous avons effectué des calculs périodiques de
théorie fonctionnelle de la densité (DFT) ainsi que des calculs classiques de dynamique moléculaire
(MD) pour étudier l’influence de la couverture d’eau. À cette fin, nous avons paramétré un champ
de force flexible non polarisable pour l’iodométhane. Ce champ de force montre de bonnes
performances dans la description des interactions avec l’eau et les surfaces de sel marin. Les
simulations montrent que la présence d’eau tend à stabiliser CH3I à la surface du sel.
La durée de vie du CH3I dans l’atmosphère (en phase gazeuse ou adsorbé sur des aérosols) peut
également être modifiée par sa réaction avec des radicaux en phase gazeuse. La réaction de CH3I
avec OH est donc étudiée à la fois en phase gazeuse et en présence d’eau au moyen de calculs
de mécanique quantique. La présence d’une molécule d’eau supplémentaire favorise l’abstraction
d’hydrogène par le radical OH dans les conditions atmosphériques. En d’autres termes, H2O joue
le rôle de catalyseur dans cette réaction chimique atmosphérique.
Enfin, en collaboration avec le laboratoire “Physics of the Interactions of Ions and Molecules
(PIIM)”, nous avons étudié l’adsorption de l’iodure de méthyle sur des surfaces d’eau solide
amorphe (ASW). En accord avec des études antérieures, nous avons mis en évidence l’importance
de l’échantillonnage de configuration dans le cas d’interfaces amorphes. En utilisant des calculs
classiques de MD et de structure électronique, nous avons calculé des spectres théoriques pour les
surfaces ASW avec et sans CH3I adsorbé, qui peuvent être directement comparés aux spectres
expérimentaux. L’adsorption de CH3I induit un décalage d’environ 20 cm−1 du mode d’étirement
des OH pendants de la surface.
Cette thèse combine plusieurs méthodes théoriques pour étudier la réactivité et la capture de
molécules par des surfaces d’intérêt atmosphérique. Les approches suivies dans ces travaux peuvent
être étendues à d’autres systèmes dans le but d’interpréter des spectres ou mieux comprendre des
données expérimentales.

Mots clés : iode, iodométhane, interactions mer-atmosphère, chimie de l’atmosphère,
aérosols marins, eau solide amorphe, dynamique moléculaire, théorie de la fonction-
nelle de densité
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