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Chapter 1

Introduction

1.1 Single-Point Large Spacecraft vs Multi-Point Nanosatellite
Missions for Space Exploration

Space missions push forward our understanding of the solar system by sending into space satellites
equipped with a variety of diagnostic instruments to explore target environments, observe their char-
acteristics by collecting in situ data. Such data fuels scientific investigations and, as new regions are
explored and more data is collected, our comprehension of the solar system improves.

Both the satellite’s platform and the scientific instruments carried into space are chosen depending on
the goals of the mission. For instance, when a region is explored for the first time, the goal is typically
to grasp the overall characteristics of the environment. In such case, the satellite could carry a variety of
instruments to monitor the environment from different perspectives. When a region has been explored
several times, instead, the satellite carries particular instruments to target specific questions regarding
specific domains.

If a certain space mission requires the simultaneous monitoring of several different characteristics
of the probed environment, then the satellite needs to carry into space multiple instruments. Large
quantities of instruments correspond to a significant mass, large occupied volume and considerable power
consumption. However, volume, mass and power are very constrained onboard certain types of platforms,
such as small satellites. Large satellites have less constraints and, as a consequence, they are usually the
preferred type of platform chosen for missions exploring space regions for the first times.

However, the significant mass, the complex architecture and the diversified set of instruments carried
into space make large satellites very expensive platforms. Hence, they are mostly selected for single-point
missions, where a single satellite is sent into space to observe the local properties of a specific space
region. This is typically the case for planetary and solar wind missions. But one cannot distinguish
between spatial and temporal variations of the monitored properties if only single-point measurements
are used [Paschmann and Daly, 1998]. In particular, if the satellite moves relatively to the observed
environment, the modifications of the measurements captured by the instruments can either depend
on the spatial or on the temporal variation of the characteristics of the probed region. To make the
distinction, multi-point measurements are needed. Multi-point missions (e.g. the ESA/NASA Cluster
mission [Escoubet et al., 2001] and the NASA THEMIS [Angelopoulos, 2008] and MMS missions [Burch
et al., 2016]) investigate physical phenomena perturbing the environment over different spatial scales
(i.e. electron, ion or fluid scales) [Retino et al., 2021] by sending into space multiple identical satellites.
Therefore, their cost is significantly larger than a single-point mission investigating the same environment
but with only one satellite. For this reason, few multi-point large satellite missions have been selected in
the past.

Recently, small satellite platforms (e.g. nanosatellites) have lighted the interest of the scientific com-
munity [Camps, 2019]. Thanks to their limited costs, nanosatellites are seen as the mean to cut down the
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price of multi-point missions and to speed-up the development process of specific single-point missions.*

But their very strong requirements in terms of mass, volume and power consumption, limit both the
quantity and type of scientific instruments they can carry. Therefore, small-satellite missions are likely
to focus on the observation of specific properties, while large-satellites should provide a much broader
monitoring of the explored environment. Advantageously, as multiple small satellites are used, the same
(few) properties are monitored simultaneously from different positions. This means that the distinction
between time and spatial variations of given properties could be made by comparing the measurements
obtained simultaneously by different small satellites located at different positions [Paschmann and Daly,
1998]. This goes beyond the understanding that past and recent single-point measurements can provide.
For this reason, more and more multi-point projects (e.g. the Helioswarm mission [Spence, 2019]) are
recently being designed as they are considered the next step in space exploration. In all, small satellites
significantly enhance the investigation of physical phenomena affecting space over different spatial scales.?
Consequently, as they provide observations of specific properties of the probed environment, they will
complement the understanding provided by large satellite single-point missions.

The use of nanosatellites for multi-point space missions has only recently begun. For instance, the
future ESA F-Class Comet Interceptor mission, consisting of a large (mother) satellite supported by
two (daughter) nanosatellites, will explore a pristine comet entering for the first time the solar system
[Snodgrass and Jones, 2019]. With the increasing interest on multi-point measurements, more and more
nanosatellite missions are expected in the future. Industries are already launching constellation mis-
sions, that involve the simultaneous use of hundreds of nanosatellites (e.g. Starlink or Galileo [Mortara,
2015.]). Public space exploration will also take part in constellation missions in the future [Sandau et al.,
2010, Curzi et al., 2020]. In this context, scientific payload instruments need to be ready to embark
nanosatellites.

For the preparation of future multi-point nanosatellite missions, instruments built in the past for
large satellite applications need to ensure they comply with the volume, mass and power requirements of
nanosatellites. Among others, payload instruments such as plasma diagnostic instruments need to ensure
they respect the requirements of small platforms. Plasma diagnostic instruments are the main subject of
this work. In the following section, I describe different types of plasma diagnostic instruments used for
in situ space exploration.

1.2 Plasma Diagnostic Instruments for Space Exploration

In situ plasma diagnostic instruments measure the properties of plasma environments encountered by
the satellite, such as the solar wind, planets’ ionospheres and magnetospheres. Depending on the type
of instrument, they monitor parameters such as density, temperature, distribution functions or drifting
velocity of charged particles composing the plasma as well as the local electro-magnetic field. Hereby, I
provide a non-exhaustive list of instruments for in situ plasma monitoring, by focusing on those instru-
ment that measure the characteristics of the electron and ion populations composing the plasma.

e Mass spectrometers (e.g. the mass-spectrometer part of MPPE-MSA instrument [Delcourt et al.,
2009, 2016] included in the BepiColombo mission [Benkhoff et al., 2021]) determine the chemical
composition of space plasmas. They typically consist of a time of flight chamber [Managadze,
1986| that performs a mass/charge analysis to count and identify the ions composing the plasma.
This is done by measuring the time of flight the particles require for crossing the chamber’s length.
Practically, a first sensor [Allegrini et al., 2003] detects the particles entering the instrument and a
second sensor detects when they arrive at the bottom of the chamber. The time of flight required
to reach the second sensor from the first is directly correlated to the type of particle measured
by the instrument [Mobius et al., 1990]. Therefore, the instrument discriminates the particles

1Thanks to their limited costs and fast mission profiles, nanosatellites have been repeatedly selected for student missions
in the past decade.

2Note that nanosatellite missions with significant numbers of platforms might even monitor parameters over different
spatial scales simultaneously.
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depending on their time of flight and, by doing so, it identifies which types of ions compose the
plasma.

e Plasma analyzers [Vaisberg et al., 2005, Morel et al., 2017] determine the distribution function
of the plasma particles. They are separated into electron analyzers (e.g. MPPE-MEA [Sauvaud
et al., 2010] instrument included in the BepiColombo mission) or ion analyzers (e.g. the plasma
analyzer part of MPPE-MSA), depending on the particles they investigate. In both cases, they
consist of an electrostatic analyzer, which is typically composed of a filter [Collinson and Kataria,
2010] and a collector [Fraser, 2002]. The filter is an electromagnetic component that modifies the
particles’ trajectories depending on their energy. As plasma particles enter the instrument with
a given direction, the filter deflects them. The collector is an electric sensor that registers the
deflection of the particles. The instrument measures the distribution function by counting the
particles undergoing the same deflections. Note that the resolution of the distribution function
depends on the selection mechanism of the filter and the resolution of the detector.

e Langmuir probes (e.g. RPC-LAP [Eriksson et al., 2007] onboard the orbiter of the Rosetta mis-
sion [Taylor et al., 2017]) determine the local plasma density [Johansson et al., 2021], the electron
temperature [Odelstad et al., 2018] the ion temperature (or ion drift velocity [Vigren et al., 2017])
and other parameters [Odelstad et al., 2017]. They consist of an electric sensor embedded in the
plasma to be diagnosed [Mott-Smith and Langmuir, 1926]. While the sensor is polarized to given
electric potentials, the instrument measures simultaneously the current required to maintain such
potentials. By repeating the measure for different potentials, the so-called I-V curve is built. Such
curve is also called Langmuir Probe sweep. From particular signatures of the I-V curve, Plasma
parameters such as the electron temperature, the (local) plasma density, the ion temperature or
drift velocity [Odelstad et al., 2018] are identified.

e Relaxation sounder (RS) experiments (e.g. WHISPER included in the CLUSTER mission [Béghin
et al., 2005, Trotignon et al., 2003, 2010]) are electric instruments composed of emitting and re-
ceiving sensors. The emitting sensors perturb the plasma with strong signals, characterized by
large emission amplitudes and different emission frequencies. The receiving sensors measure, after
the emission, the electric fluctuations that have been triggered in the plasma by the emission.
Such retrieved fluctuations are, then, used for building relaxation sounder spectra, from which
the plasma density is derived [Harvey et al., 1979, Trotignon et al., 1986, Décréau et al., 1987,
Osherovich et al., 1993].

e Quasi-Thermal noise instruments (e.g. RFS/FIELDS instrument included in the Parker Solar
Probe mission)[Pulupa et al., 2017, Moncuquet et al., 2020] is a passive plasma technique using
a radio receiver connected to a set of dipolar antennas. They are used to both measure the local
electric field oscillations and determine the (absolute) plasma density and electron temperature.
The sensors monitor the electric fluctuations generated by the thermal motion of plasma particles
passing close to the sensors’ surfaces [Meyer-Vernet and Perche, 1989, Issautier et al., 1999, Meyer-
Vernet et al., 2017]. Plasma density and electron temperature are obtained from the quasi-thermal
noise spectra built from the electric fluctuations measured by the instrument. The QTN technique
is currently implemented on Parker Solar Probe, Solar Orbiter and BepiColombo.

e Mutual impedance instruments [Storey et al., 1969] (e.g. RPC-MIP [Trotignon et al., 2007] in-
cluded in the Rosetta mission) are active plasma wave instruments that measure the electric field
oscillations of the plasma and also determine the (absolute) plasma density and electron temper-
ature, similarly to quasi-thermal noise instruments. Mutual Impedance instruments use a set of
emitting and receiving sensors to measure the plasma response to given electric excitation sig-
nals. From the plasma response, mutual impedance spectra are built. Then, the plasma density
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and electron temperature are identified from the spectrum analysis. Section 1.3 focuses on this
instrumental technique.

Different versions of the above-mentioned instruments were designed to respect the constraints of large
platforms. However, the recent rise of interest in small platforms is pushing towards the miniaturization
of plasma diagnostic instruments (e.g. Berthomier et al. [2022]) to ensure the respect of the strong
constraints of nanosatellites. For instance, the R&D project COMIX developed at LPC2E aims at
defining new smaller versions of mutual impedance instruments that respect the strong limitations of
nanosatellites. In this document, to support the instrumental development of the R&D COMIX, I
focus on the effects that the miniaturisation of mutual impedance (MI) experiments have on MI plasma
diagnostic.

First, I describe in detail how the MI instrumental method works (section 1.3). Second, I discuss
how nanosatellite platforms might perturb MI measurements and how COMIX plans to answer such
perturbations (section 1.4). Third, I discuss the specific objectives of my instrumental study (section 1.5),
which aims at supporting COMIX into miniaturizing the MI instrument without loss of plasma diagnostic
performances.

1.3 Mutual Impedance Experiments: Plasma Density and Elec-
tron Temperature Diagnostic

Mutual impedance (MI) experiments are in situ plasma diagnostic techniques for the identification of the
plasma density and the electron temperature.

Figure 1.1 shows RPC-MIP, which is the MI instrument part of the ESA mission Rosetta that char-
acterized the coma of comet 67P-CG. MI instruments, such as RPC-MIP, are composed of one or two

Figure 1.1: RPC-MIP onboard the Rosetta spacecraft. Credits: Trotignon et al. [2007].
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emitting electrodes and two receiving sensors. The emitting electrodes inject a succession of electric
signals in the plasma. Such signals oscillate at specific frequencies selected over a given frequency range.
Simultaneously, the receiving sensors measure the plasma fluctuations triggered by the emission. The
received signals are used for identifying the amplitude of those fluctuations that oscillate at the emission
frequency. Such amplitudes are used for building MI measurements, the so-called MI spectra. The MI
spectra present different resonant frequencies (eigenfrequencies) depending on the properties of the probed
plasma. In the case of an unmagnetized plasma and Maxwellian electrons, they have only one resonance
for frequencies of the order of the plasma frequency [Storey et al., 1969]. The analysis of the resonant
signature enables the identification of the plasma density and electron temperature. MI experiments
are described in detail in Chapter 2. Note that, as discussed in section 5.5, MI spectra in magnetized
plasmas might present multiple resonant signatures. Since multiple resonances complexify the analysis,
magnetized plasmas are avoided in this PhD work and they will be adressed in future studies.

Different versions of MI experiments were included in past and present space exploration missions (e.g.
RPC-MIP onboard the ESA mission Rosetta, Figure 1.1) [Storey et al., 1969, Béghin and Debrie, 1972,
Pottelette et al., 1975, Décréau et al., 1978, Pottelette and Storey, 1981, Bahnsen et al., 1988, Grard,
1997, Trotignon et al., 2007]. Among others, I recall the ongoing ESA-JAXA mission BepiColombo
carrying the PWI [Kasaba et al., 2020] - AM2P [Trotignon et al., 2006] experiment, the ESA mission
JUICE [Vallat et al., 2018] that will carry the RPWI [Bergman et al., 2017] - MIME [Rauch et al., 2017]
experiment and the ESA mission Comet Interceptor that will carry the DFP-COMPLIMENT instrument
[Rothkaehl et al., 2021]. Recently, in preparation of future multi-point nanosatellite space missions, the
R&D project COMIX is defining new versions of MI instruments compatible with the strong constraints
of small satellite platforms. This PhD work focuses on COMIX and the impact that small platforms such
as nanosatellites have on MI measurements.

1.4 The R&D Project COMIX: Towards Mutual Impedance Ex-
periments for Multi-Point Nanosatellite Missions

COmpact Mutual Impedance eXperiment (COMIX) is an ongoing R&D project developed at LPC2E
laboratory (Orléans, France) and funded by the french Centre National d’Etudes Spatiales (CNES). Its
objective is the definition of new versions of MI instruments for multi-point nanosatellite missions. To
achieve such objective, COMIX is miniaturizing the MI instrument to ensure it respects the mass and
volume requirements of nanosatellites. In this context, one of the challenges of the COMIX project is
to identify and mitigate the repercussions that the miniaturization has on MI measurements. Hereafter,
(i) T discuss the typical configuration of MI instruments onboard large satellites and (ii) I highlight how
switching to smaller platforms perturbs the measurements. For each perturbation, I describe COMIX’s
mitigation strategies for reducing its impact.

(i) Onboard large satellites, the electric sensors of MI instruments are typically installed on long
deployable mechanisms (booms) that position them far from the satellite platform. Such configuration
minimizes the platform electromagnetic perturbations captured by the instrument, as spurious electric
signals generated onboard the platform have to cover long distances to reach the instrument’s sensors.
The length of the booms typically amounts to a few meters, depending on both the attitude stabilization
strategy of the satellite and the size of the platform. For 3-axis stabilized satellites, the deployable booms
are typically as long as some multiples of the side-length of the platform. This is the case for both
RPC-MIP instrument installed on a 1.5 m long boom [Carr et al., 2007] deployed by the 3-axis stabilized
Rosetta spacecraft (Figure 1.2) and RPWI-MIME sensors installed on 3 m and 8 m long booms attached
to the stabilized JUICE spacecraft. For spinning satellites, the deployable length considerably exceeds
the size of the satellite. In such case, the booms are replaced by wires that deploy the sensors using the
centrifugal force of the rotating platform.

This is the case for PWI-AM2P instrument installed on 15 m long wires attached to the spinning Mio
spacecraft of the BepiColombo mission [Karlsson et al., 2020].
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Figure 1.2: The Rosetta spacecraft. The size of the body of the satellite was equivalent to that of a cube
of 2m x 2 m x 3 m. The RPC-MIP instrument is installed on a 1.5 m long boom. [Credits: ESA.]



1.4. The R&D Project COMIX: Towards Mutual Impedance Experiments for
Multi-Point Nanosatellite Missions 7

(ii) Onboard small satellites, instead, long deployable mechanisms are difficult to implement. Nanosatel-
lites have side-lengths of about 0.1 to 0.3 m, which results in typical deployable lengths of about 1 m for
3-axis stabilized nanosatellites [West et al., 2015] 2. Spinning nanosatellites could deploy long wires, but
spinning is typically avoided due to the complexity that it introduces in the mission [Neilsen et al., 2014]
4, Therefore, COMIX assumes MI sensors to be deployed at a distance of 1 m from the platform. Such
distance is however not considered sufficient to neglect the spurious electric perturbations generated from
the nanosatellite. Even stronger perturbations of the measurements are expected if the booms are short
with respect to the Debye length of the plasma explored by the nanosatellite (see following section).

On top of that, nanosatellites can only integrate a limited amount of deployable booms. Therefore, if
the sensors of different instruments need to be deployed, then they might be required to share the same
boom [de Keyser et al., 2021]. In some cases, for the sake of mass minimization, different instruments
are even required to share the same electric sensors. This has consequences on the antenna occupation
time and, therefore, on the time resolution of the instrument.

All in all, different problematics are expected to arise when adapting MI instruments to nanosatellite
platforms. In the following paragraphs, I describe one by one such problematics and, in some cases, the
solutions proposed by COMIX.

1.4.1 Spurious Electric Signals Perturb Mutual Impedance Measurements

Electronic devices onboard the satellite emit electric signals that propagate in the surrounding plasma.
After covering the short distance between the nanosatellite platform and the instrument, such signals reach
MI antennas and perturb the measurements by reducing their Signal-to-Noise Ratio (SNR). Lower SNRs
impact the analysis of the spectra and the plasma diagnostic performances of the instrument. Note that
this type of perturbation of the measurements is typically referred to as ElectroMagnetic Compatibility
(EMC) [Youssef, 1996]. Onboard large platforms, some typical EMC mitigation procedures consist of, e.g.,
of shielding of the electronic boards from electro-magnetic perturbations and distancing of the electric
sensors from perturbing devices. The mass and volume constraints of nanosatellites prevent us from
efficiently implementing such types of procedures. It follows that EMC is an acknowledged problematic
for nanosatellites [Korepanov et al., 2001, Pronenko et al., 2015].

In order to limit the loss of diagnostic performance of MI experiments, COMIX plans to mitigate
EMC issues by increasing the MI emission amplitude (section 4.1). This will increase the amplitude of
the oscillations in the plasma and, consequently, the amplitude of the received signals. As a result, the
SNR should be improved. Note however that stronger MI emissions might result in perturbations of
the measurements performed by nearby plasma instruments. The extent of such perturbations shall be
investigated case by case, as it depends on the specific instruments included in the space missions, on
the specific investigated plasma and on the specific MI emission amplitude. This is the first problematic
investigated by this PhD work.

1.4.2 Small-Scale Plasma Inhomogeneities Perturb Mutual Impedance Mea-
surements

Satellites and their appendices (e.g. booms carrying instruments) interact with the plasma by collecting
charge currents at their surface. The currents charge the satellites, that therefore acquire a given electric
potential [Grard et al., 1983, Lai, 2012]. This electric potential perturbs, in turn, the plasma that, in
turn, forms a small-scale (i.e. of the order of the Debye length Ap) inhomogeneous region around the
surface of the satellite and its instruments. Such region is called plasma sheath [Tonks and Langmuir,
1929, Riemann, 2008, Allen, 2008]. The plasma sheath is known to perturb different types of plasma
measurements.

First, the trajectories of the plasma particles are modified as the particles are accelerated/decelerated due

3New technologies are being developed for increasing the deployable length onboard small satellites [Fernandez, 2017].
Hence, while still limited by the mass and volume constraints of nanosatellites, longer deployable lengths might be achieved
in the future.

4This is not the case for larger satellites, e.g. THEMIS micro-satellites [Auslander et al., 2008].
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to the electric potential gradient within the plasma sheath. Hence, measurements of both particles counts
(i.e. mass-spectrometer measurements) and particles velocities (i.e. plasma analyzer measurements) are
perturbed by the plasma sheath [Bergman et al., 2020].

Second, the electric field of the plasma is modified by the electric potential gradient of the plasma sheath.
Hence, electric-field measurements (i.e. electric field measurements of quasi-thermal noise and MI mea-
surements) are perturbed by the plasma sheath [Marchand et al., 2010].

Third, the plasma sheath is inhomogeneous and, therefore, it perturbs the plasma density diagnostic of
some monitoring techniques that correspond to very local measurements (e.g. Langmuir Probe measure-
ments) [Johansson et al., 2020, 2021].

To minimize the perturbations that the plasma sheath introduces on the measurements, plasma diagnos-
tic instruments are typically placed far from the satellite platform. In the case of nanosatellites, this is
not possible. Despite being installed on booms, the instruments remain close to the platform. In this
context, I need to quantify the impact that plasma inhomogeneities such as the plasma sheath have on
MI measurements. In the case of a significant impact, I need to devise a proper counter strategy to the
perturbations. This is the second problematic investigated by this PhD work.

1.4.3 Antenna Sharing Reduces Measurements Time Resolution

The mass and volume constraints of nanosatellites limit not only the size of the booms, but also the
number of booms carried by nanosatellites. This means that, if multiple plasma instruments are car-
ried, each boom might need to deploy multiple instruments. Depending on the volume of the sensors,
accommodating multiple instruments on the same boom is not always a simple task. Recently, for the
sake of payload mass minimization, different plasma diagnostic instruments are even required to share
their sensors. Despite the optimization of the mass of the platform, experiments that share their sensors
need to schedule their antenna occupation time. As a result, the time resolution of MI measurements
onboard nanosatellites would be affected. Lower time resolutions can impact the scientific analysis of the
measurements, as the fast variations of the plasma cannot be observed.

To counteract the reduced time resolution, I need to identify new faster MI instrumental modes. This is
the third problematic investigated by this PhD work.

1.5 Objectives of This Study

MI experiments onboard nanosatellites are perturbed by different problematics (section 1.4), related to
EMC issues, to the plasma sheath enveloping the nanosatellite and to antenna sharing between different
experiments. To answer such problematics, COMIX plans to (i) improve the SNR of the measurements
by increasing the instrument’s emission amplitude, (ii) assess how the plasma sheath affects the measure-
ments, (iii) define new fast MI instrumental modes.

To support COMIX in achieving its goals, the objectives of this PhD work are:

e To quantify the impact of strong antenna emission amplitudes on the diagnostic performance of
MI experiments and identify the maximum amplitude for which such performances are acceptable
according to past and present MI space applications;

e To quantify the effects of plasma inhomogeneities on the diagnostic performance of MI experiments;

e To design, test and validate two new fast MI instrumental modes.

Hereafter, I describe in detail how this PhD work has enabled to achieve each objective.

Note that this PhD work focuses on MI experiments performed in unmagnetized plasmas that cor-
respond to a simplified analysis of MI measurements. As discussed in section 5.5, the impact of the
magnetic field on MI measurements will be addressed by future studies.
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1.5.1 Consequence of Strong Antenna Emission Amplitudes on the Diagnos-
tic Performance of Mutual Impedance Experiments

Spurious electric signals reduce the SNR of MI measurements. In response, COMIX plans to counter the
perturbation by increasing the MI antenna emission amplitude. On the one hand, if the plasma response
to MI emissions is linear, stronger emissions correspond to stronger received signals. If the noise of the
measurements is uncorrelated, then the SNR of MI measurements improves by increasing the emission
amplitude. On the other hand, if the MI emission is too strong, then the energy injected in the plasma
can be significant w.r.t. the electron thermal energy (i.e. significant electric-to-thermal energy ratios).
In such case, the large amplitude of the waves injected in the plasma triggers different types of non-linear
plasma interaction, such as wave-particle and wave-wave interactions.

Wave-particle interactions modify the electron distribution function [O’Neil, 1965]. Large amplitude
plasma waves are emitted and propagate in the plasma with given group and phase velocity. Electrons
that move in phase with the plasma waves perceive a constant electric field that accelerates/decelerates
them. If the emission is sufficiently strong, then such electrons get trapped in the potential wells of the
large amplitude waves. Signatures of trapped electrons are visible in phase-space domain as vortices of
the electron distribution function. Such vortices are located in phase-space at velocities near the phase
velocities of the emitted plasma waves. Figure 1.3 illustrates the signature of trapped electrons in phase
space.
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Figure 1.3: Trapped electrons form vortices in phase space. [Credits: Berk and Roberts [1967].]

Wave-wave interactions, such as parametric excitation processes [?], trigger plasma waves by draining
the energy of the strong plasma oscillations generated by the instrument towards other modes. For
instance, in the case of these electrostatic parametric excitation processes, the emitted strong amplitude
plasma wave (k, w) excites two waves, (k1, wi) and (k2, w2) that respect the resonant relation [Sagdeev
and Galeev, 1969]:

{k:k1+k2 (1.1)

W= w1 + ws

Note that the plasma waves (k1, wy) and (ke2, we) are excited only if they are eigenmodes of the system.
Since my work assumes an unmagnetized plasma, this means that each of the two waves needs to be
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solution of either the Langmuir waves dispersion relation [Krall and Trivelpiece, 1973]:
w 2,2
P

or solution of the Ion Acoustic Waves dispersion relation [Krall and Trivelpiece, 1973]:

wiaw = (kfawC2)/(1 + kfaw AD) (1.3)

with A\p = \/(eokBTe) / (e?n.) the Debye length and Cs = \/(kpT.)/m; the ion sound-speed, where &
is the vacuum permittivity, e is the electron charge, kg is the Boltzmann constant, T, is the electron
temperature and m; is the ion mass.

In all, plasma waves emitted by the MI instrument are perturbed by wave-particle interactions, that
modify the distribution function of electrons, and by wave-wave interactions, that drain the energy of
the strong plasma waves towards other oscillations. But the typical procedures used for the analysis of
MI measurements (section 2.2) assume that the plasma is characterized by specific distribution functions
and that the energy injected by the emitting antennas excites plasma oscillations only at the emitted
frequencies. Hence, non-linear plasma interactions are expected to perturb the diagnostic performance
of MI experiments.

In this context, my first objective is to investigate the plasma perturbations generated by strong MI
antenna emission amplitudes and quantify the largest amplitude for which MI diagnostic performances
are acceptable (i.e. similar to typical performances, according to recent MI space applications).

In practice, I use a numerical model to simulate MI measurements for different antenna emission am-
plitudes. I build MI spectra from the numerical measurements. I retrieve the apparent plasma density
and electron temperature from the numerical spectra. Then, I repeat the process for different emission
amplitudes to identify for which amplitude range the plasma diagnostic performances are not perturbed
by the emission amplitude. The numerical model is described in section 3.1, while the numerical experi-
ments and their analysis are described in section 4.1.

Note that strong emission signals might trigger EMC issues with nearby instruments, whose measure-
ments might be perturbed by the large-amplitude MI signals. This issue needs to be adressed case by
case, considering the specific mission and associated payload instruments.

This first investigation has been the subject of the publication shown in section 6.1.

1.5.2 Significance of Plasma Sheath on Mutual Impedance Plasma Diagnostic
Performances

The nanosatellite’s plasma sheath is expected to surround MI electric sensors due to the short deployable
booms that nanosatellites can carry into space. Therefore, COMIX needs to quantify the impact that
plasma inhomogeneities have on the diagnostic performance of MI measurements. Although the impact
of medium to large scale inhomogeneities on propagating plasma waves is known, at the state-of-the-art
no analytic model for the propagation of MI emission signals through the plasma sheath exists.

Medium to large scale (i.e. of scale much larger than the wavelength of the emitted waves) plasma
inhomogeneities are known to significantly impact the propagation of plasma waves (WKB solutions)
[Wentzel, 1926, Kramers, 1926, Brillouin, 1926]. Their medium to large scale variations of the plasma
density correspond to medium to large scale variations of the local plasma frequency. As plasma waves
oscillating at a given frequency propagate through the inhomogeneity, the variations of local plasma fre-
quency modify the Landau damping of the waves. This results in vanishing (resp. reflecting) plasma
waves for strong reductions (resp. increase) in the local density (e.g. [Westcott, 1962, Krasnoselskikh
et al., 2019)).

If small-scale and medium to large scale plasma inhomogeneities have similar impact on propagating
plasma waves, then MI experiments are expected to be significantly impacted.
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To support COMIX, the second objective of this PhD is to quantify for the first time what is the im-

pact that small-scale plasma inhomogeneities such as the plasma sheath have on the MI plasma diagnostic
performance. On top of that, I verify if small-scale (such as those generated by spacecraft charging) and
medium to large scale plasma inhomogeneities (such as those generated by plasma compressible fluctua-
tions) have the same effects on MI measurements.
To do so, I use numerical simulations (Vlasov-Poisson model described in section 3.1) to investigate MI
measurements performed in the presence of specific plasma inhomogeneities, associated to specific density
profiles. In function of the inhomogeneity, I identify the plasma density and electron temperature diag-
nostic performances derived from the corresponding MI spectra. The details and results of this second
investigation are discussed in section 4.2.

This second investigation shall be the subject of a future publication, which submitted manuscript is
shown in section 6.2.

1.5.3 Test and Validation of Two New (Fast) Mutual Impedance Instrumen-
tal Modes

Onboard nanosatellites, the time resolution of MI experiments is limited by the sharing of the antennas
with other experiments. COMIX plans to answer such perturbation by defining new (faster) experimental
procedures (instrumental modes) that will enable higher time resolution measurements. To support
COMIX, my third objective is to test and validate the new MI instrumental modes.

Practically, I use numerical simulations (Vlasov-Poisson model from section 3.1) and experimental tests
(LPC2E testing facility described in section 3.2) of MI experiments. The numerical simulations reproduce
the response of the new instrumental modes. Such response is compared to that of the reference MI
instrumental mode typically used for space applications. The experimental tests validate the two new
modes in a plasma representative of Earth’s ionospheric plasma by comparing the new fast instrumental
responses to that of the reference MI instrumental mode. The results of this numerical and experimental
investigation are discussed in section 4.3.

This third investigation has been the subject of the publication shown in section 6.3.

1.6 Contents

This PhD manuscript is organized as follows. In Chapter 2, I describe the experimental procedure of
MI experiments. In Chapter 3, I describe the numerical model (section 3.1) and the plasma chamber
(section 3.2) used for my investigation. In Chapter 4, I discuss the results of my investigation. In
Chapter 6, I show the accepted and submitted papers related to my investigation. In Chapter 5, I discuss
the conclusions of this PhD work. In Appendix B, I indicate all the necessary information required to
repeat the investigation. In Appendix C, I describe the parallelization of the numerical implementation
of the Vlasov-Poisson model.






Chapter 2

Mutual Impedance Experiments

Mutual Impedance (MI) experiments are a type of plasma diagnostic technique used for monitoring in
situ the plasma density and electron temperature of space plasmas. In this chapter, I focus on the descrip-
tion of MI instruments. In particular, I detail the typical experimental procedure used for performing
MI measurements and I describe the analysis technique used for deriving from such measurements the
plasma density and electron temperature. The procedures described hereafter are used in the following
chapters for simulating MI experiments and their diagnostic performance both by means of complemen-
tary numerical and experimental investigations.

2.1 Mutual Impedance Experimental Procedure: the Frequency
Sweep Mode

MI instruments, such as RPC-MIP onboard the orbiter of the Rosetta mission, are composed of one
or two emitting electrodes and two receiving sensors, as shown in Figure 2.1. Using MI experiments,
the plasma density and electron temperature are derived following five steps. (i) The emitting antennas
perturb the plasma with given electric signals. (ii) The receiving antennas simultaneously measure the
electric fluctuations of the plasma that are triggered by the emission. (iii) The received electric fluc-
tuations are treated by the onboard software to build MI spectra that present resonant signatures in
correspondence to characteristic frequencies (eigenfrequencies) of the probed plasma. In the simplified
case of an unmagnetized plasma characterized by Maxwellian electrons, the spectra present only one
resonance for frequencies of the order of the plasma frequency [Storey et al., 1969]. The analysis of the
resonant signature found in the MI spectra enables the identification of the (iv) plasma density and (v)
electron temperature.

Note that the experimental procedure discussed in the following sections is the same procedure that
I use in the following chapters to perform MI measurements.

2.2 Instrumental Mode: the Frequency Sweep Mode

In this section, I describe in detail the state-of-the-art procedure used for performing MI experiments, the
so-called frequency sweep instrumental mode following the five steps introduced previously. In particular,
I describe (i) the emission process, (ii) the reception process and (iii) the analysis used for building MI
measurements from the received signals.

(i) During the emission process, the emitting antennas inject in the plasma a succession of j sinusoidal
electric signals, with j the number of emitted frequencies. The signals excite the plasma over the frequency
range (fmin, fmaz) embedding the plasma frequency fp,, with frin (resp. fmaz) the lowest (resp. largest)
scanned frequency. The i —th emitted electric signal V., ;, associated to the emitted frequency f;, reads:

Vvsw’i = Asin(27rfit) tio1 <t <ty (21)
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Figure 2.1: Schematics of Mutual Impedance Instruments. Credit: Chassériaux et al. [1972].

with A the amplitude, f; = fmin (1 + A)i ,1=0,...,7 — 1 the frequency, t; = t;_1 + T; the ending time of
the emission of the i — th frequency, T; = N/ f; the emission duration of Vi, ;, A the relative frequency
resolution of the measurement and N the amount of repetitions of the oscillation period of f;. In this
document, I fix A = 0.05, which corresponds to a plasma density resolution of |n.|/n. = 10%, with n.
the plasma density. A relative plasma density resolution of 10% is typically consistent with the scientific
needs of space exploration missions.

(ii) During the reception process, the electric oscillations triggered in the plasma by the emission
are retrieved by measuring simultaneously the electric potential difference between two receiving sensors
embedded in the plasma. In particular, for each i — th emission, a simultaneous i — th reception of
about ! the same duration T} is performed. Therefore, the duration of one frequency sweep measurement

corresponds to the total duration of the emission, which is T, = N ZZ;& 1/ fi.

(iii) MI spectra are built from the received signals as follows. For each i — th emission, a Discrete
Fourier Transform (DFT) at frequency f; is computed on the i — th received signal. By doing so, a
spectral energy component is obtained for each frequency and a MI spectrum is built. Then, to account
for the instrument transfer function and highlight the plasma response, the spectra are normalized to the
vacuum response of the instrument (i.e. MI spectra measured in vacuum). The spectra obtained for an
unmagnetized plasma composed of a single electron population exhibit only a resonance, at the plasma
frequency.

Figure 2.2 shows an example of normalized MI spectra obtained from measurements of the ISOPROBE
experiment onboard the ARCAD3 satellite [Béghin et al., 1982], for the frequency range (4.4 MHz,
6.4 MHz).

In the following sections, I describe the reference procedures used for identifying the plasma density

and electron temperature from MI spectra.

2.3 Plasma Diagnostic: the Plasma Density

(iv) In this section, I describe the procedure that I use in the following sections to identify the plasma
density from MI measurements.

The plasma frequency f, is identified from the position of the MI spectra resonant peak [Storey et al.,
1969, Béghin and Debrie, 1972, Rooy et al., 1972, Pottelette et al., 1975, Décréau et al., 1978, Pottelette

IThe reception might be shorter than the emission for the purpose of discarding initial transients related to the beginning
of the emission.
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Figure 2.2: Mutual impedance spectra measured by the ISOPROBE experiment onboard ARCAD3. For
both left and right panels, the amplitude (dB) of the spectra is represented in function of the investigated
frequencies (MHz). Image adapted from Béghin et al. [1982].

and Storey, 1981, Bahnsen et al., 1988, Grard, 1997, Geiswiller et al., 2001, Gilet et al., 2017]. For
instance, in the case of ISOPROBE measurements shown in Figure 2.2, the resonant peak of the spectra
(fp) is found at about 5 M Hz (both for left and right panels). The density n. is computed from the
definition of the plasma frequency:

o 60m6(27rfp)2

Ne 3

. (2.2)

with g9 the vacuum permittivity, m. the electron mass and e the electron charge.

Note that the frequency corresponding to the position of the resonance of the spectra might differ
from the actual plasma frequency of the probed medium, according to the frequency resolution A of MI
measurements. In particular, MI measurements injects in the plasma a series of discrete frequencies,
according to the investigated frequency range and according to the freqeuncy resolution A. The plasma
frequency might not correspond to one of the frequencies emitted by the MI instrument despite being
embedded in the investigated frequency range. In such a case, the MI spectrum has a resonant signature
that peaks at the frequency closest to the plasma frequency. If the apparent plasma frequency is identified
as the position of the maximum of the spectra, then there could be discrepancies between the apparent
and the actual plasma frequencies up to A. In my investigation, I have found that such discrepancies
are significantly reduced if the plasma frequency is identified after applying a polynomial interpolation of
second order to the spectra. In this PhD work, I therefore derive the plasma density after interpolating
the MI spectra. In the next chapters, the apparent plasma density indicates the density derived from the
MI spectra. The actual plasma density is the density that I aim to measure with MI experiments.

2.4 Plasma Diagnostic: the Electron Temperature

(v) In this section, I describe the procedure used in the following chapters for identifying the electron
temperature from MI measurements. The electron temperature is identified from the shape of the resonant
peak. Different techniques are or can be used for this aim.

The first technique identifies the position of local minima, the so-called anti-resonances, for frequencies
larger than f, (e.g. the local minima at f =5.3 MHz and f = 5.7 M Hz in the left panel of Figure 2.2)
[Geiswiller et al., 2001]. A local minimum at a certain frequency f; indicates that the distance between
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the emitting and receiving antennas is a multiple of the wavelength of the plasma wave triggered by
the corresponding ¢ — th emission. The wavelength normalized to the Debye length is known after
the identification of the plasma frequency, considering the dispersion relation of Langmuir waves. The
actual distance between the sensors is a known parameter, given by the geometric configuration of the
instrument’s antennas. Hence, by comparing the wavelength and the distance between sensors, one can
derive the Debye length, from which the electron temperature can be computed, knowing the density.
The second technique consists of analyzing the amplitude sharpness of the resonant peak [Chassériaux
et al., 1972, Décréau et al., 1978]. The sharpness is related to the spatial Landau damping of the plasma
waves propagating from the emitting to the receiving antennas. In practice, for each Langmuir wave
triggered in the plasma by the emission [Béghin, 1995], the amplitude scales with the distance x from the
emitting antennas as exp(—k; x) [Podesta, 2005], with k; the complex part of the waves’ wavenumbers
(spatial Landau damping). Note that k; is known in function of the Debye length for each frequency
above the plasma frequency (f; > fp), once the plasma frequency has been computed. Since the distance
between the sensors is also known, the Debye length is identified from the damping of the different emitted
waves. From the Debye length, knowing the plasma density, the electron temperature is computed.

The third technique consists of comparing the investigated experimental spectrum to a series of synthetic
reference spectra [Wattieaux et al., 2020]. Each reference spectrum is computed numerically, for a given
distance (in amounts of Debye length) from the emitting antennas, in function of the plasma frequency.
The comparison consists of computing the root mean squared error:

E=/> (xi—w)’ /L (2.3)

with L the amount of emitted frequencies, x; and y; the Fourier components corresponding to the i —
th emitted frequency for the investigated and reference spectra, respectively. From the comparison, a
matching reference spectrum is identified as the one corresponding to the minimum root mean squared
error. The distance dgp, for which the matching spectrum was computed is, then, associated to the
investigated spectrum. Note that dgpp is known in function of the Debye length. Hence, by comparing
dqpp to the actual distance dp, between the sensors, the Debye length is identified. From the Debye
length, knowing the plasma density, the electron temperature is computed.

In my investigation, I use this third technique to compute the electron temperature associated to each
investigated spectrum. Note that the comparison is not always performed using the full spectrum (green
and blue lines of Figure 2.3). Sometimes, depending on the application, only subparts of the spectra
(gray region of the spectra from Figure 2.3) are actually necessary and therefore used for the analysis.
In my analysis, for each application of this technique, I will give the details on the portion of the spectra
used for the comparison.

In the next chapters, the apparent electron temperature indicates the temperature derived from the MI
spectra. The actual electron temperature is the temperature that I aim to measure with MI experiments.

2.5 Models Describing the Mutual Impedance Instrumental Re-
sponse

In this section, I briefly describe the two reference models typically used for investigating the instrumental
response of MI experiments.

e The DSCD model developed by Geiswiller et al. [2001] is used for quantifying the plasma re-
sponse of MI experiments by taking into account the shape of both MI emitting and receiving
sensors and the shape of the satellite on which such sensors are installed. In particular, the DSCD
model is based on the solution of the linearized Vlasov-Poisson equations computed in a homo-
geneous plasma. The model is used for computing the electric charges and the electric potential
that specific emitted electric signals induce on the nearby conductive surfaces. Hence, it is used
for building MI spectra by taking into account the particular geometry of the instrument, of its
electrodes and of the satellite on which the instrument is mounted. The DSCD model assumes
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Figure 2.3: Example of comparison of Mutual Impedance spectra. The investigated spectrum (green line)
is compared to a reference synthetic spectrum (blue line).

long emission durations perturbing a homogeneous unmagnetized plasma and triggering negligible
perturbations of the plasma dielectric. Such model is the reference for the investigation of MI
measurements. It was used in the past [Wattieaux et al., 2019, 2020] for investigating RPC-MIP
measurements performed onboard the Rosetta spacecraft to investigate the coma of comet 67P-CG.

e The model developed by Gilet et al. [2017] is used for assessing the impact that different particles
distribution functions have on 3D MI experiments. Basically, such model derives the plasma re-
sponse to MI emissions of long duration (i.e. neglecting all types of transient effects) by solving
the Vlasov-Poisson system of equations in the case of small perturbations of the plasma dielectric,
an unmagnetized homogeneous plasma, isotropic particles distribution functions and MI emitting
sensors of negligible size with respect to the Debye length of the plasma. This model was used
for the analysis of RPC-MIP measurements (Rosetta mission) performed in the presence of mul-
tiple electron populations that correspond to double peaks in the resonant signature of MI spectra.

Note that both models described above assume an unmagnetized homogeneous plasma perturbed
by MI emissions of long duration and associated to negligible perturbations of the plasma dielectric, as
expected for a linear plasma response. In this PhD work I investigate for the first time the impact that
strong emissions, inhomogeneous plasmas and fast MI measurements have on the diagnostic performance
of MI experiments. Such topics cannot be investigated using past MI models. Hence, a new model is
required. In the following chapter, I describe the tools (numerical model and experimental facility) which
I use to reach the objectives described in section 1.5.






Chapter 3

Tools: the Numerical Model and the
Plasma Chamber Testing Facility

In this chapter, I describe the tools that enable my investigation. First, a full kinetic Vlasov-Poisson
1D-1V model that I use to simulate numerically MI experiments (section 3.1). Second, the testing
facility of the space laboratory LPC2E (section 3.2), which I use to perform MI experiments in a plasma
medium that is representative of space. In chapter 4, I use these tools to (i) quantify the impact on
the MI diagnostic performance of non-linear plasma interactions triggered by strong emission amplitudes
(section 4.1), (ii) assess the effects of the nanosatellite’s plasma sheath on MI measurements (section 4.2)
and (iil) test and validate the performances of the new fast MI instrumental modes (section 4.3) against
those of the reference frequency sweep mode described in chapter 2.

3.1 The 1D-1V Full Kinetic Vlasov Poisson Numerical Model

I simulate numerically MI measurements using a full kinetic Vlasov-Poisson model in cartesian geometry.
Such model solves the Vlasov-Poisson system of equations that evolves in time a numerical plasma box
perturbed by MI emission signals. The model that I use is a 1D-1V unmagnetized version of the model
developed by Mangeney et al. [2002]. In particular, it is the same version that was used in the past by
Henri et al. [2010] to study Langmuir Electrostatic Decay processes observed in the presence of solar
type-III radio emissions during the STEREO mission.

Equations describing the Vlasov-Poisson model

The model evolves in time a numerical plasma box by solving the Vlasov equation for both the electron
and the ion distribution functions (fe (¢, 2,ve) and fion (t, T, Vion ), respectively, where ¢ is the time, z is
the position and v is the velocity):

Ofy (@t vy)
ot

0 q 0
vy =—f (2, t,0) — L E—f (x,t,v,) =0 3.1
+ vava( ) m, &jﬂ/fw( ) (3.1)
where v = e, on is the particle species, ¢, and m., are the electric charge and mass of the particles, E is
the electric field. Such electric field is computed self-consistently from the particles density profiles using
the Poisson equation:
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where n. (resp. Mjon) is the electron (resp. ion) density and pe,: is the external charge density that I
use for modeling MI emitting electric antennas. Such external term is an addition that I made to the
already implemented code in order to simulate MI measurements. It enables external perturbations of the
box which are consistent with MI emissions. The validation of this external source term is discussed in
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section 3.1.3. The oscillating electric charge that I impose to the external localized MI emitting antennas
reads:

Pext (x,1) = od(x) sin (wt) (3.3)

where o is the amplitude of the electric charge and w = 27 f is the emitted angular frequency. This
external oscillating charge is consistent with the MI emission signals described in chapter 2 (EQ. 2.1).
Note that a localized external charge density term in 1D cartesian frame corresponds in 3D space to an
infinite, uniformly charged plane [Podesta, 2005]. For simplicity, I model such plane as a transparent grid
such as a fine metallic grid and, thus, I neglect the currents that the antennas collect from the plasma.
The actual antenna configuration of the numerical model is discussed in detail in section 3.1.2.

Normalization of the numerical model

The model is normalized using electron characteristic quantities: the elementary charge e, the electron
mass me, the Debye length Ap, the time w,; 1. where w, = 27 f, is the angular plasma frequency, and ng is
the mean density. Consequently, the velocities are normalized to the electron thermal speed vy, e = Apwp,
the electric field to E = (mevin ewp)/e, the electric potential to Vo = (kpT.)/e and the electric charge at
the antenna to ¢ = engAp.

Boundary condition

The boundary conditions are periodic in physical space. In velocity space, I assume vanishing distribution
functions for velocities outside a given velocity range (e.g. f (x,|vy| > Vy,maz,t) = 0 With vy maz up to
40

The numerical model is initialized by imposing at ¢ = 0 both the Poisson equation and the Ampére
equation. In particular, (i) the electric field generated by the emitting antennas is imposed consistent
with the net charge density profile and (ii) the net currents in the plasma are imposed consistent with the
current injected in the box by the emitting antennas. Note that, by imposing the Poisson and Ampére
equations at initialization, I ensure that such equations are respected also at later stages of the numerical
simulations [Besse, 2009].

Poisson equation at initialization

The profiles that I use to initialize the net charge density depend on the objectives of the simulation.
In the case of the assessment of the perturbations that strong emission amplitudes introduce on MI
measurements (section 4.1) and for the investigation of the new fast MI instrumental modes (section 4.3),
T impose in the numerical box an initially homogeneous plasma (i.e. ne = n; = ng). For the investigation
of the impact of the nanosatellite’s plasma sheath on MI measurements, I impose at ¢ = 0 density profiles
corresponding to the plasma inhomogeneity of interest. The derivation of such inhomogeneous profiles is
described in section 4.2.

The oscillating charge o at the emitting antennas is initialized to zero (i.e. o (t =0) = 0). Hence,
according to the Poisson equation, the self-consistent initial electric field for homogeneous plasmas is
initialized to zero everywhere inside the numerical box (E(x,t = 0) = 0).

The Ampére equation

The Ampére equation imposes the consistency between the electric field and the currents in the numerical
box. The analytic expression of the electric field generated by each emitting antenna is composed of a
far-field and a close-field component [Podesta, 2005] (the nature of such components is discussed in detail
in section 3.1.2). The close-field (Ey(x,t), where x is the position in the box) is the wave-component
and it propagates from the emitting antennas to the surrounding plasma. Its contribution at ¢ = 0 is
equivalent to zero everywhere (Ey(x,t = 0) = 0). The far-field term (FE,(z,t)) is the component of the
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electric field that corresponds to the cold-plasma response. In the 1D case, it reads:
in(t
Eu(z,t) = —Z50)_ 0z (3.4)
260(1 — Tg)

where sgn(z) is the sign function. According to the Ampére equation, such electric field is actually
generated in the box only if the current at each position (jio¢(z,t)) corresponds to:

0k,
IFY
If the current inside the box is different from j;o¢, then transient effects are triggered and the electric field
differs from FE,.

The currents in the box at ¢t = 0 are composed of the plasma’s and the emitting antennas’ contri-
butions. If electrons and ions are initialized with Maxwellian distribution functions and the plasma is
homogeneous, then the plasma’s contribution is zero at each position in the box. The antennas’ contri-
bution is computed from the currents that they inject in the plasma at t = 0, that reads:

Jtot (z,t = 0) =

(l‘,t = 0) (35)

Jeat (t=0) = ow. (3.6)

But the antennas’ contribution differs from the current j;,;. Hence, if the particles are initialized as
Maxwellian, then transient effects are triggered in the box and the generated electric field differs from
EQ. 3.4. Note that this phenomenon actually takes place in the case of MI space applications. Consider a
MI instrument embedded in a homogeneous Maxwellian plasma. Before beginning the measurement, MI
electrodes are polarized to a zero electric potential. When the emission begins, according to the Ampére
equation, the electric field emitted by the MI instrument is compatible with that from EQ. 3.4 only if
the current contribution from the plasma and from the antennas matches j;;. But there is no reason
for the plasma to provide the exact required contribution before the emission begins. This means that,
according to the Ampére equation, MI instruments in space trigger transient effects with their emission,
as expected [Derfler and Simonen, 1969]. Thus, when the emission begins, the electric field generated by
the instrument is modified by such transients. However, in the case of my numerical simulations, one can
modify the initial distribution functions to ensure that transient effects related to the beginning of the
emission can be neglected. Considering that the impact of such transient effects on MI measurements is
beyond the scope of my analysis, I modify as follows the initial electron distribution functions to impose
that the current provided by the plasma at ¢ = 0 is the one consistent with j;o; and jest.

Instead of using Maxwellian distributions to initialize the electron population I use shifted Maxwellian
distributions in order to control the initial current. The shift (vys se;) of the distributions is computed
for each position in the box from the difference between the current expected analytically j;,; and the
current injected at that same position by the emitting antennas j.,;. This velocity offset reads:

Vof fset _ w/wp (37)

o
Vthe 2 w?/wk - 1

In the following section, I describe how the external emitting antennas are arranged inside the nu-
merical box.

3.1.2 Modeling of Mutual Impedance Emitting Sensors

In this section, I describe the MI emitting antennas and their configuration in the box.

Each 1D emitting antenna is equivalent, in 3D, to an infinite planar grid electrically charged with a
given uniform oscillating charge distribution. The grid is assumed to be so thin that the currents collected
at its surface are negligible [Buckley, 1968|. Practically, this means that the grid does not collect plasma
particles from the numerical box. This assumption is similar to the point-like emission assumption made
in previous works investigating MI measurements [Béghin, 1995, Gilet et al., 2017].

The electric field generated by the emitting antennas is composed of a uniform term (the so-called far-
field) and a spatially damped term that propagates from the antennas (the so-called close-field) [Podesta,
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2005]. The far-field term is equivalent to the electric field expected in the cold plasma limit (i.e. w >> wp)
[Chassériaux et al., 1972]. Such 1D far-field term is the equivalent to the 3D electric field component
generated by a point charge and decreasing in 1/ d?)h, where dpy, is the distance from the emitting antenna.
The close-field term is the wave-component of the emitted electric field. In 3D, its equivalent is the radial
electric field that would propagate from the emitting antennas to the surrounding plasma.

Due to the periodic boundary conditions of the numerical box, the electric field and the potential
generated by the emitting antennas need to be spatially periodic. But the 1D far-field component gen-
erated by a charged infinite planar grid assumes different values depending on the position (EQ. 3.4). In
particular, on the two sides of the 1D electric sensor the far-field component assumes opposite values.
Hence, a single 1D emitting antenna does not ensure the periodicity of the electric field and potential
in the box. Periodic fields are obtained by using at least two different 1D sensors with opposite electric
charge.

A succession of two sensors with opposite charge corresponds to a capacitor of parallel infinite pla-
nar electrodes. Such electrodes are embedded in the plasma box which they perturb by means of their
polarization charges. The total electric field they generate is equivalent to the sum of the contributions
of the two sensors (i.e. far-fields and close-field terms). Hence, similarly to a plate capacitor, the two
electrodes generate a total far-field that is doubled (resp. cancels out) in-between (resp. on the sides
of) the two electrodes. Considering that the numerical box is periodic, one capacitor is not sufficient
to have positions where the far-field is neutralized. That is achieved by placing two sensors polarized
with the same electric charge next to each other. Thus, I choose to perturb the numerical box using two
capacitors in series, which correspond to a succession of four electrodes polarized with negative-positive-
positive-negative electric charges. For such configuration, each electrode is placed next to a different
electrode carrying the same charge and, in-between the two, the far-field component of the electric field is
neutralized. Note that by using such model one has the possibility to investigate the contribution of the
close-field term separately from that of the total electric field (far-field + close-field). Such investigation
cannot be performed using 2D or 3D models because the far-field component that they would generate
is not constant with the distance from the antennas.

In all, T identified two different geometric antennas configurations called Model A and Model B. Such
configurations are illustrated in top and bottom panel of Figure 3.1, where o is the external charge
imposed at the antennas and L is the spatial size of the numerical plasma box.

Model A only enables the simulation of MI experiments with the contribution of the total electric field.
It is composed of four emitting antennas arranged in sets of two emitting capacitors. The positions of the
electrodes are chosen in order to maximize the distance between any two antennas with opposite charge,
as shown in Figure 3.1 top panel.

Model B enables the simultaneous simulation of MI experiments with and without the contribution of
the far-field component, depending on the position in the plasma box. This is achieved by building MI
spectra from the plasma oscillations retrieved between two electrodes with opposite (resp. same) electric
charge, where the amplitude of the far-field component is doubled (resp. cancels out). The positions of
the electrodes are chosen to maximize the distance between any two antennas, as shown in Figure 3.1
bottom panel.

The numerical results shown in the following chapters are obtained using the Model B configuration.
In order to mimic 3D experimental MI measurements where close-field and far-field term concurr to the
total electric field, I present in this PhD work only results that include the contribution of the far-field
term. If, in the future, the contribution of only the close-field term is of interest, then one will be able
to replicate my analysis using the same outputs from which I derived my results. The datasets used for
performing my investigation are available online. The links are given in Appendix B.1. If future studies
will investigate MI experiments using the same 1D-1V Cartesian Vlasov-Poisson model that I used for
this PhD work, then I suggest the selection of the Model A configuration unless one is interested in the
plasma perturbations triggered by only the close-field component of the electric field. In such case, one
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Figure 3.1: Representation of the emitting antennas configuration in the periodic simulation box. The
top (resp. bottom) panel represents the model A (resp. B), characterized by two (resp. four) emitting
antennas. o is the oscillating charge used for polarizing the emitting antennas and L is the spatial size
of the numerical box.
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should use the Model B configuration.

3.1.3 Validation of the Emitting Sensors

I introduced in the Poisson equation of the model an external source term to enable the simulation of MI
measurements. Such term was not present in the past version of the model [Henri et al., 2010]. Hence,
it needs to be validated.

Hereby, I describe the two different approaches that I used for validating the model.

Validation 1: Comparison with Theoretical Electric Field Waveforms

I compare the theoretical electric field computed analytically to the numerical electric field generated
in the plasma box. Such analytic solution is known for specific limits. To ensure the robustness of the
validation, I repeat the process for different polarization charges of the emitting electrodes. The theo-
retical electric field is obtained by solving the 1D-1V Vlasov-Poisson coupled equations as described in
Krall and Trivelpiece [1973] and by limiting the analysis to real frequencies and complex wavenumbers,
as done in the past by Podesta [2005]. In the following, I compute the actual theoretical electric field
curves using the frequency-wavenumber couples that I obtained with the linear Vlasov-Maxwell solver
WHAMP [Roennmark, 1982], in the limit of an unmagnetized plasma. Note that the two models are not
expected to match at positions where the wave packet has not yet travelled.

Figure 3.2 illustrates an example of the comparison between the numerical (red line) and the analytic
(black line) electric fields for the validation of Model A (Panel a) and Model B (Panel b) geometric
configurations. In the figure, I indicate with a green shaded area the distance covered by the emitted
plasma waves, according to their group velocity.

Along the distance covered by the emitted wave, I find that the oscillations triggered in the plasma
box agree with the theoretical oscillations that I computed. Some differences between the numerical and
analytical curves are acceptable because my analytic computations only take into account the contribution
of the dominant pole of the plasma dielectric [Krall and Trivelpiece, 1973]. In particular, they neglect
the contribution of higher-order poles [Derfler and Simonen, 1969] associated to strong damping. Note
that the discrepancies shown in Figure 3.2 are representative of the differences between numerical and
theoretic electric fields that I found throughout the validation process. Additional extensive validation
tests include the comparison between theoretical and numerical curves for different emission durations,
different distances from the emitting antennas and different emission frequencies.

Validation 2: Comparison with DSCD Reference Mutual Impedance Spectra

Using a second approach, I validate the modeling of the emitting antennas indirectly, by comparing the
numerical MI measurements I obtained with my model to reference spectra obtained using the DSCD
model [Béghin and Kolesnikova, 1998, Geiswiller et al., 2001, Wattieaux et al., 2019, 2020]. Note that
the DSCD is the reference tool for the modelling of the MI instrumental response.

The DSCD model (section 2.5) takes into account the contribution of nearby conductive surfaces —
such as the satellite’s metallic surfaces — when simulating the instrumental response of the instrument.
Therefore, it is frequently used to better understand the measurements performed by MI instruments in
space. But the DSCD model assumes electrostatic linear perturbations of a homogeneous plasma and
very long emission durations. Thus, it cannot be used to accomplish the objectives of my study because
they involve a non-linear plasma (section 4.1), an inhomogeneous plasma (section 4.2) and fast MI mea-
surements (section 4.3). Hence, I use DSCD simulations of MI measurements only to validate my model.
Note that, in contrast to my 1D model, the DSCD neglects all transient effects, such as the delay required
by the emitted waves to propagate from the emitting sensors to the surrounding plasma.
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Figure 3.2: Validation of model A (panel A) and model B (panel b). Comparison between the electric
fluctuations obtained numerically (red line) and those computed analytically (black line), in function of
the emitting-receiving antennas distance, for the emission frequency w = 1.1w;, and at time ¢ = 100w,, L
At such time the emitted wave packet, propagating at group velocity v4 = 0.67v;pe, has covered the
distance d = 67Ap (green shaded area).

The DSCD spectra are obtained by recreating in 3D the geometry simulated by the 1D-1V Vlasov-
Poisson model. Practically, this means that the emission is performed by infinite planar plates disposed
along a specific direction, which is perpendicular to the plates themselves. The reception is performed
along that direction, using the same dipolar configuration used in the Vlasov-Poisson model (i.e. antennas
at d1 = d and dg = 2d)

Figure 3.3 shows the comparison between MI spectra obtained from the Vlasov-Poisson model (blue
points) and from the DSCD model (black line) for the distances d = 0.5 Ap, d = 5 Ap, d = 20 Ap,
d =40 Ap from the emitting antennas (increasing distance from top to bottom panels). Such spectra are
obtained following the frequency sweep procedure described in chapter 2, for the frequency range (0.5 wy,
2.0 wp) and with the frequency resolution A = 0.05. I find that the spectra disagree for d smaller than
5Ap. This is due to differences in the way the emitting antennas are simulated in the two models. For d
larger than 5Ap, instead, the spectra agree. Therefore, in my investigations I always focus on distances
larger than 5\p and neglect the MI spectra obtained for smaller distances from the emitting antennas.
Note that a Vlasov description is invalid for distances below 1Ap. Thus, neither my 1D-1V cartesian
Vlasov-Poisson model nor the DSCD model are expected to provide reliable results there.

Note also that the resonant signature in Vlasov-Poisson spectra do not present the same anti-resonant
signatures (i.e. local minima) that are found instead in the DSCD spectra. Anti-resonances are found at
frequencies where the corresponding wavelength of the emitted waves is a multiple of the distance between
the dipolar receiving sensors. Hence, the discrepancy between the spectra is attributed to the duration of
the measurements compared by the two models. While, on the one hand, DSCD measurements assume
long emissions that begin at ¢ = —o0o, on the other hand, Vlasov-Poisson measurements take into account
the propagation time of the plasma waves from the emitting to the receiving antennas and, therefore, the
finite time of MI experiments.

The model described in this section is used in the next chapter for investigating numerically the
diagnostic performance of MI measurements. In the next section, I describe the testing facility used for
investigating experimentally MI measurements.
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Figure 3.3: Validation of the 1D-1V Vlasov-Poisson model (blue points) using the mutual impedance
spectra obtained with the DSCD model (black line). The red line represents the cold plasma response,
valid for W% >> 1. Top to bottom panel: the spectra are obtained for the distances d = 0.5Ap, d = 5Ap,
d=20\p, d =40\p.
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3.2 The PEPSO Testing Facility of LPC2E: the Vacuum Chamber
and the Plasma Source

LPC2E (Laboratoire de Physique et Chimie de ’Environnement et de I’Espace, CNRS, Université d’Orléans,
CNES, Orléans, France) is a French space laboratory that, among other topics, specializes on MI instru-
ments for in situ space plasma diagnostic. LPC2E owns a testing facility that I developed in the frame-
work of the PEPSO project (Plasma Environment Platform for Satellite tests in Orléans) to enhance
instrument validation and prototyping at LPC2E. I have purchased this chamber as a solution to the
strong need of the COMIX project of a vacuum chamber designed for testing small MI instruments. In
particular, (i) I have purchased the chamber, the pumping system and different equipment devices (e.g.
a commercial Langmuir Probe), (ii) I have installed at LPC2E the system and (iii) I have performed
a partial characterization of the chamber. Such characterization has been extended by students that I
supervised or helped supervising. Figure 3.4 shows the testing facility, that is composed of a plasma
chamber, a pumping system and a plasma source.

For the purpose of my investigation, I use the facility to test and validate COMIX instrumental modes
in a representative plasma environment (section 4.3). In the following sections, I describe both the facility
and the geometric configuration that I use for my experimental tests.

3.2.1 The Plasma Chamber

The principal components of LPC2E’s testing facility are the plasma chamber, the pumping system and
the plasma source.

The plasma chamber is a metallic chamber fabricated in ALSI304L alloy and shaped as a cylinder
with a diameter of 1 m and a length of 1.8 m. Thanks to its size, the chamber can accommodate mul-
tiple instruments and small nanosatellites simultaneously. In the case of MI investigations, I only use
it for testing MI instruments. In the future, COMIX will use the chamber to test specific MI antennas
configurations in the presence of small nanosatellites. Note that the chamber also contributes to the
development of other space projects, that are not necessarily related to nanosatellite applications. For
instance, I have used the chamber to perform the first plasma chamber tests of COMPLIMENT’s merged
sensor [de Keyser et al., 2021], in preparation of the Comet Interceptor mission. Such merged sensor is
composed of a spherical electric sensor, used for MI and Langmuir Probe measurements, carrying inside
a magnetic sensor for local magnetic field monitoring. The tests that I performed, together with LPC2E
Comet Interceptor team, aimed at quantifying the impact that magnetic field measurements have on
simultaneous MI measurements.

The pumping system is composed of a set of pumps, a primary pump and a secondary pump, that are
used for reducing the ambient pressure inside the chamber. First, low pressures are required for turning
on the plasma source: if the pressure is above 1073 mbar (10~! Pa) then the plasma source would break
due to excessive convective heat exchanges. Second, low pressures reduce the collision rate of neutral
particles and make the simulated environment in the chamber more similar to that encounter in space.
The primary pump (Pfeiffer/ACP40) removes the neutral gas from the chamber and, by doing so, it
brings down the chamber pressure from the ambient pressure of 1 bar (=~ 105 Pa) to 10~ ?mbar (~ 1 Pa).
The secondary turbo-molecular pump (Pfeiffer/ATH3204M) is used to further reduce the neutral gas
pressure in the chamber, from primary vacuum down to 10~%mbar (~ 10~* Pa).

The plasma source (Figure 3.5 and Figure 3.6) is a Kaufman type [Kaufman et al., 1982] electric
source used for the generation of plasma in the chamber. It consists of a small cylindrical ionization
chamber (anode), a cathode (tungsten filament) placed inside the ionization chamber, a solenoid rolled
around the source, a filtering grid placed at the exit of the ionization chamber and a neutralizer (tungsten
filament, identical to the cathode) placed at the exit of the source. Its working principle is the following.
After the ambient pressure of the plasma chamber has been reduced to 5 x 10~°mbar or less, a strong
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Figure 3.4: The testing facility of LPC2E. The cylindrical vacuum chamber is held by a metallic support
frame. The pumping system is installed below the chamber, while the plasma source is attached to the
middle of the chamber’s door.
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electric potential difference is imposed between the ionization chamber and the cathode. A current is
sent to heat the cathode. When sufficiently hot!, the cathode emits electrons by means of thermionic
emissions. Such electrons move towards the anode, due to its positive electric potential. Simultaneously,
neutral gas particles (Argon > 99.999%) are injected in the ionization chamber. Such neutral particles
cross the path of electrons and, as a result, they are ionized by electron-neutral collisions. The electrons
produced by the collisions join the ionization process and trigger an electron avalanche. The filtering
grid placed at the exit of the ionization chamber is polarized to a strong negative potential. By doing
so, electrons are maintained inside and positive Argon ions (Ar") are extracted from the source. Hence,
a flow of positive ions escapes the ionization chamber and reaches the exit of the plasma source. At that
position a neutralizer filament is heated and, similarly to the cathode, it produces electrons by means of
thermionic emissions. Such electrons are attracted by the positive ion flow and follow the ions outside
the source and along the plasma chamber. As a result, the plasma source injects in the plasma chamber
a drifting quasi-neutral plasma flow that I used for the testing of plasma diagnostic instruments. The
solenoid coiled around the axis of the plasma source is used for increasing the ionization rate of the
neutral gas and, as a consequence, the density of the plasma generated by the source. As a current flows
into the solenoid, a magnetic field is generated inside the plasma source. Such magnetic field magnetizes
the electrons, which then gyrate in the ionization chamber. This process efficiently increases the path
of electrons. It follows that electrons cover longer distances before being collected by the anode, so that
more electron-neutral collisions take place and higher ionization rates are reached?. Figure 3.5 shows an
image of the plasma source. Figure 3.6 shows, instead, a schematic illustration of the source where (1)
represents the filament, (2) and (6) the ionization chamber, (3) the filtering grid, (4) the neutralizing
filament, (5) the external solenoid and (7) the access port for the inlet neutral gas.

The characteristics of the plasma generated in the chamber are given in section 3.2.3. Such charac-
teristics depend on the settings of the plasma source. For instance, one can modify the plasma density
by changing either the Argon gas flow rate or the amplitude of the electric current used for heating the
cathode filament.

3.2.2 The Equipment of the Plasma Chamber

The characteristics of the environment generated inside the plasma chamber are monitored using different
devices.
First, the neutral pressure inside the chamber is monitored using a multi-range probe (not shown here)
that covers the pressure range from 1 bar down to 1071Y bar. In the case of my investigation, experiments
are performed at about 108 bar.
Second, the characteristics of the plasma in the chamber are measured using two commercial Langmuir
Probes (LPs, described in section 1.2) that I acquired from the IMPEDANS company with the objective
of improving the equipment of the facility. The LPs perform I-V curve measurements. Such curves are
used by the LPs’ software to identify the plasma density and electron temperature at specific positions
in the chamber. Such independent densities and temperatures are the parameters used as a reference for
my experimental tests. Both probes have a spherical electric sensor of 0.05 m in diameter. One probe
(Figure 3.7), LP1, is a fixed type of probe. It is used for measuring the plasma characteristics on the
axis of the chamber, at a distance of about 1.35 m from the source. The other probe, LP2, is instead a
flexible type that can be moved to different positions (Figure 3.8). It is installed on a moving support
(Figure 3.9) placed at 0.9 m from the source. The moving support enables one to rotate and translate
the flexible probe in the chamber without modifying the characteristics of its environment.

Third, the magnetic field in the chamber is monitored using a three-axis magnetic sensor piloted
by an Arduino electronic card and placed at the position of MI electrodes. The Earth’s magnetic field

'In the case of a tungsten filament of 2.5 10~ m in diameter and 8.0  10~2 m in length, the necessary emission
temperature is reached for a current of about 6.0 A.

2The electron gyration inside the ionization chamber has been part of the topic of student experiments which I supervised.
The objective of such guided experiments (TP/TD) was to observe the plasma density of the flow injected in the chamber
increases when the magnetic field gets to values for which the electron gyration radius becomes smaller than the radius of
the ionization chamber.
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Figure 3.5: Plasma source, frontal view. Electric scheme of the source represented in Figure 3.6
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Figure 3.6: Plasma source schematics. 1: filament (cathode). 2,6: ionization chamber (anode).
filtering grid. 4: neutralizing filament. 5: solenoid. 7: inlet neutral gas.

Figure 3.7: Fixed Langmuir Probe (LP1) as seen inside the plasma chamber during measurements.
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Figure 3.8: Flexible Langmuir Probe (LP2).

Figure 3.9: Translating and rotating support.
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amplitude, at the position of the compensation system, amounts to 3.8 z 10* nT (i.e. 0.38G) and
the associated plasma cyclotron frequency is f.. = 1.1 M Hz. As described in the following sections,
such cyclotron frequency is of the same order as the plasma frequency f, in the chamber and, as a
consequence, the Larmor radius is of the same order as the Debye length. In such conditions, the
contribution of the Earth’s geomagnetic field to MI experimental tests cannot be neglected. However,
for my numerical investigation (section 3.1) the plasma is assumed unmagnetized. Note that this is
also the case for different space plasmas, such as the solar wind plasma [Meyer-Vernet, 2007|, cometary
plasma (both in the comet’s ionosphere and induced magnetosphere) [Henri et al., 2017] and the plasma
found surrounding unmagnetized planets [Luhmann and Brace, 1991, Luhmann, 1995]. Hence, to make
my experiments consistent with my numerical tests, I couple the use of the magnetic sensor with that
of a magnetic field compensation system that modifies the magnetic field amplitude at the position
of MI antennas. Such magnetic field compensation system has been developed during my PhD, by a
student which I co-supervised. As shown in Figure 3.10, the compensation system is composed of three
perpendicular pairs of wire coils, where each coil is wrapped along a different direction to enable the
modification of the three components of the magnetic field. The diameter of the coils corresponds to the
side-length of the cubic structure that supports them. By sending currents into the coils, one modifies
the magnetic field near the MI antennas. Using the feedback of the magnetic sensor, the currents sent
into the coils are adjusted so that the magnetic field at the MI antennas is reduced down to at most 6%
of its ambient value. For such magnetic field amplitude, the unmagnetized plasma approximation is valid
(wp/wee > 1).

3.2.3 Characteristics of the Plasma Generated by the Plasma Source

In this section, I describe the properties of the plasma inside the chamber, as obtained from LP mea-
surements. In particular, I discuss the stability over time and the homogeneity of the plasma parameters
(i.e. density and temperature) and I quantify the drift velocity of the plasma flow.

The properties of the generated plasma depend on the electric settings of the plasma source. Thus,
when the settings are modified, also the plasma in the chamber is modified. To investigate the stability
of the plasma parameters over time, I have focused on two different aspects: (i) the time required by
the plasma parameters to settle after the source’s settings have been modified and (ii) the amplitude
of the time-variations of the plasma parameters as the source’s settings are maintained constant. Both
aspects have been investigated by performing rapid successions of the fixed LP1 measurements. (i) The
measurements show that the plasma settles about 30 s after the source’s settings have been modified. After
the settling time, the plasma density and electron temperature remain stable, with (ii) time-variations of
the order of 2% of their average value. Such variations are significantly lower than the density resolution
|Ane|/ne = 10% of the MI experiments I performed (section 4.3), therefore they are considered negligible.

The homogeneity of the plasma is investigated by performing LP2 measurements at different positions

in the chamber for a fixed plasma and by identifying the dependency of the retrieved plasma parameters
to the position of the LP2 instrument. Practically, it consists of performing several LP2 measurements
for the same plasma but at different positions in the chamber. This is achieved by rotating (0 — 360 deg
with a radius of 0.25 m) and translating (from Ay, = —0.08 m up to Ape, = 0.20 m with respect to the
axis of the chamber) the flexible LP2 using the moving support, after the settling time of the plasma has
passed.
LP2 measurements show that the plasma density varies from 4 x 10° to 4.5 = 10* along 46 cm with a
decrease of a factor 9 with the distance from the source. Over the same range of distances, I find a Debye
length ranging between A\p = 0.008 m and Ap = 0.023 m. The plasma density, the electron temperature
and their associated Debye length at the position of the MI electric sensors during the experimental tests
discussed in section 4.3 are listed in Table 3.1. The plasma density and electron temperature uncertainties
are parameters automatically provided by the Impedans Langmuir Probe software and computed as the
standard deviation from a repetition of multiple Langmuir Probe sweeps.

The Kaufman type plasma source injects in the chamber a plasma that drifts with a certain drift
velocity. T use two different approaches to quantify such drift velocity.

First, I compute the theoretic drift velocity of the Argon ions according to the electrostatic acceleration
provided by the source. I find that the positive Argon ions (Ar* with mass ma, = 3.01 z 10726 kg)
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Figure 3.10: Mutual impedance spherical electric sensors inside the plasma chamber, surrounded by the
magnetic field compensation system.
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Table 3.1: List of plasma density and electron temperature parameters characterizing the two experimen-
tal tests discussed in chapter 4.
Test Ne T, AD
[em™ ] leV] [m]
T 01 53156 + 3195 0.47 + 0.20 0.22
T 02 67970 & 3485 0.49 £ 0.03 0.20

are accelerated by the electrostatic potential V4 = 20 V, resulting in the drift velocity vp 1 ~ 15 km/s.
Note that this first estimate can only be used as a maximum theoretical value for the drift velocity in the
chamber. Inside the chamber I expect lower drifting velocities because of acceleration efficiencies below
100% for the source and because of energy losses of the plasma flow along the chamber.

Second, I derive the drift velocity directly from LP2 measurements, by analyzing the ion saturation part
of the I-V curves obtained at different positions in the chamber. In the analysis, I assume that the ion
thermal velocity is negligible with respect to the drift velocity (i.e. supersonic ions) and that the plasma
is quasi-neutral (i.e. n; = n., with n. measured by LP2). Then, to compute the drift velocity, I follow
the procedure described in Odelstad et al. [2018] (equation 7) and use the relation:

ar Ag®n; \/(8kpTion)/(mmi) + v
oV 2m;  (2kgTion)/(my) + 0%

(3.8)

where I and V are the electric currents and potentials from the I-V curve, A = 47r? is the surface of the
LP2, ¢ = e and m; = m, are the charge and mass of the Ar* and T}, is the ion temperature. By fitting
the equation above to different LP2 I-V curves, I find drift velocities in the range vp o =1 —12.5 km/s.
All in all, the two independent estimates agree and, as expected, the first estimate is the theoretic upper
limit of the drift velocity of the plasma generated in the chamber.

3.2.4 MI Antennas Configuration Inside the Plasma Chamber

In this section, I describe the sensors configuration that I use for testing the new MI instrumental modes.

I perform MI experiments using one emitting and two receiving electric sensors. Such configuration
is similar to that used by RPC-MIP onboard Rosetta when performing measurements in LDL mode
[Trotignon et al., 2007] and also it is similar to the configuration of COMPLIMENT onboard Coment
Interceptor [Rothkaehl et al., 2021]. Each sensor consists of an aluminum sphere (radius of 0.01 m) placed
near the axis of the chamber at a distance of 0.9 m from the plasma source. The distance between the
antennas is about 0.15 m, which is larger than the Debye length of the plasma generated in the chamber
during the tests (Table 3.1). The actual configuration of the antennas is shown in Figure 3.10, where the
spherical electrodes are placed inside the magnetic field compensation system.

MI experiments are performed using the electronic evaluation board Eclypse that integrates a Zynq7000
processor (Xilinx), equipped with Digital-to-Analog and Analog-to-Digital converters. The electronic
board has been coded so that it could perform MI emissions, MI receptions and it could also build MI
spectra from the received signals, according to the procedure associated to the MI instrumental mode
of interest. For instance, in the case of frequency sweep measurements, MI spectra are obtained by the
Eclypse board by following the procedure described in chapter 2.

To boost the received signals and improve the SNR of the measurements, I use two amplifiers (the two
metallic boxes on top of the receiving sensors, as shown in Figure 3.10) that increase the received signal’s
amplitude by a factor 8.7 (i.e. 18.79 dB).

In the following chapter, I focus on the results of this PhD work which I obtained using both the
Vlasov-Poisson numerical model and LPC2E testing facility.






Chapter 4

Results

In this section, I describe the results of this PhD work, that aims at supporting COMIX’s adaptation
of MI instruments to nanosatellite platforms by reaching the objectives described in section 1.5. Such
objectives consist on (i) assessing the impact on MI experiments of strong antenna emissions that trig-
ger non-linear plasma interactions (section 4.1), (ii) quantifying the effects of the plasma sheath on MI
experiments (section 4.2) and (iii) validating new fast MI instrumental modes (section 4.3). This inves-
tigation is based on the Vlasov-Poisson numerical model (section 3.1) and the testing facility of LPC2E
(section 3.2) described in the previous chapter.

Note that the settings parameters defining the numerical runs discussed in this PhD work are all listed
in Appendix B.2. The datasets derived from such numerical runs and used for computing the MI spectra
shown in the following sections are all available online, as described in Appendix B.1.

4.1 Mutual Impedance Plasma Diagnostic Performance To Finite
Antenna Emission Amplitudes

Electric devices carried by the satellite generate spurious electric signals that perturb the surrounding
environment. The amplitude of such signals is strong near the device and it decreases as they propagate
far from their source. If the source is near the MI electric sensors, the Signal-to-Noise Ratio (SNR) of
MI measurements can be affected. To make such perturbations negligible, MI instruments are typically
deployed far from the satellite platform [Trotignon et al., 2007, 2006], where the amplitude of the spu-
rious electric signals is smaller. But onboard nanosatellites the deployable booms are short due to the
mass and volume limitations of small platforms. Therefore, MI instruments should be deployed near the
nanosatellite and the SNR of their measurements is likely to be impacted. In this context, COMIX plans
to mitigate the non-negligible spurious perturbations of the measurements by increasing the MI emission
amplitude. The drawback to the emission of strong amplitude signals is that, above a certain threshold, it
modifies significantly the plasma dielectric by triggering non-linear plasma interactions. Non-linear inter-
actions affect the plasma response to MI emissions and, consequently, perturb the diagnostic performance
of MI measurements. I aim here at quantifying for the first time such perturbation on plasma diagnostic.
For this purpose, I quantify the maximum MI antenna emission amplitude for which the perturbations
of MI performances due to non-linear plasma interactions are negligible, according to typical, recent, MI
performances (e.g. DFP-COMPLIMENT onboard Comet Interceptor). This topic is the subject of the
accepted publication showed in section 6.1.

I achieve such objective by means of 1D-1V Vlasov-Poisson numerical simulations focusing on the MI
instrumental response to strong emission amplitudes. To do so, I use the model described in section 3.1,
modified to enable the simulation of MI measurements. Practically, I achieve the objective as follows.
I perturb a numerical plasma box with MI emissions, using the Model B antenna configuration (sec-
tion 3.1.2). The emitted electric signals are consistent with the signals associated to the frequency sweep
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procedure described in chapter 2. I retrieve the electric potential fluctuations of the plasma from different
positions of the numerical box and I use them to build MI spectra. I follow the typical diagnostic proce-
dures described in section 2.3 and section 2.4 to derive from the spectra the apparent plasma density and
the apparent electron temperature, respectively. Then, I compute density and temperature relative errors
by comparing such apparent parameters which I derived from the measurements to the actual plasma
density and electron temperature characterizing my numerical simulations. Such relative errors define
the diagnostic performance of the experiment. I repeat the process for different emission amplitudes and,
in this way, I find the largest amplitude for which the MI plasma diagnostic performances do not exceed
specific threshold uncertainties. Mimicking typical MI space applications (e.g. DFP-COMPLIMENT
onboard Comet Interceptor), I set as maximum accepted plasma density (resp. electron temperature)
relative error the value |n.|/ne ~ 10% (resp. |Te|/Te ~ 20% [Décréau et al., 1978]).

This investigation is focused on the frequency range (0.5 wy, 5 wp) that embeds the angular plasma
frequency w, = 27 f,,. Each investigated frequency is emitted for the same amount of repetitions N = 15,
corresponding to the emission duration T; = 15/ f;. Such duration is of the same order as that used by
the DFP-COMPLIMENT instrument included in the Comet Interceptor mission.

Note that I use a monopolar emission and a dipolar reception to simulate MI experiments. This
means that I consider only the perturbations of the plasma box due to one emitting antenna and I build
MI spectra from the differential electric potential measured between two receiving antennas. Hence, in
the following sections, a reception at distance d from the emitting antenna means that the two receiving
antennas are positioned at distance d; = d and dy = 2d, respectively.

I set the numerical runs with the ion-to-electron mass ratio m;/m. = 100 to enable faster numerical
runs and the ion-to-electron temperature ratio Ty, /Te = 0.1 to ensure that Ion Acoustic Waves (IAWs)
are triggered by MI emissions. The reason behind this choice is discussed in the following sections.

Effect of strong emission amplitudes on mutual impedance measurements

MI experiments perturb the numerical plasma box by generating plasma oscillations that propagate
from the MI emitting electrodes to the surrounding plasma. The frequency of such oscillations is the
emission frequency, while the amplitude corresponds to the emission amplitude modified by the plasma.
MI instruments use the receiving electrodes to measure such oscillations and, in particular, to retrieve the
amplitude of the plasma fluctuations that oscillate at the emission frequency. By repeating the process
for different frequencies, MI instruments retrieve a set of amplitudes, which is used to build MI spectra.
Hence, the MI spectra indicate how the plasma modifies the emitted signals in function of their frequency.
If the amplitude of the fluctuations in the plasma is sufficiently small with respect to the electron thermal
energy, then the plasma response to the MI emission is linear and the energy emitted by the instrument
at the emission frequency remains at that frequency. This means that a MI instrument emitting signals at
frequency fy associated to the wavenumber kq triggers fluctuations in the plasma at those same frequency
and wavenumber. If the amplitude of the fluctuations is significant, then non-linear plasma interactions
like parametric excitation processes are triggered. In such case, the energy injected in the plasma by
MI sensors flows from the emitted fluctuations to the excitation of plasma waves respecting the resonant
relation of EQ. 1.1, according to parametric excitation processes [?]. This means that the energy injected
in the plasma by MI emissions flows from the plasma wave (fo, ko) to the excitation of resonant modes
of the system (f1, k1) and (fa, k2). As a result, the amplitude of the plasma oscillations at frequency fo
decreases while that of the oscillations at frequency f; and fo increases. But MI spectra are built from
the amplitude of the plasma oscillations retrieved at frequency fy. Hence, parametric excitation processes
modify the plasma response to MI emissions and, consequently, they perturb the diagnostic performance
of MI measurements. This effect is illustrated in Figure 4.1, where the large amplitude pump electron
plasma wave (indicated with label 1) triggers two resonant modes of the system: a forward ion acoustic
wave (indicated with label 3) and a backward plasma wave (indicated with label 2).
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Electron plasma wave

lon qeoustic wave

Figure 4.1: Non-linear excitation of resonant modes of the system. Credits: Dysthe and Franklin [1970].
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Level of non-linearity triggered by mutual impedance emissions

Non-linear plasma interactions are triggered if the electric energy of the oscillations generated by the MI
emission is significant with respect to the thermal energy of electrons. I identify the level of non-linearity
of MI emissions as the ratio of the electric energy of the generated plasma waves to the electron thermal
energy a = (E?%gq)/(nokyT.). Large (resp. small) « correspond to strong (resp. negligible) perturbations
of the plasma dielectric and a non-linear (resp. linear) plasma response. In the following sections, I focus
my investigation on the range of electric-to-thermal energy ratios that goes from (the linear) o = 10719
up to (the non-linear) a = 1. T avoid larger ratios («w > 1) because I found that they generate strong
plasma fluctuations that make the numerical runs unstable and because a Vlasov description of a plasma
fails for a > 1 [Krall and Trivelpiece, 1973].

Dependency of the non-linear plasma perturbations on the duration and frequency of the
emitted signal

For a given emission amplitude, the non-linear plasma perturbations that are triggered in the numerical
box depend on the (i) duration and (ii) the frequency of the MI emitted signal.

(i) The duration modifies the amount of energy that flows from the emitted plasma waves to the excitation
of non-linear modes of the system. Longer durations correspond to stronger non-linear perturbations.
In the case of my investigation I impose emission durations of N = 15 periods. This means that all
non-linear effects that would develop over larger time-scales are neglected.

(ii) For each MI measurement, all frequencies are emitted using the same amplitude at the MI sensors.
However, the plasma resonates for MI emitted signals that oscillate at frequencies close to the plasma
frequency. In particular, the amplitude of the plasma oscillations scales in 1/(1— wfj /w). This means that
for a specific emission amplitude at the MI sensors the amplitude of the plasma oscillations is larger for
frequencies near the plasma frequency. It follows that the non-linear perturbations of MI measurements
are expected to be significant near the resonance of the spectra. It is important to remind that MI
measurements perturb the plasma by polarizing the emitting sensors with electric signals that oscillate
with the same amplitude but with different frequencies. Hence, despite the same emission amplitude at
the MI sensors, different levels of non-linear plasma interactions are actually triggered during the same
MI measurement due to the dependency on the frequency. For consistency, in the following sections, I
sistematically identify the electric-to-thermal energy ratio o of MI measurements as the « related to the
emission at frequency w = 5 w, for that same measurement.

4.1.1 Efficient use of High-Power-Computing (HPC) resources: reduction of
the required computation time

As described in section 3.1.2, I focus on MI measurements performed using one emitting sensor and two
receiving sensors. But, according to the Model B antennas configuration, the plasma box is perturbed
using multiple external emitting sources. By taking the antennas configuration into account, the numer-
ical investigation of non-linear plasma interactions triggered by MI experiments requires very large and
refined boxes both in space and in velocity domain:

e A large spatial domain (i.e. 4000 Ap) ensures that the plasma perturbations generated by differ-
ent MI antennas do not interact. This means that the distance covered by the emitted plasma
waves, as they propagate from MI sensors, is smaller than half the distance between two emitting
antennas. The distance covered by the propagating plasma waves is given by their group velocity
(vg,:) multiplied by the duration of the emission (T; = N/ f;). Hence, by scaling the size of the spa-
tial domain with IV, I ensure that I observe non-linear effects triggered by only one emitting sensor.

e A refined spatial domain (i.e. dx ~ 0.5 Ap) enables the investigation of small-scale plasma per-
turbations, which is compatible with the type of perturbations triggered by non-linear wave-wave
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interactions (see following sections).

o A large velocity domain (i.e. v, between —40 vy, . and 40 vy ¢, v; between —25 vyp, ; and 25 vy, ;)
enables the modeling of particles trapping and acceleration effects, associated to vortices in phase
space domain (details in the next section). If the velocity domain is not sufficiently large, the
numerical run cannot ensure the conservation of mass as particles would be accelerated outside
the modeled velocity range.

o A refined velocity domain (i.e. down to dve,~ 0.08 vy, . and dv; >~ 0.08 vy, ;) ensures a detailed
modeling of particles trapping effects.

Note that imposing both very large and refined spatial and velocity domains imply that a signifi-
cant amount of data needs to be evolved in time during the numerical runs. On top of that, refined
spatial and velocity resolutions limit the time-step advancement of the numerical runs (i.e. down to
dt =5 2 10~* w; '), according to the Courant-Friedrichs-Lewy (CFL) stability condition [Birdsall and
Langdon, 2004]. As a consequence, the numerical runs I require might be very time consuming. For
this reason, I parallelized the numerical implementation of the model using an OpenMP architecture
(Appendix C). Nevertheless, simulations investigating non-linear plasma interactions triggered by MI
measurements are very expensive in terms of computing resources. To overcome this, I attempted to
reduce such computational cost by (i) reducing the size of the spatial numerical box, by (ii) neglecting
the contribution of the ion dynamics to MI spectra, so that only the Vlasov equation for electrons needed
to be evolved in time, and (iii) by imposing a reduced ion-to-electron mass ratio.

Reduction of the size of the numerical box

The numerical box’s size is reduced by shortening the distance covered by the emitted plasma waves. I do
so by reducing the total duration of each numerical run. As described hereafter, this is achieved without
changing the emission duration of MI signals.

MI experiments perturb the plasma by emitting a succession of j sinusoidal signals (chapter 2). Such
signals oscillate at different frequencies and, in particular, the ¢ —th emitted signal oscillates at frequency
fi, with i =0, ..., — 1. For each ¢ — th emission, the experiment performs a simultaneous i — th reception
that measures the electric fluctuations that have been triggered in the plasma. Hence, MI experiments
have a synchronous architecture, where the j emissions correspond to j simultaneous receptions. I ex-
ploit this characteristic and split MI measurements into j sub-parts, each one investigating a different
emission frequency. I simulate such sub-parts separately, so that the ¢ — th numerical run investigates
the ¢ — th emission. This means that the box does not need to contain the perturbations generated by
the succession of j emissions, i.e. the whole MI measurement. It needs to contain only the perturbations
of each i — th emission, separately. Note that, on top of reducing the size of the box, such strategy
also enables the parallel computation of the numerical runs composing each MI measurement. In par-
ticular, one can exploit modern supercomputers to perform simultaneously different ¢ —¢th numerical runs.

The drawback to faster simulations and lower computing resources is that I neglect the coupling be-
tween plasma perturbations triggered by different emitted frequencies. Thus, I assessed the significance
of such coupling by performing a separate investigation (not shown here). I selected three MI emission
frequencies and I simulated their emission both using a single numerical run and using multiple runs. I
retrieved from the numerical runs the electric fluctuations of the box and I used such fluctuations to build
MI spectra. By comparing the spectra, I quantified the impact of the coupling between perturbations
due to successive MI emissions. Practically, I investigated the emission of the frequencies w; = 1.1 wy,
wp = 1.32 wp, and ws = 1.584 wyp, for antenna emission amplitudes corresponding to electric-to-thermal
energy ratio o ~ 107'. I chose these frequencies because they discretize the MI resonant peak signature
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that corresponds to enhanced non-linear plasma interactions. I find that the spectra differ at most by
2 dB, which is of the same order as the typical instrumental noise of MI measurements (i.e. 1 dB).
Therefore, the effect of the coupling is negligible in my analysis. Such negligible coupling might be due
to the short emission durations associated to MI measurements.

Contribution of the ion dynamics to mutual impedance spectra

The numerical model used in this analysis evolves a numerical plasma box by evolving in time the distri-
bution function for both electron and ion populations (section 3.1). If the contribution of the massive ions
to the measurements is negligible, then I can model ions as immobile and evolve in time only the electron
distribution. As a result, the required computing resources would be halved. I performed a separate test
to verify if the ions contribution to MI measurements is, indeed, negligible. In particular, I performed
MI measurements either neglecting or modeling the motion of ions, in the case of strong MI emission
amplitudes. From the measurements, I build MI spectra and, by comparing the spectra, I identified the
impact of the ion motion. To do so, I used the ion-to-electron temperature ratio ;.. /Te = 0.1 for which
TAWs can be excited in the plasma.

Such impact is shown to be significant, as illustrated in Figure 4.2, where I show two MI spectra obtained
including (violet line) and neglecting (blue line) the contribution of the motion of ions. Both spectra are
obtained for a = 0.6 and with MI receiving sensors at distance d = 5Ap (i.e. one antenna at d; = 5Ap
and one antenna at do = 10Ap) from the emitting antennas. Each MI spectrum is built following the pro-
cedure described in chapter 2. In particular, they are built by computing DFTs at the emitted frequencies
on the retrieved plasma fluctuations and by normalizing the DFTs to the vacuum instrumental response
(i.e. MI spectrum measured in vacuum). I find significant discrepancies, up to 7 dB near the plasma
frequency, between spectra obtained neglecting or modeling the motion of ions. This was expected, since
mobile ions enable the energy transfer from the emitted plasma waves to the non-linear excitation of both
Ton Acoustic Waves (IAW) and other plasma waves (e.g. via parametric excitation processes) [?].
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Figure 4.2: Example of Mutual impedance spectra obtained for & = 0.6 when considering (violet line)
or neglecting (blue line) the contribution of the ions’ dynamic. Both numerical spectra are obtained at
distance d = 5Ap from the emitting antenna.
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In all, T find that the contribution of the ion motion to the investigation is significant. Therefore, the
motion of ions needs to be modeled when investigating the impact that non-linear plasma interactions
have on MI measurements, especially at frequencies close to the plasma frequency. According to this
result, I investigate the impact of strong emission amplitudes by also modeling the ion kinetic dynamics
through the Vlasov equation for the evolution of the ion distribution function. In the next section, I
investigate what non-linear plasma interactions are triggered by MI emissions.

Reduced ion-to-electron mass ratio

As discussed above, the impact of strong emission amplitudes on MI measurements is investigated by
fixing the amount of emitted repetitions to N = 15 for each investigated frequency. Such parameter N is
consistent with the DFP-COMPLIMENT experiment onboard Comet Interceptor, but it does not agree
with the parameters used for other MI experiments. For instance, for recent MI space applications such
as Rosetta/RPC-MIP and BepiColombo/RPWI/AM2P, the amount of repetitions N depends on the
emitted frequencies. In the case of Rosetta/RPC-MIP, it varies between N = 8 and N = 1000 within the
same measurement. In the case of BepiColombo/RPWI/AM2P, it varies between N = 10 and N = 150.
While the dependency of the non-linear perturbations of MI spectra on the parameter N is outside the
objective of this investigation, longer emission durations correspond to stronger non-linear perturbations
of the plasma. Hence, hereby I enhance the ion acoustic frequency so that short emission durations (i.e.
fast numerical runs) trigger in the numerical box non-linear interactions that are expected for longer
durations in actual space experiments. To do so, I use a reduced mass ratio m;/m. = 100 instead of
the proton-to-electron mass ratio m;/m. ~ 1836. Thus, I enhance the ion acoustic frequency by a factor
> 4. Consequently, the investigated perturbations of the diagnostic performance are stronger than those
expected for DFP-COMPLIMENT and the maximum emission amplitude identified by this study is a
lower conservative.

4.1.2 Non-Linear Plasma Interactions and Their Impact On Mutual Impedance
Spectra

In this section, I investigate what non-linear perturbations of the plasma dielectric trigger the strong
modifications of MI spectra shown in Figure 4.2. In particular, I investigate which non-linear plasma
perturbations are triggered by strong MI emissions in function of the frequency. As shown in Figure 4.2,
stronger non-linear plasma interactions are expected for frequencies close to the plasma frequency. To
investigate this, I perform three numerical runs, each of which simulate the MI emission at a different
frequency: a first one below the plasma frequency where linear Langmuir waves do not propagate (at
w1 = 0.5 wy), a second one close to the plasma frequency where linear Langmuir waves are expected to
propagate (at wy = 1.1 w,) and, finally, a third one above the plasma frequency where linear Langmuir
waves are expected to be strongly damped (w3 = 2.0 wp). The amplitude of the emission signals is
set to 0 = 0.1 &, for which non-linear plasma interactions are expected at frequencies near the plasma
frequency. Such emission amplitude at MI sensors corresponds to a; = 0.01, s = 0.33 and a3 = 0.01
due to the dependency on the oscillation frequency for the amplitude of the plasma fluctuations. Note
that Figure 4.2 shows that I should expect non-linear plasma interactions to be excited only in the case
of wa.

For the three runs, I find that the emission triggers plasma fluctuations that oscillate at the frequency
of the emitted signals. In the case of wi and ws, only the plasma at positions near the emitting antennas
is perturbed. This is due to the generation of either evanescent waves that do not propagate in the plasma
(w1) or to Langmuir waves associated to strong Landau damping effects (w3) [Brunetti et al., 2000]. All
in all, for both emitted frequencies, I do not observe signatures of non-linear plasma interactions in the
plasma box.

In the case of wy = 1.1 wy, the emission generates Langmuir waves (kj =-0.244 )\51, wr, = wg) that
propagate from the emitting antennas to the surrounding plasma. The strong oscillations of such Lang-
muir waves trigger both (i) wave-particle and (ii) wave-wave non-linear plasma interactions.
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Signatures of wave-particle interaction

My numerical simulations show signatures of wave-particle interactions in phase-space domain for the
electron distribution function (Figure 4.3 top panel). In particular, vortices are found near the phase
velocity of the emitted Langmuir wave vy >~ 4.5 vy, . (light blue line), between ve = 2 vy, . and ve = 7 vy e.
This means that electrons moving with velocities close to the phase velocity of the wave get trapped in-
between the electric potential peaks of the sinusoidal propagating wave (Figure 4.3 bottom panel). Their
oscillation period in-between the peaks is the bouncing time T = \/m./(eFEk) |Zakharov and Karpman,
1963, O’Neil, 1965].
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Figure 4.3: Signatures of particles trapping in phase space. Top panel: electron velocity distribution
function in phase space domain, for w = 1.1 wj, at time ¢ ~ 120 w,; L. The phase velocity of the emitted
wave is represented as a blue line. Bottom panel: electric field associated to top panel, as a function of
distance d from the emitting antenna.

Trapped electrons move at velocities close to the phase velocity of the emitted wave. During the
bouncing time Tz, the trapped particles cover the distance L, ~ Tgvs. The emitted plasma wave prop-
agates through the plasma at group velocity v,. It follows that the wave covers such distance L, at
time ¢yrqp ~ L, /v,. Hence, electrons are trapped only after an efficient trapping time ¢,qp ~ Ly /v, =
TBU¢/U9 =Tp(1- wg/wz)_l >> Tg. In the case of wo, I find Ty ~ 17 w;l, corresponding to a distance
L, ~ 75 Ap and to an efficient trapping time t4,qp > 113 w, 1. This is consistent with my numerical runs,
where I find that particles are fully trapped only after the trapping time t4.q, (e.g. Figure 4.3).

The vortices significantly modify the electron distribution function that gets flattened near v4 when
averaged over physical space. This reduces the Landau damping of the emitted waves.

Signatures of wave-wave interactions

My numerical simulations also show signatures of wave-wave interactions in the Fourier spectrum of both
the net charge density and the ion density, as shown in Figure 4.4. Note that the emitted Langmuir wave
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corresponds to the signature at the frequency-wavenumber (wy, = 1.1 wy, kr, = —0.244 /\Bl).

e From net charge oscillations (top panel), a signature of the so-called virtual wave represented as
charge density localized at (2 wr = 2.2 wy, 2 kr, = —0.488\;") [?] is observed on top of the
emitted Langmuir wave.

e From ion density oscillations (bottom panel), my simulations show at (wyaw, +kz) the signatures
of IAWs, with wyaw obtained from the IAW dispersion relation w?,y,, = (k2C2)/(1 + k2 \%)
where Cj is the ion sound-speed. Such waves do not form a resonant triads with the emitted
Langmuir wave. In particular, they do not respect the resonant relation from EQ. 1.1. Hence,
they are not triggered by parametric excitation processes. I have performed separate dedicated
simulations to understand the origin of these IAWs by modifying the ion-to-electron temperature
ratio. In particular, I have increased the temperature ratio to increase the damping of the IAWs,
thus enabling the identification of the position at which the TAWs are triggered. I find that the
TAWs are triggered at the wave-front of the propagating Langmuir wave, where the electric en-
ergy gradient is significant. Such gradient, according to the ponderomotive force [Califano and
Lontano, 1999, Henri et al., 2011], acts as a pressure force on the ions and triggers their oscillation.

e Signatures of backward Langmuir waves are observed in the net charge density (top panel) at
(wr = 1.1 wp, kr = 0.244 A\;'). Such backward fluctuations occur where ion density oscillations
exceed An;/n; > 0.2, as expected. This process is similar to the reflection of radio waves observed
in Earth’s ionosphere due to the electron inhomogeneity corresponding to a density increase with
the altitude [Tkachenko et al., 2021]. Note that the propagation of plasma waves through inho-
mogeneities is discussed in detail in section 4.2.

e Parametric excitation processes related to non-linear beats of the wave (+k; = =+0.244\,},
wraw = 0.025w,) trigger ion oscillations at the harmonic (+2k;, = :|:0.488)\151, 2wraw = 0.05wp).
Such harmonics are observed among the ion density oscillations as localized charge density.

e Due to similar parametric excitation processes, IAWs are observed at the second harmonic (3kz,
3w1AW).

Note that the wave-wave interactions described above have been verified in three steps. First, I
identified from Figure 4.4 which modes of the system have been excited by the MI emission. Second, I
investigated which modes verified the resonant relations from EQ. 1.1. Third, I isolated each mode from
the frequency-wavenumber Fourier space and I converted them back to the physical space. By doing so,
I verified that the interacting waves indeed are found at the same location. Note that I only took into
account three-waves interactions and neglected quadratic interactions.

Summary on the impact of wave-particle and wave-wave interactions

As expected, I find that non-linear perturbations are enhanced for frequencies near the plasma frequency.
In particular, for such frequencies, I find that both wave-particle and wave-wave interactions perturb
significantly the characteristics of the plasma by modifying the electron distribution function and by
exciting different modes of the system. However, wave-wave and wave-particle interactions trigger two
counteracting effects. On the one hand, wave-wave interactions enable the non-linear energy transfer
between the emitted waves and different non-linear modes of the system. As a consequence, they reduce
the amplitude of the plasma waves emitted by the MI experiments. On the other hand, wave-particle
interactions flatten the electron distribution function near the phase velocity of the emitted wave and,
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Figure 4.4: Net charge density and ion density Fourier spectra (top and bottom panels, respectively)
obtained for the emission frequency wy = 1.1 w;,. Both panels are obtained at time 550 w,, 1 after the
beginning of the emission. Top panel: 2D Fourier transform of the net charge density. The red line
represents the Langmuir waves dispersion relation. The black dotted lines represent the frequency wy,
and wavenumber k; of the emitted Langmuir wave. Bottom panel: 2D Fourier transform of the ion

density. The red dotted line represents the IAW dispersion relation. The black dotted line represents k..
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consequently, they reduce the Landau damping of the emitted Langmuir wave. In the next section, I
show that these two counteracting effects do not balance out.

Mutual impedance spectra perturbed by strong emission amplitudes

In this section, I show the impact that the wave-particle and wave-wave interactions, described in the
previous section, have on MI spectra. To do so, I compare MI spectra obtained over the same frequency
range (i.e. from 0.5 w, up to 5.0 w,, with the frequency resolution A = 0.05) and for different emission
amplitudes (i.e. associated to electric-to-thermal energy ratios varying from o = 1071% up to a = 1).

Figure 4.5 shows the MI spectra obtained following the frequency sweep experimental procedure
(chapter 2), for different emission amplitudes (increasing « from top to bottom panel), in function of the
distance d from the emitting antenna. These are the spectra that I use in the following section to quantify
the diagnostic performance of MI measurements for strong emission amplitudes. To highlight the impact
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Figure 4.5: MI spectrograms in function of the emitting-receiving antennas distance d. Each spectrum,
normalized for the corresponding spectrum in vacuum, is represented between its minimum and maximum
amplitudes. The plasma frequency is identified as the frequency of (i) the maximum of each spectrum
(light blue line), (ii) the maximum of the quadratic interpolation of each spectrum (green line).

that strong emission amplitudes have on MI measurements, in Figure 4.6, I compare MI spectra obtained
for emitting-receiving antennas distances d = 5 Ap, d = 10 Ap, d = 20 A\p (top, middle and bottom
panel, respectively) and for different a. The spectra obtained for o = 10719 (blue line) are associated
to a linear plasma response to MI emissions. Therefore, the spectra associated to o = 10710 are used as
reference for the comparison to highlight the perturbations that non-linear plasma interactions induce on
MI measurements. I find significant discrepancies between (non-linear) spectra and the reference (linear)
spectra, with differences up to 10 dB at the resonant peak of the spectra for a = 1. This means that
non-linear plasma interactions significantly modify the shape of MI spectra.

All things considered, from an instrumental point of view, strong emission amplitudes trigger signifi-
cant modifications of the resonant signature of MI spectra. Such signature is used for the identification
of the plasma density and electron temperature. Hence, strong amplitudes are expected to have signif-
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Figure 4.6: Mutual impedance spectra. The distances of the two receiving antennas from the emitting
antenna are represented as d; and do = 2d;. From top to bottom panel, mutual impedance spectra are
obtained for dy ~ 5Ap, d; ~ 10Ap, di ~ 20\ p, for different antenna emission amplitudes (solid lines).

icant repercussions on the MI plasma diagnostic performance. In the following section, I quantify such
performances using the spectra shown in Figure 4.5.

4.1.3 Plasma Density and Electron Temperature Diagnostic Performance

Hereafter, I use the techniques described in chapter 2 to identify the apparent plasma density and the
apparent electron temperature from the MI spectra illustrated in Figure 4.5. Then, I use such apparent
parameters to compute the diagnostic performance of MI measurements in function of the emission
amplitude associated to different o and in function of the distance from the emitting antennas d.

Plasma Density Diagnostic Performance

The plasma density diagnostic performance is computed as the relative error between the apparent (n¢ qpp)
plasma density derived from MI spectra and the actual plasma density (n. = ng). The apparent plasma
densities are obtained from the apparent plasma frequency (wp 4pp) Which, in turn, corresponds to the
position of the resonant peak of the spectra. Consequently, the plasma density relative error reads:

Ameapp _ [ne,app — Ne _ 2Awp,app (4.1)
Ne Ne wy '

The density relative errors obtained for different « (colored lines) in function of the distance d is
shown in Figure 4.7 (top panel). Such errors are compared to the plasma density uncertainty of 10%
(gray shaded area) associated to the frequency resolution of the measurements (i.e. A = 0.05).

Significant result. A first significant result of my investigation is that I find plasma density
diagnostic errors below 5% (resp. 12%) for @ < 0.1 (resp. « = 1). Such errors are smaller than
(resp. of the order of) the plasma density resolution of the measurement. This means that, for the
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investigated range of «, the strong emission amplitudes implemented by COMIX to improve the SNR of MI
measurements is expected to have negligible repercussions on the plasma density diagnostic performance
of the experiment.
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Figure 4.7: MI plasma density and electron temperature diagnostic performance (top and bottom panels,
respectively) in function of the emitting-receiving antennas distance d, for a between 1071 and 1. Plasma
density resolution of 10% and electron temperature uncertainty of 20% are represented as gray shaded
areas.

Electron Temperature Diagnostic Performance

The electron temperature diagnostic performance is computed by comparing the apparent electron tem-
perature T 45, derived from the measurements to the actual electron temperature T¢ of the simulations.
In particular, it is identified by the electron temperature relative error, that reads:

(4.2)

|AT67app| — |Te — Te,app| — |1 _ Te,app|
T, T. T. ~

The apparent electron temperature is obtained following the technique described in chapter 2. Such
technique is based on the comparison between the observed (non-linear) spectra and all reference (linear)
spectra. I use as reference spectra the MI measurements that I obtained for a = 10719 (i.e. top panel
of Figure 4.5). Note that the analysis described hereafter supposes that the observed and the reference
spectra have similar shapes. This means that I analyse the observed spectra as if they were associ-
ated to linear perturbations of the plasma. By doing so, I mimic the error that one would make when
analysing MI space measurements without knowing a priori that non-linear plasma interactions have
been triggered by the experiment. The comparison consists of computing for each observed spectrum the
root-mean-squared error with respect to the reference spectra. The comparison is performed by focusing
on portions of the spectra corresponding to frequencies larger than 1.9 w,. This allows one to discard
from the analysis most of the resonant signature of the spectra, which is strongly modified by non-linear
plasma interactions.
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The reference spectrum associated to the minimum root-mean-squared error is the matching spectrum.
The matching spectrum is identified as the linear equivalent of the non-linear observed spectrum. Prac-
tically, I assume that matching and reference spectrum are obtained for the same distance d,;, from the
emitting antennas. The relation between the apparent d,p, and the actual distance d associated to the
observed spectrum reads:

dph, = dappAD,app = dAD (4.3)

where dpp, is the physical distance between the receiving sensors, Ap is the actual Debye length of the
simulation and the apparent Debye length is:

AD,app = \/(5OkBTe,app) / (€*Ne,app)- (4.4)

The squared ratio of d to d,;, corresponds to the ratio of apparent to actual electron temperatures. This
means that the electron temperature relative error reads:

AT, ca d \? d \’

T, Te dapp dapp

Note that, to mimic typical experimental applications [Wattieaux et al., 2020], the (known) actual plasma
density of the reference spectra is imposed equal to the apparent plasma density of the observed spectra
(e.g. Meapp = Ne). This means that the plasma density used for producing the reference spectra is
imposed equal to the density identified from the observed spectra.

Figure 4.7 (bottom panel) represents the electron temperature relative errors obtained in function of
the distance d, for different antenna emission amplitudes. I find that small (resp. large) values of « are
associated to negligible (resp. significant) electron temperature relative errors. I find errors within the
typical electron temperature performances (i.e. gray shaded area) for MI antenna emission amplitudes
up to @ = 0.1. For larger emission amplitudes (e.g. « = 1) I find significant non-linear perturbations of
the spectra that would result in major reductions of the electron temperature diagnostic performance.

Significant result. A second significant result of my investigation is that COMIX can choose to
increase the MI emission amplitudes to have electric-to-thermal energy ratios up to a = 0.1, for which
the perturbations of the electron temperature diagnostic performance are also found negligible.

4.2 Impact of Small-Scale Plasma Inhomogeneities like the Nanosatel-
lite’s Plasma Sheath on Mutual Impedance Diagnostic

A satellite in space interacts with the plasma it aims to explore. From such interaction, the satellite
platform collects currents at its surface, it gets charged and, consequently, it acquires a floating electric
potential [Lai, 2012]. Such electric potential perturbs the plasma, that reacts by enveloping the satellite
with an inhomogeneous region called plasma sheath [Tonks and Langmuir, 1929]. The satellite’s plasma
sheath is known to perturb in situ plasma diagnostic measurements [Marchand et al., 2010, Bergman et al.,
2020, Johansson et al., 2020, 2021|. Such perturbations are typically reduced by installing the plasma
instruments on long booms that deploy them far from the platform and the platform’s plasma sheath
(e.g. RPC-MIP and RPC-LAP onboard Rosetta [Carr et al., 2007]). But, in the case of nanosatellites,
the booms are short due to the mass and volume constraints of small platforms. Thus, for nanosatellite
applications the contribution of plasma inhomogeneities to in situ plasma measurements is expected to
be significant and it cannot be neglected. In this context, for the purpose of including MI instruments in
future nanosatellite multi-point missions, COMIX needs to quantify the impact that small-scale plasma
inhomogeneities like the plasma sheath have on the diagnostic performance of MI experiments. This topic
is the subject of the submitted draft publication showed in section 6.2. The underlying foundamental
question of this investigation, from a science of measurement point of view, is the spatial spread of MI
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measurements. In other words: how local are in situ MI measurements ?

To answer this question and support COMIX, I use Vlasov-Poisson numerical simulations (section 3.1)
to model for the first time the impact of plasma inhomogeneities, such as the plasma sheath, on MI mea-
surements. For this purpose, I initialize a numerical plasma box with plasma inhomogeneities compatible
with the density gradients of the satellite’s plasma sheath. Then, I perturb the plasma box with MI
measurements. [ simulate MI measurements following the frequency sweep procedure described in sec-
tion 2.2. Such procedure consists of perturbing the plasma box with MI emissions and of retrieving
simultaneously the electric fluctuations within the plasma. The plasma oscillations are used for building
MI spectra, from which the plasma density and electron temperature diagnostic performances are derived.
Such performances are compared to reference performances which are compatible with the performances
typically accepted for MI space applications. In particular, similarly to the analysis of MI spectra in
the case of strong emission amplitudes (section 4.1), I set a maximum acceptable plasma density error of
An./n. = 10%, consistent with the resolution of MI measurements, and a maximum electron temperature
error of 20%, consistent with typical expected temperature uncertainties. I arrange MI emitting antennas
in the numerical box according to the Model B configuration described in section 3.1.2. I concentrate in
this study on two typical plasma density inhomogeneity scale lengths: at small scale (few Debye lengths)
to adress the impact of the spacecraft plasma sheath on MI measurements; at medium to large scale
(some 10s of Debye length) to address the typical density structures expected in space plasmas. Note
that hereafter I focus on the impact that plasma inhomogeneities have on the diagnostic performance
of MI experiments rather than the structure of the plasma sheath for nanosatellites. This means that I
investigate MI experiments performed in the presence of specific plasma inhomogeneities and I avoid the
research of the solution of the 1D plasma sheath, as discussed in section 4.2.1.

I focus on MI emissions that perturb the plasma box over the frequency range (0.5 wy, 3.2 wp) using
small emission amplitudes (o = 10719) that are associated to a linear plasma response to MI emissions,
according to section 4.1. This means that I investigate linear perturbations of the plasma and avoid all
non-linear plasma interactions discussed in section 4.1. The duration of each emission is set equal to
N = 20 repetitions of the oscillation period for each emitted frequency. It follows that the contribution of
the ion dynamics to MI measurements is negligible due to the small emission amplitudes and to the short
MI emission durations, as discussed in section 4.1.1. Hence, in this section, I neglect the ion dynamics
and I evolve in time only the electron distribution function.

4.2.1 Numerical Simulation of Plasma Inhomogeneities: the Density and
Electric Potential Profiles

The plasma inhomogeneity is simulated by initializing the numerical box with specific density and electric
potential profiles. In this section, I describe such profiles.
Electrons are modeled as Boltzmanian:
ne(z,t =0 eV(x,t=0
76( ) = exp 7( ) (4.6)
o kBTe
where n.(x, t) is the electron density, ng is the normalization density of the numerical model, T is the nor-
malization electron temperature and V(x, ¢ = 0) is the electric potential associated to the inhomogeneity.
Such electric potential is initialized as:
-0\
— Zo
_ 4.7
() ] o)

where A;, is the amplitude, x( is the center of the inhomogeneity with respect to the MI emitting
antenna, L is the spatial scale of the inhomomogeneity. Note that A;, represents the electric potential of
the satellite generating the formation of the inhomogeneity in the surrounding plasma. Hence, positive
(resp. negative) A;, correspond to a satellite which is charged to a positive (resp. negative) electric
potential. It follows that for a positive (resp. negative) A;, I simulate a plasma inhomogeneity with an

V(z,t =0) = A;, exp
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Table 4.1: Parameters defining the simulated plasma inhomogeneities: location (zo/Ap), width (L?) and
depth (A;,/Vo) of the inhomogeneity.
Simulation x¢/Ap L?> Ay /Vo

S_00 0 1.95 +05
S o1 1 195 405
S 02 2 1.95  £0.5
S 04 4 1.95 405
S 08 8 195 405
S 16 16 195 0.5
L 50 50 4000  +0.5

excess (resp. a depletion) of electrons. The ion density profile n, is computed self-consistently from the
Poisson equation:
ny (z,t =0) —ne (z,t =0)

V2V (z,t =0) = —e
€o

(4.8)

Note that n, (z,t) = n, (z,t = 0) is fixed throughout the numerical simulations because the motion of
ions is neglected, as discussed in the previous section.

The numerical plasma box is perturbed by multiple emitting antennas, according to the Model B
configuration of the antennas. In orde<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>