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CHAPTER 1
General Introduction

Nuclear safety is defined by the International Atomic Energy Agency (IAEA) as “the achievement
of proper operating conditions, prevention of accidents or mitigation of accident consequences,
resulting in protection of workers, the public and the environment from undue radiation hazards”. This
set of technical, human, and organizational measures implemented at all stages of a nuclear power
plant life is considered from the design of nuclear installations, integrated during their construction,
and reinforced during their operation. They are based on the defence in depth concept which includes
successive and independent lines of defence.

The study and prevention of nuclear accidents is an upstream element in the nuclear safety
chain. Nuclear reactors can enter an accidental situation in a variety of ways, including instabilities
in the nuclear reactions that may cause unexpected behaviour, failure of some systems or structural
mechanical degradations that could lead to loss of coolant. This type of event could lead to a melting
of the reactor core induced by a lack of fuel cooling. This type of event must be absolutely prevented.
This requires the capability to understand the phenomena and mechanisms that would be involved
and to predict the behaviour of a nuclear reactor in such accidental situations. Furthermore, it is
essential to prevent such situations and limit their consequences by implementing safety systems.

Experimental facilities are required to simulate the thermal-hydraulic aspects of nuclear reactor
accidents. However, due to the complexity and cost of implementing full-scale experimental reactors,
the nuclear industry has built reduced-scale experimental facilities to simulate the accidents. They
are called Integral Test Facilities (ITF) when they can simulate the whole reactor system. The results
of these reduced-scale experiments are used to study the behaviour of the reactors in accidental
transients and to provide valuable data for the validation of the numerical simulation tools. The
numerical tools able to simulate the thermal-hydraulic behaviour of whole system during accidents
are called “system codes”. The thermal-hydraulic of reactor transients is also simulated using the
system codes that were validated on ITF tests: this is the “scale transposition”.

A nuclear reactor is a complex system and the accidental transients have a very complex
phenomenology. Furthermore, it can be challenging to obtain experimental data sufficiently
representative of theses phenomena given the uncertainties related to the scale transposition. These
uncertainties are mainly related to the assumptions in the design of the reduced-scale facilities, which
may result in discrepancies in transient behaviour with full-scale reactors. These uncertainties could
also be induced by scale effects, which cannot achieve a perfect phenomenological similarity. These
discrepancies are referred as “distortions” in the behaviour of the reduced-scale experimental facilities
compared to the full-scale reactors.

For these reasons, the question of evaluating the transposition of reduced-scale experimental
results to the reference full-scale reactors code predictions arises. Therefore, it is crucial to dispose
of a tool for assessing both the representativeness (the similarity of transients behaviour) and for
quantifying the potential distortions brought on by the reduced-scale facilities.

Methods for scaling analyses have been developed to identify and quantify these distortions.
However, they remain theoretical and very general. A state of the art on scaling methods performed in
the framework of the OECD-NEA-CSNI-WGAMA (Bestion et al. 2017) has concluded that guidelines
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are needed for a sound application of scaling methods to concrete situations. Revisiting and improving
the existing methods is required and the support of mature system codes may be envisaged.

The main objective of the present thesis is to clarify the potentialities and understand how
these scaling methods can contribute, in relation to the existing means of study. For this purpose,
the thesis aims to develop a scaling analysis methodology for the study of nuclear transients
thermal-hydraulic behaviour. In order to make this methodology applicable to the nuclear industry,
some guidelines must also be established. Figure 1.1 illustrates this purpose of developing a scaling
analysis methodology through the use of these means of study, the establishment of these guidelines,
and the reinterpretation and improvement of an existing scaling method.

The a posteriori scaling 

analysis methodology

Existing scaling method

Developed in the thesis

- Provide guidelines

- Important steps

- Advices for applications Reinterpreted and improved

Figure 1.1: Development of the a posteriori scaling analysis methodology

The major issues raised by the state of the art on existing scaling methods, which the current
thesis aims to address, are as follows:

- How scaling analyses can help in the comprehension of transient phenomena? And how
pertinent are the top-down and bottom-up approaches in establishing a structured PIRT?

- How scaling analyses can identify and quantify distortions? The relevance of this question
stems from the need to assess the impact of design choices for scaled-down experiments and
transient results compared to what is predicted by codes for full-scale reactors.

- Can advanced scaling methods be conducted with the support of system codes to
identify multi-scale distortions? This is an important issue, as scaling methods were not
initially designed for this purpose.

- What are the current limitations of scaling analyses and methods for nuclear transient
analysis?

To answer theses questions and issues, the thesis is divided into three parts. The first part presents
the context of the thesis:

- Chapter 2 presents the field of study with a brief overview of the issues related to nuclear
energy, a non-exhaustive description of pressurized water reactors and their general operation.
Then the Loss Of Coolant Accidents (LOCA) are presented since they are extensively discussed
throughout the thesis.

- Chapter 3 presents the state of the art of nuclear thermal-hydraulic and the context in which
scaling takes place. The current state of knowledge regarding scaling-related issues, concerns,
and techniques are presented through a literature review. The objectives of the thesis are then
highlighted from these teachings.

- Chapter 4 presents the CATHARE system code used for the studies in this thesis. A brief history
of the code is provided and the main modelling aspects and the equations are described.
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The second part of the thesis consists of two chapters with the transient analyses in which the
scaling methodology is applied:

- In chapter 5 a first study is conducted as an introduction to the development of the
methodology, showing the applicability of a scaling method to a SB-LOCA transient. A scaling
analysis is performed on an ITF test. The results are compared with published works and first
conclusions are drawn.

- In chapter 6, a scaling analysis of a SB-LOCA transient involving counterpart tests performed
in two ITF and a full-scale reactor simulation is performed at system and component scales. It
aims to investigate the capability of a scaling method to identify and quantify scale distortions
of a SB-LOCA transient by comparing experimental results with reactor calculations and
with ITF tests calculations. Conclusions are drawn based on the scaling analysis on the the
differences in reactor behaviour with the ITF results. Some methodology improvements are
discussed.

In the third part of the thesis, the a posteriori scaling analysis methodology developed during the
thesis is described in chapter 7. Conclusions in chapter 8 are drawn from the two studies carried out
as well as from an analysis of the reinterpretations and enhancements of the original methodology.
Answers to the questions and objectives mentioned in the first part are provided. Finally, perspectives
for further methodology improvements and new applications are proposed in chapter 9.
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CHAPTER 2
Background: Pressurized Water Reactors (PWR) and Loss
Of Coolant Accidents (LOCA)

2.1 Pressurized Water Reactors (PWR) . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Loss Of Coolant Accidents (LOCA) . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.1 Small-Break LOCA (SB-LOCA) . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.2 Intermediate-Break LOCA (IB-LOCA) . . . . . . . . . . . . . . . . . . . . 29
2.2.3 Large-Break LOCA (LB-LOCA) . . . . . . . . . . . . . . . . . . . . . . . . 30

Over the last decades, the world total electricity final consumption has steadily increased, with the
residential and tertiary sectors accounting for a large share of the growth since 1974 (see Figure 2.1a).
In 2019, the world total electricity final consumption reached 22 848 TWh (IAEA 2021a).

Figure 2.1b shows the world electricity generation mix by fuel (IAEA 2021b). It is observed that
coal remained the dominant fuel for power generation, reaching in 2019 37% of the global electricity
production. The share of renewables began to grow strongly in the mid 2000s, overtaking that of
natural gas in 2013 and providing almost 27% of global electricity in 2019 (24% for natural gas).
Nuclear has remained stable at around 10% for the past eight years, while oil provided less than 3%
of global electricity in 2019.

 0

 5000

 10000

 15000

 20000

 25000

 1970  1980  1990  2000  2010  2020

W
o
rl

d
 e

le
ct

ri
ci

ty
 fi

n
a
l 
co

n
su

m
p
ti

o
n
 [

T
W

h
]

Others
Tertiary

Residential
Transport
Industry

(a) World electricity final consumption by sector

 0

 5

 10

 15

 20

 25

 30

 35

 40

 45

 1970  1980  1990  2000  2010  2020

Nuclear

Coal

Oil

Natural gas
Renewables

Other

W
o
rl

d
 e

le
ct

ri
ci

ty
 g

e
n
e
ra

ti
o
n
 m

ix
 [

%
]

(b) World electricity generation mix by fuel

Figure 2.1: World electricity consumption and generation

2.1. Pressurized Water Reactors (PWR)

In 2022, there are 441 nuclear reactors in operation in the world for electricity production
with a combined energy capacity of nearly 400 GWe. Nuclear energy operate in 32 countries and
generate about 10% of the world’s electricity and represents the fourth largest source of production.
Additionally, 53 reactors are under construction, and 96 are planned. Figure 2.2 depicts a world map
of operating nuclear reactors in 2022 (IAEA 2022a). The United States, France and China are the
three main countries producing electricity from nuclear source with respectively 92, 56 and 55 nuclear
reactors.
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Figure 2.2: Number of nuclear reactors in operation in the world in 2022

Since the beginning of the civil nuclear power industry after the World War II, several reactor
types have been developed around the world. These reactor types are distinguished by their choice
of technological options, mainly in terms of fuel type, coolant or moderator. The list of in operation
nuclear reactors in the world in 2022 is summarized in Table 2.1 (IAEA 2022b).

Table 2.1: In operation nuclear reactors in the world in 2022

Reactor type Number
of reactor

Electrical
capacity [MW]

Pressurized Light-Water Moderated and Cooled Reactor (PWR) 307 292 917
Boiling Light-Water Cooled and Moderated Reactor (BWR) 61 61 849
Pressurized Heavy-Water Moderated and Cooled Reactor (PHWR) 48 24 404
Light-Water Cooled, Graphite Moderated Reactor (LWGR) 11 7 433
Gas Cooled, Graphite Moderated Reactor (GCR/RBMK) 10 5 650
Fast Breeder Reactor (FBR) 3 1 400
High Temperature Gas Cooled Reactor (HTGR) 1 200
Total 441 393 853

With 307 Pressurized Water Reactor (PWR), they are the most common. They represent about
70% of the nuclear reactors in the world. In 2022, French electricity production is provided by 56
PWR. French nuclear industry generate more than 70% of the country’s electricity, which represents
61 370 MWe (IAEA 2022b). Three PWR types are operated in France, differentiated by their electrical
power (900 MWe, 1 300 MWe and 1 450 MWe). Figure 2.3 details the electricity production share
in France in 2021 as well as these three PWR types (EDF 2020). These three types of PWR differ
slightly in their characteristics such as the number of loops, specific thermal-hydraulic parameters,
thermal powers and therefore their number of fuel assemblies.
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Table 2.2: Number of PWR in France by power

Electrical power Number of reactors
1 450 MWe 4
1 300 MWe 20
900 MWe 32

Figure 2.3: Electricity production share in France in 2021

PWR use uranium dioxide UO2 fuel enriched about 3 to 5%, or a mixed fuel composed of depleted
or low-enriched uranium dioxide UO2 and plutonium dioxide PuO2 (MOX fuel). The fissioned atom
is mainly 235U. The thermal power of the reactor is produced mainly by the fission of uranium atoms
(90%). The other part is released by radioactive fission products (less than 10%), which emit heat
and radiation as they return to a stable state.

The Rankine thermodynamic cycle of a PWR is illustrated in Figure 2.4 (Delhaye 2008). The
water circulating in the core acts both as a coolant and as a neutron moderator, slowing them
down. The liquid water circulates in a pressurized primary circuit (155 bar) and transfers its energy
(from ≈ 329 ◦C to 293 ◦C) to a secondary circuit through a heat exchanger (called steam generator).
The secondary fluid is brought to the boil and drives a turbo-generator which generates electricity.

⚡
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Primary circuit Secondary circuit

Figure 2.4: General cycle of a Pressurized Water Reactor (PWR)

The stability of the nuclear reactor is ensured by a system of neutron absorbers of two types:
rods that control the reaction during operation and the emergency rods that drop into the core
and stop the chain reaction. Furthermore, a boric acid solution in the coolant, acting as neutron
absorber, ensures reactor control. The intrinsic stability of a PWR then depends on the type of fuel
chosen and its moderator. PWR fuel consists of bundles of cylindrical rods made of a zirconium alloy.
Ceramic fuel pellets are stacked in the zirconium tubes. The rods are held in place by grids. A fuel
assembly usually consists of 17 × 17 rods made up of 264 fuel rods, 24 guide tubes and 1 central
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instrumentation rod. There are 157 to 241 assemblies in the core, depending on the type of PWR.

The Reactor Pressure Vessel (RPV) of a PWR is composed of an annular space (called
downcomer) where water circulates from the cold leg to the bottom of the vessel, in the lower
plenum. The water flows into the core, through the lower internals, the fuel assemblies and the upper
internals. Finally, the water flows through the upper plenum and the dome to the hot legs. The RPV
of a PWR and the details of the nuclear fuel are illustrated in Figure 2.5 (Delhaye 2008).
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Control rods
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Figure 2.5: Pressurized Water Reactor (PWR) pressure vessel and nuclear fuel

A PWR primary loop consists of a steam generator (SG) and a primary pump located on the
cold leg (see Figure 2.4). A 900 MWe reactor’s primary circuit has three loops, whereas a 1 300 or
1 450 MWe reactor’s primary circuit has four loops. One pressurizer located on a hot leg is connected
to the primary circuit. The pressurizer controls the pressure (155 bar) thanks to a balance between a
liquid phase that can be vaporized by heaters and a saturated vapour phase that can be condensed
by a sprinkler system.

The primary circuit’s heat is transferred to the secondary circuit by the SG. The water of the
primary circuit, heated by the reactor core, circulates inside inverted U-shaped tubes forming the tube
bundle. Preheated water is injected into the SG secondary volume and brought to a boil through
contact with the tubes. The primary pumps ensure the circulation of the primary fluid. The pumps
compensate for pressure losses in each loop, which are mainly located in the core and in the SG.

Several auxiliary circuits are connected to the primary circuit piping. Their function is to control
the behaviour of the reactor in nominal operation or in normal reactor shutdown conditions. For
example:
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- The Chemical Volume Control System (CVCS) which purpose are - to adjust the boron
concentration of the primary circuit by adding demineralized water or boron water in response
to core power variations, - to adjust the mass of water in the primary circuit in response to
temperature variations and - to maintain the quality of the primary circuit’s water by reducing
its content in corrosion products.

- The Reactor Heat Removal system (RHR) which function is to evacuate the residual heat
produced by the fuel when the reactor is shut down in order to prevent the water from
overheating.

Additionally, several backup circuits control and limit the consequences of the reactor in an
incident or accident situation. The backup circuits are essentially safety injection circuits. For example:

- The Safety Injection System (SIS) which injects boron water into the core to stop the nuclear
reaction and maintain the volume of water in the primary circuit in the case of primary coolant
loss. They are made up of - pressurized accumulators operatively passively and - pumps with
different flow rates and discharge pressures to react to the different types of accidents. These
pumps draw boron water from tanks and inject it into the primary circuit (shown in Figure 2.4).

- The Auxiliary Feedwater supply (AFW) which maintains the water level in the secondary part
of the steam generators and cools the water in the primary circuit if the normal water supply
to the steam generators is compromised.

2.2. Loss Of Coolant Accidents (LOCA)

Nuclear incidents and accidents are described according to the International Nuclear and
Radiological Event Scale (INES) ranging from 1 to 7 depending on the severity with three
incident-levels and four accident-levels (IAEA et al. 2009). Events with no safety significance are
ranked at the below the scale, at level 0. Figure 2.6 illustrates the different levels of severity classified
according to the INES scale, used by nearly 70 countries. The INES scale is logarithmic, i.e. each
increasing level represents an accident approximately ten times as severe as the previous level.
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Accident with local consequences
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Figure 2.6: The International Nuclear Event Scale (INES) levels
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The International Atomic Energy Agency (IAEA) defines that a nuclear reactor is in accidental
situation if “an event that has led to significant consequences to people, the environment or the
facility. Examples include lethal effects to individuals, large radioactivity release to the environment,
reactor core melt” (IAEA et al. 2009). For instance, the Chernobyl disaster (1986) and the Fukushima
disaster (2011) are the most serious nuclear power plant accidents (level 7) and have caused impacts
on people and the environment. Moreover, accidents with severe consequences (level 5), such as
the Three Mile Island accident (1979), are considered to have severe damage to safety barriers and
limited radioactive material release.

The Three Mile Island event was a Loss Of Coolant Accidents (LOCA). It led to an interest in
studying this type of nuclear transients. The work in this thesis is exclusively concerned with LOCA
scenarios. LOCA transients are usually pipe breaks or isolation valve failures in the primary system.
Since the 1950s, this type of accident has been postulated as the most credible accident. As a result,
the PWR design principle and its safety guidelines require that they withstand the consequences of
a LOCA transient (Couturier 2020).

A break in a primary system’s pipe results in an sudden drop in pressure and water loss from the
circuit. This pressure drop causes mechanical stresses on the PWR structures. In addition, the lost
water may cause partial or total uncovering of the core. It can lead to damage of the fuel rods, and
even to mechanical failure of some of them. To prevent compromising the core’s cooling capability
and to lessen the radiological consequences, the damage must remain limited. The location and the
size of the break directly affect the evolution and consequences of a LOCA transient. Therefore, the
breaks located on the cold legs are the most penalizing to core cooling. The breaks located on the
hot legs are the most penalizing for the PWR containment, taking into account the high temperature
of the fluid discharged at the break (Couturier 2020).

LOCA are classified into three size categories depending on the size of the break on the
broken pipe: - Small-Break (SB), - Intermediate Break (IB) and - Large Break (LB). A significant
characteristic in the analysis of LOCA transients is the pressure in the primary system. Figure 2.7
depicts the logarithmic evolution of primary pressures for a SB-, IB- and LB-LOCA. It is observed
that the pressure of a LB-LOCA drops instantaneously, making it an extremely violent transient.
Although the behaviour of SB- and IB-LOCA is similar, the transients overall duration differs by an
order of magnitude.
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2.2.1. Small-Break LOCA (SB-LOCA)

The pipe has a break area roughly ranging from 1% to 6% of its cross-sectional area. The transient
is relatively long for these break size ranges. Depending on the size of the break and the operating
assumptions of the primary pumps and safety systems, it can last from ten minutes to about one
hour.

The primary pressure drops rapidly in the early moments of the transient, while only liquid
is discharged at the break. Due to the depressurization, the liquid begins to vaporize. The power
generated by the core and transferred by the SG starts to decline, limiting the depressurization.

A quasi-equilibrium pressure condition is reached, that can last for several hundred seconds. The
pressure in the primary circuit stabilizes at a pressure plateau close to that of the secondary circuit
(see Figure 2.7). The secondary circuit acts as heat sink and natural convection is established in the
primary circuit. The void fraction slowly increases in the upper parts of the primary circuit.

The decay heat in the SG begins to be removed by condensation. Liquid from this condensation
then falls in the U-shaped section of the cold legs (intermediate legs), creating plugs and two
thermodynamically independent volumes. When a sufficient pressure difference between the two
volumes separated by the plugs is reached, the plugs are expelled towards the core.

The primary pressure equilibrium is interrupted and starts to decrease again. The secondary
pressure becomes higher, and the secondary circuit starts to transfer its heat to the primary circuit.
The break flow being almost vapour, the primary mass inventory continues to decrease until the SIS
(accumulators and Low Pressure Injection System (LPIS)) are triggered. The primary circuit and the
core are refilled and the transient ends when a sufficiently low pressure is reached (Shockling et al.
2012).

The study of SB-LOCA transients is covered in chapters 5, and 6, where the phenomenology is
further discussed.

2.2.2. Intermediate-Break LOCA (IB-LOCA)

The pipe has a break area beyond 6% its cross-sectional area. It should be noted that there is
no clear agreement on the limits between SB-LOCA and IB-LOCA, and these are still questionable
(D’Auria et al. 2017). For these break sizes, the transient lasts less than ten minutes.

Like the SB-LOCA, the primary circuit rapidly depressurizes as soon as the break is opened.
However, the residual power of the core is mostly evacuated through the break, resulting in a faster
decrease in primary pressure compared to a SB-LOCA (see Figure 2.7).

The primary circuit, especially the cold parts, reaches saturation conditions resulting in a
two-phase flow at the break. The mass inventory of the core is lost, resulting in a prolonged and
nearly complete uncovery and very high peak temperature in the fuel assemblies (Shockling et al.
2012).

As the primary pressure decreases faster than in SB-LOCA, the SIS (High Pressure Injection
System (HPIS) and accumulators) are triggered earlier. The core is then refilled and the fuel rods
are cooled. Due to the liquid vaporizing in the primary circuit as a result of the pressure drop, the
pressure plateau and the natural circulation phase are therefore much shorter or even absent (see
Figure 2.7).

Once the accumulators are emptied, the primary pressure continues to decrease until the LPIS
are activated. Only the HPIS and LPIS can then support the refilling of the primary circuit and the
core. A second temperature peak may occur if the pumped flow from the safety injections is not high
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enough. The transient ends when the safety injections flow exceeds the break flow and the core is
quenched (Lorduy-Alós et al. 2020).

2.2.3. Large-Break LOCA (LB-LOCA)

Also called “Double-Ended Guillotine Break (DEGB)”, the pipe is assumed to be completely
broken (D’Auria et al. 2017). This transient only lasts a few hundred seconds and is extremely fast.
The less favourable case of LB-LOCA is a double ended break on a cold leg.

Because of the high break flow rate (limited by the critical flow rate phenomena), the primary
pressure drop is extremely sudden compared to the SB- and IB-LOCA (see Figure 2.7). The pressure
drop leads to a total uncovery of the core and to very high fuel assemblies temperatures. The
emergency safety injections are triggered instantly and inject water into the reactor to maintain core
cooling.

Boiling and flashing occur in the core and the flow reverses, passing through the downcomer to be
discharged at the break (Bajorek et al. 2001; Shockling et al. 2012). The fuel rods exceed the critical
heat flux, resulting in a significant decrease in heat transfer to the coolant. Within seconds, flashing
occur in the entire primary circuit. The break flow becomes saturated and significantly reduced.

The water injected into the cold legs by the accumulators flows into the downcomer, reversing
the flow again and rewetting the core. Because of the depressurization caused by the vapour flow
at the break, the primary circuit reaches a quasi-constant pressure close to that of the containment
(see Figure 2.7).

The reflooding of the core begins. The flow in the core is oscillatory due to the cold water
rewetting the hot fuel rods, generating vapour. Because the vapour flows in the primary circuit is
relatively low, the cladding temperature slowly rises. The temperature of the fuel assemblies begins
to decrease after about a hundred seconds. Finally, the entire core is therefore reflooded, starting a
long-term cooling phase ending the transient (Shockling et al. 2012).

The LB-LOCA was initially used as reference accident for the design of PWR. It was after the
Three Mile Island accident that the interest turned to the study of SB-LOCA and IB-LOCA.
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This chapter aims to provide an overview of the thesis subject study. The evolution of the
framework of nuclear thermal-hydraulic in accidental situations and the applications related to scaling
are presented. The current state of knowledge, methods, and limitations linked to scaling analyses
are detailed in order to establish the perspectives resulting to the thesis questions.

3.1. An Overview of Nuclear Thermal-Hydraulic

Thermal-hydraulic is a fundamental component of nuclear research and engineering. In particular
through the study of the behaviour of nuclear reactors in normal and accidental conditions. The
functioning and integrity of nuclear installation structures under extreme conditions is a subject of
great interest in the scientific literature. Among the many topics related to nuclear thermal-hydraulic,
issues concerning accidental investigation emerge.

The first interest in the study of accidental situations appeared in the 1950s, when scenarios
were identified to demonstrate the safety of Nuclear Power Plants (NPP). These experimental
studies focused on the basis of reactor safety analyses (D’Auria et al. 2017). Small-scale systematic
thermal-hydraulic research programs were then initiated in the 1960s. They were intended for the
study of individual physical phenomena and provided key points of interest for the study of nuclear
transients (Zuber et al. 1965; Forslund et al. 1968; Wallis 1969). Primitive numerical tools were used
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to analyse experimental measurements as computer science developed in the 1970s. The first nuclear
reactor safety calculation codes were also made available (Moore et al. 1968). Until the end of the
1970s, there were few accidents on civil reactors involving two-phase conditions. Consecutively to
the Three Miles Island accident in 1979, the number of accidental transient studies increased (NEA
1991; NEA 2005).

Because of the size, complexity, and safety implications of a nuclear reactor, the costs of
simulating a full-scale accidental transient were not affordable. To circumvent this problem, the
global nuclear industry has developed small-scale experiments. The aim was to conduct tests on these
reduced model reactors under safe and cost-optimized conditions (Bestion et al. 2017). Reduced-scale
experimental facilities can be classified into three types:

- Basic tests, aimed at understanding specific phenomena that are not dependent on the
geometry or size of the reactor. These experiments are intended to understand the fundamental
processes of thermal-hydraulic and are typically carried out under simple steady boundary
conditions. They are useful for gathering essential information for the development of models
and correlations. Their interest, however have a weak connection with scaling issues.

- Separate Effect Test Facilities (SETF) intended to perform Separate Effect Tests (SET). They
are designed to investigate local phenomena that occur during transients in reactors. In general,
SETF represent a specific component of the reactor, whose scale and geometry are preserved.
They are intended for the understanding, development and validation of physical models and/or
empirical correlations. The purpose was then to use the SET experimental results to improve
the models used by the calculation codes (see 3.2) (NEA Databank 2015).

- Integral Test Facilities (ITF), which are dedicated to the scaled-down representation of a
full-scale reference reactor on which Integral Effect Tests (IET) are performed. They are
intended to provide a thermal-hydraulic response to a specific transient over a specified time
period. Despite the fact that all of the reactor components (primary and secondary circuits)
are represented, the experimental data are allegedly not directly transposable to the reference
reactor due to scale effects. The IET are mainly used to understand transients and validate
calculation codes. They are established under the recommendations of the Organization for
Economic Cooperation and Development (OECD) (NEA Databank 2010).

The transient scenarios are selected in accordance with the Design Basis Accidents (DBA). These
are the accidents that are used to determine the design and safety criteria for nuclear power plants.
In other words, they are the “reference accidents” as defined by the Design Basis (DB) requirements,
which are closely related to the safety regulations that constitute the “licensing basis”. The DBA
criteria are generally defined as events that could lead in nuclear fuel damage and the release of
radioactive material (USNRC 1997; USNRC 2000). The most relevant DBA (or transients) are Loss
Of Coolant Accident (LOCA), Loss Of Feed Water (LOFW), Loss Of Offsite Power (LOOP), Main
Steam Line Break (MSLB), Station Black Out (SBO) and Steam Generator Tube Rupture (SGTR).

The field of “scaling” research and study takes place in this context of nuclear
thermal-hydraulic transients, through the connection between the nuclear reactors parameters with
their experimental equivalents on a reduced scale. Scaling is then initially defined as the process of
converting the reactor parameters to those of the experimental facility. The terminology “scaling
issue” refers to the difficulty and complexity of the procedures and the variety of aspects related
to this conversion. Finally, “addressing the scaling issue” refers to the process of demonstrating the
applicability of the actions required to perform the scaling (Bestion et al. 2017).
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3.2. Contributions of the Calculation Codes

In the early 1980s, advances in computer science contributed to the emergence of calculation
codes. With experimental results allowing for version refinement, transient simulation improved, and
questions of applicability of addressing the scaling issue with the codes arose. This implies that the
codes should be able to reproduce the dominant phenomena of facilities transients, and thus to the
reference reactors (scaling-up) with the “scale-transposition”.

Over the years, the growing experimental data base contributed to improve activities in the
framework of thermal-hydraulic system codes. Their role extends through Verification and Validation
(V&V) process (D’Auria et al. 1998) and becomes mandatory computational tools for safety and
licensing. They are becoming available to better understand transients by connecting experimental
results to the still poorly understood phenomenology, providing key information and allowing to
address the scaling issue. As a result of the advancement of codes, certain phenomena were designated
as being of interest during the 1980s (NEA/CSNI 1989).

Due to the requirements of Uncertainty Methods (UM), new approaches to the study of transients
were proposed in the early 1990s. In particular, the well-known Code Scaling and Applicability
and Uncertainty (CSAU) and the Process Identification and Ranking Table (PIRT) were proposed
(USNRC 1989; Wilson et al. 1990). The CSAU is an uncertainty methodology procedure that aims to
quantify - the accuracy of the experiments and code, - the effects of scaling, and - the characteristics
of the reference reactor. Uncertainties and biases can be evaluated using the PIRT by analysing scaling
distortions of phenomena occurring in experimental test facilities and evaluating the code scale-up
capabilities. The Appendices A and B describes respectively the full CSAU and PIRT methodologies
flowcharts.

The code-evaluation process is used to assess safety by comparing the results of code predictions
with the experimental data of SET and IET. The aim is for the code to predict the same results, in
order to ensure that the phenomena of these tests could be confidently scaled to those expected in
the reference reactor. Because it is not possible to design tests for all geometrical configurations and
operating conditions of full-scale reactors, this approach remains ideal and theoretical. This is why
scaling evaluations studies for each application are required (Wulff et al. 1999). Figure 3.1 illustrates
the codes involvement in the framework of nuclear thermal-hydraulic transients.

Basic tests SET

Calculation codes

V&V of 

SET and IET
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full-scale prototype

IET Experimental data

Code predictions

Figure 3.1: Code involvement in nuclear thermal-hydraulic transients
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In France, joint guides between the Autorité de Sûreté Nucléaire (ASN) and the Institut de
Radioprotection et de Sûreté Nucléaire (IRNS) publish the regulatory objectives, recommendations,
and practices related to the use of scientific calculation tools in the context of legal decrees (ASN
et al. 2022). In particular, the guide n◦28 describes the process contributing to the elaboration of the
qualification document of the calculation codes with respect to their field of use (ASN et al. 2017).
Qualification of the code is done first by identifying - the quantities of interest of nuclear transients,
- the dominant physical phenomena that influence these quantities of interest, - and the ranking of
these phenomena to guide the scope of use of the codes, as well as the most important physical
models. A parallel can be drawn between the code requirements and the scaling methods discussed
in the following sections of this thesis.

This guide also establishes the scale-transposition objectives through the code validation
processus by identifying differences in physics caused by the design of SETF and ITF or by “scale
effects”. It defines the evaluation of the models capability to remain predictive in their domain of
use, as well as the modelling choices for safety studies (physical models, spatial meshing, temporal
discretization, numerical schemes, convergence criteria, calculation options, etc.). The quantification
of code uncertainties which can be based on sensitivity analyses is also discussed.

Finally, guide n°28 addresses the evaluation of the calculation codes pre- and post-processing
parameters, their coupling, the user effects, and the links with the study methods. Scaling and
its applications then appear to be directly correlated to the guide expectations and objectives, as
demonstrated by its application supported by the calculation codes, as it will be discussed in the
thesis.

The continuous progress of computer performance allows to use more refined nodalization and the
use of several modelling scales in a multi-scale approach to reactor thermal-hydraulic issues. These
multi-scales can be used in coupling (i.e. where a finer scale tool is required to predict a local domain
simulated by a more macroscopic tool) or independently to study reactor transients (Bestion et al.
2012). Calculation codes in nuclear thermal-hydraulic can be divided into four categories: system,
component, local and micro scales. These categories are mainly related to the characteristic size of
the simulation domain for which the studies are intended.

The nuclear thermal-hydraulic multi-scales categories are illustrated in Figure 3.2 (Höhne et al.
2010; Bestion et al. 2012) and presented in the following sections.

System scale
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Component scale

≈1 cm
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System codes Component codes CFD RANS CFD LES-DNS

Figure 3.2: Codes scales categories in nuclear thermal-hydraulic
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3.2.1. System Scale Codes

The system scale is dedicated to the study and description of reactor circuits as a whole. Due
to the size of a reactor and the large number of components and phenomena that occur within it,
simulation of transients at the system scale is typically achieved using system codes. Because of their
wide range of applicability, they can cover the DBA.

In order to correctly simulate a nuclear transient, the system codes must actually be multi-scale
and multi-physics computational tool. They are based on the resolution of a model of six
mass, momentum, and energy equations (for liquid and vapour) in order to predict the overall
thermal-hydraulic behaviour of the plant. This type of resolution requires a suitable set of closure
laws and can be coupled with heat transfer and neutron kinetics models.

The primary and secondary systems of a reactor are modelled by coupling several dozen of 0-D,
1-D, and 3-D modules and sub-modules to represent the different components. These modules are
made up of few hundred 0-D and 1-D meshes, and about a thousand 3-D meshes. These meshes
range in size from several metres for 0-D modules, to ten centimetres for 1-D modules, and to
millimetres for 3-D modules. Having coarse meshes allows system codes to perform simulations of
accidental scenarios in reasonable CPU time.

The simulations performed by system codes are mainly for industrial purpose and intended for
safety studies. System codes are expected to be highly robust, with strictly measured uncertainties
and justified versions. Certain safety demonstration procedures, such as the establishment of specific
documentation, are then required. The code must be validated and verified, and its scalability must
be demonstrated. System codes can also be implemented in plant simulators for operator training.
Real-time calculations must then be doable, allowing for operator actions.

A Best-Estimate (BE) system code aims to model all dominant processes that occur in the
simulation domain with sufficient reliability. In comparison to a “conservative code,” which predicts
the lower and upper limits of a process, BE codes aim to predict the process with the best accuracy
throughout the transient (D’Auria et al. 2017). BE codes come after the first codes that were used for
licensing the first reactors. The first four BE codes developed in the late 1970s and 1980s are TRAC
(USNRC, United-States), RELAP5 (INL, United-States), ATHLET (GRS, Germany) and CATHARE
(CEA - EDF - Framatome - IRSN, France).

More details are provided in Chapter 4, which specifically presents the French CATHARE system
code that will be used for the work of the present thesis.

3.2.2. Component Scale Codes

The component codes or component scale are dedicated to the simulation of some components
of the primary and secondary circuits for design, safety, and operation studies. Reactor cores and
tubular heat exchangers such as steam generators, condensers, and auxiliary heat exchangers are
examples of these (D’Auria et al. 2017).

Component scale codes use Computational Fluid Dynamics (CFD) of 3-D modules in porous
medium approach (such as the 3-D modules of the system codes). The porosity concept is used to
model the presence of walls of rods or bundle tubes within each. The local instantaneous equations
are multiplied by a fluid characteristic function, then by a phase or field characteristic function,
before being averaged over time and over a spatial domain (D’Auria et al. 2017). The minimum
spatial resolution corresponds to the size of the sub-channels (of the order of centimetres) ; this
gives the “sub-channel models”.
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The component codes simulations are intended for applications such as - instability studies
in reactor cores with 3-D neutron kinetics coupling, - the study of specific Anticipated Transient
Without Scram (ATWS) or Main Steam Line Break (MSLB) type transients, - studies of boron
dilution transients, - rod ejection reactivity transients, or - core reflooding processes. Usually, the
entire core is modelled. Typically, a row of mesh is used for each fuel assembly. Component codes
are frequently coupled to system codes or neutron kinetics modules in many applications.

Other applications for SG and heat exchangers include heat transfer efficiency studies of
exchangers for design, - mass inventory and recirculation ratio in SG tubes, - fouling in SG and
heat exchangers, or - SG tubes vibration issues.

In component codes, two-phase models can be three equations with drift flux (GENEPI, France),
four equations with drift flux allowing one phase to be out of thermodynamic equilibrium
(FLICA, France), six equations, or even a three-field model with eight or nine equations to describe
the liquid films and droplets separately (COBRA-TF, United-States).

3.2.3. Local and Micro Scales Codes

Local and micro scales codes refer to a description of fluid movement or heat transfer at scales
much smaller than duct characteristic size (e.g. below a millimetre for the local scale and as small as a
micrometer for the micro scale). In the field of nuclear thermal-hydraulic, they are generally intended
for modelling 3-D mixing processes either in large size components (cold legs, annular downcomer,
lower plenum) or within sub channels in rod bundles.

CFD codes that can predict phenomena in steady state and transient flows. Mixing problems
controlled by turbulence and possibly influenced by buoyancy, heat transfer in boiling flows and
stratified flows are some examples of application. They are also used for a better understanding of
local areas or critical components in specific scenarios (D’Auria et al. 2017). Local and micro scales
studies can be used for design verification as well as for optimization of fuel assembly design (Höhne
et al. 2010).

The main difference between CFD applications and system or component codes is the importance
of the modelling of turbulence. In porous medium approaches of system codes and component
codes, wall transfers play a major role compared to turbulent transfers. Another difference lies in
the capability to predict the small scale geometrical effects (e.g of spacer grids) instead of using
empirical models, which is necessary with component and system codes due to the space resolution.
Furthermore, due to the drastic reduction in mesh size at CFD scales and the need of satisfying the
mesh convergence, these applications may have a considerably higher computation cost.

There are several CFD approaches based on different space and time averaging or filtering of
local instantaneous equations. These models can be classified with respect to their computational
expense, corresponding to the ranges of scales that are modelled versus resolved.

The Reynolds-averaged Navier-Stokes (RANS) approach solves a set of time-averaged (or
time-filtered) governing equations whose expectation values of a quantity are separated from their
fluctuations (Reynolds decomposition). The RANS approach is the most resource-efficient and is
widely used in industrial applications, such as in local scale thermal-hydraulic studies.

The Large Eddy Simulation (LES) approach applies a space filtering of local instantaneous
equations. The LES approach resolves the largest turbulent eddies and models the effects of the
smallest scales. The Detached Eddy Simulation (DES) approach is a hybrid RANS-LES model. This
approach is based on RANS and uses a sub-mesh formulation, which allows LES to be applied at
smaller scales. This non-zonal approach provides a smooth resolution by regions, although more
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expensive in computation time. Finally, the Direct Numerical Simulation (DNS) approach aims to
simulate all flow phenomena, including the smallest turbulent eddies and the smallest bubbles and
drops. The DNS solves the entire length scale range, inducing extremely expensive computation
times, limiting its use to very small simulation domains. In nuclear thermal-hydraulic, LES, DES and
DNS approaches are used for micro-scale investigations.

3.3. Addressing the Scaling Issue

The study of scaling distortions is at the center of scaling activities. Distortions can refer to
discrepancies between:

- The experimental results and the codes predictions. For a perfectly validated calculation code,
these distortions are assumed to be non-existent. In reality, the validation condition is only
relative and must be approved for each experimental condition (SET or IET) individually. As
the validations progresses, the representativeness of the codes results improves, and confidence
in them increases. And it is an open question: how can be certain that the codes accurately
represent reality?

- The facilities results (experimental and/or code predictions) and the full-scale reactor code
predictions. These distortions, however, can be referred as “scale-effect” when they are caused
exclusively by deviations due to the size difference between the ITF and its reference model
reactor. These distortions may also be the result of facility design methods, initial parameter
choices, and a variety of other factors. The present thesis focuses on these two types of
distortions.

Addressing the scaling issue is the set of procedures conducted in order to complete the “scaling
achievement”. This is accomplished through the strategy of identifying, quantifying, and resolving
the distortions caused by the scaling issues. It is also fulfilled by implementing technologies that
allow for a detailed knowledge of the tools available for resolving the scaling issues. Scaling analyses,
in particular, can be used to investigate and establish the requirements for the thermal-hydraulic
of nuclear power plant transients. This is one of the aims of the thesis, which intends to provide
guidance on scaling methodology.

3.3.1. Design Scaling Methods

To identify the sources of the distortions, it is worth understanding the multiple steps that
may lead to them. This requires going back to the facilities design. SETF are typically designed
using non-dimensional analyses such as the Buckingham Pi theorem and the derivation of governing
equations for scaling parameters for local phenomena (Bestion et al. 2017). However, for ITF in
which a system-scale interest appears, other important parameters to be preserved are taken into
account to ensure the preservation of system behaviour through important phenomena and processes.
Guidelines describing the major characteristics to be considered focus on ensuring a certain degree
of similarity. Because the thesis focuses on the analysis of distortions using in the framework of ITF,
only the methods and techniques for the ITF design will be presented here.

Given the complexity of the processes that occur during a nuclear transient, it is to be expected
that the physical behaviours of the facility will differ from the prototype depending on design
characteristics and geometry choices. This is referred to the “scaling limitations” in the design
scaling methods used for ITF (Bestion et al. 2017). The inappropriate designs that can be made
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are commonly recognized to be due to the age of the methods that allowed the design of ITF at
the time. These methods show incomplete similarity to the reference reactor, and they most likely
did not go far enough in prioritizing important processes. Despite the designers intentions to select
the best method based on the experimental objectives or the acceptance criteria (or design criteria)
defined in the Design Basis, the assumptions and compromises made by design scaling methods are
likely to distort certain phenomena (D’Auria et al. 2017).

3.3.1.1. General Criteria

Some questions arise before the application of design scaling methods in the framework of ITF
design. Despite the objective of attaining appropriate transient scenarios through PIRT work, there
appear to be constraints related to the cost of building ITF. Some general design parameters related
to engineering, regulatory requirements, manufacturing issues, and facility operability are selected
outside the scope of these design scaling methods (Bestion et al. 2017). Therefore, one must not
forget about the optimization of “cost/representativeness” and the minimization of scale effects
through the selection of the operating parameters. Here are some examples of characteristics, general
parameters, and boundary conditions that have to be considered when designing ITF and their IET:

Number of loops

The number of loops in an ITF compared to its reference reactor. It is obvious that the
design of a prototype reactor requires significant reductions for its proper operation at a reasonable
cost. It is widely accepted that taking advantage of reactor symmetry considerations allows for
substantial savings by dividing the number of loops. However, there is a tangible benefit to keeping
a full-number of loops for an ITF. It allows the investigation of a broader spectrum of transients
while maintaining more homogeneous boundary and initial conditions. Furthermore, in some types of
transients (particularly LOCA), reducing the number of loops may unbalance some phenomena (mass
distributions, flow stagnation, natural circulation) (NEA/CSNI 1989). Thus, ITF based on Pressurized
Water Reactor (PWR) are typically designed either - with a full number of loops (if 3 or 4) - or with
half-loops when necessary (if the reference reactor has 4, i.e. 2 loops on the ITF). Figure 3.1 shows
some examples of comparison of the number of loops between ITF and their reference reactor.

Table 3.1: Number of ITF loops compared to their reference PWR

Preserved loops number Lumped loops number
ATLAS BETHSY SPES PKL LOBI LOFT LSTF SEMISCALE

ITF loops 2 3 3 4 2 2 2 2
PWR loops 2 3 3 4 4 4 4 4

Technical choices

Some components of the ITF primary and secondary circuits can be intrinsically modified in
comparison to the reference reactor. This could be due to technical constraints, in which certain
geometries or configurations must be changed. Thus, in some prototypes, the dimensions of some
loops have been lengthened or shortened, and some pipe elevations have been changed independently
of the scaling design method guidelines. Because of the assumptions of the transients, some ITF
components behaviours are also modified, directly through the IET. This is especially true for some
safety systems, such as safety injections or pumps, that can be considered compromised during a
specific transient. On some ITF, for example, pump simulation can be inertial, programmed, or
controlled, which is likely to change the physics of the transient (NEA/CSNI 1989).
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Core power and distribution

The reactor nuclear core power is obviously not suitable for a reduced ITF. The only exception
is the 50.6 MW American LOFT facility, where some tests were performed with a nuclear power
ascension. These tests were carried out to provide information on fission product release and transport
from failed fuel due to severe core damage (Reeder 1978). For safety reasons, ITF are designed with
electrical-heating methods with significant scaling factors to simulate the thermal response of a
nuclear core during a transient. As a result, the internal structure of the core (sub-channels), the
materials used to simulate the fuel rods, and the radial and axial heat flux distributions are part of
the technical choices and may lead to distortions. Moreover, electrically heated simulators generally
have lower thermal capacities than real nuclear fuels (NEA/CSNI 1989). Note that most ITF also
use a scaled nominal power (determined by design scaling methods) and that the decay power is
simulated.

Initial and boundary conditions

Some initial and boundary conditions are important parameters considered when designing ITF.
This is especially true for fluid properties, and more specifically for pressure and temperature
conditions. The most common method is to maintain initial full-pressure and full-temperature
conditions (in the primary and secondary circuits). Scaling pressure is essential in ITF because some
phenomena occur only in specific pressure ranges. Above all, because many safety systems rely on
instantaneous operating pressures, a parameter of similarity or proportionality with the full-scale
reactor must be maintained (Bestion et al. 2017). There are, however, cases of ITF operating at high
reduced pressures due to specific constraints, but where the relevant phenomena can be qualitatively
reproduced (e.g. the PKL ITF (Umminger et al. 2012)). It should be noted that water is the working
fluid in all cases of ITF simulating PWR due to the good linearity in the pressure response for transient
depressurizations (Reyes et al. 1998). Note that only a few simulated Boiling Water Reactor (BWR)
ITF use a simulant working fluid (e.g. like Freon-12 (de Kruijf et al. 2003)).

Dimensional parameters

The dimensional parameters of the ITF compared to the reactor references is a fundamental
and still debated issue in the literature concerning the design framework. The lengths of the loops,
and inevitably the heights of the components, are important parameters in the transients behaviour
and physics. They contribute to the ITF ability to accurately simulate gravitational effects, natural
circulation flows, frictional pressure drops and time preservation (Kocamustafaogullari et al. 1983).
Full-height conservation is thus required to accurately represent the natural circulation driving force.
Reducing the height as well as the hydraulic diameters can alter the preservation of pressure drops
and non-prototypic phenomena such as surface tension effects and transitions in the flow regimes in
the scaled-down facility. This can lead to lower hydraulic resistances, which are especially important
in SB-LOCA whose cooling is dominated by natural circulation. ITF reduced-height scales usually
range from half- to quarter-height. There are still no criteria on the minimum height scales that do
not lead to significant scaling distortions (Bestion et al. 2017).

As a result, the diameters and lengths of horizontal legs are usually designed using Froude number.
Some loop configurations can be changed to preserve the typical pressure drops. This is achieved by
maintaining a scaled fluid volume in an oversized diameter and shortened length pipe. This was done
for the SEMISCALE (volume scale of 1/1705 with full height (Larson et al. 1980)) and MIST (volume
scale of 1/817 with full height (Habib et al. 1991)) ITF primary piping. Some studies, particularly
for LOCA, show distortions as a result of the reduced height (NEA/CSNI 1989). Some authors also
mention the difficulties in preserving certain local phenomena, such as Critical Heat Flux (CHF) and
reflooding phenomena, in reduced-height ITF (Bestion et al. 2017).
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Time representativity

As mentioned in the previous paragraph, some scaling choices can cause time distortions. The
time scale, for example, is not preserved in the reduced-height ITF. It may be more interesting to
keep the same timing of events and the same characteristic time response of the processes and
thermal-hydraulic phenomena as the reference reactor. During fast transients, time-acceleration may
complicate operations and control (Bestion et al. 2017). Different time scales, according to some
authors, would also cause distortions in the phase transition processes, especially in the heat-transfer
processes (NEA/CSNI 1989). However, in ITF with reduced height (and thus distorted time scale),
time is controlled and can be extrapolated to the full-scale reactor (e.g. the ATLAS ITF (Choi
et al. 2014)). Simulating transients with long-term behaviour is a major interest of time acceleration
(Peterson et al. 1998).

Volume scaling

The conservation of a volumetric ratio is most likely the key parameter in the design differences
between a reference reactor and an ITF. Most scaling methods, as explained in the following sections,
agree on a procedure to reduce the size, and thus the volume, of an ITF design. However, not all
ratios chosen for all ITF are the same. The volumetric ratios range from 1:21.4 (for the CCTF ITF)
to 1:1705 (for the SEMISCALE ITF) (NEA/CSNI 1989; NEA Databank 2010). However, the choice
of this ratio is subject to distortions in the literature. Reducing the volume involves reducing the
cross-sections and, as a result, the ratio of wall surface to hydraulic volume. When compared to
its reference reactor, an ITF will have this distorted ratio, which may affect surface heat transfer,
energy contained in structures, or heat losses (NEA/CSNI 1989; NEA/CSNI 1996). To ensure that
the phenomena in the ITF components are comparable to those in the reference full-scale reactor, the
distribution of volume between the different components should be preserved. Resulting energy and
mass distributions, in particular, may be sensitive parameters for certain processes during transients
(Bestion et al. 2017).

Beyond these general aspects and parameters in the choice of ITF designs, the following
subsections describe the most commonly used design scaling methods. Over the years, groups
of experts have developed these methods for the transposition of thermal-hydraulic transients
processes between the full-scale reference reactors and reduced-scale facilities. They are based on
the preservation of an important parameter, such as geometric properties, power, volume, mass, flow
rate, or time scale.

3.3.1.2. Linear Scaling

One of the first methods for designing facilities was the linear scaling method (Carbiener et al.
1969). It aims at keeping dimensional similarity criteria such as lengths and heights of components.
In this way, the velocity will be preserved between the ITF and the full-scale reactor. The drawback of
this method is that it distorts the gravity effects compared to the reference reactor. This is especially
the case for ITF which may be much smaller than the full-scale reactor. Therefore, this scaling
method has been used only rarely, and mainly on SETF. This simple method is however the basis of
the other methods.

It should be noted that a modified version of the linear scaling method has recently been proposed
to investigate some local phenomena (Yun et al. 2004). This method is based on twelve dimensionless
groups derived from the continuity and momentum equations. It requires the same similarity criteria
as the ITF geometry, but it allows for the preservation of gravity effects.
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3.3.1.3. Power-to-volume Scaling

The power-to-volume scaling method is established in accordance with works that have adapted
the criterion of similarities of the linear scaling method (Nahavandi et al. 1979). An additional layer of
criteria is added, focusing on heat exchange phenomena. The aim is to keep the lengths and heights
constant while reducing the volumes proportionally to the exchanged powers (in particular the power
of the reactor core). Thereby, the phenomena associated with thermo-gravitational effects (such
as vaporization, condensation, and natural circulation) are much more representative in transients
situations than with the standard linear scaling method. The power-to-volume method was thus
widely used in the design of most ITF, including - LOFT (Ybarrondo et al. 1974), - SEMISCALE
(Larson et al. 1980), - LOBI (Addabbo et al. 2012), - PKL (Umminger et al. 2012), - LSTF (The
ROSA-V Group 1985), and - BETHSY (Deruaz et al. 1982).

The drawbacks of this power-to-volume approach are that the cost of the facilities remains high
due to the Full-Height, Full-Pressure (FHFP) criterion and the need to maintain high power. However,
some authors assume that when this method is used to design an ITF with a too small area scale
compared to its total volume, some phenomena (e.g. pressure drops, heat losses, accumulated heat
transfers) may be distorted (Bestion et al. 2017). Some of the studies in this thesis can help to
quantify the distortions that could have been caused by the use of this method for the design of ITF.

3.3.1.4. Three-Level Scaling

Three types of principles have been identified in the development of design scaling methods.
These principles enabled existing design scaling methods to be assigned to their primary purpose
(Nahavandi et al. 1979):

- Time reducing through linear scaling involving a linear reduction in size compared to the
prototype.

- Time preserving with power-to-volume scaling involving the conservation of space dimensions.

- Idealized time preserving similar to the previous one, but with greater flexibility supplied by a
time proportionality ratio.

A group of authors then suggested the three scaling laws, based on the conservation of the
three-dimensional form of the continuity momentum and energy equations (Ishii et al. 1983). The
resulting laws attempted to satisfy the requirements of the third principle by preserving natural
circulation phenomena (and thus time) under reduced-height ITF. These were then established as
the three-level scaling method through the design of the PUMA (Ishii et al. 1996; Ishii et al. 1998)
and the ATLAS (Kim et al. 2008) ITF.

The three-level scaling method is based on the similarity of dimensionless groups between the ITF
and its reference reactor. This method is characterized by a reduction in the length scale as a result
of the conservation of some thermal-hydraulic processes. As a consequence, and as mentioned in the
section 3.3.1.1, the time scale of the transient is reduced. The three-level scaling method consists of
three steps:

- A global scaling analysis with the aim of maintaining natural single-phase and two-phase
circulation. The objective of this step is to keep the macroscopic behaviour of the entire
system similar to the facility.

- A mass and energy balance equation-based inter-component scaling analysis.
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- An analysis of the local phenomena that allows for the conservation of the important
thermal-hydraulic phenomena occurring in each component.

Table 3.2 summarizes the main scaling parameters (scaling ratios) between the facilities and
their full-scale prototype, suggested by the above-mentioned linear scaling, modified linear scaling,
power-to-volume, and three-level scaling methods (Bestion et al. 2017). A value of 1 indicates that
the parameter will be fully conserved between a facility and its reference reactor. A value based on l0,
d0, or A0 indicates that the parameter depends on the ratio of length, diameter, or area respectively.

Table 3.2: Comparison of the main scaling ratios of design scaling methods

Parameter ratios Linear
scaling

Modified
linear scaling

Power-to-
volume

Three-level
scaling

Length l0 l0 l0 1 l0

Diameter d0 l0 − d0 d0

Area A0 l20 l20 d2
0 d2

0

Volume V0 l30 l30 d2
0 l0 ·A0

Core ∆T0 − − 1 1
Velocity u0 1 l

1/2
0 1 l

1/2
0

Time t0 l0 l
1/2
0 1 l

1/2
0

Gravity g0 1/l0 1 1 1
Power / volume q′′′

0 1/l0 − 1 l
−1/2
0

Heat flux q′′
0 1/l0 − 1 l

−1/2
0

Core power q0 1/l20 − d2
0 A0 · l1/2

0

Rod diameter D0 1 − 1 1
Rods number n0 l20 − d2

0 A0

Flow rate ṁ0 l20 l
5/2
0 d2

0 A0 · l1/2
0

3.3.1.5. Power-to-mass Scaling

The power-to-mass scaling method is intended for the design of ITF with Reduced-Height,
Reduced-Pressure (RHRP) test conditions. The power-to-mass method was especially used in the
design of the IIST ITF (Liu et al. 1997; Liu et al. 1998). Because the fluid properties could not be
maintained due to the low pressure, and the natural circulation phenomenon being distorted due to
the reduced-height, similarity criteria had to be established. The criteria of the previous methods do
not allow for suitable scaling of the core power under RHRP conditions. As a result, the power-to-mass
method uses a relationship between the thermal core power qcore and initial reactor mass inventory
M0. This method has the advantage of accounting for the impact of heat losses in the system qloss:

[
qcore − qloss

M0

]
ITF

=
[
qcore
M0

]
PWR

(3.1)

However, many parameters, such as fluid temperatures and flow rates at various locations in the
reactor, must be scaled. Therefore, the degree of subcooling relative to the saturation temperature
in the primary system Tsat(P1) defines the temperature of the hot leg THL:
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[Tsat(P1)− THL]ITF = [Tsat(P1)− THL]PWR (3.2)

The temperature difference in the core then determines the temperature of the cold leg TCL:

[THL − TCL]ITF = [THL − TCL]PWR (3.3)

The initial flow rate in the core Ṁcore is scaled by the initial core power qcore,0, corrected by the
heat capacity Cp change due to reduced-pressure, in order to preserve the temperature differential
in the core:

Ṁcore,ITF

Ṁcore,PWR

=
[(qcore,0 − qloss/Cp)]ITF

[qcore,0/Cp]PWR

(3.4)

Counterpart tests were performed to validate the power-to-mass method used for IIST design, by
comparing it to the ROSA-IV LSTF and BETHSY, both being FHFP test facilities (Liu et al. 2004).
Several significant discrepancies have been identified, which are related to geometric and dynamic
distortions. Compensations for heat losses, transfers between primary and secondary circuits, and
potential deficiencies in local phenomena could be at the origin of these discrepancies. Despite these
design discrepancies, the majority of the thermal-hydraulic parameters and events timing remain
consistent.

Figure 3.3 outlines key design parameters for the ITF mentioned previously (OECD/NEA 2022).

Table 3.3: Main design parameters of some ITF

ITF Scaling
method

Loops Core
type

Power
scale

Max. primary
pressure [MPa]

Height
scale

Time
scale

Volume
scale

APEX H2TS 2 Elect. 2% 2.76 (RP) 1/4 1/2 1/192
ATLAS 3-level-s1 2 Elect. 10% 20.0 (FP) 1/2 1/

√
2 1/288

BETHSY P-to-v2 3 Elect. 10% 17.2 (FP) 1/1 1/1 1/100
CCTF P-to-v 4 Elect. 100% 0.6 (RP) 1/1 1/1 1/21
IIST P-to-m3 3 Elect. 6.5% 2.1 (RP) 1/4 1/2 1/400
LOBI P-to-v 2 Elect. 100% 15.5 (FP) 1/1 1/1 1/712
LOFT P-to-v 2 Nuclear 100% 15.5 (FP) 1/2 1/1 1/60
LSTF P-to-v 2 Elect. 14% 16.0 (FP) 1/1 1/1 1/48
MIST P-to-v 2 Elect. 10% 15.5 (FP) 1/1 1/1 1/819
PKL P-to-v 4 Elect. 10% 5.0 (RP) 1/1 1/1 1/145
PUMA 3-level-s 3 Elect. 100% 1.03 (RP) 1/4 1/2 1/400
SEMISCALE P-to-v 2 Elect. 100% 15.0 (FP) 1/1 1/1 1/1705
SPES P-to-v 3 Elect. 140% 20.0 (FP) 1/1 1/1 1/427

1Three-Level Scaling
2Power-to-volume
3Power-to-mass
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3.3.2. Advanced Scaling Methods

3.3.2.1. Structure of Advanced Scaling Methods

As mentioned in section 3.3.1, there are deficiencies in the design methods that lead to suspected
discrepancies between the reduced-scale and full-scale reactors. Because the similarity cannot be
perfect, scaling distortions are unavoidable as a result of the compromises made in the reduced-scale
facilities. Nonetheless, as suggested by PIRT, it is essential to prioritise the processes of greatest
importance in a transient. It appears that there is a growing need to identify and quantify distortions.
Furthermore, there are limitations when analysing these distortions observed using design scaling
methods. It may be then considered contradictory to use design scaling methods to evaluate the
results obtained from their application.

Different types of scaling methods have then emerged to address the need for analysis of
experimental results, identification and quantification of distortions, and process prioritisation.
These advanced methods or analyses are gradually becoming relevant in the nuclear power plant
safety-review process. The multiplication of safety methods for the safety-review process appears
to be of interest, with scaling analyses added to uncertainty analyses, CFD codes, component-scale
codes, or system-scale codes for exemple. Thus, scaling now plays a role in the CSAU (USNRC 1989)
and the Evaluation Model Development and Assessment Procedure (EMDAP) (USNRC 2005). This
integration into the Evaluation Model (EM) procedure aims to demonstrate that the experimental
database and models developed are suitable for the transposition to full-scale analysis. In other
words, the scaling must demonstrate that the database and codes adequately represent the expected
response of accidental transients (USNRC 2005; Bestion et al. 2017). The Appendice C describes
the full EMDAP process.

In the context of advanced methods, one of the questions the thesis aims to answer is: how
scaling can identify and quantify distortions? This question is also related to the clear intention
of these methods to provide a deeper understanding of the complex phenomena that occur during a
transient. This raises the second question to be addressed in the thesis: how scaling can help in
the comprehension of transient phenomena?

In the 1990s and 2000s, there was also a growing interest in the intention to identify important
phenomena in a reactor during an accident, particularly using a reinforced PIRT approach (Zuber
1991; Wilson et al. 1998; Song 2006). Thanks of the previous studies efforts, practicality, and
simplicity in the previous success of the PIRT, the experts decided to adopt a four-level scale for
ranking the importance of phenomena during transients (Wilson et al. 1998). This four-level scale is
described in the Table 3.4 (USNRC 2008). This PIRT interest can be found in the advanced scaling
methods described below. This phenomenon ranking methodology will be used in a number of studies
relating to the investigation of hazards and accidents related to nuclear power plants (OECD/NEA
2018).

The PIRT criteria are established by a panel of international experts, including members of the
NEA CSNI Working Groups on Fuel Safety (WGFS) and Analysis and Management of Accidents
(WGAMA), as well as invited experts from industry, research organisations, and nuclear regulatory
bodies. Each organisation has one vote in the ranking process (OECD/NEA 2018). The panel of
international experts is listed in the Appendice D.
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Table 3.4: The four-level scale used for phenomena importance ranking

Rank Definition Implication

High
(H)

The phenomenon has a dominant
impact on any of the evaluation
criteria.

The phenomenon should be explicitly
considered in experimental programmes
and modelled with high accuracy in
computational tools.

Medium
(M)

The phenomenon has only a moderate
impact on the evaluation criteria.

Experimental studies and analytical
modelling are required, but the scope and
accuracy may be compromised.

Low
(L)

The phenomenon has small or no
impact on the evaluation criteria.

The phenomenon should be exhibited
experimentally and considered in
computational tools. However, almost
any model will be sufficient.

Uncertain
(U)

No existing database or low-resolution
database in existence. The panel is
unaware of the existing modeling tools
with respect to this phenomenon.

Importance should be explored through
sensitivity study and/or discovery
experiments and the PIRT revised
accordingly.

Although the three-level scaling method was beginning to introduce them (see section 3.3.1.4),
Zuber’s work improved and clarified the concepts of top-down and bottom-up approaches for the
framework of transients analyses (Zuber 1991).

Top-down and bottom-up approaches are concepts in the field of information processing that can
be applied in a variety of situations (computer science, management, environment, philosophy, ...).
The top-down approach (also known as stepwise design) divides a system into smaller sub-systems
that are easier to manage. A process is characterised by bringing in raw material in order to transform
it in stages, often by removing unwanted parts. The bottom-up approach, on the other hand, is the
reverse process which brings together individual information from basic building blocks to a complex
system. This philosophy allows for the delimitation of hard concepts or projects. The challenge lies
in obtaining a solution which is simple enough to be manipulated while not sacrificing too much
information. Figure 3.3 illustrates the concept of top-down and bottom-up approaches.

Component 1

Component 2

Component n

Top-down 

approach

Bottom-up 

approach

Too complex to be 

understood as a whole
System

Figure 3.3: The top-down and bottom-up approaches

Scaling a global system response, as mentioned in Zuber’s work, is the first top-down step.
Top-down scaling approach begins with a comprehensive analysis of the system as a whole
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(Zuber 1991; Zuber et al. 1998). The top-down method allows for a greater emphasis on the
comprehensiveness and simplicity of the scaling methodology used. Zuber also mentions that this
approach provides efficiency by resolving issues in a cost-effective and timely resolution. The advanced
scaling methods, which incorporate both top-down and bottom-up approaches in their scaling
analyses, are divided into two parts which go hand in hand and which operate one after the other:

- The top-down integral response analysis which implies taking the complex study system (the
reactor, the ITF or the transient) as a whole and dividing it into non-dimensional parts
(components). This top-down approach is a simplified way of characterizing the studied system
in order to apply a scaling method. This allows the study of “scaling criteria” that will qualify
the system and its complex phenomena.

- The local bottom-up approach which considers these scaling criteria to conduct the scaling
analysis which allows the study of the system as a whole or the comparison to other systems.

Zuber describes the top-down approach in the context of nuclear transient thermohydraulics as
an analysis - of the system as a whole, - through subsystems, - their modules - their constituents, -
the different phases, - the geometrical configurations, - the fields, - and finally, the processes (Zuber
1991; Zuber 2001). A different interpretation of the scaling structure from the top-down approach
is nevertheless proposed in this work, motivated on the one hand by the use of a system code for
scaling method application. This is reflected in the modesty of numerical tools capabilities and the
uncertainties they can introduce at too fine a scale. On the other hand, these analytical methods are
claimed to be able to substitute complex computer codes and establishing overly complex scenario
analyses (D’Auria et al. 2017). Authors consider that this exceeds the methods capabilities and that
they are not predictive tools (Wulff et al. 2005). However, the initial description can be interpreted as
an objective to be achieved in the scaling analyses framework. Figure 3.4 illustrates these top-down
approaches in the context of nuclear transients.

System

Subsystems

Modules

Constituents

Geometrical 

configurations

Fields

Processes

System scale

Component 
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Local scale

Applied with code supportTheoretical approach

Phases

Figure 3.4: Theoretical and code support applied top-down approaches in nuclear transients
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This system hierarchy allows for an orderly organisation of the scaling analysis and demonstrates
an aspect that is both global and specific to the study. With this method of dividing the system, a
new question arises, which the thesis must address: can advanced scaling methods be conducted
with the support of system codes to identify multi-scale distortions?

Whereas design scaling methods were based on the respect of ratios between certain parameters
or were derived from simple non-dimensional parameters, advanced scaling methods are based on
the analysis and transformation of balance equations. Two facilities of different sizes can be scaled if
a solution to a system of scaling equations describes the transient responses of both facilities. This
is done using the same scaled and normalized time and state variables. They are in the order of
unity and describe the relative magnitude of each term of the governing equations. These equations,
which can be derived from mass, energy, or momentum equations, characterize the state of the global
system or the selected components. For the analysis of local phenomena, constitutive relations may
be added. Scaled state variables include initial and boundary conditions, scaled time, and constant
coefficients in the governing equations. Depending on the method, there are several ways to obtain
these non-dimensional scaling criteria from the transformation of the equations. To ensure effective
scaling, these criteria must be similar for both facilities (or between the ITF and its reference reactor).
Figure 3.5 illustrates these differences between design and advanced scaling methods.
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Balance 
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General criteria
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=
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Figure 3.5: Comparison of design and advanced scaling methods

Scaling criteria represent the causality of a phenomenon and quantify the relative magnitude of
their respective terms. They consider the importance of the associated transfer processes in relation
to the causative process (Wulff et al. 1999). The balance equations are written to obtain the effect
on the variable as well as the multiple causes of the effect. The bottom-up approach is therefore
achieved through the analysis of the obtained scaling criteria.

In general, one can identify a dominant process that will be scaled with priority. The dominant
process is the one that corresponds to the equation term with the largest scaling criteria. It will cause
the greatest change for a state variable of the control volume. This process is the most important,
unless it is known to last only a very short time in comparison to the time characteristic of the
phase. For example, causing a brief and insignificant spike and being overpowered by a lesser but
longer-lasting transfer process (Wulff et al. 1999). Scaling, in general, cannot catch abrupt and/or
more complex system changes. The conservation equation can be scaled with the normalizing factor
of its dominant term or with a common causative term for the transient phase under study. The
hierarchy of phenomena and the analysis of scale distortions would be the same, only if the different
systems used the same choices of normalizing factors (Wulff et al. 1999).
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3.3.2.2. Concept of Scaling Analyses

Scaling analyses should be flexible and adaptable, allowing for the study of an ITF design
scalability. This is accomplished by identifying and evaluating distortions between several systems
and facilities in order to study, for example, the same transient. However, it should also assess the
scalability of an ITF and its full-scale reference reactor. Through the state of the art of the different
advanced scaling methods that will be presented in the following sections, a first interpretation is
suggested, based on the basic steps of scaling analyses, that are common to the different approaches,
such as those presented in Zuber’s work (Zuber 1991; Zuber et al. 1998; Zuber 2005; Zuber et al.
2007):

1. Identify the phenomena of maximum importance of the transient under consideration and
define a criterion to quantify it. This criterion is the Figure of Merit (FoM), as assured by
the top-down approach. It could be a criterion for reactor safety. In the context of nuclear
safety (e.g. for LOCA studies), the FoM is defined as the Peak Clad Temperature (PCT)
or the mixture level in the core (USNRC 1989; NEA/CSNI 1989), as inspired by the CSAU
and EMDAP applications (see CSAU and EMDAP flowcharts in Appendices A and C). These
are crucial criteria because they prevent the core from overheating and even the release of
radioactive material. As a result, the FoM enables scaling analyses and various linked studies
to be focused on the ability of the nuclear reactor first containment barrier to remain intact.
Following the definition of the FoM, the Parameters of Interest (PoI) that should be respected
must be defined. The PoI are the criteria or phenomena that have the greatest influence and
importance on the FoM within the reactor. They are identified through expert judgments, such
as mentioned in section 3.3.2.1, sensitivity studies, or scaling analyses, and thus contribute
to the establishment of the PIRT (ASN et al. 2017). PoI for LOCA transients can be, for
example, the primary mass inventory or the primary pressure.

2. Identify the relevant phases (time periods) to properly describe the temporal evolution of the
different phenomena contributing to the transient physics. It is worth noting that this stage
is not explicitly defined in the first definitions of advanced scaling methods, but it appears
in the first applications by the authors (Zuber et al. 1998; Wulff et al. 1999; Wulff et al.
2005; Catton et al. 2005; Zuber et al. 2007). While SET focus on a single phenomenon, IET
present evolutions in transient behaviour. Phases (also known as chronological windows) are
thus established based on “bifurcating events”, which are temporal events where the status
of the system or scenario of the transient changes more or less significantly. It is essential to
delimit the phases correctly because the applications of scaling methods and calculations will
be carried out through them. For example, in LOCA transients, phases can be defined based
on changes in mass inventories, pressures, and specific events such as the occurrence of certain
phenomena or the actuation of safety systems. These changes in the transient scenario are
usually followed by changes in the physics and, as a result, important criteria and distortion
possibilities. LOCA transients are typically defined in the literature by three, four, or five
phase splits, characterised by physical processes and phenomena. This thesis work will take
a particular interest in the phase selection (see Appendice E for considerations on transients
phases establishment).

3. Identify the key (most important) phenomena that are likely to influence the Parameters of
Interest (PoI). This work is established when identifying the balance equations to describe the
object of study, i.e. the transient. The choice of equations is important because it provides
the starting point for scaling analyses using the advanced scaling methods. The nature of the
equations indirectly defines which processes and phenomena that will be focused within the
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transient (Wulff et al. 1999). The equations can be applied at the chosen scales (see Figure 3.4),
such as the entire system, individual or coupled components, or local areas (Bestion 2020). The
“control volumes” are the regions to which the equations are applied. They are also applied to
the different phases defined in the previous step. The assumptions of the equations are also an
important part of the scaling analysis and the uncertainties of the results that will be obtained
(Bestion et al. 2017), as it will be demonstrated in the thesis work.

4. Rank the dominant, influent, and negligible processes based on the scaling analysis. The
scaling criteria for each equation, phase, and control volume defined are obtained through
the application of the methods to the transient scenario. Their ranking allows to complete the
PIRT process, as indicated in Table 3.4 (Wilson et al. 1998; Zuber et al. 2007; Bestion et al.
2017; Bestion 2020).

5. Identify and quantify potential distortions by comparing the scaling criteria obtained in the
previous step. This evaluation can be done using expert judgement, a counterpart test between
the same transient from different ITF, or a transposition to full-scale reactor. This step also
allows for the identification of possible scale effects. Due to a lack of experimental data to
solve the equations, these steps are mostly completed using calculation codes.

Scaling analyses take place at each of these stages. Figure 3.6 illustrates the suggested summary
of these top-down and bottom-up approaches to studying nuclear transient with scaling studies. This
road map depicts the thread of the different steps of scaling analyses that will be used to characterise
the transients studied in this thesis.

Scenario of the transient

Phase division

Establishment of 

the equations

Process Identification 

and Ranking Table (PIRT)

Evaluation of the 

scaling criteria

FoM PoI

Bifurcating events

Advanced scaling 

method

Scaling criteria

Counterpart Test

Scale transposition

1. Identify phenomena of 

maximum importance

2. Describe the temporal 

evolution of the transient

3. Identify the phenomena

likely to influence PoI

4. Rank the different

processes

5. Identify and quantify

potential distortions

Phase 1 Phase 2 Phase 3 … Phase n
time

Scenario of the transient

Equations → Scaling criteria

Figure 3.6: Advanced scaling analysis method road map

The intent of advanced scaling methods is clarified through these steps, which allow to assess
a PIRT and an analysis of distortions and scale effects. Thereby, scaling analysis is a concrete
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application aimed at addressing the scaling issue through quantitative study of various phenomena
and processes in order to obtain an efficient and compact scaled data synthesis (Zuber 1991). By
following this structured methodology, the thesis work will aim to provide an application guideline
for scaling analyses. The following sections present advanced scaling methods for scaling analyses.

3.3.2.3. Hierarchical Two-Tiered Scaling (H2TS)

The Hierarchical Two-Tiered Scaling (H2TS) method was developed with two main objectives,
as indicated by its authors (Zuber 1991; Zuber et al. 1998):

- To provide a comprehensible, systematic, practical, auditable, traceable, and technically
justifiable scaling analysis.

- To provide a hierarchy through its scaling factors, providing design requirements, and thus
eliminating arbitrariness in scaling through a quantitative estimation of the importance of
scaling criteria.

This method is based on top-down and bottom-up approaches and is influenced by hierarchy
theory (Simon 1962). H2TS introduces the concept of decomposing a complex system into several
subdivided parts at different scales (see Figure 3.4). This method is also based on the normalisation of
balance equations and introduces the concepts of identifying the processes important to be addressed
for the PIRT through the analysis of similarity criteria. It expresses time ratios as the product of
“specific frequency” and “residence time”, which can be compared and ranked based on numerical
values, resulting in the scaling hierarchy.

For each process, the π-monomial Π of a given magnitude ψ (mass, momentum or energy) to
the control volume Vi is given by the product of the transfer characteristic frequency ω of the process
n and the characteristic time τ , for the evolution of the amount of the property contained in the
control volume. This product is expressed as (Zuber 1991):

Πψ,n→i = ωψ,n→i · τψ,i (3.5)

Where the characteristic frequency ωψ,n→i for the transfer process of a given property ψ between
constituents n and i through the transfer area Ain is given by (Zuber 1991):

ωψ,n→i = jψ,n→i ·Ain
Vi · ψi

(3.6)

With jψ,n→i · Ain is the transference of the property per second through the area Ain where
jψ,n→i is the flux between constituent volumes n and i. Finally Vi · ψi is the total amount of the
property contained in the volume Vi. The step 1 discussed in section 3.3.2.2 is complete. And since
this can be done for each phase of the scenario, the step 2 is also complete.

The characteristic time τψ,i can be expressed as the ratio between the property evolution on the
volume and the property being transported via the volumetric flow rate Qi:

τψ,i = Vi · ψi
Qi · ψi

(3.7)

So the control volume balance equation can be written as:
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Vi · ψi
dt

= ∆ [Qi · ψi]±
∑

[jψ,n→i ·Ain] + Si (3.8)

Where:

∆ [Qi · ψi] = ∆ [Qi · ψi]in −∆ [Qi · ψi]out (3.9)

In the Eq. 3.8, ψi can represent a conserved property (mass, momentum, energy, ...) and Si
represents the distributed sources, such as power or forces acting internal to the control volume. The
step 3 is validated.

The contributing terms of the Eq. 3.8 are normalized. Dividing by the boundary conditions
Qi,0 · ψi,0 yields:

τψ,i ·
V +
i · ψ

+
i

dt
= ∆

[
Q+
i · ψ

+
i

]
±
∑

Πψ,n→i ·
[
j+
ψ,n→i ·A

+
in

]
+ Πψ,s→i · S+

i (3.10)

The characteristic residence time of constituent i of Eq. 3.7, also called residence time is written:

τψ,i = Vi,0
Qi,0

(3.11)

And the characteristic time ratio for a transfer process between constituents volumes n and i:

Πψ,n→i = jψ,n→i,0 ·Ain,0
Qi,0 · ψi,0

(3.12)

Each characteristic time ratio Πψ,s→i indicates the number of transfer units (of mass, momentum
or energy) transferred to or from constituent i by a specific process during its residence time τψ,i
(Zuber et al. 1998). The characteristic time ratio for the distributed source term within the control
volume is given by (Zuber 1991):

Πψ,s→i = Si,0
Qi,0 · ψi,0

(3.13)

Transfer processes can be ranked by order of magnitude since they are defined as characteristic
time ratios. These ratios will be preserved if a specific process transfer has the same effect between a
model and its prototype (Zuber 1991). Once the π-monomial has been defined, the system is divided
into subsystems, and each subsystem is divided into transient phases. According to Wulff et al. 1999,
two criteria are necessary to complete the methodology:

- Each π-monomial group should consider the order of magnitude relative to the one whose
value is equal to unity by establishing a hierarchy. The step 4 is here complete.

- Evaluating the differences between several systems, i.e. the distortions, is accomplished by
dividing the π-monomial groups of one system Πψ,S1 by the π-monomial groups of another
Πψ,S2 . This is done for each of the dominant processes in each phase of the transient,
completing the step 5. The system with the highest π-monomial groups correspond to the
system with the highest transfer processes:

51



Πψ,S1

Πψ,S2

(3.14)

Therefore, if a specific transfer process has the same effect in two systems S1 and S2, then the
characteristic time ratios must be preserved:

Πψ,S1 = Πψ,S2 (3.15)

Theses characteristic time ratio can be utilized to determine the scaling distortion D between S1
and S2 (Zuber 1991):

D = Πψ,S1 −Πψ,S2

Πψ,S1

(3.16)

Although the H2TS was initially developed to perform scaling analysis, it was used in the design of
the APEX ITF (Reyes et al. 1998). The method has also been used in EMDAP and CSAU to perform
uncertainty and safety analyses (USNRC 2005). The H2TS method is therefore at the crossroads of
scaling design and scaling analysis objectives.

3.3.2.4. Fractional Scaling Analysis (FSA)

The Fractional Scaling Analysis (FSA) method, based on the general theory of fractional analysis
(Novozhilov 1997), was established in three papers (Wulff et al. 2005; Catton et al. 2005; Zuber
et al. 2007). The method was developed as an improvement to the previous H2TS, which required a
more permissive code implementation with more “degrees of freedom” (Zuber 2001). This method
presentation is also based on discussions of the main author (Zuber 2005), as well as an application
carried out by its authors (Wulff et al. 2009). Like the H2TS, the FSA is a top-down and bottom-up
systematic method aimed at ranking components, phenomena and processes, as well as behaviours
and their importance on the FoM. It intends to simplify complex systems, such as nuclear transients,
by improving flexibility, i.e. by identifying the phenomena and components of greatest interest to be
studied.

The first step in the FSA is to define the studied system (see Figure 3.4) and the duration of the
transient through the definition of the phases. The analysis is carried out using balance equations of
mass, pressure, energy, or any other state variable which characterizes the system in an evolutionary
manner. If a control volume is characterized by a single state variable denoted by ψ with change over
time, one can write:

dψ

dt
(3.17)

The previously discussed step 1 in section 3.3.2.2 is therefore completed by defining which PoI
must be studied. The j terms contributing to the evolution of the variable ψ are defined for each
phase of the scenario, validating the step 2. These contributors are denoted by χ. It is obtained for
a specific phase:

dψ

dt
=

n∑
j

χj(ψ, t) (3.18)
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Step 3 is validated by defining the contributing terms and writing the corresponding balance
equations. The definition of contributing terms determines the efficiency of the scaling analysis.
They can differ depending on the type of transient being studied, as well as the chosen balance
equation and the assumptions that are made.

The ranking process is the next step, which aims to achieve the hierarchy of the different processes
and phenomena (Wilson et al. 1998). To conduct the PIRT and beyond the scaling work, scaling
criteria must be normalized. Each term χj , composed of one or more time-dependent Y (t) variables, is
normalized such as non-dimensional variables. In general, all possible combinations of thermo-physical
properties and time-dependent flows or heating rates are normalized with their estimated maximum
value Ymax (Wulff 1996; Zuber et al. 2007; Wulff et al. 2009). In many cases, the value Ymax
corresponds to the initial value Y0 when there is a monotonically decreasing trend of Y (t) as shown
in Figure 3.7. The dimensionless Y +(t) can then be defined using only the initial values, relevant
operating conditions, and design parameters (Wulff et al. 2009).

χj(ψ, t) = f(Y (t)) (3.19)

Y +(t) = Y (t)
Ymax

= Y (t)
Y0

(3.20)

t

Y

Y0=Ymax

Figure 3.7: Normalization of the variables

This choice seems to be consistent with the FSA’s effort to get rid of complex computational
tools. There was indeed a will from the authors of the method not to make the FSA a predictive tool.
Furthermore, the original aim of these methods was to drastically reduce the need for calculation
codes in the design of reduced scale experiments. Given the number of studies that use these methods
to support calculation codes, the author highlights this paradoxical aspect. One of the thesis questions
is moreover to provide guidance in the use of scaling methodologies for code support applications.

The normalized contributing terms are obtained. They correspond to the non-dimensional Agents
of Change (AoC) φ+

ψ̇,χj
and define the processes acting on the studied variable ψ. AoC are calculated

by multiplying Fractional Rate of Change (FRC) ωψ̇,χj
expressed in s−1. They are measures of the

relative magnitude of a phenomenon on the variable (Zuber et al. 2007; Wulff et al. 2009). Considering
the expression of φ+

ψ̇,χj
:

dψ+

dt
=
∑
j

ωψ̇,χj
· φ+

ψ̇,χj
(3.21)

According to the application of Wulff et al. 2009, the AoC are represented by the product
of fixed FRC, i.e the initial ωψ̇,χj

and a time-dependent non-dimensional rate of change (e.g.
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the depressurization rate of change for LOCA application). An adaptation of this term within the
framework of the thesis is to take an average of the variables during the phase into account. This
allows the variables to be more representative of the transient behaviour by taking into account their
evolution over time. For example, in the case where an initial value would not be representative of the
changes that occur during the phase. The term Ȳ replaces the term corresponding to the maximum
value Ymax or the initial value Y0.

The FRC are shown being the cause φ over the effect ψ (Zuber 2001; Zuber 2005; Zuber et al.
2007). The facility characteristics and operating conditions are then incorporated into the fixed FRC
(Wulff et al. 2009):

ωψ̇,χj
= 1
ψ
· dψ
dt

=
φψ̇,χj

ψ
(3.22)

The dominant phenomena in the different phases of the transient are identified by ranking them
according to the relative magnitude of the FRC |ωψ̇,χj

| or the effect metrics |Ωψ̇,χj
| (Wulff et al. 2009).

They represent the rate of change of the variable ψ over a reference period τref = τ , consequence
of the contribution of the AoC. The work of phenomena ranking (step 4) contributing to the PIRT
process is reached.

Ωψ̇,χj
= ωψ̇,χj

· τref (3.23)

As a first approximation, the residence time or clock time τ can be defined as the ratio of the
volume of the system studied to the volume flow rate, as in open flow systems or convective processes
(Zuber 2001; Zuber 2005; Zuber et al. 2007):

τ = V

Q
(3.24)

As shown in Figure 3.8, the effect metrics can be synthesised in a system matrix that combines
components and processes. The system matrix can represent the scaling criteria derived from a
system balance equations and can be used to depict the interactions between its various components
(Zuber et al. 2007). For example, by defining the temporal phases, the evolution of the system as a
result of the processes can be obtained. The impact of the hierarchy of scaling criteria is then directly
observed.

Components
Process Effect Metric

Ω1 Ω2 … Ωn

Phase 1

Phase 2

Phase 3

Phase n

Hierarchy of processes

Ω1> Ω2 > … > Ωn
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e
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Figure 3.8: Hierarchy of scaling criteria
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Step 4 contributing to the PIRT, and scaling work can be finished at this point if we only
want to consider the hierarchical analysis of an individual system through its processes. However,
the application of time scaling can be taken a step further by considering the entire study through
a temporal analysis. This work is required in order to compare the scaling criteria on different
systems and allows to identify potential distortions or scale effects (validating step 5). There are
two approaches to time scaling, both with the aim of normalizing the time t. This condition can be
satisfied depending on the objectives of the intended scaling work (Wulff et al. 2005; Catton et al.
2005; Zuber et al. 2007):

- Either by dividing the FRC by a dominant reference FRC, in which case they will reflect their
relative importance in comparison to the reference, but time may be incorrectly interpreted.

- Either by normalizing the FRC by an aggregated global FRC that reflects the system temporal
representation.

In the case of the Time Scaling for Relative Importance of Agents (Zuber et al. 2007), all the
FRC of Eq. 3.21 are divided by the dominant one of the phase, noted ωψ̇,χD

, to allow evaluation of
the contribution of each term:

dψ+

dt+
=

∑
j
ωψ̇,χj

· φ+
ψ̇,χj∣∣∣ωψ̇,χD

∣∣∣ (3.25)

Simplifying and denoted by the relative FRC ω̂ψ̇,χj
:

ω̂ψ̇,χj
=

ωψ̇,χj∣∣∣ωψ̇,χD

∣∣∣ (3.26)

It is obtained:

dψ+

dt+
= ω̂ψ̇,χD

· φ+
ψ̇,χD

+
∑
j

ω̂ψ̇,χj
· φ+

ψ̇,χj
(3.27)

With:

∣∣∣ω̂ψ̇,χj

∣∣∣ < 1 (3.28)

ω̂ψ̇,χD
= 1 (3.29)

Taking into account the dominant phenomenon, the transient new characteristic reference time
can be approximated as:

τref = τD ≈
1∣∣∣ωψ̇,χD

∣∣∣ (3.30)

The dimensionless time t+ of Eq. 3.27 is finally defined as:
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t+ = t

tD
= τ+

D (3.31)

The effect metrics Ωψ̇,χj
that allow scale distortions to be quantified are expressed as (Zuber

et al. 2007):

Ωψ̇,χj
= ωψ̇,χj

· τD = ω̂ψ̇,χj
(3.32)

The Time Scaling for an Aggregate Response Time (Zuber 2005; Zuber et al. 2007) defines a
global FRC denoted ω̄ψ̇, which is the sum of all the FRC of Eq. 3.21 in consideration of their sign:

ω̄ψ̇ =
∑
j

ωψ̇,χj
(3.33)

And the characteristic reference time:

τref = 1∣∣∣ω̄ψ̇∣∣∣ (3.34)

This overall FRC considers a correct time-dependent response rate for all AoC combined. With
the normalized time t+, the effect metrics Ωψ̇,χj

are defined as follows:

∣∣∣Ωψ̇

∣∣∣ =
∣∣∣ω̄ψ̇∣∣∣ · t = t+ (3.35)

Step 5 has been validated. The use of this method and its interpretation enables scaling analyses
to be performed by comparing the scaling criteria, which are the effect metrics Ωψ̇,χj

, between several
systems (e.g. differents ITF or between an ITF and its reference reactor). Because FRC and effect
metrics are defined as additives (Zuber 2001), the distortions D can directly be determined as the
difference between the effect metrics of two systems S1 and S2:

D = ∆Ωψ̇,χj
=
(
Ωψ̇,χj

)
S1
−
(
Ωψ̇,χj

)
S2

(3.36)

The H2TS and the FSA, both established by Zuber, have strong similarities. Reasons for the
“scaling controversy” include the choice of the of equations to define the scaling criteria, as well as
the perspective of code applicability and the impact that the user may have on the results of the
methods. More details about the similarities and differences between the H2TS and FSA methods
will be discussed in this thesis through a comparative study of theses methods in chapter 5.

3.3.2.5. Dynamical System Scaling (DSS)

The Dynamical System Scaling (DSS) method was developed with the aim of providing a
method for incorporating the dynamic response of thermal-hydraulic processes into the scaling
framework (Reyes 2015). The limitations of the H2TS and FSA approaches in correctly evaluating
time-dependent effects can explain this approach (Reyes et al. 2015). Attempts were made to assess
the development of methods that considers the dynamics of the phenomena in order to extend the
time-dependent effects to H2TS and FSA (Dzodzo 2009; Achilli et al. 2012). The DSS is a method
derived from H2TS and FSA that incorporates the dynamic response of the system into the scaling
analysis.
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Through the development of the DSS, a demonstrative analysis of the method applicability to
the optimization of facility design for simple transients was carried out (Yurko et al. 2015). Another
study presented preliminary results on the use of DSS for predicting dynamic responses to LB-LOCA
transient data tests on LOFT and SEMISCALE ITF (Frepoli et al. 2015).

The DSS concept is based on converting the physical processes of the transient into space-time
coordinates. The physical similarity of two trajectories in an inertial space-time can be interpreted
as the similarity of two physical processes in two clock-time systems using the inertial coordinate
invariance transformation (Reyes 2015). The evaluative analysis of distortions is based on the
quantification of the deviation of curves (corresponding to time-dependent processes) in this space.

Consider a control volume V containing a conserved quantity Ψ (specific mass, momentum or
energy, validating the step 1 and 3) that varies in relation to an external reference time measurement
t, depending on the position ~x in the control volume. A local instantaneous surface velocity ~uS within
the control volume defined by a deformable control surface and an outward vector ~n is assumed.
This amount may change as a result of material transport Ψ(~u − ~uS) · ~n into or out of the control
volume, or as a result of a flux transport (~j · ~n) applied to a surface. It may also change due to
volumetric sources or sinks φv. External fields actions φf can also change the amount of retained
quantity. The integral balance equation for the system is finally written with all of these agents of
change ϕi (Reyes 2015):

d

dt

∫∫∫
V

Ψ(~x, t) dV =
∫∫∫
V

(φv + φf ) dV +
∫∫
A

(~j · ~n) dA−
∫∫
A

Ψ (~u− ~uS) · ~n dA =
n∑
i=1

ϕi (3.37)

The normalized integral amount of a conserved quantity β at a given instant is defined by dividing
the conserved quantity by a reference quantity Ψ0:

β(t) = 1
Ψ0

∫∫∫
V

Ψ(~x, t) dV (3.38)

The reference quantity is a temporal variable ideally defined as the maximum value of the
integrated conserved quantity for the considered process or the maximum value in the studied interval
(phases of the step 2). This reference quantity is analogous to the normalization performed in Eq. 3.20
of the FSA. The parameter ω(t) corresponding to the sum of agents of change is then defined:

ω(t) = 1
Ψ0

∫∫∫
V

(φv + φf ) dV +
∫∫
A

(~j · ~n) dA−
∫∫
A

Ψ(~u− ~uS) · ~n dA

 = 1
Ψ0

n∑
i=1

ϕi (3.39)

By substituting the equations 3.38 and 3.39 in 3.37, the process time τ is obtained:

β

t
= ω ⇒ τ = β

ω
(3.40)

Taking the process derivative of Eq. 3.40 with respect to clock time, the differential change of β
and ω are obtained:

dτ

dt
= 1
ω

dβ

dt
− β

ω2
dω

dt
= 1− β

ω2
dω

dt
(3.41)

57



Finally, the time process transformation is obtained by defining the temporal displacement rate
D (Reyes 2015):

D = dτ − dt
dt

= − β

ω2
dω

dt
(3.42)

The “1-metric” is defined by the following equation, which accounts for the infinitesimal time
reference interval, allowing measurement of the time dilation or contraction (and thus distortions)
of the studied processes:

dτ = (1 +D) dt (3.43)

Each point on the β−ω plane represents a system state. A curve is drawn by calculating τ , and
its trajectory represents the evolution of a transient process in the β − ω − τ space-time. The arc
length (also known as the action) describes the process trajectory and can be compared to others
processes, which contributes to the PIRT (validating step 4):

τS =
t2∫
t1

(1 +D) dt (3.44)

The thermodynamic response of two processes will be similar if the curves of the two processes
remain merged. This concept illustrated in the Figure 3.9 (Reyes 2015). The covariance principle, on
the other hand, can be used to measure the potential distortions between two systems S1 and S2
(e.g. differents ITF or an ITF and its reference reactor):

1
ωS1

dβS1

dtS1
= 1
ωS2

dβS2

dtS2
(3.45)

+β-β

+ω

-ω

τ1

τ2

β1

ω1

β2

ω2

System state point

Process curve

Figure 3.9: Concept of process curve in β − ω − τ space-time of the DSS method

The following Eq. 3.46 introduces an effect parameter Ω̃ inspired by Zuber’s effect metrics Ω
in Eq. 3.23. This effect parameter represents the combination of all the transient transfer processes
and their varying characteristic times. It allows the normalization of the coordinates, enabling for the
normalized temporal displacement rate and the quantification of distortions between two systems
(validating step 5).
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Ω̃ = ω · τS (3.46)

More details on this complex method can be found in the method’s full description (Reyes 2015),
particularly through the generalisation of the possible transformations. Recent studies shows results
for scaling distortion assessment using the DSS (Liu et al. 2022). Nonetheless, the DSS is still limited
to applications involving simple dynamic processes, and the author of the method emphasises that
its application to integral systems is still in development.

3.3.2.6. Analogies Between H2TS, FSA and DSS

Several common aspects can be found between these advanced scaling methods. The first reason
for these similarities is the fact that H2TS and FSA are proposed by the same authors and based
on the similar concepts. According to D’Auria et al. 2010, “Zuber’s numerous contributions deserves
special mention for his work and impact in the framework of scaling analyses”. The H2TS is a first
method that aims to approach scaling as it was conceived in a different way, with the intention of
minimizing arbitrariness in determining scaling parameters. This gives to the H2TS a particular place
in thermal-hydraulic and transient behaviour analyses. This was particularly successful with its use
in projects related to EMDAP and CSAU (USNRC 2005). The FSA was then developed to improve
the H2TS in the analysis of complex systems by giving the user more flexibility and opening up the
parallel of their applications with the calculation codes, despite the fact that they are not specifically
designed for that (Bestion et al. 2017). The DSS then incorporated the H2TS and FSA visions, but
on a different formalism (Reyes 2015). The DSS intended to develop an analysis to close gaps in the
consideration of the temporal dynamics of transient processes.

The same normalisation concept is used for the contributing terms of the balance equations.
These are the Agents of Change in the FSA that represent these individual reference values, whereas
phenomena in the H2TS are represented by the transference of the property. In terms of physical
meaning, the DSS conservation equation is also similar to those established in H2TS and FSA. For
comparison, these equations can be rearranged to match a similar form. This is accurate only if the
same equations are selected initially.

The three methods calculate scaling criteria, but in different ways. In the H2TS, the scaling
criteria are the time-dependant π-monomials, and in the FSA, they are the non-dimensional effect
metrics. H2TS and FSA take into account the ratio of the indicators of the intensities of the processes
over the studied variable to calculate them. Individual reference values are used to determine the
scaling criteria in the H2TS. In the FSA, an aggregate of individual values is used. This is also the
case in DSS, where the effect parameters are defined by a combination of transfer processes.

The three methods differ noticeably in how they account for time. The reference time in H2TS is
defined as the ratio of the control volume and the convective volumetric flow rate (Zuber 1991). FSA
equivalence corresponds to the time scaling for relative importance of agents, or effective FRC (Zuber
et al. 2007). Dimensionless effect metrics are directly linked to the dominant process because FRC
take the characteristic time of the processes into account. As stated in Bestion et al. 2017, “The FSA
determines scale distortion quantitatively from the ratios of fractional rate changes for each specific
agent of change. H2TS computes scale distortion by taking ratios of dimensionless characteristic-time
ratios”. Although the FSA has better time scaling than the H2TS, the time consideration in both
methods remains “static” and has no direct influence on the scaling analysis results. The DSS assess
the normalized time constant and accounts for a temporal displacement rate during the transient
period of interest.
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Finally, in the quantification of distortions, H2TS and FSA evaluate the normalized scaling criteria
of the same process between two (or more) systems to evaluate the differences between them. These
normalized criteria are constant and evaluated at fixed reference values. The time-dependence of the
distortion analyses due to the arc lengths describing the trajectory of the curves corresponding to
the processes is an undeniable improvement of the DSS.

In the applications realized so far by the different methods, only the H2TS was used as an
advanced design method for an ITF (Reyes et al. 1998). Furthermore, only H2TS and FSA have
been used for scaling analyses on IET at the system scale (Wulff et al. 2009; Muñoz-Cobo et al.
2018; Dzodzo et al. 2019; Berna et al. 2022). The DSS still needs to be optimized as it cannot yet
be used on a complete transient (Reyes 2015; Yurko et al. 2015).

3.4. Assessment and Objectives

As seen throughout this chapter, scaling is a current challenge that is becoming increasingly
relevant in nuclear thermal-hydraulic studies in accidental situations.

A challenge in its application aimed at the design of new reduced-scale facilities. Indeed, scaling
must always provide better methods to meet cost-efficiency or cost-representativeness requirements,
as in the design of ITF.

A challenge in its post-experimental applications, for the treatment of results, and its intention
to provide analyses of identification and ranking of key transient phenomena to participate in the
establishment of the PIRT. There is also an ambition to address scaling issues and acquire a
methodology for identifying and quantifying transient distortions between systems.

An observation that can be made about transients studies in thermal-hydraulic, and therefore
about the intentions of scaling, is their peremptory transition to the use of numerical tools. This
is clearly the case in the applications of scaling methods, where a transition characterized by the
support of the calculation codes can be distinguished. Given their simplicity of application, design
scaling methods are not intended to be used with codes. However, although they were not initially
conceived for this purpose, advanced scaling methods appear to be suitable for a posteriori analyses
that could be supported by codes. This is illustrated in Figure 3.10.

Linear scaling (1969)

Power-to-volume (1979)

Three-level-scaling (1983)

Power-to-mass (1997)

Modified linear scaling (2004)

Hierarchical Two-Tiered 

Scaling (H2TS) (1991)

Fractional Scaling 

Analysis (FSA) (2007)

Dynamical System 

Scaling (DSS) (2015)

Methods for design (a priori) Methods for analyses (a posteriori)

Figure 3.10: Evolution of the applications of the scaling methods

The current manuscript intends to address a number of issues and questions raised by this state of
the art. First, the manuscript aims to answer how scaling analyses can help in the complex transient
phenomena comprehension. This question is part of the process of improving scaling methods for
analyses by considering how far the top-down and bottom-up approaches can be carried.

An important topic addressed in the manuscript is how advanced scaling methods allow the
identification and quantification of inter-system distortions. The relevance of this question stems
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from the objective of evaluating the impact of ITF design choices and IET results in comparison
to what is predicted for their respective full-scale reactor. Particular attention will be paid here to
the top-down and bottom-up approaches, with the intention of providing a connection between the
different depths that scaling may allow, such as system, component, and local scales.

The use of calculation codes in scaling support is a significant concern, particularly when used
with methods that were not initially conceived for this purpose. The use of a system code for scaling
analyses (presented in chapter 4) emphasizes the importance of its capability to evaluate multi-scale
distortions. Furthermore, one can inquire whether scaling can support and improve system codes.

The thesis also intends to highlight the current limitations of scaling analysis and scaling methods
for the study of transients in nuclear thermal-hydraulic. Suggestions for perspectives, improvement
and applications of the scaling analyses and methods are made relying on the thesis results.

Finally, since no handbook for scaling methods exists, one objective of this manuscript is to
provide guidance in scaling methodology application to nuclear transients with system code support.

The FSA method was chosen to answer these questions through the studies in this thesis.
This choice is justified on the one hand, by already existing studies using the H2TS method
(see section 3.3.2.3). The FSA has so far few concrete applications to complex transients and
remains theoretical. The FSA presents therefore a certain research interest in its assessment. On
the other hand, the FSA is an improvement of the H2TS, with a better structure of top-down and
bottom-up approaches, as well as a more comprehensive consideration of temporal parameters (see
section 3.3.2.4). Finally, as mentioned in section 1, the DSS method is not yet mature enough to
conduct complex analyses (see section 3.3.2.5).

Several studies will be conducted to address these questions and issues in the thesis. The objective
of chapter 5 is to investigate the applicability of the FSA method on a part of a 1% SB-LOCA
transient. On the one hand, to establish the hierarchy of the influence of transient phenomena. And
on the other hand, to confirm that FSA method achieves the same results as the H2TS method. For
this purpose, mass and simplified pressure equations characterising an experimental transient at the
system/component scale have been established. The aim is to identify the phenomena that have the
most influence on the transient in order to evaluate its behaviour using the scaling criteria obtained
by applying the FSA, which can be analytically compared to those obtained with the H2TS.

The objective of chapter 6 is to apply the FSA method to an 6% SB-LOCA transient in order
to evaluate its capability to identify and quantify inter-systems distortions at the system/component
scale. For this purpose, the FSA method was applied to mass and general pressure equations to
establish the hierarchy of the influence of transient phenomena. The analysis is performed on the
full-transient of a counterpart test of two experimental facilities and a full-scale nuclear reactor.
Finally, this study identifies some key transient processes that merit further investigation.
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This chapter is intended to provide a brief presentation of the CATHARE calculation code. In this
thesis, CATHARE is used to obtain the validated predictive results required for the scaling analyses
of the studies in the following chapters. A history of the CATHARE code development is provided.
The generic set of equations is described, as well as the components modelling structure. Finally, the
code validation work is presented.

4.1. History of the CATHARE Code

CATHARE 1

1980 1990 2000 2010 2020

CATHARE 2

CATHARE 3

Figure 4.1: History of the CATHARE code

CATHARE (Code Avancé de ThermoHydraulique pour les Accidents de Réacteurs à Eau) (CEA
2021a) is a system code that was developed in 1979 by a collaboration between the CEA (French
Atomic Energy Commission) and EDF (Electricity of France) in its first version, CATHARE 1. It was
initially developed to perform safety analysis with best estimate computations (i.e the best one with
current technology in a moving target) of thermal-hydraulic transients in PWR. It has also been used
as a nuclear power plant analyser in simulator applications since 1983, providing real-time results for
a full training scope. The first tests on the french BETHSY ITF in 1986 established the basis for
the Verification, Validation & Qualification Strategy (VV&Q) process (CEA 2021b), resulting in the
release of the first validated version of the CATHARE 1 code in 1987 (Bestion 1990).

The development of the CATHARE 2 version was launched in 1988 and its industrial version was
released in 1996, integrating new modules and features into the code. The collaboration between
TechnicAtome and the CATHARE team began in 2000 in order to collaborate on improving the safety
and efficiency of nuclear propulsion. The CATHARE code has also been used in the framework of
projects for space applications since 2004, notably through collaborations with ArianeGroup (Bachelet
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2018).

The CATHARE 3 version was launched in 2006 in the frame of the NEPTUNE project (Guelfi et al.
2007; Emonot et al. 2011), which began in 2001 with the support of Framatome (ex-AREVA-NP)
and IRSN (Radio-protection and Nuclear Safety Institute). In 2019, the first industrial version of
CATHARE 3 for PWR applications was released (Préa et al. 2020). Figure 4.1 shows the history of
the CATHARE code.

The CATHARE 3 code is used for the studies presented in this manuscript. The following sections
then describe the equations and modelling structure of this version of the code.

4.2. The Two-Fluid-6-Equations Model

CATHARE is established on the solution of a two-phase flow (liquid-vapour) six-equations model
of mass, energy and momentum, described in Ishii 1975. These equations are solved for each phase:
liquid l and vapour v. The vapour phase may also contain non-condensible gases. The main unknown
variables are the enthalpy Hl, Hv (or temperature Tl, Tv), the pressure P , the void fraction αk (or
mass fraction Xi), and the velocity ul, uv. These variables represent the averaged values over the
cross section (area A). Validated physical closure laws, shown in red in Eq. 4.1, 4.2, and 4.3, solve
the transfers of mass, momentum, and energy between phases (Bestion 1990).

Mass balance equation

∂

∂t
(A · αk · ρk) + ∂

∂z
(A · αk · ρk · uk) = Advection terms (4.1)

(−1)α ·A · Γ Phase change
+Sk Source term

Γ is the mass exchange between the liquid and vapour phases (Bestion 1990). The Sk term
gathers any mass sources (or sinks) for each phase.

Momentum balance equation

A · αk · ρk ·
[
∂uk
∂t

+ uk ·
∂uk
∂z

]
Advection terms

+A · αk ·
∂P

∂z
+A · Pi ·

∂αk
∂z

Pressure terms
+(−1)α ·A · β · α · (1− α) · ρm Added mass terms

·
[
∂uv
∂t
− ∂ul

∂t
+ uv ·

∂uv
∂z
− ul ·

∂ul
∂z

]
= (4.2)

(−1)α ·A · Γ · (ui − uk) Momentum transfer
−(−1)α ·A · τi Interfacial friction

−χf · Ck ·
ρk
2 · uk · |uk| Wall regular friction

−A · κ

2 ·∆Z · αk · ρk · uk · |uk| Singular friction
+A · αk · ρk · gz Gravity force

+R · (1− αk)
4 · Pi ·

∂A

∂z
Stratification term

+SMk Source term
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On the first line, the advection terms is described including the eulerian acceleration term. Then
comes the pressure terms on the second line, Pi being the interfacial pressure (between liquid and
vapour). It reflects the presence of a force at the interface as a result of pressure field heterogeneity
in the transverse direction, especially in the case of stratified flows. On the third line, there is a term
called added or virtual mass β, which is important for highly dispersed flows (Bestion 1990) (with ρm
the liquid-vapour mixing density). After the equal sign, there is a term quantifying the contribution of
momentum from one phase to the other by phase change, ui being the velocity at the interface. The
following term describes interfacial friction τi, quantifying the viscous volume forces at the interface.
The next terms represent wall friction (with the wall friction factor Ck, the friction perimeter χf ),
singular (with the friction coefficient κ) and then gravity losses (with the gravitational acceleration
gz). The penultimate term considers the pressure distribution in a variable cross-section flow, where
R is the stratification rate. The final term provides the source or sink of momentum contributions
SMk to the control volume.

Energy balance equation

A · ∂
∂t

(
αk · ρk ·

[
Hk + u2

k

2

])
Advection terms

+ ∂

∂z

(
A · αk · ρk · uk ·

[
Hk + u2

k

2

])

−A · αk ·
∂P

∂t
= Pressure term (4.3)

A · qki + χc · qwk Heat transfer

+(−1)α ·A · Γ
[
Hk + ui

2

2

]
Impulsion transfer

+A · αk · ρk · uk · gz Gravity force
+SEk Source term

The advection terms are written on the first and second lines and are made up of enthalpy and
kinetic mass energy variation terms from the k phase. The term on the third line corresponds to the
pressure variation ∂P/∂t induced by the way the energy equation is written: this balance is expressed
in enthalpy rather than internal energy of the fluid. Since H = U +PV , this term is subtracted from
the balance. The first term after the equal sign represents heat exchange at the phase-interface qki.
The second term represents the heat exchange contributions at the walls-phase qwk (with the heating
perimeter χc). The next line describes the energy input due to phase changes. The penultimate term
describes the variation of gravitational potential energy. Finally, the last term SEk describes the
energy sources or sinks.

CATHARE allows for the prediction of two-phase flows encountered in a wide range of parameters
in PWR simulation. It provides pressures ranging from 0.1 to 20 MPa and temperatures ranging from
0 to 1500 °C, with high thermal non-equilibrium between phases possible.

4.3. The Modelling Structure

CATHARE uses a modular structure for thermal-hydraulic modelling, allowing the meshing of
assemblies ranging from experimental test facilities to complex installations such as nuclear power
plants. The following modules are used to represent any SETF, ITF, or reactor primary and secondary
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circuits:

- The 1-D (or axial) module used to describe pipe flow. The 1-D module is a succession of
truncated cones (or cylinders) in which the local instantaneous mass, momentum and energy
equations are averaged for each phase over the continuous cross section and over time. The
1-D module is used to represent circuits formed by a series of axial pipes (at an angle θ). It
allows the representation of a reactor core, SG, cold and hot legs for example. The 1-D module
neglects the viscous stress tensor, the work of interfacial forces and pressure distribution, and
the axial mass diffusion in the energy equation.

- The 0-D (or volume) module, composed of two nodes describing large size plena. The 0-D
module is divided into four phases: - a continuous liquid phase, - a dispersed gas phase (or
bubble phase), - a continuous gas phase - and a dispersed liquid phase (or drop phase). The
0-D module is used to represent large-capacity components with several connections such
as pressurizer, plenum or SG channel head. The thermal-hydraulic quantities are assumed
to be horizontally uniform, with a vertical stratification of temperatures and void fraction.
The velocities in the volume are assumed to be small in comparison to the velocities at the
junctions. The inertial forces are also assumed to be negligible in comparison to the gravity
forces.

- The 3-D module to describe multidimensional effects in the RPV. The 3-D model contains a
large number of solid structures allowing a better definition of the volumes occupied by the
fluid and by the structures (volumic and surface porosity). The 3-D module is mainly used
to model the Reactor Pressure Vessel (RPV) of a reactor. It supports the representation of a
larger number of solid structures (rod-bundles, spacer grids, ...). And the purpose is to get a
three-dimensional representation flow circulation, thermal diffusion and void fraction.

- The BC (boundary condition) module, set at the extremity of the previous modules, and giving
model directives and properties for incoming or outgoing flows. The hydraulic conditions and
the nature of the fluid are defined in the BC module, including pressures, enthalpies, velocities,
mass flow rates for liquid or vapour, and void fraction (or mass fraction).

Various sub-modules can be connected to the main modules to complete the modelling and
to better describe the mechanical and thermal non-equilibrium which may be found in various
components of reactor circuits. The discretisation of the terms in the set of equations is fully implicit
in the 1-D and 0-D modules, and semi-implicit in the 3-D elements. The resulting non-linear equations
are solved using an iterative Newton solver. Figure 4.2 depicts the 1-D, 0-D, and 3-D modules of the
CATHARE code.
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Hv αv Xi
v

Hl αl

Hd αd

𝐻𝑏 𝛼𝑏 𝑋𝑖
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Figure 4.2: The CATHARE modules
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4.4. The CATHARE Verification and Validation

To achieve a confidence in the results of the CATHARE code predictions, it is necessary to ensure
that the physical laws and models are accurate (ASN et al. 2017). These closure laws represent 15
terms in the three balance equations solved for each phase, and they involve about 200 correlations
deduced from the literature and validated on SET. The CATHARE 3 closure terms are summarized
in the Table 4.1.

Table 4.1: The CATHARE 3 closure terms

Momentum transfers terms Energy transfers terms
E Entrainment fraction - qli Liquid-interface heat flux W/m3

Pi Interfacial pressure Pa qvi Vapour-interface heat flux W/m3

R Stratification rate - qwl Wall-liquid heat flux W/m2

τi Interfacial friction N/m3 qwv Wall-vapour heat flux W/m2

β Added/virtual mass coefficient - qwi Wall-interface heat flux W/m2

ui Interface velocity m/s Other terms
Cl Liquid-wall friction coefficient - Gcr Critical flow rate kg/s
Cv Vapour-wall friction coefficient - δ Droplet diameter m

Research and Development (R&D) work is thus undertaken to identify good relationships
describing all the phenomena and mechanisms at work in a nuclear reactor in an accidental situation.
This code Verification and Validation (V&V) work is carried out in particular by comparing the SET
experimental results and the results of the predictions of the CATHARE code. Figure 4.3 illustrates
the various SET used for CATHARE V&V within the many components of a reactor.

Figure 4.3: SET used in the CATHARE code Verification and Validation (V&V)
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CATHARE is also a Best-Estimate (BE) code using boundary conditions to describe the behaviour
of complex thermal-hydraulic phenomena in reactors in accident situations in a more realistic view
than previous models based on conservative approaches (see section 3.2.1). The best estimate
approach requires the application of techniques such as “change rather than tradition”, while
maintaining an adequate level of qualification. As defined in D’Auria et al. 2017, “best estimate
computer code or analysis method may be deemed validated if the applicability and sufficient accuracy
of the code applied has been demonstrated for the respective application within the framework of the
validation scope performed and documented.” Several qualitative judgements of agreement justify
code validation. They are evaluated based on the similarity of the codes predictions to the trends of
the corresponding data during the transients time phases (D’Auria et al. 2012). CATHARE is thus
deemed as a best estimate code due to its agreement with highly ranked phenomena for transients
of interest.

The CATHARE code strategy for development VV&Q is described in Appendice F.
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The Fractional Scaling Analysis (FSA) method presented in section 3.3.2.4 was chosen to carry
out the work of this thesis and answer some of the scaling issues raised in section 3.4. The objective of
this chapter is to verify the applicability of the FSA to a nuclear transient. For this purpose, a scaling
analysis is performed using the FSA and compared to an application of the Hierarchical Two-Tiered
Scaling (H2TS) method done by the Polytechnic University of Valencia (UPV) (Muñoz-Cobo et al.
2018). This analysis will be achieved if the two methods obtain similar results when applied to a
1% Hot-Leg SB-LOCA transient studied over two temporal phases of particular interest. The selected
transient is performed by the ROSA 1.2 test on the Japanese LSTF-ROSA-IV facility (The ROSA-V
Group 2003). Some differences and similarities of these two methods are identified to highlight the
cause and importance of the choices that can be made during a scaling analysis.

This chapter also intends to demonstrate the applicability of the FSA supported by system codes.
For this purpose, the scaling analysis of this study is performed with the validated CATHARE 3 code,
presented in chapter 4. For their scaling analysis, the UPV uses the TRACE code.

The present study was published at the NURETH-19 conference, in “Application of the FSA
Scaling Method to the LSTF ROSA 1.2 Test and Comparison to an Application of the H2TS Method”,
(Ciechocki et al. 2022a).

5.1. Description of the LSTF ROSA 1.2 Test

5.1.1. The LSTF Facility

The LSTF ROSA 1.2 test was performed on the Large Scale Test Facility (LSTF) of the Japan
Atomic Energy Research Institute (JAERI) (The ROSA-V Group 2003; OECD/NEA 2013). LSTF is
an ITF designed to simulate a Westinghouse four-loops PWR with a full power of 3423 MWt – 1100
MWe. The reference PWR is the Tsuruga Unit-2 of the Japan Atomic Power Company (JAPC).
As shown in Figure 5.1a, LSTF has two loops, two steam generators consisting of 141 inverted
U-tubes and one pressurizer. The facility is designed using the power-to-volume method (described
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in section 3.3.1.3), which involves using the same scaling factor for power and volume. The volume is
thus scaled by a factor of 1/48. The core, composed of 1008 full-length electrically heater rods, has
a maximum power equal to 14% of the 1/48 nominal power of the reference reactor, i.e. 10 MWt.
The height and pressures reference conditions were kept the same as in the reference reactor (FHFP
ITF). This scaling respects the timing of events. Since each loop represents two reactor loops, the
flow area in the pressure vessel is 1/48 scaled and 1/24 scaled in the cold and hot legs and steam
generators. The flow areas of the hot and cold legs are scaled to preserve the ratio of the length to
the square root of pipe diameter L/

√
D of the reference reactor, in order to better simulate the flow

regime transitions in the primary loops (The ROSA-V Group 2003). The scaling ratio of the hot and
cold legs of LSTF compared to its reference PWR is detailed in Table 5.1.

Table 5.1: Characteristics of the hot and cold legs of LSTF compared to its reference PWR

LSTF PWR LSTF/PWR
Hot leg Cold leg Hot leg Cold leg Hot leg Cold leg

Diameter D 0.207 m 0.207 m 0.7366 m 0.6985 m
Length L 3.686 m 3.4381 m 6.9927 m 7.2465 m
Volume V 0.124 m3 0.1157 m3 2.98 m3 2.777 m3 1/24.03 1/24.00
L/
√
D 8.102 m1/2 7.557 m1/2 8.148 m1/2 8.671 m1/2 1/1.006 1/1.147

The CATHARE system code is used in this study to simulate the LSTF ROSA 1.2 test. Both
primary and secondary systems are modelled in the CATHARE dataset. The primary side contains the
Reactor Pressure Vessel (RPV), two hot and cold legs with main coolant pumps, the pressurizer, and
the U-tubes of the two steam generators. The system also includes High Pressure Injection System
(HPIS) and Accumulator Injection System (AIS). Figure 5.1b depicts the nodalization of the LSTF
primary system using the CATHARE code. LSTF primary system is modelled with 1-D modules,
except for the pressurizer, lower and upper plenums and upper head where 0-D modules are used
(see CATHARE modelling structure in section 4.3).

(a) Schematic view of the LSTF primary
system (Clifford et al. 2016)

1. Reactor Pressure Vessel

2. Steam Generators U-tubes

3. Pressurizer

4. Cold Legs

5. Hot Legs

6. Pumps

7. Break location

② ②

①

③

④④ ⑤⑤

⑥ ⑥
⑦

(b) CATHARE nodalization of the LSTF ROSA 1.2
primary sytem

Figure 5.1: The Large Scale Test Facility (LSTF) primary system
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5.1.2. The 1% SB-LOCA Transient

The LSTF ROSA 1.2 test scenario consists of a SB-LOCA experiment. The break corresponds to
1% of the volumetrically scaled cross-sectional area of the reference reactor cold leg. Eq. 5.1 details
the break size calculation, corresponding to a break diameter of 10.1 mm for LSTF and 67.7 mm
for the reference PWR. The horizontally oriented break is located on the hot leg of the loop without
pressurizer.

AHL,LSTF
VHL,LSTF

= AHL,PWR

VHL,PWR
(5.1)

The test starts at operating full-pressure of 15.5 MPa and at a nominal power of 10 MWt. The
reactor SCRAM signal occurs at 12.97 MPa resulting in the core power decay. The main coolant
pumps gradually shut down as well as the pressurizer heaters and the secondary feed water. At a
pressure of 12.27 MPa, the safety injection signal triggers the HPIS pumps with a 12 seconds delay.
The Accumulator Injection System (AIS) is activated at 4.51 MPa.

At the break opening, the primary fluid is discharged first in subcooled liquid state. With
decreasing pressure and decreasing mass inventory, the steam quality of discharged fluid at the
break gradually increases. Throughout the transient, the main concern is the core cooling which may
be challenged when a partially uncovered core induces a dry-out and a clad temperature excursion.
This event mainly depends on the primary mass inventory, which itself depends a lot on the primary
pressure evolution that influences the break flow rate and the safety injections. These two parameters
are thus essential to describe the SB-LOCA transient. They are the PoI that will be used to establish
the balance equations for the scaling analysis (see step 1 in section 3.3.2.2).

In the framework of the phenomenological analysis, but also for the purposes of the scaling
analysis, the transient is divided into five chronological phases (see step 2 in the section 3.3.2.2).
These phases depend on the phenomena and on system parameters evolution. Bifurcating events
that correspond to abrupt changes of phenomena, delimit the phases. In the current study, the
1% SB-LOCA of the ROSA 1.2 test is divided into five phases following the UPV analysis
(Muñoz-Cobo et al. 2018). This choice allows for the separation of the dominant processes throughout
the transient. The phases are illustrated in Figure 5.2, which describes the evolution of the primary
and secondary pressures as well as the primary mass inventory. Letters on the top (A to E) and
numbers (1 to 5) on the bottom indicates the bifurcating events and phases according to Table 5.2.
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Figure 5.2: Primary and secondary evolutions during the phases of the 1% SB-LOCA of the
ROSA 1.2 test - CATHARE predictions
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Table 5.2: Phases and initial bifurcating events of the 1% SB-LOCA of the ROSA 1.2 test

Phases Initial bifurcating events
1. Subcooled Blowdown (SBD) A. Break opening
2. Natural Circulation (NC) B. Pressurizer emptied, pumps stop
3. Two-Phase Discharge (TPD) C. Top of SG tubes emptied (no liquid flow)
4. High-Quality Mixture Discharge (HQMD) D. Primary-secondary pressure reversal
5. Reactor Refilling (RR) E. Accumulator discharge

1. The Subcooled Blowdown (SBD) phase:
After the opening of the break, the primary system depressurizes quickly from 15.5 MPa to about

10.7 MPa in 119 seconds. The primary system remains liquid in the loops and in the pressure vessel
up to 60 seconds. Flashing (vaporization of liquid due to pressure drop) occurs first in the pressurizer
due to its higher temperature. The SCRAM signal triggers at around 50 seconds and the core power
will join a decay power curve, which is truncated at 14%. The primary pumps are stopped and the
rotation speed gradually decreases. Depending on the flywheel, the transition to natural circulation
begins. The end of the subcooled blowdown is defined as the emptying of the pressurizer (less than
1% of its initial liquid mass). Figure 5.3 illustrates the Subcooled Blowdown phase.

Steam

Generators

Pressurizer

Core

Opening of the break

Flashing

SCRAM signal

Power decay

Pumps slowing

Figure 5.3: The Subcooled Blowdown (SBD) phase

2. The Natural Circulation (NC) phase:
The pumps being stopped, the fluid circulation is due to the differences in density between the

ascending and descending parts of the cooling loops. The ascending part is the core, the upper
plenum, the hot legs and the ascending part of the steam generators U-tubes. The descending part
is the descending part of the steam generators U-tubes, the cold legs, and the vessel downcomer.
Friction and singular pressure losses compensate for the difference in gravity in the ascending and
descending parts of the circuit. During this phase, the primary pressure decreases slowly (from
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10.7 MPa to 8.2 MPa) and stays above the secondary pressure to be able to transfer energy to
the steam generators. During this phase, the core provides more energy to the fluid than is lost
at the break and the primary fluid needs to give the rest of power to the steam generators. This
requires a higher temperature and higher pressure than in the secondary side of the steam generators.
Figure 5.4 illustrates the Natural Circulation phase.

Pressurizer

Core

Steam

Generators

Pumps stopped

Pressurizer emptied

Low density

High density

Figure 5.4: The Natural Circulation (NC) phase

3. The Two-Phase Discharge (TPD) phase:
Some vapour created in the core condenses in the steam generators U-tubes. The condensate

water is first entrained in co-current flow to the intermediate leg (IL) and the cold leg. Then the mass
of water decreasing, the void fraction increases in steam generators tubes and the vapour is no more
capable to entrain the condensate water to the top of the steam generators tubes. This is the end of
the natural circulation and the beginning of the Reflux Condenser Mode (RCM). Some decay power
is still removed by condensation in steam generators. The condensate water flows back to the hot legs
in the ascending part of steam generators tubes whereas the condensate in the descending part of
steam generators tubes fills the intermediate legs: this is the Loop Seal Plugging (LSP) phenomena.

With the end of the natural circulation, water tends to settle in the lower part of the circuit, the
steam quality at the break increases and more power is evacuated at the break. The plugs created
in the intermediate legs isolate the cold and hot legs resulting in a faster pressure decrease in the
cold legs due to the HPIS. The remaining liquid mass in the IL is not available to cool the core
and creates an unfavourable pressure difference, which induces a core uncovery. This core uncovery
creates a dry-out and a temperature excursion with a first Peak Clad Temperature (PCT). The Loop
Seal Clearing (LSC) phenomenon occurs when there is a sufficient pressure difference between the
hot and cold legs to evacuate the plugs towards the pressure vessel. This ends the core uncovery
and temperature excursion. Note that for the 1% SB-LOCA, the Loop Seal Plugging occurs without
Loop Seal Clearing during the five phases considered. During this Two-Phase Discharge, the primary
pressure drops from 8.2 MPa to 7.7 MPa in 581 seconds. Figure 5.5 illustrates the Two-Phase
Discharge phase.
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Figure 5.5: The Two-Phase Discharge (TPD) phase

4. The High-Quality Mixture Discharge (HQMD) phase:
The beginning of this phase is marked by the passage of the primary pressure below the

secondary pressure. From this moment, the heat flux at the steam generators U-tubes is reversed.
The gradual decrease of primary pressure increases the HPIS flow rate. The vapour condensation on
the cold injected water increases the depressurization rate. During this phase, the pressure decreases
significantly, from 7.7 MPa to 4.5 MPa in 1484 seconds. The liquid level in hot legs falls until
it reaches the height of the break. The discharge at the break is then almost vapour. Figure 5.6
illustrates the High-Quality Mixture Discharge phase.
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Core

Steam

Generators

Loop Seal Clearing
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Heat transfer

reversal

HPIS

Break discharge almost vapour

Core uncovery

Figure 5.6: The High-Quality Mixture Discharge (HQMD) phase
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5. The Reactor Refilling (RR) phase:
This phase starts when the accumulator injection is triggered. A large flow rate of sub-cooled

liquid is discharged into the primary system thanks to AIS and HPIS. From the beginning to the end
of the accumulator discharge, the pressure decreases from 4.5 MPa to 1.8 MPa in 1148 seconds and
the mass inventory starts increasing. Figure 5.7 illustrates the Reactor Refilling phase.

Pressurizer
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Figure 5.7: The Reactor Refilling (RR) phase

5.2. Top-Down Scaling Analysis of the 1% SB-LOCA Transient with the FSA
Method

In order to evaluate its applicability, the FSA method (see section 3.3.2.4) is applied to two of
the five SB-LOCA phases. The scaling analyses is performed on the subcooled blowdown and the
high-quality mixture discharge phases since they are important from the transient phenomenological
perspective. The subcooled blowdown is a brief but intense phase caused by a rapid pressure drop in
the primary system. The High-Quality Mixture Discharge is also an important phase since it delimits
the system second depressurization (see Figure 5.2).

For the SB-LOCA transient, the Figure of Merit (FoM) is defined as the Peak Clad Temperature
(PCT). As mentioned in section 3.3.2.2, the PCT is a major safety criterion for LOCA. It is a
key parameter in the design of nuclear reactors and their safety systems to prevent that a specific
temperature within the core could never be reached in an accidental situation, thereby avoiding core
meltdown. The primary mass inventory M1 and the primary pressure P1 are the two most important
Parameters of Interest (PoI) that influence the FoM. On the one hand, the PCT is directly dependent
on the core liquid level and thus the primary system mass inventory. On the other hand, the state
of the water in the primary system (liquid or vapour) and the triggering of safety systems such as
safety injections, which are dependent on the primary pressure, govern the mass inventory.

Equations are then written for the primary mass and pressure evolution. The primary pressure
is first driven by the pressurizer until it is empty, and then it is driven by the mass and energy
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exchanges in the whole primary circuit. Therefore, the mass and pressure equations is also written
for the pressurizer volume.

5.2.1. Mass Balance Equations in a Volume V

The rate of mass change in a constant volume V is equal to the mass flow rate of incoming fluid
by its constant boundary surface A and can be expressed as:

d

dt

∫
V

ρ dV =
∫
Af

ρ · ~u · ~n dA (5.2)

With ~u the fluid velocity normal vector to the constant surface A. The mass balance equation
then simplifies to:

dM

dt
, Ṁ = Ṁin − Ṁout (5.3)

Ṁ is the time rate change of fluid mass in V. Ṁin and Ṁout are respectively the mass flow rates
entering (indicated by the subscript in) and leaving (indicated by the subscript out) V through fluid
boundaries Af . For a two-phase flow, this equation can be split into liquid and vapour contributions.
Mass balance equation becomes:

Ṁ = Ṁl + Ṁv = Ṁl,in − Ṁl,out + Ṁv,in − Ṁv,out (5.4)

The Eq. 5.3 applied to the primary system volume V1 and the pressurizer volume Vprz of the
LSTF ROSA 1.2 test gives respectively Eq. 5.4 and 5.5:

Ṁ1 = Ṁl,HPIS + Ṁl,acc. − Ṁl,break − Ṁv,break (5.5)

Ṁl,HPIS and Ṁl,acc. denotes the liquid mass flow rate injected into the primary system
respectively by the HPIS and the accumulators. HPIS and accumulators injections are assumed to be
only liquid. Since HPIS are only triggered below 12.27 MPa, the HPIS term is only considered during
the HQMD phase. Since the accumulators are only triggered below 4.51 MPa, the accumulator term
is not considered in this study. Ṁl,break and Ṁv,break are the mass flow rates discharged at the break.

Ṁprz = −Ṁl,prz − Ṁv,prz (5.6)

The mass changes in the pressurizer are those caused by the liquid and vapour mass flowing out.

Each contributor to the mass rate of change Ṁ is normalized with time-averaged of variables
Ȳ during the phases. Although the FSA method recommends normalization with an initial value Y0
(see Eq. 3.20 (Zuber et al. 2007)), it is chosen here to use this average calculated values thanks to
the support of the calculation code. This is motivated by the intention to provide better accuracy
in the estimation of equations terms in order to quantify each process through the studied phases
rather than at given instants.

Y +(t) = Y (t)
Ȳ

(5.7)
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Introducing the Fractional Rate of Change (FRC) ωṀ,j quantifying the relative magnitude of the
processes on the primary system and pressurizer mass, the Eq. 5.5 and 5.6 then write respectively:

dM+

dt

∣∣∣∣∣
1

= ωṀl,HP IS
· Ṁ+

l,HPIS + ωṀl,acc.
· Ṁ+

l,acc. − ωṀl,break
· Ṁ+

l,break − ωṀv,break
· Ṁ+

v,break (5.8)

dM+

dt

∣∣∣∣∣
prz

= −ωṀl,prz
· Ṁ+

l,prz − ωṀv,prz
· Ṁ+

v,prz (5.9)

The normalized mass balance equations are obtained, function of the j Agents of Change φ+
Ṁ,j

which define the processes acting on the mass rate of change Ṁ (see Eq. 3.21):

dM+

dt

∣∣∣∣∣
1

= ωṀl,HP IS
·φ+
Ṁl,HP IS

+ωṀl,acc.
·φ+
Ṁl,acc.

−ωṀl,break
·φ+
Ṁl,break

−ωṀv,break
·φ+
Ṁv,break

(5.10)

dM+

dt

∣∣∣∣∣
prz

= −ωṀl,prz
· φ+

Ṁl,prz
− ωṀv,prz

· φ+
Ṁv,prz

(5.11)

5.2.2. Pressure Equations in a Volume V

The first principle of thermodynamics in a constant volume V with constant boundaries A to
derive a total energy equation is written as the sum of the internal energy and the kinetic energy:

d

dt

∫
V

ρ

(
e+ u2

2

)
dV = Rate of change of total energy (5.12)

∫
V

ρ
(
~F · ~u+ qext

)
dV Power of external forces

−
∫
Af

ρ

(
e+ u2

2

)
~u · ~n dA Convective total energy flux

−
∫
A

~q · ~n dA Heat flux

−
∫
Af

( ¯̄T · ~u
)
· ~n dA Power of surface forces

With e the internal mass energy and q the surface heat flux. Some simplifications are considered
by neglecting:

- The kinetic energy u2/2, which is much lower than the internal energy at low Mach numbers.

- The conductive heat flux along fluid boundaries, which is negligible compared to conductive
heat flux along solid boundaries.

- External energy sources (radiative heat flux) qext and work of external force (gravity) ~F · ~u,
which is negligible compared to convective and diffusive energy fluxes when pumps are off.
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Finally, the energy balance is expressed using enthalpy h instead of internal energy (h = e+p/ρ).
The two-phase energy balance equation for a volume V writes:

dMl ·Hl

dt
+ dMv ·Hv

dt
−V dP

dt
= Ww + Ṁl,in ·hl,in− Ṁl,out ·Hl + Ṁv,in ·hv,in− Ṁv,out ·Hv (5.13)

With P , Hl and Hv representing the volume averaged pressure, specific liquid and vapour
enthalpies, hl,in and hv,in representing the liquid and vapour entering specific enthalpies, and Ww

representing the thermal power received from the walls. It is here assumed that the phases leave the
volume with the mass weighted averaged specific enthalpy Hl and Hv of the volume.

Using the energy balance at the interfaces, the mass balance equation and a constant volume
equation, a pressure equation expressed in terms of fluid Volume Rate of Change (VRC, measured
in m3/s) is obtained (Bestion 2020):

(µl ·Ml + µv ·Mv) · Ṗ = (1) (5.14)
Ṁl,in ·

[
νl + ν

′
l,h · (hl,in −Hl)

]
+ Ṁv,in ·

[
νv + ν

′
v,h · (hv,in −Hv)

]
(2)

−Ṁl,out · νl − Ṁv,out · νv (3)
+ν ′

l,h ·Wwl + ν
′
v,h ·Wwv + ν

′
l,h ·Wil + ν

′
v,h ·Wiv (4)

−Wil +Wiv

$
(5)

+Wwi

$
(6)

With:

µk = −ν ′
k,p − νk · ν

′
k,h ; ν

′
k,p ,

∂νk
∂p

∣∣∣∣
hk

; ν
′
k,h ,

∂νk
∂hk

∣∣∣∣
p

; $ ,
Hv −Hl

νv − νl

The term on the l.h.s (1) is the VRC corresponding to fluid expansion/contraction in pressure
increase/decrease. On the r.h.s, the terms are:

(2) The VRC due to entering liquid and vapour volume flow rates and the associated thermal
expansion when mixing with internal fluid.

(3) The VRC by exiting liquid and vapour flow rates.

(4) The VRC by liquid and vapour thermal expansion by wall heating and by interfacial exchanges.

(5) The VRC by vaporization or condensation.

(6) The VRC by wall boiling or wall condensation.

This formulation provides an easy interpretation of the impact of fluid volume changes on
pressure. Fluid volume may change by mass source or sink at boundaries, by heat exchange
expansion/contraction, by vaporization or condensation and by isentropic expansion/contraction.
The total control volume being constant, when the r.h.s terms create volume, the pressure increases
to lose the same volume by contraction (l.h.s term). When the r.h.s terms lose some volume, the
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depressurization compensates by fluid expansion (l.h.s term). Figure 5.8 illustrates the physics of the
Eq. 5.14.

Control volume V

Liquid l

Vapour vInterface i

→ P , Hl , Hv , Ml , Mv

Wwl

Walls w

Wwv

Wwi

Wil

Wiv
ሶMl,in , hl,in
ሶMv,in , hv,in

ሶMl,out , hl,out
ሶMv,out , hv,out

Figure 5.8: Illustration of the physics in the general pressure by Volume Rate of Change (VRC)
equation

To match the conditions of the UPV analysis (Muñoz-Cobo et al. 2018), a simpler equation with
a saturation assumption assuming thermal equilibrium is written (Bestion 2020):

(λl ·Ml + λv ·Mv) · Ṗ = (5.15)

Ṁl,in ·
(
νls + hl,in − hls

$s

)
+ Ṁv,in ·

(
νvs + hv,in − hvs

$s

)
−Ṁl,out · νls − Ṁv,out · νvs

+Ww

$s

With:

λk =
h

′
ks,p

$s
− νks
$s
− ν ′

ks,p ; h
′
ks,p ,

dhks
dp

; ν
′
ks,p ,

dνks
dp

; $s ,
hvs − hls
νvs − νls

For this equation, the l.h.s term represents all VRC due to expansion (or contraction) by pressure
change; it includes isentropic expansion plus vaporization by flashing and thermal expansion following
saturation curve.

The Eq. 5.15 applied to the primary system volume V1 of the LSTF ROSA 1.2 test gives:

(λl,1 ·Ml,1 + λv,1 ·Mv,1) · Ṗ1 = (1) (5.16)

Ṁl,HPIS · νls,1 + Ṁl,HPIS ·
(hl,HPIS − hls,1)

$s,1
(2)

+Ṁl,acc. · νls,1 + Ṁl,acc. ·
(hl,acc. − hls,1)

$s,1
(3)

−Ṁl,break · νls,1 − Ṁv,break · νvs,1 (4)

+Wcore

$s,1
− WSG

$s,1
+ Wow

$s,1
(5)

With the rate of pressure change in the primary system volume (1) due to the contributions by:
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(2) The liquid flow rate entering the primary system and the resulting thermal expansion by
condensation thanks to HPIS.

(3) The liquid flow rate entering the primary system and the resulting thermal expansion by
condensation thanks to accumulator discharge.

(4) Liquid and vapour flow rates leaving the primary system through the break.

(5) Thermal expansion by condensation or vaporization due to - the core heat generation, - SG
tubes heat exchanges, - and other wall heat exchanges in the primary system.

The Eq. 5.15 applied to the pressurizer volume Vprz of the LSTF ROSA 1.2 test gives:

(λl,prz ·Ml,prz + λv,prz ·Mv,prz) · Ṗprz = (1) (5.17)
−Ṁl,prz · νls,prz − Ṁv,prz · νvs,prz (2)

+Wprz,heaters

$s,prz
+ Wprz,ow

$s,prz
(3)

With the rate of pressure change in the pressurizer volume (1) due to the contributions by:

(2) The liquid and vapour flow rates leaving the pressurizer to the surge line.

(3) Thermal expansion by condensation or vaporization due to - the pressurizer heaters, - and
other wall heat exchanges in the pressurizer.

To simplify the notation of the pressure change due to VRC, global expansion coefficients with
saturation assumption Ks,1 and Ks,prz are defined:

Ks,1 = (λl,1 ·Ml,1 + λv,1 ·Mv,1) (5.18)

Ks,prz = (λl,prz ·Ml,prz + λv,prz ·Mv,prz) (5.19)

Each contributor to the pressure rate of change Ṗ is normalized in the same way as in Eq. 5.7.
The Eq. 5.16 and 5.17 then write respectively, introducing the Fractional Rate of Change (FRC)
ωṖ ,j :

dP+

dt

∣∣∣∣∣
1

= ωṖ ,Ql,HP IS
·
Ṁ+
l,HPIS · ν

+
ls,1

K+
s,1

+ ωṖ ,Qcond,HP IS
·
Ṁ+
l,HPIS ·

(
h+
l,HPIS − h

+
ls,1

)
K+
s,1 ·$

+
s,1

(5.20)

+ωṖ ,Ql,acc.
·
Ṁ+
l,acc. · ν

+
ls,1

K+
s,1

+ ωṖ ,Qcond,acc.
·
Ṁ+
l,acc. ·

(
h+
l,acc. − h

+
ls,1

)
K+
s,1 ·$

+
s,1

−ωṖ ,Ql,break
·
Ṁ+
l,break · ν

+
ls,1

K+
s,1

− ωṖ ,Qv,break
·
Ṁ+
v,break · ν

+
vs,1

K+
s,1

+ωṖ ,Qcore
· W+

core

K+
s,1 ·$

+
s,1
− ωṖ ,QSG

· W+
SG

K+
s,1 ·$

+
s,1

+ ωṖ ,Qow
· W+

ow

K+
s,1 ·$

+
s,1
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dP+

dt

∣∣∣∣∣
prz

= −ωṖ ,Ql,prz
·
Ṁ+
l,prz · ν

+
ls,prz

K+
s,prz

− ωṖ ,Qv,prz
·
Ṁ+
v,prz · ν+

vs,prz

K+
s,prz

(5.21)

+ωṖ ,Qprz,heaters
·
W+
prz,heaters

K+
s,prz ·$+

s,prz
+ ωṖ ,Qprz,ow

·
W+
prz,ow

K+
s,prz ·$+

s,prz

Normalized pressure equations are obtained, function of the j Agents of Change φ+
Ṗ ,j

which
define the processes acting on the pressure rate of change Ṗ :

dP+

dt

∣∣∣∣∣
1

= ωṖ ,Ql,HP IS
· φ+

Ṗ ,Ql,HP IS
+ ωṖ ,Qcond,HP IS

· φ+
Ṗ ,Qcond,HP IS

(5.22)

+ωṖ ,Ql,acc.
· φ+

Ṗ ,Ql,acc.
+ ωṖ ,Qcond,acc.

· φ+
Ṗ ,Qcond,acc.

−ωṖ ,Ql,break
· φ+

Ṗ ,Ql,break
− ωṖ ,Qv,break

· φ+
Ṗ ,Qv,break

+ωṖ ,Qcore
· φ+

Ṗ ,Qcore
− ωṖ ,QSG

· φ+
Ṗ ,QSG

+ ωṖ ,Qow
· φ+

Ṗ ,Qow

dP+

dt

∣∣∣∣∣
prz

= −ωṖ ,Ql,prz
· φ+

Ṗ ,Ql,prz
− ωṖ ,Qv,prz

· φ+
Ṗ ,Qv,prz

(5.23)

+ωṖ ,Qprz,heaters
· φ+

Ṗ ,Qprz,heaters
+ ωṖ ,Qprz,ow

· φ+
Ṗ ,Qprz,ow

The time scaling for relative importance of agents (see from Eq. 3.25) is performed using
Eq. 5.10, 5.11, 5.22 and 5.23. The FRC are divided by the dominant one. The effect metrics are
obtained thanks to this process, denoting the rate of change due to the contribution of Agents of
Change. Figure 5.9 illustrates the established mass and pressure effects metrics for the ROSA 1.2
test.

ΩṀ,χj
=

ωṀ,χj∣∣∣ωṀ,χD

∣∣∣ ; ΩṖ ,χj
=

ωṖ ,χj∣∣∣ωṖ ,χD

∣∣∣ (5.24)
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Ω ሶMl,HPIS
Ω ሶP,Qcond,HPIS

Steam Generators (SG)
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Figure 5.9: Established mass and pressure effect metrics for the ROSA 1.2 test

The established effect metrics range from -1.000 to 1.000 depending on their relative importance
to the dominant process. The results of the scaling analyses presented in this manuscript are classified
according to four effect metrics ranks, as shown in Table 5.3:

Table 5.3: Effect metrics hierarchy

Rank Effect Metrics
Dominant 0.800 ≤ |Ωψ̇,χj

| ≤ 1.000
Very influent 0.500 ≤ |Ωψ̇,χj

| < 0.800
Little influent 0.050 ≤ |Ωψ̇,χj

| < 0.500
Negligible 0.000 ≤ |Ωψ̇,χj

| < 0.050
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5.2.3. Results of the A Posteriori Scaling Analysis using the Code Predictions

Before performing the scaling analysis, it is necessary to validate the results of the calculation code
against the experimental results on the PoI. Figure 5.10 compares the CATHARE code predictions
of primary and secondary pressures to experimental results through the SBD and HQMD phases.
CATHARE is observed to predict the pressures evolution rather well.
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Figure 5.10: Primary and secondary pressures of the ROSA 1.2 test

Figure 5.11 shows the comparaison between the CATHARE predictions and experimental results
of the break mass flow rate which is directly related to the primary mass inventory. It is found to
be rather well predicted with a delay in the transition to HQMD and a higher flow at the end of
accumulator discharge.
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Figure 5.11: Break mass flow rate of the ROSA 1.2 test

The good predictions of pressures and break mass flow rate demonstrate the quality of the
CATHARE code (less than 1% error for pressures and less than 4% for the mass flow rate in SBD
and HQMD phases). It can then be used as a support to the scaling analysis. Main parameters of
the study are shown in Table 5.4.

Table 5.4: Main parameters of the SBD and HQMD phases of the LSTF ROSA 1.2 test - CATHARE
predictions

1. SBD 4. HQMD
Initial primary mass M1,0 5642 kg 2044 kg
Initial pressurizer mass Mprz,0 508 kg -
Phase duration ∆t 119 s 1484 s
Primary mass variation ∆M1 652 kg 58.6 kg
Pressurizer mass variation ∆Mprz 434 kg -
Pressure variation during the phases ∆P 4.80·106 Pa 3.34·106 Pa
Averaged mass flow rate at the break ¯̇Mbreak 5.38 kg/s 1.56 kg/s
Averaged mass flow rate leaving the pressurizer ¯̇Mprz 3.59 kg/s -
Averaged mass flow rate of the HPIS ¯̇MHPIS - 1.52 kg/s
Averaged core power ¯̇Wcore 8.34·106 W 1.37·106 W
Averaged pressurizer heaters power ¯̇Wprz,heaters 8.50·104 W -
Averaged SG tubes heat exchanges ¯̇WSG -8.30·106 W 1.05·104 W
Averaged primary wall heat exchanges ¯̇Wow 3.86·104 W 1.84·105 W
Averaged pressurizer wall heat exchanges ¯̇Wprz,ow 1.42·105 W -

The values of the effect metrics for the mass equation ΩṀ,χj
and the pressure equation ΩṖ ,χj

are displayed for the primary system and pressurizer volumes for the SBD phase respectively in
Tables 5.5 and 5.6.
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Table 5.5: Effect metrics for the primary system volume of the LSTF ROSA 1.2 test during the SBD
phase

Rate of mass change in V1 due to the contribution by:
Liquid flow rate leaving the primary system through the break ΩṀl,break

-1.000
Vapour flow rate leaving the primary system through the break ΩṀv,break

-0.002

Rate of pressure change in V1 due to the contribution by:
Liquid flow rate leaving the primary system through the break ΩṖ ,Ql,break

-0.100
Vapour flow rate leaving the primary system through the break ΩṖ ,Qv,break

-0.002
Thermal expansion by condensation or vaporization due to the core
heat generation ΩṖ ,Qcore

1.000

Thermal expansion by condensation or vaporization due to SG tubes
heat exchanges ΩṖ ,QSG

-0.995

Thermal expansion by condensation or vaporization due to wall heat
exchanges in the primary system* ΩṖ ,Qow

0.005

*except SG tubes and fuel rods

Analysis of the effect metrics of the primary system volume during the SBD phase:

- Regarding the primary system control volume, the dominant effect metric on the rate of mass
change is the one related to the liquid flow rate at the break with a very small contribution of
the vapour break flow (500 times smaller). Although this repartition cannot be confirmed by
measured data, this evaluation is easily accepted since almost only liquid water flows in the
loops and pressure vessel.

- It can be observed on the rate of pressure change that the two processes related to heat
exchange in the core and the SG tubes are dominant and almost compensate each other.

- The liquid volume flow rate at the break can be considered as influent.

- The vapour volume flow rate and wall heat exchanges are negligible during the SBD phase.

Table 5.6: Effect metrics for the pressurizer volume of the LSTF ROSA 1.2 test during the SBD
phase

Rate of mass change in Vprz due to the contribution by:
Liquid flow rate leaving the pressurizer ΩṀl,prz

-1.000
Vapour flow rate leaving the pressurizer ΩṀv,prz

-0.039

Rate of pressure change in Vprz due to the contribution by:
Liquid volume flow rate leaving the pressurizer ΩṖ ,Ql,prz

-1.000
Vapour volume flow rate leaving the pressurizer ΩṖ ,Qv,prz

-0.329
Thermal expansion by condensation or vaporization due to the
pressurizer heaters ΩṖ ,Qprz,heaters

0.159

Thermal expansion by condensation or vaporization due to wall heat
exchanges in the pressurizer ΩṖ ,Qprz,ow

0.265
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Analysis of the effect metrics of the pressurizer volume during the SBD phase:

- For the pressurizer control volume, the effect metrics that govern the mass and pressure change
are those related to the flow rate leaving the pressurizer, which is close to the flow rate to the
break. This was also observed by the UPV with the H2TS method. The scaling of the break
flow rate should then respect the volume scale ratio. Since the choke flow mass flux is almost
independent on the break diameter, this means that a good break scaling should apply the
volume scaling factor to the break area.

- The effect metrics related to the pressurizer heaters and wall heat exchanges can be considered
as influents. The UPV has instead taken into account a net heat term obtained from the
subtraction of the pressurizer heat losses to the heat provided by the heaters (Muñoz-Cobo
et al. 2018). Their corresponding scaling criteria (from π-monomial) has a value of 0.160.
An effect metric of 0.158 is obtained with the same net heat calculation and with their
assumptions.
As shown by the UPV when comparing LSTF data to reactor scale calculation, the distortion
of this contribution of the external pressurizer wall is large. It could be then considered that
a pressurizer scaling which would not respect the height (e.g. by adopting a linear scaling)
would be better for this LOCA subcooled blowdown phase. Note that the design of the LSTF
pressurizer has been revised to simulate an AP1000 pressurizer and is relatively larger than a
conventional Westinghouse PWR pressurizer.

- It can also be noted that in the CATHARE code predictions, the vapour mass flow rate leaving
the pressurizer is negligible but its volume flow rate is a significant contribution to pressure
decrease. It may then be considered that a 0-D modelling of the pressurizer is not sufficiently
precise to predict the entrainment of bubbles from pressurizer to the surge line and to the hot
leg. This vapour is due to flashing of the water and it may be expected a gradient of void
fraction from bottom to the level with a minimum value at the connection to the surge line.
A too simple 0-D modelling of the pressurizer may overestimate this void fraction and the
vapour flow rate entrained in surge line. This is an example showing how an a posteriori
scaling analysis with a system code may help improving the modelling.

The values of the effect metrics for the mass equation ΩṀ,χj
and the pressure equation ΩṖ ,χj

are displayed for the primary system volume for the HQMD phase in Table 5.7.
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Table 5.7: Effect metrics for the primary system volume of the LSTF ROSA 1.2 test during the
HQMD phase

Rate of mass change in V1 due to the contribution by:
Liquid flow rate entering the primary system thanks to HPIS ΩṀl,HP IS

1.000
Liquid flow rate leaving the primary system through the break ΩṀl,break

-0.802
Vapour flow rate leaving the primary system through the break ΩṀv,break

-0.225

Rate of pressure change in V1 due to the contribution by:
Liquid flow rate entering the primary system thanks to HPIS system ΩṖ ,Ql,HP IS

0.062
Thermal expansion by condensation due to the liquid flow rate
entering the primary system thanks to HPIS system ΩṖ ,Qcond,HP IS

-1.000

Liquid flow rate leaving the primary system through the break ΩṖ ,Ql,break
-0.050

Vapour flow rate leaving the primary system through the break ΩṖ ,Qv,break
-0.356

Thermal expansion by condensation or vaporization due to the core
heat generation ΩṖ ,Qcore

0.862

Thermal expansion by condensation or vaporization due to SG tubes
heat exchanges ΩṖ ,QSG

0.007

Thermal expansion by condensation or vaporization due to wall heat
exchanges in the primary system* ΩṖ ,Qow

0.116

*except SG tubes and fuel rods

Analysis of the effect metrics of the primary system volume during the HQMD phase:

- During the HQMD phase, the total contribution of the break mass flow rates to the primary
mass is almost compensated by the HPIS.

- The three most important effect metrics for the rate of pressure change are the one related to
the HPIS, to the core heat generation and to the break (mainly the vapour flow rate).

- The UPV gives a contribution from HPIS of 0.498. Having assumed here a saturation state
overestimate the condensation of HPIS water.

- The UPV analysis found the net heat term (heat balance between the core, the SG tubes and
the losses (Muñoz-Cobo et al. 2018)) as the dominant term. It is actually observed that the
SG tubes exchanges term is negligible.

- Contributions of the wall heat exchanges can be considered as influent.

- On the contrary, the UPV found an almost zero break vapour flow rate while the analysis here
gives a value of -0.356. These differences could be explained by the nature of the corresponding
terms in the pressure equations, which do not refer exactly to the same quantities.

- An order of magnitude analysis of the terms of the pressure equation assuming saturation
conditions (see Eq. 5.16) can estimates the global expansion coefficient Ks at the moment of
the primary-secondary pressure reversal. It is found that the equation is not exactly balanced
probably because the saturation assumption is not respected.

87



5.3. Discussions

An a posteriori scaling analysis is here applied to the 1% hot leg SB-LOCA of the ROSA 1.2 test
performed on the Japanese LSTF-ROSA-IV facility. As defined at the beginning of this chapter, the
objectives of this work were threefold.

The first objective was to verify the applicability of the FSA method on a complex nuclear
transient. For this purpose, mass and pressure PoI were identified, and the FSA method was applied to
established balance equations for the primary system and pressurizer volumes. The a posteriori scaling
analysis was performed on two phases considered important (as these are the major depressurization
phases) of this 1% SB-LOCA transient: the subcooled blowdown and high-quality mixture discharge
phases. The formulation of pressure equation for the primary system and for the pressurizer as a
volume rate of change equation helps giving a clear physical meaning to each contributor. Any
fluid volume source or sink contributes to pressurization or depressurization. Any heating or cooling
contributes to pressurization or depressurization. Since the control volume is constant, any imbalance
between heating, cooling, fluid volume sources and sinks is compensated by a fluid volume expansion
or contraction by pressure decrease or increase.

The second objective of this work was intended to provide a comparison between the results
of the FSA with the one obtained by the UPV with the H2TS. The comparative analysis of these
methods carried out shows that they are based on the same methodological approaches. The FSA
may be seen as an improvement of the older H2TS method. However, several common aspects may
be found in H2TS and FSA:

- To identify the scaling criteria and therefore distortions, H2TS performs time scaling through a
characteristic time for the variable evolution. This characteristic time is the ratio between the
control volume and the convective volumetric flow rate (Zuber 1991; Muñoz-Cobo et al. 2018).
The equivalence in FSA corresponds to the time scaling for relative importance of agents. Since
FRC takes into account the characteristic time of the processes, dimensionless effect metrics are
directly linked to the dominant process (Zuber et al. 2007). As mentioned in Bestion et al. 2017
where a theoretical comparison of H2TS and FSA is carried out: “The FSA determines scale
distortion quantitatively from the ratios of fractional rate changes for each specific agent of
change. H2TS computes scale distortion by taking ratios of dimensionless characteristic-time
ratios.” To summarize, both methods establish scaling criteria but in different ways. The
π-monomial in the H2TS and the effect metrics in the FSA. To calculate them, scaling methods
take into account the ratio of the indicators of the intensities of the processes over the studied
variable.

- The same normalization concept of the contributing terms of the balance equations are used.
The H2TS and FSA methods suggest the use of boundary conditions for this normalization.

- As shown by the application made here, the results obtained by the two methods are similar
when the nature of the equations is equivalent. The most important is not the method itself but
the choice of equations, the possible simplifications that are used, and the way to evaluate each
term. Their choice is therefore essential for the qualitative study of a transient. In addition,
the FSA improvements are likely to provide better temporal analysis.

- According to the results of this scaling analysis, the hierarchy of the processes acting on mass
and pressure change during the subcooled blowdown and the high-quality mixture discharge
phases is established. All methods identify the same scaling criteria to apply to power and to
break area. Both methods identify distortions due to heat exchanges with walls (other than
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fuel rods and SG tubes). Surprisingly no ITF which used the power-to-volume scaling and full
height scaling (e.g. BETHSY, LSTF, LOBI, SPES) adopted another scaling criterion for the
pressurizer which would minimize the distortion by using a reduced height of this component
only.

The third objective of this work was to demonstrate the applicability of an advanced scaling
method supported by a system code, particularly the CATHARE code. For this purpose, averaged
quantities of the equations intended to provide the scaling criteria were normalized using the
CATHARE calculation. It is demonstrated through its use that a mature and sufficiently validated
system code allows the method user to limit the assumptions about the values chosen for the study.
The code actually provides more precision by averaging these values rather than relying on estimates
at the phase boundaries. Scaling analyses can now be performed with the support of system codes.
Moreover, scaling methods can also support the improvement of the code modelling as shown in the
pressurizer pressure equation analysis for the subcooled blowdown phase.

The applicability of the FSA method on complex transient has been validated, and its choice for
scaling studies in this thesis has been confirmed: - by the comparison with the H2TS method, - and by
its ability to be supported by the CATHARE system code. It is now proposed to deepen the potentials
of a posteriori scaling analyses. Although the work in this chapter has yielded satisfying results, it
is worthwhile to assess the capabilities of scaling on a full-transient without using a saturation
assumption in the pressure equation.
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The applicability of the Fractional Scaling Analysis (FSA) method was demonstrated in chapter 5,
through its application to a complex nuclear transient and achieving consistent results. Furthermore,
it was shown that the FSA could be supported by the CATHARE 3 system code for a posteriori
scaling analyses.

The objective of this chapter is to investigate the capability of the FSA method to identify and
quantify distortions at system/component scale between several systems. For this purpose, a scaling
analysis is performed using the FSA method on a counterpart test of three systems, on which the
same 6% Cold Leg SB-LOCA transient is conducted. This counterpart test is carried out on two IET
and a reference reactor transient simulations (Kumamaru et al. 1992; D’Auria et al. 1992):

- The 6.2-TC test performed on the French BETHSY facility.

- The SB-CL-21 test performed on the Japanese LSTF-ROSA-IV facility.
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- A full-scale model of a Framatome commercial Pressurized Water Reactor (PWR), which is
the reference reactor of the BETHSY facility.

This work is done by revisiting a posteriori the phenomenology and the scaling of rather old
integral tests using current knowledge and tools. To ensure a numerically justified analysis, the
transients CATHARE 3 code predictions will be validated through a comparison to experimental
results. Furthermore, the scaling analysis for this study will be performed on the whole transient,
through all of its phases, and using mass and general pressure equations, without saturation
assumption.

The present study was published in the Journal of Nuclear Engineering and Design as “Scaling
analysis of a SB-LOCA counterpart test between BETHSY and LSTF facilities and a three loops
PWR”, (Ciechocki et al. 2022b).

6.1. Description of the Counterpart Test

The 6.2-TC test was performed on the BETHSY (Boucle d’Etude ThermoHydraulique SYstème)
facility defined by the French partners Framatome, EDF and CEA (Equipe BETHSY 1990). It was
designed to simulate a Framatome three loops PWR with a full power of 2775 MWt – 900 MWe.
As shown in Figure 6.1a, BETHSY has three loops, three steam generators and one pressurizer.
The facility was designed using the same power-to-volume method (described in section 3.3.1.3), a
full height scaling and a 1/100 scaled volume at full-pressure reference condition (FHFP ITF). The
scaling of BETHSY respects the timing of events. The core is composed of 428 full-length electrically
heated rods. The maximal core power is equal to 10% of the 1/100 nominal power of the reference
reactor. i.e. 2.86 MWt. Each steam generator is composed of a tube bundle consisting of 34 full-size
U-tubes. For the 6.2-TC test, the break unit is located on the side of the horizontal cold leg of the
pressurizer loop.

Pressurizer

Steam 

Generator

Primary 

Coolant Pump
Pressure 

Vessel

Cold Leg

Hot Leg

Accumulator

(a) Schematic view of the BETHSY primary
system (Prošek et al. 2012)

(b) Schematic view of the LSTF primary system
(Clifford et al. 2016)

Figure 6.1: Schematic view of the BETHSY and LSTF primary systems
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The SB-CL-21 test was performed on the the Large Scale Test Facility (LSTF) facility, described
in section 5.1.1. For this test, the LSTF initial core power is set to 11% of nominal power of its
reference reactor, corresponding to 7.93 MWt. The break unit is located on the side of the horizontal
cold leg of the loop without the pressurizer (The ROSA-V Group 1985).

The Framatome three loops reference PWR of BETHSY is also studied in this counterpart test
in order to identify the potential distortions between the two ITF and a full-scale reactor. The core
for this typical 900 MWe PWR consists of 157 fuel assemblies, each composed of 264 fuel rods,
supplying the 2775 MWt. The 6% SB-LOCA transient for this PWR is referred as “PWR 900-SBL”
in this study.

The CATHARE system code is used in this study to simulate the BETHSY 6.2-TC,
LSTF SB-CL-21 and PWR 900-SBL tests. The three input decks represent the primary and secondary
systems. The primary side contains the Reactor Pressure Vessel (RPV), hot and cold legs with main
coolant pumps, the pressurizer and the U-tubes of the steam generators. The tests also include
Accumulator Injection Systems (AIS). The 6% SB-LOCA transient represented by these tests assumes
the absence of HPIS and LPIS. The nodalization of the primary systems of BETHSY, LSTF and the
PWR are shown in Figure 6.2. Their primary system is modelled with 1-D modules, except for the
pressurizer, lower and upper plenums and upper head where 0-D modules are used (see CATHARE
modelling structure in section 4.3). Note that the channel heads of the LSTF steam generators are
also modelled with 0-D modules.

①

② ② ③

④

④
⑥ ⑥
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⑤ ⑤

(a) CATHARE nodalization of the
BETHSY 6.2-TC test
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①

④ ④

③

⑥ ⑥
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⑤ ⑤

(b) CATHARE nodalization of the
LSTF SB-CL-21 test
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③

⑥⑥ ⑦ ⑦
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1. Reactor Pressure Vessel

2. Steam Generators U-tubes

3. Pressurizer
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5. Intermediate Legs

6. Hot Legs

7. Pumps

8. Break location

(c) CATHARE nodalization of the PWR 900-SBL test

Figure 6.2: BETHSY, LSTF and PWR CATHARE primary systems nodalization
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The current work aims to revisit the counterpart test between the 6.2-TC and the SB-CL-21
transients of the respective BETHSY and LSTF facilities (Kumamaru et al. 1992; D’Auria et al.
1992). The main conditions of both tests were jointly defined by CEA and JAERI, with the main
objectives being:

- To investigate design and scale effects between the two facilities for a SB-LOCA transient.

- To provide a data base for code assessment to better validate the extrapolation of this type
of transient to nuclear plant.

This is why the 6% SB-LOCA code simulation of reference PWR of BETHSY is included in the
initial counterpart test. However, it should then be highlighted that the LSTF reference reactor is
different than the BETHSY reference reactor. As a result, LSTF may have inherent scaling differences
with the simulated PWR due to the initial and boundary conditions. Therefore, some results related
to the design differences of LSTF from BETHSY and the PWR are discussed in the analyses. The
main characteristics of BETHSY, LSTF and the PWR are summarized in Table 6.1.

Table 6.1: Main characteristics of BETHSY, LSTF and the PWR

BETHSY LSTF PWR
Reference reactor F-PWR-3L W-PWR-4L -
Number of loops 3 2 3
Reference reactor loops number 3 4 -
Scaling method Power-to-volume Power-to-volume -
Volume scale 1/100 1/48 1/1
Height scale 1/1 1/1 1/1
Time scale 1/1 1/1 1/1
Power scale 10% 14% 100%
Maximum power 2.86 MWt 10.0 MWt 2 775 MWt
Reference reactor maximum power 2 775 MWt 3 423 MWt -
Total heated rods 428 1 008 41 448
Break area 1.882·10-4 m2 5.187·10-4 m2 1.824·10-2 m2

6.2. The 6% SB-LOCA Transient

6.2.1. Description of the 6% SB-LOCA Transient

The BETHSY 6.2-TC and LSTF SB-CL-21 tests scenarios consist of a SB-LOCA experiment
with the break located on one of the horizontal cold legs, without High Pressure Injection System
(HPIS) and Auxiliary Feedwater (AFW) System. The ratios of break area, initial mass inventory and
core power of LSTF to BETHSY are set to 2.76. This scaling factor is equal to the ratio of the SG
U-tubes flow area, that is important to the liquid holdup phenomena in the SG U-tubes. The ratios
of break area, initial mass inventory and core power of LSTF to BETHSY are set to 2.76. In both
facilities, the break is equivalent to a 6 inches cold leg break, oriented horizontally, in their reference
reactors. This break size corresponds to about respectively 5% and 6.5% of the corresponding cold
leg flow area in BETHSY and LSTF references reactors (Kumamaru et al. 1992).
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The transient starts at operating full-pressure of 15.5 MPa and at 10% of the nominal scaled
power. The reactor SCRAM signal occurs at 13 MPa resulting in the core power decay and pumps
trip. The steam generators vapour lines are isolated and the set point of atmospheric relief valves is
fixed to 7.2 MPa. The normal feedwater is stopped. Finally, the AIS is activated at 4.2 MPa.

The overall phenomenology of the 6% SB-LOCA is essentially the same as the 1% SB-LOCA
transient described in section 5.1.2. However, some discrepancies must be noted due to processes
directly related to the size of the break or to some safety systems that are not operated in the context
of the present 6% SB-LOCA:

- The 6% SB-LOCA transient is faster than the 1% SB-LOCA. This is due to the larger break,
which discharges more fluid and depressurizes the system more quickly. The LOCA events
follow each other faster and sometimes overlap, which can cause differences in the phases and
phenomenology of the transient.

- This transient assumes that HPIS and LPIS are not operational. These tests also do not include
pressurizer heaters, which allow for temporary pressure maintenance.

- The Subcooled Blowdown (SBD) phase is more violent: the primary system rapidly
depressurizes from 15.5 MPa to 8.0 MPa about 20 seconds. The SCRAM signal is then
activated after about 6 seconds. Because of the sudden drop in pressure, flashing occurs
almost instantly after the break opening in the hottest parts of the primary system.

- The reduced initial core power is maintained for the facilities for 53 seconds after the SCRAM
signal. The core power will then follow the JAERI conservative decay power curve. For the
PWR, the core power decreases because of the control rod insertion, following the decay power.

- The primary pump trip occurs at the SCRAM signal and pump speed decreases and stops in
both facilities. For the PWR, the pumps rotation speed decreases more slowly due to a higher
initial velocity, initiating the transition to the natural circulation.

- The Two-Phase Discharge (TPD) phase of the 1% SB-LOCA was characterised by an
intermediate void fraction in the primary circuit and at the break. Because the transition from
liquid to vapour state is faster in the 6% SB-LOCA and the Counter-Current Flow Limitation
(CCFL) phenomenon is more important, the TPD phase is renamed according to the Reflux
Condenser Mode (RCM) for this 6% SB-LOCA transient.

- Because the pressure difference between the cold and hot parts of the system increases more
rapidly as the break discharges, the LSP/LSC phenomena become more significant and likely
to occur.

- In comparison to the 1% SB-LOCA HQMD phase, the discharge at the break is almost pure
vapour, accelerating the depressurization.

The 6% SB-LOCA transient is divided into the five chronological phases according to the
bifurcating events, defined in Table 5.2 of the 1% SB-LOCA transient study. Theses phases are
illustrated in Figure 6.3 for the BETHSY 6.2-TC, the LSTF SB-CL-21 and the PWR 900-SBL tests,
along with transient parameters of interest.
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Figure 6.3: Primary and secondary evolutions during the phases of the 6% SB-LOCA transient -
CATHARE predictions
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6.2.2. Experimental and Simulated Results: Comparison Between Facilities
and PWR

To conduct a coherent scaling analysis, the main parameters and evolutions predicted by the
calculation code must be validated. In addition, the author proposes a systematic phenomenological
analysis of the transients studied in a counterpart test to strengthen the methodology and identify
the distortions inherent to the code.

The phenomenological analysis of the BETHSY 6.2-TC, LSTF SB-CL-21 and PWR 900-SBL
tests is presented in this section. When available, CATHARE predictions and experimental results are
displayed together. The parameter evolutions are shown as normalized values, which are the values at
any given time divided by a representative value (e.g. initial or maximum value). Table 6.2 provides a
comparison of initial and boundary conditions at steady state, between experimental measured data
and code predictions.

Table 6.2: Steady state comparison of initial and boundary conditions of the 6% SB-LOCA
counterpart test between experimental data and code predictions

BETHSY 6.2-TC LSTF SB-CL-21 PWR 900-SBL
EXP. CATHARE EXP. CATHARE CATHARE

Core power 2.86 MWt 2.84 MWt 7.93 MWt 7.93 MWt 2830 MWt
Primary system pressure 15.35 MPa 15.13 MPa 15.37 MPa 15.40 MPa 15.68 MPa
Secondary system pressure 6.85 MPa* 6.86 MPa* 7.00 MPa* 7.00 MPa* 5.78 MPa*
Pressurizer liquid level 7.45 m 7.35 m 1.70 m 1.70 m 7.32 m
Cold leg fluid temperature 285 °C* 285.2 °C* 287 °C* 287.2 °C* 280.0 °C*
Hot leg fluid temperature 316 °C* 316.1 °C* 317 °C* 316.6 °C* 315.7 °C*
Primary liquid mass 1 984 kg 1 947 kg 5 404 kg 5 543 kg 190 351 kg
*loops averaged

The initial test conditions predicted by CATHARE are found to be consistent with the
experimental data. Minor differences that can be attributed to measurement errors. For example,
BETHSY experimental data are given with a core power error of 0.03 MWt, a pressure error of 0.15
MPa, a pressurizer liquid level error of 0.2 m and a primary liquid mass error of 50 kg.

In comparison to the PWR, the scaling of the two facilities respects the timing of events.
Nonetheless, there are some minor differences between the experimental results and the CATHARE
predictions, as well as between the facilities and the extrapolated PWR. Table 6.3 summarizes
the main events that occurred during the transient. Examples of notable temporal differences or
occurrences are:

- For this counterpart test, the pump coastdown of the facilities was not simulated to minimize
the effect of different pump characteristics for the BETHSY and LSTF reference PWR
(Kumamaru et al. 1992). Then, the time at which the pumps are stopped differs. Although
the LSTF pumps take longer to stop than the BETHSY pumps, the main difference is the
inertia of the PWR pumps, which prevents them from completely stopping. The impact of
theses difference in pumps behaviour will be discussed in the following sections.

- CATHARE predicts a too late pressurizer emptying. The duration of the PWR pressurizer
emptying is also longer than for facilities. The investigation of the Subcooled Blowdown (SBD)
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phase in section 6.3.3 will discuss this distortion.

- Reflux Condenser Mode (RCM) phase events occur in the PWR later than in the facilities,
resulting in a later primary-secondary pressure reversal.

- The Loop Seal Plugging (LSP) and Loop Seal Clearing (LSC) phenomena appear distorted.
There is few experimental data on these phenomena, and they are only mentioned as LSC.
This will be discussed in section 6.3.5.

- Experimental and predicted results show a second core uncovery leading to a second PCT on
BETHSY, but not on LSTF nor on the PWR.

- Although the accumulator discharge occurs at roughly the same time, both experimentally and
predicted by the code, the discharge durations are vastly different. These discrepancies will be
discussed in sections 6.3.7 and 6.3.8.

Table 6.3: Chronology of the main events of the 6% SB-LOCA transient

Event BETHSY 6.2-TC LSTF SB-CL-21 PWR 900-SBL
EXP. CATHARE EXP. CATHARE CATHARE

1. SBD
Break opening 0 s 0 s 0 s 0 s 0 s
SCRAM signal 8 s 6 s 6 s 6 s 5 s
Pump stopped 8 s 8 s n/a 17 s n/a
2. NC
Pressurizer empty 18 s 24 s 16 s 30 s 15 s
3. RCM
No flow rate at the top of SG tubes 110 s 105 s 110 s 101 s 153 s
First core uncovery 134 s 126 s 94 s 118 s 188 s
First Peak Clad Temperature 134 s 134 s 94 s 118 s 188 s
Loop Seal Plugging n/a 134 s n/a 125 s 128 s
Loop Seal Clearing 140 s 151 s 110 s 154 s 161 s
4. HQMD
Primary-secondary pressure reversal 176 s 175 s 165 s 160 s 229 s
Second core uncovery 342 s 355 s n/a n/a n/a
Second Peak Clad Temperature 375 s 360 s n/a n/a n/a
5. RR
Activation of accumulator discharge 345 s 351 s 346 s 336 s 369 s
Minimum primary side mass 350 s 355 s 346 s 336 s 369 s
End of accumulator discharge 976 s 890 s 688 s 720 s 1467 s

n/a: not available

With the purpose to show some of the major evolutions, Figure 6.4 depicts the mass flow rate
at the break. A rather good agreement between the code predictions and the experimental results
is observed although the strange oscillatory results of LSTF (a possible measurement artefact) is
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not predicted by CATHARE. During the RCM phase, differences between BETHSY and LSTF are
observed. In LSTF, the transition to high void fraction flow and then to vapour flow rate at the break
occurs earlier than in BETHSY. This may be related to the geometry of two facilities: the volume
above the break elevation is about 65% of the total primary volume in LSTF whereas it is 70% in
BETHSY. This reflects differences in the geometry of the reference reactors of the two facilities. The
break flow rate predicted in the PWR simulation is lower than in the experiments up to the decrease
due to high quality. It may be due to a longer pumps rotation, which brings a little higher quality at
the break. As a result, the transition to high quality break flow is later than in the experiments as
shown by the primary mass inventory in Figure 6.5.
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Figure 6.4: Break mass flow rate of the 6% SB-LOCA counterpart test

99



 0

 0.2

 0.4

 0.6

 0.8

 1

 0  100  200  300  400  500  600

N
o
rm

a
liz

e
d

 m
a
ss

 [
-]

Time [s]

BETHSY 6.2-TC - CATHARE
LSTF SB-CL-21 - CATHARE
PWR 900-SBL - CATHARE

(a) CATHARE predictions

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  100  200  300  400  500  600

N
o
rm

a
liz

e
d
 m

a
ss

 [
-]

Time [s]

BETHSY 6.2-TC - EXP.
LSTF SB-CL-21 - EXP.

(b) Experimental results

Figure 6.5: Primary mass inventory of the 6% SB-LOCA counterpart test

Figure 6.6 depicts the primary system pressure. The pressure drops rapidly during the first seconds
of the transient due to the liquid lost at the break and the pressurizer emptying. Then the pressure has
a plateau above the secondary pressure as long as the core gives a higher power than the power lost
at the break. This requires that the power difference is transferred to the secondary circuit. Finally,
when the liquid to vapour transition occurs at the break, the power lost at the break is higher than
the core power and the system depressurizes below secondary pressure. As shown in Figure 6.6a and
Figure 6.6b, simulations provide pressure evolutions that are very close to the experimental values.

There are some discrepancies between the facility results and the PWR predictions. During the
SBD phase, the PWR primary system depressurizes faster and during the pressure plateau the PWR
primary pressure is lower than in the experiment.

It is worth mentioning that the BETHSY secondary pressure had to be increased to 6.85 MPa for
the comparative test with LSTF, which differs from its PWR reference nominal pressure (5.78 MPa).
This explains the pressure plateau difference between BETHSY and the PWR, as demonstrated in
Appendix H.
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Figure 6.6: Primary pressure of the 6% SB-LOCA counterpart test

As mentioned in section 6.1, the initial core power is 10% of their reference reactor in BETHSY
and 11% in LSTF although it is 100% in the reactor. After the SCRAM signal, the JAERI conservative
power decay curve was used experimentally for BETHSY as well as for LSTF. However, the time at
which the core power in the experiment leaves the scaled power was delayed to compensate the total
core power delivered between 100% and the scaled power. Figure 6.7 shows the normalized power
decay (power/initial power of the reference reactor). It is clear that the PWR power drop is faster
than in the facilities. The three power curves evolve in a similar way only after about 300 seconds of
transient.
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Figure 6.7: Core power decay of the 6% SB-LOCA counterpart test - CATHARE predictions

The core-collapsed level (i.e. the liquid level assumed in the core if there were no bubbles) is an
important parameter to consider, as it is directly related to the Peak Clad Temperature (PCT) safety
criterion. Figures 6.9 and 6.10 shows differences in the core collapsed level and the PCT. On LSTF,
the first core uncovery is almost total and occurs slightly earlier than on BETHSY. On BETHSY,
there is a slight difference in the minimum collapsed level intensity between the code predictions and
the experimental results. The PCT appears to be very sensitive to the duration of the core uncovery.
As has been observed as well as in other tests, the maximum temperature reached in the core is more
dependent on the time the core is uncovered than on the uncovery depth. Figure 6.8 illustrate the
core uncovery and the resulting PCT phenomena.

Core height

Uncovery depth

Swell-level

Peak Clad Temperature (PCT) in 

the uncovered part of the core

Figure 6.8: The core uncovery and Peak Clad Temperature (PCT) phenomena

Some differences between the code predictions and the experimental results are observed. The
PWR core uncovery is predicted later than in BETHSY and LSTF (see Table 6.3). It should be noted
that the PCT occurs at different elevations depending on the depth of the core uncovering and on
some reverse flow from upper plenum. The code predicts the PCT at 51% of the core height in
BETHSY, 16% in LSTF and 75% in the PWR.

102



 0

 0.2

 0.4

 0.6

 0.8

 1

 0  100  200  300  400  500  600

N
o
rm

a
liz

e
d

 c
o
lla

p
se

d
 l
e
v
e
l 
[-

]

Time [s]

BETHSY 6.2-TC - CATHARE
LSTF SB-CL-21 - CATHARE
PWR 900-SBL - CATHARE

(a) CATHARE predictions

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  100  200  300  400  500  600

N
o
rm

a
liz

e
d
 c

o
lla

p
se

d
 l
e
v
e
l 
[-

]

Time [s]

BETHSY 6.2-TC - EXP.
LSTF SB-CL-21 - EXP.

(b) Experimental results

Figure 6.9: Core-collapsed level of the 6% SB-LOCA counterpart test
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Figure 6.10: Peak Clad Temperature of the 6% SB-LOCA counterpart test

6.3. Top-Down Scaling Analysis of the 6% SB-LOCA Transient with the FSA
Method

In order to evaluate its capability to identify and quantify inter-system distortions at the
system/component scale, the FSA method (see section 3.3.2.4) is applied independently to each
of five transient phases. As for the 1% SB-LOCA, the PCT is the Figure of Merit (FoM) of the
6% SB-LOCA, resulting in the definition of the most important Parameters of Interest (PoI): the
primary mass inventory M1 and the primary pressure P1 (see section 5.2). The pressurizer controls
the primary pressure evolution until it is emptied, hence the mass and pressure equations for the
primary system and pressurizer volumes are written.

6.3.1. Mass Balance Equations in a Volume V

The mass balance equations are derived in the same approach as they were in section 5.2.1
for the present counterpart test analysis. Applied to the primary system volume V1, this results in
Eq. 5.5 and 5.8 from which the HPIS terms are absent, as they are assumed not to be triggered for
the 6% SB-LOCA transient. Eq. 5.6 and 5.9 related to the mass balance applied to the pressurizer
volume Vprz remain unchanged.

6.3.2. Pressure Equations in a Volume V

As discussed in section 3.4, an aim of the current study is to apply the general pressure by Volume
Rate of Change (VRC) equation. This equation is more detailed in its consideration of the phenomena
than the one used in the chapter 5 study with the saturation assumption. The Eq. 5.14 applied to
the primary systems volumes V1 of the 6% SB-LOCA of the BETHSY 6.2-TC, the LSTF SB-CL-21
and the PWR 900-SBL transients gives:
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(µl,1 ·Ml,1 + µv,1 ·Mv,1) · Ṗ1 = (1) (6.1)
Ṁl,acc. · νl,1 + Ṁl,acc. · ν

′
l,h,1 · (hl,acc. −Hl) (2)

−Ṁl,break · νl,1 − Ṁv,break · νv,1 (3)
+ν ′

l,h,1 ·Wwl,core + ν
′
l,h,1 ·Wwl,SG + ν

′
l,h,1 ·Wowl (4)

+ν ′
v,h,1 ·Wwv,core + ν

′
v,h,1 ·Wwv,SG + ν

′
v,h,1 ·Wowv (5)

+Wwi,core

$1
+ Wwi,SG

$1
+ Wowi

$1
(6)

+ν ′
l,h,1 ·Wil,core + ν

′
l,h,1 ·Wil,SG + ν

′
l,h,1 ·Wil,ov (7)

+ν ′
v,h,1 ·Wiv,core + ν

′
v,h,1 ·Wiv,SG + ν

′
v,h,1 ·Wiv,ov (8)

−Wil,core +Wiv,core

$1
− Wil,SG +Wiv,SG

$1
− Wil,ov +Wiv,ov

$1
(9)

With the rate of pressure change in the primary system volume (1) due to the contributions by:

(2) The thermal expansion and the resulting condensation due to the liquid flow rate entering the
primary system thanks to the accumulator discharge.

(3) Liquid and vapour volume flow rate leaving the primary system through the break.

(4) Thermal expansion or contraction by wall-liquid heat transfers in the core, the SG tubes, and
the primary system.

(5) Thermal expansion or contraction by wall-vapour heat transfers in the core, the SG tubes, and
the primary system.

(6) Volume change by wall boiling or condensation in the core, the SG tubes, and the primary
system.

(7) Thermal expansion or contraction by interface-liquid heat transfers in the core, the SG tubes,
and the primary system.

(8) Thermal expansion or contraction by interface-vapour heat transfers in the core, the SG tubes,
and the primary system.

(9) Volume change by vaporization or condensation by interfacial transfers in the core, the SG
tubes, and the primary system.

The Eq. 5.14 applied to the pressurizers volumes Vprz of the 6% SB-LOCA of the
BETHSY 6.2-TC, the LSTF SB-CL-21 and the PWR 900-SBL transients gives:
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(µl,prz ·Ml,prz + µv,prz ·Mv,prz) · Ṗprz = (1) (6.2)
−Ṁl,prz · νl,prz − Ṁv,prz · νv,prz (2)

+ν ′
l,h,prz ·Wwl,prz (3)

+ν ′
v,h,prz ·Wwv,prz (4)

+Wwi,prz

$prz
(5)

+ν ′
l,h,prz ·Wil,prz (6)

+ν ′
v,h,prz ·Wiv,prz (7)

−Wil,prz +Wiv,prz

$prz
(8)

With the rate of pressure change in the pressurizer volume (1) due to the contributions by:

(2) Liquid and vapour volume flow rate leaving the pressurizer to the surge line.

(3) Thermal expansion or contraction by wall-liquid heat transfers in the pressurizer.

(4) Thermal expansion or contraction by wall-vapour heat transfers in the pressurizer.

(5) Volume change by wall boiling or condensation in the pressurizer.

(6) Thermal expansion or contraction by interface-liquid heat transfers in the pressurizer.

(7) Thermal expansion or contraction by interface-vapour heat transfers in the pressurizer.

(8) Volume change by vaporization or condensation by interfacial transfers in the pressurizer.

To simplify the notation of the pressure change due to VRC, the global expansion coefficients
K1 and Kprz are defined:

K1 = (µl,1 ·Ml,1 + µv,1 ·Mv,1) (6.3)

Kprz = (µl,prz ·Ml,prz + µv,prz ·Mv,prz) (6.4)

Each contributor to the pressure rate of change Ṗ is normalized in the same way as in Eq. 5.7.
The Eq. 6.1 and 6.2 then write respectively, introducing the Fractional Rate of Change (FRC) ωṖ ,j ,
expressed in s-1 and quantifying the relative magnitude of the processes on the primary system mass
(Zuber et al. 2007; Wulff et al. 2009):
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dP+

dt

∣∣∣∣∣
1

= ωṖ ,Ql,acc.
·
Ṁ+
l,acc. · ν

+
l,1

K+
1

+ ωṖ ,Qcond.l,acc.
·
Ṁ+
l,acc. · ν

′+
l,h,1 ·

(
h+
l,acc. −H

+
l,1

)
K+

1
(6.5)

−ωṖ ,Ql,break
·
Ṁ+
l,break · ν

+
l,1

K+
1

− ωṖ ,Qv,break
·
Ṁ+
v,break · ν

+
v,1

K+
1

+ωṖ ,Qwl,core
·
ν

′+
l,h,1 ·W

+
wl,core

K+
1

+ ωṖ ,Qwl,SG
·
ν

′+
l,h,1 ·W

+
wl,SG

K+
1

+ ωṖ ,Qowl
·
ν

′+
l,h,1 ·W

+
owl

K+
1

+ωṖ ,Qwv,core
·
ν

′+
v,h,1 ·W+

wv,core

K+
1

+ ωṖ ,Qwv,SG
·
ν

′+
v,h,1 ·W

+
wv,SG

K+
1

+ ωṖ ,Qowv
·
ν

′+
v,h,1 ·W+

owv

K+
1

+ωṖ ,Qwi,core
·
W+
wi,core

K+
1 ·$

+
1

+ ωṖ ,Qwi,SG
·
W+
wi,SG

K+
1 ·$

+
1

+ ωṖ ,Qowi
· W+

owi

K+
1 ·$

+
1

+ωṖ ,Qil,core
·
ν

′+
l,h,1 ·W

+
il,core

K+
1

+ ωṖ ,Qil,SG
·
ν

′+
l,h,1 ·W

+
il,SG

K+
1

+ ωṖ ,Qil,ov
·
ν

′+
l,h,1 ·W

+
il,ov

K+
1

+ωṖ ,Qiv,core
·
ν

′+
v,h,1 ·W

+
iv,core

K+
1

+ ωṖ ,Qiv,SG
·
ν

′+
v,h,1 ·W

+
iv,SG

K+
1

+ ωṖ ,Qiv,ov
·
ν

′+
v,h,1 ·W

+
iv,ov

K+
1

−ωṖ ,Qi,core
·
W+
il,core +W+

iv,core

K+
1 ·$

+
1

− ωṖ ,Qi,SG
·
W+
il,SG +W+

iv,SG

K+
1 ·$

+
1

− ωṖ ,Qi,ov
·
W+
il,ov +W+

iv,ov

K+
1 ·$

+
1

dP+

dt

∣∣∣∣∣
prz

= ωṖ ,Ql,break
·
Ṁ+
l,prz · ν

+
l,prz

K+
prz

− ωṖ ,Qv,break
·
Ṁ+
v,prz · ν+

v,prz

K+
prz

(6.6)

+ωṖ ,Qwl,prz
·
ν

′+
l,h,1 ·W

+
wl,prz

K+
prz

+ ωṖ ,Qwv,prz
·
ν

′+
v,h,1 ·W+

wv,prz

K+
prz

+ ωṖ ,Qwi,prz
·

W+
wi,prz

K+
prz ·$+

prz

+ωṖ ,Qil,prz
·
ν

′+
l,h,1 ·W

+
il,prz

K+
prz

+ ωṖ ,Qiv,prz
·
ν

′+
v,h,1 ·W

+
iv,prz

K+
prz

− ωṖ ,Qi,prz
·
W+
il,prz +W+

iv,prz

K+
prz ·$+

prz

Normalized pressure equations are obtained, function of the j non-dimensional Agents of Change
φ+
Ṗ ,j

which define the processes acting on the pressure rate of change Ṗ :

dP+

dt

∣∣∣∣∣
1

= ωṖ ,Ql,acc.
· φ+

Ṗ ,Ql,acc.
+ ωṖ ,Qcond.l,acc.

· φ+
Ṗ ,Qcond.l,acc.

(6.7)

−ωṖ ,Ql,break
· φ+

Ṗ ,Ql,break
− ωṖ ,Qv,break

· φ+
Ṗ ,Qv,break

+ωṖ ,Qwl,core
· φ+

Ṗ ,Qwl,core
+ ωṖ ,Qwl,SG

· φ+
Ṗ ,Qwl,SG

+ ωṖ ,Qowl
· φ+

Ṗ ,Qowl

+ωṖ ,Qwv,core
· φ+

Ṗ ,Qwv,core
+ ωṖ ,Qwv,SG

· φ+
Ṗ ,Qwv,SG

+ ωṖ ,Qowv
· φ+

Ṗ ,Qowv

+ωṖ ,Qwi,core
· φ+

Ṗ ,Qwi,core
+ ωṖ ,Qwi,SG

· φ+
Ṗ ,Qwi,SG

+ ωṖ ,Qowi
· φ+

Ṗ ,Qowi

+ωṖ ,Qil,core
· φ+

Ṗ ,Qil,core
+ ωṖ ,Qil,SG

· φ+
Ṗ ,Qil,SG

+ ωṖ ,Qil,ov
· φ+

Ṗ ,Qil,ov

+ωṖ ,Qiv,core
· φ+

Ṗ ,Qiv,core
+ ωṖ ,Qiv,SG

· φ+
Ṗ ,Qiv,SG

+ ωṖ ,Qiv,ov
· φ+

Ṗ ,Qiv,ov

−ωṖ ,Qi,core
· φ+

Ṗ ,Qi,core
− ωṖ ,Qi,SG

· φ+
Ṗ ,Qi,SG

− ωṖ ,Qi,ov
· φ+

Ṗ ,Qi,ov
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dP+

dt

∣∣∣∣∣
prz

= ωṖ ,Ql,break
· φ+

Ṗ ,Ql,break
− ωṖ ,Qv,break

· φ+
Ṗ ,Qv,break

(6.8)

+ωṖ ,Qwl,prz
· φ+

Ṗ ,Qwl,prz
+ ωṖ ,Qwv,prz

· φ+
Ṗ ,Qwv,prz

+ ωṖ ,Qwi,prz
· φ+

Ṗ ,Qwi,prz

+ωṖ ,Qil,prz
· φ+

Ṗ ,Qil,prz
+ ωṖ ,Qiv,prz

· φ+
Ṗ ,Qiv,prz

− ωṖ ,Qi,prz
· φ+

Ṗ ,Qi,prz

The time scaling for relative importance of agents (see from Eq. 3.25) is performed using
Eq. 5.10, 5.11, 6.7 and 6.8. This approach gives the effect metrics in the same way as described in
Eq. 5.24. Figure 6.11 illustrates the established mass and pressure effects metrics for the 6% SB-LOCA
counterpart test.

Steam Generators (SG)

Ω ሶP,Qwl,SG
Ω ሶP,Qil,SG

Ω ሶP,Qwv,SG
Ω ሶP,Qiv,SG

Ω ሶP,Qwi,SG
Ω ሶP,Qi,SG

Break

Ω ሶMl,break
Ω ሶP,Ql,break

Ω ሶMv,break
Ω ሶP,Qv,break

Core

Ω ሶP,Qwl,core
Ω ሶP,Qwv,core
Ω ሶP,Qiw,core
Ω ሶP,Qil,core
Ω ሶP,Qiv,core
Ω ሶP,Qi,core

Accumulators

Ω ሶMl,acc.
Ω ሶP,Ql,acc.

Ω ሶP,Qcond,acc.

Pressurizer

Ω ሶMl,prz

Ω ሶMv,prz
Ω ሶP,Qwl,prz

Ω ሶP,Qil,prz

Ω ሶP,Ql,prz
Ω ሶP,Qwv,prz

Ω ሶP,Qiv,prz

Ω ሶP,Qv,prz
Ω ሶP,Qwi,prz

Ω ሶP,Qi,prz

Primary walls/volumes

Ω ሶP,Qowl
Ω ሶP,Qil,ov

Ω ሶP,Qowv
Ω ሶP,Qiv,ov

Ω ሶP,Qowi
Ω ሶP,Qi,ov

Figure 6.11: Established mass and pressure effect metrics for the 6% SB-LOCA counterpart test

6.3.3. Results of the A Posteriori Scaling Analysis of the Subcooled Blowdown
(SBD) Phase

The volume of fluid lost at the break is replaced mainly by vaporization (flashing) and by fluid
expansion. The water in the pressurizer is initially saturated and becomes superheated due to pressure
decrease. In the rest of the primary circuit the water remains sub-cooled until it reaches saturation and
starts flashing. The pressurizer is the key component at the start of the SBD phase since it controls
the primary pressure. The emptying of the pressurizer is the bifurcating event that determines the
end of this phase. Figure 6.12 shows the pressurizer emptying behaviour. Since the LSTF pressurizer
is scaled with volume and has a reduced-height compared to the BETHSY and the PWR pressurizers,
the emptying is normalized with the liquid volume instead of the liquid level.
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Figure 6.12: Pressurizer liquid volume during the SBD phase of the 6% SB-LOCA counterpart test
- CATHARE predictions

The pressurizer emptying appears slightly different between the facilities and the PWR. The
difference in the BETHSY pressurizer emptying compared to the PWR is due to the increase in the
initial secondary pressure for the comparative test with LSTF in the counterpart test. The difference
in the LSTF pressurizer emptying compared to BETHSY and the PWR would appears to be caused
by its different geometry and its lower initial liquid level. This difference causes a distorted ratio
between the pressurizer initial mass and the total mass of the primary system (see Table 6.4). It
should be noted that the LSTF pressurizer design has been revised to simulate the pressurizer of the
AP1000. It is relatively larger than the pressurizer of the conventional Westinghouse PWR (Cummins
et al. 2003).

Table 6.4: Pressurizers design data

BETHSY LSTF PWR
PRZ inner diameter 0.210 m 0.600 m 3.650 m
PRZ height 11.931 m 4.187 m 11.520 m
PRZ initial liquid level ratio 0.62 0.41 0.64
PRZ/primary initial liquid mass ratio 8.43·10-2 6.38·10-2 8.68·10-2

The depressurization of the SBD phase is also subject to distortions, as shown in Figure 6.13. As
discussed in the section 6.2.1, the core power decay could explain the PWR higher depressurization as
well as the initial secondary pressure (see Figure H.1b in the Appendice H). The different connections
to the pressurizer might explain the minor discrepancies amongst the BETSHY and LSTF facilities
(the pressurizer is connected to the intact loop in LSTF and to the broken loop in BETHSY).
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(a) CATHARE predictions
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(b) Experimental results

Figure 6.13: Primary pressure during the SBD phase of the 6% SB-LOCA counterpart test

The depressurization of the SBD phase is investigated using the FSA method applied to mass
and pressure by VRC equations, for the primary system and the pressurizer control volumes. Table 6.5
shows the main parameters of the SBD phase. In order to validate the pressure by VRC equation, a
verification of the equation resolution is performed on the pressurizer results. This validation work is
presented in Appendice G.
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Table 6.5: Main parameters of the SBD phase of the 6% SB-LOCA counterpart test - CATHARE
predictions

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Initial primary mass M1,0 1 963 kg 5 612 kg 191 935 kg
Initial pressurizer mass Mprz,l,0 150 kg 290 kg 15 077 kg
Phase duration ∆tSBD 24 s 30 s 15 s
Primary mass difference ∆M1 384 kg 1 339 kg 22 607 kg
Pressurizer mass difference ∆Mprz 143 kg 285 kg 14 594 kg
Pressure difference ∆PSBD 5.32 MPa 4.76 MPa 6.98 MPa
Averaged mass flow rate at the break ¯̇Mbreak 15.20 kg/s 41.42 kg/s 1 321.5 kg/s
Averaged mass flow rate leaving the PRZ ¯̇Mprz 6.24 kg/s 8.16 kg/s 819.89 kg/s
Averaged core power ¯̇Wcore 2.79·106 W 8.13·106 W 1.97·109 W
Averaged core power ratio (facilities/PWR) 1/706 1/242 -
Averaged SG tubes heat exchanges ¯̇WSG 3.93·106 W 9.90·106 W 2.11·109 W
Averaged primary wall heat exchanges ¯̇Wow 1.39·105 W 1.51·105 W 2.19·107 W
Averaged PRZ wall heat exchanges ¯̇Wprz,w 2.20·105 W 6.55·104 W 1.24·107 W
Averaged liquid temperature T̄1,l 279.1 °C 298.2 °C 292.3 °C
Averaged vapour temperature T̄1,v 325.3 °C 325.4 °C 322.5 °C

The values of the effect metrics for the mass equation ΩṀ,χj
and the pressure equation ΩṖ ,χj

are displayed for the primary system and pressurizer volumes for the SBD phase respectively in
Tables 6.6 and 6.7. They are classified according to the four effect metrics ranks described in Table 5.3.

Table 6.6: Effect metrics of the pressurizer volume during the SBD phase of the 6% SB-LOCA
counterpart test

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Rate of mass change in Vprz due to the contribution by:
Liquid flow rate leaving the pressurizer ΩṀl,prz

-1.000 -1.000 -1.000
Vapour flow rate leaving the pressurizer ΩṀv,prz

-0.002 -0.001 -0.004

Rate of pressure change in Vprz due to the contribution by:
Liquid volume flow rate leaving the pressurizer ΩṖ ,Ql,prz

-1.000 -1.000 -1.000
Vapour volume flow rate leaving the pressurizer ΩṖ ,Qv,prz

-0.298 -0.269 -0.649
Thermal expansion/contraction by wall-liquid
heat transfers in the pressurizer ΩṖ ,Qwl,prz

0.003 0.000 0.000

Thermal expansion/contraction by wall-vapour
heat transfers in the pressurizer ΩṖ ,Qwv,prz

0.013 0.000 0.000

Volume change by wall boiling or condensation
in the pressurizer ΩṖ ,Qwi,prz

0.163 0.029 0.080

Continued on next page
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Table 6.6 continued from previous page
BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Thermal expansion/contraction by
interface-liquid heat transfers in the pressurizer ΩṖ ,Qil,prz

-0.062 -0.067 -0.102

Thermal expansion/contraction by
interface-vapour heat transfers in the
pressurizer

ΩṖ ,Qiv,prz
0.290 0.466 0.437

Volume change by vaporization or condensation
by interfacial transfers in the pressurizer ΩṖ ,Qi,prz

0.448 0.230 0.584

Analysis of the effect metrics of the pressurizer volume during the SBD phase:

- The mass and pressure rate of change in the pressurizer are mainly due to the liquid flow rate
leaving the pressurizer.

- The vapour mass flow rate leaving the pressurizer is negligible in the CATHARE code
calculation. Nevertheless, the vapour volume flow rate contributes significantly to pressure
decrease, as demonstrated by the effect metrics contributing to the pressure change. It should
be noted that the predicted impact of the vapour volume flow rate is lower in the facilities
(BETHSY: -0.298; LSTF: -0.269) than in the PWR (-0.649).

- Because the same ratio between the initial liquid mass of the pressurizer and the initial mass
of the primary system is found (see Table 6.4), it can be deduced that higher contribution of
the predicted vapour exiting flow rate for the PWR is related to the faster depressurization
which creates more flashing of the water (see Figure 6.13a).

- Because of the sudden pressure decrease, the vaporization is an influent process in all three
systems but it is found to be smaller in LSTF (0.230) than in BETHSY (0.448) and the
PWR (0.584).

- One may add that a simple two-node modelling of the pressurizer with CATHARE cannot
predict the void fraction gradient from the bottom to the water level and then cannot predict
very precisely the void fraction entrained in the expansion line (see also section 5.2.3). This
suggests that a 1-D modelling of the pressurizer with smaller meshes could be more precise.

- Because the pressurizer height was preserved in BETHSY, the ratio of the walls exchange
surface to volume is higher than in LSTF, where the height was reduced (see Table 6.4).

- Because the pressurizer heaters are turned off prior to the start of the transient, only the wall
and interfacial heat exchange terms remain.
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Table 6.7: Effect metrics of the primary system volume during the SBD phase of the 6% SB-LOCA
counterpart test

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Rate of mass change in V1 due to the contribution by:
Liquid flow rate leaving the primary system
through the break ΩṀl,break

-1.000 -1.000 -1.000

Vapour flow rate leaving the primary system
through the break ΩṀv,break

-0.013 -0.015 -0.019

Rate of pressure change in V1 due to the contribution by:
Liquid volume flow rate leaving the primary
system through the break ΩṖ ,Ql,break

-1.000 -1.000 -0.718

Vapour volume flow rate leaving the primary
system through the break ΩṖ ,Qv,break

-0.129 -0.153 -0.155

Thermal expansion/contraction by wall-liquid
heat transfers in the core ΩṖ ,Qwl,core

0.053 0.022 0.604

Thermal expansion/contraction by wall-vapour
heat transfers in the core ΩṖ ,Qwv,core

0.000 0.004 0.000

Volume change by wall boiling or condensation
in the core ΩṖ ,Qwi,core

0.593 0.668 0.075

Thermal expansion/contraction by
interface-liquid heat transfers in the core ΩṖ ,Qil,core

0.010 0.008 0.002

Thermal expansion/contraction by
interface-vapour heat transfers in the core ΩṖ ,Qiv,core

0.005 0.007 0.000

Volume change by vaporization or condensation
by interfacial transfers in the core ΩṖ ,Qi,core

-0.130 -0.101 -0.030

Thermal expansion/contraction by wall-liquid
heat transfers in SG tubes ΩṖ ,Qwl,SG

-0.138 -0.126 -1.000

Thermal expansion/contraction by wall-vapour
heat transfers in SG tubes ΩṖ ,Qwv,SG

0.000 0.000 0.000

Volume change by wall boiling or condensation
in SG tubes ΩṖ ,Qwi,SG

0.000 0.000 0.000

Thermal expansion/contraction by
interface-liquid heat transfers in the SG
tubes

ΩṖ ,Qil,SG
0.036 0.033 0.031

Thermal expansion/contraction by
interface-vapour heat transfers in the SG
tubes

ΩṖ ,Qiv,SG
0.004 0.003 0.004

Volume change by vaporization or condensation
by interfacial transfers in the SG tubes ΩṖ ,Qi,SG

-0.473 -0.425 -0.455

Thermal expansion/contraction by wall-liquid
heat transfers in the primary system* ΩṖ ,Qowl

-0.006 0.000 -0.003

Continued on next page
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Table 6.7 continued from previous page
BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Thermal expansion/contraction by wall-vapour
heat transfers in the primary system* ΩṖ ,Qowv

0.005 0.000 0.000

Volume change by wall boiling or condensation
in the primary system* ΩṖ ,Qowi

0.031 0.018 0.087

Thermal expansion/contraction by
interface-liquid heat transfers in the primary
system*

ΩṖ ,Qil,ov
-0.042 -0.014 -0.038

Thermal expansion/contraction by
interface-vapour heat transfers in the primary
system*

ΩṖ ,Qiv,ov
0.183 0.133 0.253

Volume change by vaporization or condensation
by interfacial transfers in the primary system* ΩṖ ,Qi,ov

0.448 0.116 0.417

*except SG tubes and fuel rods

Analysis of the effect metrics of the primary system volume during the SBD phase:

- The effect metric related to the liquid mass flow rate at the break has the greatest influence
on the rate of mass change in the primary system control volume.

- The vapour break flow is contributing only for a very small amount. Although measured data
cannot confirm this repartition, this evaluation is easily accepted because almost only liquid
water flows in the loops and in the pressure vessel during SBD phase.

- The term related to the liquid volume flow rate at the break is seen to be dominant on the rate
of primary pressure change in the facilities. This term contributes to system depressurization.

- Likewise, the thermal contraction caused by condensation by interfacial transfers in the SG
tubes is regarded as influent for both facilities (BETHSY: -0.473; LSTF: -0.425) and the PWR
(-0.455).

- The dominant process contributing to the PWR depressurization is the contraction by
wall-liquid heat transfers in SG tubes. This process has limited impact in the facilities
(BETHSY: -0.138; LSTF: -0.126). This is also corresponding to a situation with more vapour
in loops during SBD in the PWR compared to the facilities.

- The volume change by vaporization in the primary system is one of the terms contributing to
the pressurization. There is a difference in the impact of this phenomenon in LSTF (0.116)
compared to BETHSY (0.448) and the PWR (0.417).

- Similarly, the term related to thermal expansion by interface-vapour heat transfers in the
primary system volume is influent, but it is higher in the PWR (BETHSY: 0.183; LSTF: 0.133;
PWR: 0.253).

- The relative effect of the volume change caused by wall boiling in the core is significant in the
facilities (BETHSY: 0.593; LSTF: 0.668) but negligible in the PWR (0.075).
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- On the contrary, thermal expansion caused by wall-liquid heat transfers in the core is more
important in the PWR (0.604) than in facilities (BETHSY: 0.053; LSTF: 0.022). This difference
is explained by the lower averaged liquid temperature predicted in the PWR core (297.2 °C)
compared to BETHSY (307.4 °C) and LSTF (321.1 °C). The power provided by the PWR
core is mostly transferred to the liquid. While in the facilities, with a liquid temperature closer
to the saturation temperature, the core power leads to boiling.

- The discrepancies in the process hierarchy between the simulated experiments and the PWR,
observed in Table 6.7, can be explained by the core initial power. During the SBD phase, the
PWR core injects more power into the primary system compared to the BETHSY and LSTF
cores, as shown in Figure 6.7. The PWR SG tubes transfer then more power from the core to
the secondary system.

6.3.4. Results of the A Posteriori Scaling Analysis of the Natural Circulation
(NC) Phase

The NC phase entry conditions were initially chosen as the emptying of the pressurizer and the
primary pumps trip. However, as shown in Figure 6.14, the inertia of the PWR pumps prevents them
from completely stopping. Since the pump coastdown was not simulated on the facilities, their speed
rapidly decreases to zero, while the PWR pumps rotation gradually decreases because of the inertia.
The distortion caused by the initial core power between the PWR and the facilities is still present in
this phase (see Figure 6.7).
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Figure 6.14: Primary pumps rotational speed of the 6% SB-LOCA counterpart test - CATHARE
predictions

The NC phase continues until there is no more liquid mass flow rate at the top of the SG
tubes (see Figure 5.5). There is no longer any natural circulation in the primary circuit. Figure 6.15
demonstrates that the liquid mass flow rate at the top of the SG tubes does not evolve in the same
way in all three systems. Although the flow rate decreases faster (after 38 seconds) on LSTF than
on BETHSY, the occurrence of the zero flow rate occurs almost simultaneously. Because the pumps
are still running at a reduced speed, the NC phase in the PWR lasts longer.
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(a) Intact loop(s)
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(b) Broken loop

Figure 6.15: Liquid mass flow rate at the top of the SG tubes of the 6% SB-LOCA counterpart test
- CATHARE predictions

The depressurization of the NC phase is investigated using the FSA method applied to mass
and pressure by VRC equations, for the primary system control volume. Table 6.8 shows the main
parameters of the NC phase.
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Table 6.8: Main parameters of the NC phase of the 6% SB-LOCA counterpart test - CATHARE
predictions

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Initial primary mass M1,0 1 551 kg 4 198 kg 168 527 kg
Phase duration ∆tNC 81 s 70 s 138 s
Primary mass difference ∆M1 623 kg 1 625 kg 69 637 kg
Pressure difference ∆PNC 1.60 MPa 2.13 MPa 1.32 MPa
Averaged mass flow rate at the break ¯̇Mbreak 8.03 kg/s 24.06 kg/s 526.59 kg/s
Averaged core power ¯̇Wcore 2.57·106 W 7.37·106 W 1.65·108 W
Averaged core power ratio (facilities/PWR) 1/64 1/22 -
Averaged SG tubes heat exchanges ¯̇WSG 2.23·106 W 6.82·106 W 1.39·108 W
Averaged primary wall heat exchanges ¯̇Wow 1.01·105 W 1.47·105 W 1.11·107 W
Averaged liquid temperature T̄1,l 292.0 °C 293.7 °C 289.1 °C
Averaged vapour temperature T̄1,v 298.3 °C 299.8 °C 290.7 °C

The values of the effect metrics for the mass equation ΩṀ,χj
and the pressure equation ΩṖ ,χj

are displayed for the primary system NC phase in Table 6.9. They are classified according to the four
effect metrics ranks described in Table 5.3.

Table 6.9: Effect metrics of the primary system volume during the NC phase of the 6% SB-LOCA
counterpart test

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Rate of mass change in V1 due to the contribution by:
Liquid flow rate leaving the primary system
through the break ΩṀl,break

-1.000 -1.000 -1.000

Vapour flow rate leaving the primary system
through the break ΩṀv,break

-0.087 -0.078 -0.171

Rate of pressure change in V1 due to the contribution by:
Liquid volume flow rate leaving the primary
system through the break ΩṖ ,Ql,break

-0.304 -0.358 -0.267

Vapour volume flow rate leaving the primary
system through the break ΩṖ ,Qv,break

-0.463 -0.438 -0.846

Thermal expansion/contraction by wall-liquid
heat transfers in the core ΩṖ ,Qwl,core

0.009 0.007 0.012

Thermal expansion/contraction by wall-vapour
heat transfers in the core ΩṖ ,Qwv,core

0.000 0.004 0.000

Volume change by wall boiling or condensation
in the core ΩṖ ,Qwi,core

1.000 0.736 1.000

Thermal expansion/contraction by
interface-liquid heat transfers in the core ΩṖ ,Qil,core

0.004 0.003 0.000

Continued on next page
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Table 6.9 continued from previous page
BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Thermal expansion/contraction by
interface-vapour heat transfers in the core ΩṖ ,Qiv,core

0.001 0.003 0.000

Volume change by vaporization or condensation
by interfacial transfers in the core ΩṖ ,Qi,core

-0.087 -0.056 -0.001

Thermal expansion/contraction by wall-liquid
heat transfers in SG tubes ΩṖ ,Qwl,SG

-0.048 -0.058 -0.051

Thermal expansion/contraction by wall-vapour
heat transfers in SG tubes ΩṖ ,Qwv,SG

0.000 0.000 0.000

Volume change by wall boiling or condensation
in SG tubes ΩṖ ,Qwi,SG

0.000 0.000 0.001

Thermal expansion/contraction by
interface-liquid heat transfers in the SG
tubes

ΩṖ ,Qil,SG
0.041 0.051 0.032

Thermal expansion/contraction by
interface-vapour heat transfers in the SG
tubes

ΩṖ ,Qiv,SG
0.005 0.013 0.003

Volume change by vaporization or condensation
by interfacial transfers in the SG tubes ΩṖ ,Qi,SG

-0.882 -1.000 -0.739

Thermal expansion/contraction by wall-liquid
heat transfers in the primary system* ΩṖ ,Qowl

-0.003 0.001 -0.001

Thermal expansion/contraction by wall-vapour
heat transfers in the primary system* ΩṖ ,Qowv

0.044 0.006 0.005

Volume change by wall boiling or condensation
in the primary system* ΩṖ ,Qowi

0.101 0.043 0.087

Thermal expansion/contraction by
interface-liquid heat transfers in the primary
system*

ΩṖ ,Qil,ov
-0.004 -0.007 -0.002

Thermal expansion/contraction by
interface-vapour heat transfers in the primary
system*

ΩṖ ,Qiv,ov
0.006 0.046 0.011

Volume change by vaporization or condensation
by interfacial transfers in the primary system* ΩṖ ,Qi,ov

0.090 0.119 0.044

*except SG tubes and fuel rods

Analysis of the effect metrics of the primary system volume during the NC phase:

- The dominant effect metric on the rate of mass change remains the liquid mass flow rate at
the break.

- Because of the boiling in the core, the vapour flow rate is slightly higher (BETHSY: -0.087;
LSTF: -0.078; PWR: -0.171) than in the SBD phase (BETHSY: -0.013; LSTF: -0.015;
PWR: -0.019). Because of the higher relative power in the core, the PWR vapour mass flow
rate is higher (-0.171) than in the facilities (BETHSY: -0.087; LSTF: -0.078). This difference
could also possibly be due to the PWR pumps, which, unlike the facilities, are still operating
and shift the natural convection.
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- The dominant effect metric on the pressurization is the volume change by wall-boiling in
the core (BETHSY: 1.000; LSTF: 0.736; PWR: 1.000). This term is primarily balanced by
volume change due to condensation by interfacial transfers in SG tubes (BETHSY: -0.882;
LSTF: -1.000; PWR: -0.739). Note that the preponderant term is inverted on LSTF compared
to BETHSY and PWR.

- The volume leaving the system at the break is also influent in the contribution to the
depressurization. But the higher vapour generated in the PWR than in the facilities during the
SBD phase is still visible during this NC phase (BETHSY: -0.463; LSTF: -0.438; PWR: -0.846).
As shown in Figure 6.16, the ratio of vapour flow rate to liquid flow rate is distorted in the
facilities compared to the PWR.

- Finally, the volume change due to wall-boiling in the primary system has little effect
(BETHSY: 0.101; LSTF: 0.043; PWR: 0.087). However, because of its higher wall heat
exchange surface to primary volume ratio, it is higher on BETHSY.
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(a) Liquid flow rate
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(b) Vapour flow rate

Figure 6.16: Break liquid and vapour mass flow rates of the 6% SB-LOCA counterpart test -
CATHARE predictions
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6.3.5. Results of the A Posteriori Scaling Analysis of the Reflux Condenser
Mode (RCM) Phase

The primary system depressurization rate is nearly as low during the Reflux Condenser Mode
(RCM) phase as it is during the NC phase. Figure 6.17 depicts a transition of the void fraction in
the CL upstream of the break. The break mass flow continues to transition from liquid to vapour,
eventually reaching the HQMD phase. It can be seen that the facilities behaviour is temporally
distorted because of the premature stop of the pumps compared to the PWR. The void fraction of
the facilities reaches 1 shortly after 200 seconds, while the PWR reaches it after 300 seconds.
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Figure 6.17: Void fraction at the break of the 6% SB-LOCA counterpart test - CATHARE predictions

At end of NC, some liquid from SG tubes is accumulated in the intermediate legs and creates a
plug which isolates two almost independent thermodynamic systems with different pressure evolution.
This is the Loop Seal Plugging (LSP) phenomenon.

- Vup: Lower plenum, core, upper plenum, upper head, hot legs, steam generators, descending
part of the intermediate leg.

- Vlow: Ascending part of the intermediate legs, cold legs, downcomer.

The pressure in the upper volume Pup stabilizes above the secondary pressure while the pressure
in the lower volume Plow decreases due to break flow. The plug is evacuated towards the pressure
vessel when the pressure difference between the two volumes is high enough. This is the Loop Seal
Clearing (LSC) phenomenon. The LSP and LSC phenomena, also presented in section 5.1.2 are
illustrated in Figure 6.18.
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Figure 6.18: The Loop Seal Plugging (LSP) and Loop Seal Clearing (LSC) phenomena

Figure 6.19 depicts the predicted LSP and LSC phenomena, which are responsible for core
uncovery and core reflooding, respectively (see Figure 6.9). It is observed that CATHARE only
predicts the LSP phenomenon on one Intermediate Leg (IL) of the facilities. This is predicted to
occur only in the broken IL in BETHSY. On LSTF, however, it is predicted only in the intact IL.
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(b) Broken loop

Figure 6.19: Liquid mass plugged in IL of the 6% SB-LOCA counterpart test - CATHARE predictions

The LSP/LSC phenomenon has been observed experimentally on all the IL of the facilities.
However, the code results predict the LSP on a single IL. A certain randomness of the LSC process
has been observed, which makes it is difficult to predict by the codes (Hwang et al. 2019). The
literature on studies of the LSC phenomenon provides analyses that highlight different behaviours
based on:

- The size and location of the break. It has been demonstrated that the IL of the broken loop
was generally cleared first, and the number of cleared loops is increasing with the break size
(Kim et al. 2014; Hwang et al. 2019).

- The nodalization structure and initial conditions. For example, the presence of a pressurizer on
a loop, which adds an additional amount of liquid to the loop, can affect the order in which
loop LSP/LSC can occur (Kauppinen et al. 2015).

- The number of loops could have a significant impact on the LSC behaviour (Kukita et al.
1989), especially given the difference between the facilities, which generally have fewer loops
than the reference PWR (i.e. between LSTF and its reference PWR).

- The facilities design, which may be be distorted in comparison to the full-scale PWR,
particularly due to the initial conditions (like the pumps coastdown) and the geometry of
the leg cross-sectional area, which are not correctly scaled on the facilities with respect to the
LSC phenomenon (Kukita et al. 1989).

- The design in the IL can affect the pressure difference between the upper-head and the
downcomer (Park et al. 2020). This pressure difference plays a key role in the occurrence
of the LSP/LSC phenomenon. Since the facilities have their own reference reactor, this is
related to the design characteristics of each test facility.

- Some experimental tests also revealed asymmetry (Lee 1987; Kukita et al. 1989), while
repeatable tests revealed different LSC behaviour. These investigations revealed that the IL
were not fully cleared for some tests, as predicted on BETHSY and PWR but not on LSTF
(see Figure 6.19).
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Figure 6.20 summarizes the main phenomena involved in the LSP/LSC, as well as known main
sources of behaviour change. Theses phenomena are still incompletely understood due to their difficult
to predict nature and numerous influencing parameters. There are few studies on different facilities
and configurations. As a result, drawing general conclusions is challenging.

Boiling/vaporization 

in the core
Loop Seal Plugging

Core uncovery due 

to lack of liquid

Condensation in SG 

falling in the IL

Loop Seal Clearing

→ End of the natural circulation

→ IL height (design)

→ Pressurizer location (design)

→ Break size (code modelling/transient)

→ Break location (transient)

→ Nodalization structure (code modelling)

→ Initial conditions (transient)

→ Randomness (experimental)

…

→ Pressure difference between

upper/lower volumes

→ Peak Clad Temperature

Figure 6.20: Summary of the Loop Seal Plugging (LSP) and Loop Seal Clearing (LSC) phenomena

To better analyse the LSC phenomenon, one should look at the pressure difference between the
two thermodynamically independent systems on either side of the plug. Figure 6.21 shows that the
pressure difference is greater on LSTF than on BETHSY and in the PWR. It should be noted that
the remaining mass in non-cleared loops reduces the collapsed level in the core and thus has an effect
on the PCT.
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(b) Broken loop

Figure 6.21: Pressure difference between HL and CL outlet of the 6% SB-LOCA counterpart test -
CATHARE predictions

Several effects can explain the asymmetric behaviour:

- There is no significant differences between intact and broken loop pressure difference (see
Figure 6.21) since it is the pressure difference between the upper plenum and top of downcomer.

- Differences in IL height between BETHSY and LSTF are observed. The difference between
the elevation of the horizontal CL and the bottom of the IL is 2.2 m on BETHSY and 3.7 m
on LSTF.

- The heat transfer coefficient in the SG tubes may slightly differ between SG, resulting in more
or less condensate liquid falling in the IL.

- The first loop to be cleared may equalize pressures before the other(s) can be cleared. The
predicted differences between loops is visible in the liquid mass in IL (see Figure 6.19). They
show that at the time a first loop is cleared, the other still did not fully clear and some water
flows back to it. Small differences in initial fluid mass in the IL can result in different behaviour.

An additional analysis based on the identification of characteristic time ratios could provide
preliminary information about the distortions associated with the LSP/LSC and core uncovery
phenomena during the RCM phase. Characteristic time ratios are similarity criteria that allow the
definition of dimensionless Π-groups based of the H2TS methodology (Zuber 1991). They can be
used at each level of system subdivision of the top-down approach. To obtain characteristic time
ratio, a specific frequency ωk of a constituent k is associated with the residence time constant τk
of the control volume V . Following a set of scaling criteria based on characteristic time ratios is a
rational choice for the design of test facilities and their operating conditions (Reyes et al. 1998).

Even if CATHARE predicts these phenomena asymmetrically, it may be interesting to conduct this
analysis on the loops where the phenomena occur. The LSP and LSC processes can be expressed as
filling and recirculation residence time using this method. The residence time for LSP τLSP is defined
as the ratio between the difference of liquid mass plugged in the IL before and after the phenomenon
∆MLSP and the sum of the mean mass flow rates entering the IL ¯̇MIL,in. The residence time for
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the LSC τLSC is defined as the ratio between the total mass plugged in the IL MIL and the mean
mass flow rate leaving the IL ¯̇MIL,out. The characteristic time ratio of the loop seal phenomenon
ΠLS is defined as the ratio of the sum of the mean mass flow rates entering and leaving the IL.

τLSP = ∆MIL

¯̇MIL,in

(6.9)

τLSC = MIL

¯̇MIL,out

(6.10)

ΠLS =
¯̇MIL,in

¯̇MIL,out

(6.11)

The residence time for the core uncovery is defined as the ratio core lost mass ∆Mcore,unc. and
the difference in mass flow rate leaving ¯̇Mcore,out and entering ¯̇Mcore,in the core. The core uncovery
characteristic time ratio is the ratio of the mass flow rate leaving and entering the core.

τcore,unc. = ∆Mcore,unc.

¯̇Mcore,out − ¯̇Mcore,in

(6.12)

Πcore,unc. =
¯̇Mcore,in

¯̇Mcore,out

(6.13)

Table 6.10 shows the results of this analysis using the RCM phase characteristic time ratios. The
LSP residence times of LSTF and the PWR are similar, but BETHSY is 46% shorter. Conversely, the
residence time of the PWR LSC is almost twice slower than in the facilities. As a result, the overall
loop seal phenomenon differs significantly between the three systems. This confirms the complex and
sensible nature of the phenomenon. Because of the delayed occurrence, the PWR core uncovery has a
longer residence time than facilities. The core empties more slowly due to distortions of the previous
phenomena induced by the inertia of the primary pumps. Nevertheless, the PWR characteristic time
ratio is closer to the BETHSY one than to the LSTF one. Figure 6.9 depicts their similar uncovery
behaviour.

Table 6.10: Characteristic time ratio of the LSP/LSC and core uncovery processes of the
6% SB-LOCA counterpart test - CATHARE predictions

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

LSP residence time τLSP 19.5 s 37.2 s 35.7 s
LSC residence time τLSC 30.0 s 27.4 s 56.1 s
Loop seal characteristic time ratio ΠLS 0.99 0.25 0.54
Core uncovery residence time τcore,unc. 135.8 s 125.1 s 199.2 s
Core uncovery characteristic time ratio Πcore,unc. 0.91 0.78 0.98

The depressurization of the RCM phase is investigated using the FSA method applied to mass
and pressure by VRC equations, for the primary system control volume. Table 6.11 shows the main
parameters of the RCM phase.
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Table 6.11: Main parameters of the RCM phase of the 6% SB-LOCA counterpart test - CATHARE
predictions

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Initial primary mass M1,0 914 kg 2 536 kg 98 237 kg
Phase duration ∆tRCM 71 s 60 s 76 s
Primary mass difference ∆M1 324 kg 627 kg 32 410 kg
Pressure difference ∆PRCM 0.58 MPa 0.96 MPa 0.38 MPa
Averaged mass flow rate at the break ¯̇Mbreak 5.12 kg/s 12.61 kg/s 447.71 kg/s
Averaged core power ¯̇Wcore 1.62·106 W 5.49·106 W 9.09·107 W
Averaged core power ratio (facilities/PWR) 1/56 1/17 -
Averaged SG tubes heat exchanges ¯̇WSG 9.16·106 W 2.77·106 W 3.54·107 W
Averaged primary wall heat exchanges ¯̇Wow 1.21·105 W 8.37·104 W 1.03·107 W
Averaged liquid temperature T̄1,l 290.8 °C 291.3 °C 285.9 °C
Averaged vapour temperature T̄1,v 297.8 °C 293.6 °C 287.9 °C

The values of the effect metrics for the mass equation ΩṀ,χj
and the pressure equation ΩṖ ,χj

are displayed for the primary system RCM phase in Table 6.12. They are classified according to the
four effect metrics ranks described in Table 5.3.

Table 6.12: Effect metrics of the primary system volume during the RCM phase of the 6% SB-LOCA
counterpart test

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Rate of mass change in V1 due to the contribution by:
Liquid flow rate leaving the primary system
through the break ΩṀl,break

-1.000 -1.000 -1.000

Vapour flow rate leaving the primary system
through the break ΩṀv,break

-0.218 -0.293 -0.219

Rate of pressure change in V1 due to the contribution by:
Liquid volume flow rate leaving the primary
system through the break ΩṖ ,Ql,break

-0.245 -0.193 -0.229

Vapour volume flow rate leaving the primary
system through the break ΩṖ ,Qv,break

-1.000 -1.000 -1.000

Thermal expansion/contraction by wall-liquid
heat transfers in the core ΩṖ ,Qwl,core

0.002 0.002 0.002

Thermal expansion/contraction by wall-vapour
heat transfers in the core ΩṖ ,Qwv,core

0.138 0.020 0.023

Volume change by wall boiling or condensation
in the core ΩṖ ,Qwi,core

0.997 0.796 0.727

Thermal expansion/contraction by
interface-liquid heat transfers in the core ΩṖ ,Qil,core

-0.001 -0.002 -0.002

Continued on next page
126



Table 6.12 continued from previous page
BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Thermal expansion/contraction by
interface-vapour heat transfers in the core ΩṖ ,Qiv,core

-0.094 -0.041 -0.010

Volume change by vaporization or condensation
by interfacial transfers in the core ΩṖ ,Qi,core

0.084 0.073 0.055

Thermal expansion/contraction by wall-liquid
heat transfers in SG tubes ΩṖ ,Qwl,SG

-0.027 -0.030 -0.008

Thermal expansion/contraction by wall-vapour
heat transfers in SG tubes ΩṖ ,Qwv,SG

0.000 0.000 0.002

Volume change by wall boiling or condensation
in SG tubes ΩṖ ,Qwi,SG

-0.006 0.001 0.006

Thermal expansion/contraction by
interface-liquid heat transfers in the SG
tubes

ΩṖ ,Qil,SG
0.027 0.029 0.011

Thermal expansion/contraction by
interface-vapour heat transfers in the SG
tubes

ΩṖ ,Qiv,SG
0.007 0.015 0.005

Volume change by vaporization or condensation
by interfacial transfers in the SG tubes ΩṖ ,Qi,SG

-0.624 -0.634 -0.285

Thermal expansion/contraction by wall-liquid
heat transfers in the primary system* ΩṖ ,Qowl

-0.001 -0.001 0.001

Thermal expansion/contraction by wall-vapour
heat transfers in the primary system* ΩṖ ,Qowv

0.014 0.002 0.008

Volume change by wall boiling or condensation
in the primary system* ΩṖ ,Qowi

0.069 0.044 0.044

Thermal expansion/contraction by
interface-liquid heat transfers in the primary
system*

ΩṖ ,Qil,ov
-0.002 -0.006 -0.002

Thermal expansion/contraction by
interface-vapour heat transfers in the primary
system*

ΩṖ ,Qiv,ov
-0.045 0.018 -0.010

Volume change by vaporization or condensation
by interfacial transfers in the primary system* ΩṖ ,Qi,ov

0.081 0.115 0.065

*except SG tubes and fuel rods

Analysis of the effect metrics of the primary system volume during the RCM phase:

- The liquid mass flow rate at the break remains the dominant effect metric on the rate of mass
change.

- The RCM phase is a transition phase in which the primary system gradually loses liquid.
As a result, the break vapour mass flow rate effect metric is higher than in the NC phase
(BETHSY: -0.218; LSTF: -0.293; PWR: -0.219).

- The vapour volume flow rate at the break is now the dominant process in terms of effect
metric related to rate of pressure change.
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- Volume change by condensation from interfacial transfers in SG tubes also contributes
to depressurization. It appears to be lower in the PWR (-0.285) than in the facilities
(BETHSY: -0.624; LSTF: -0.634).

- The predicted liquid volume flow rate at the break is still significant, but its importance
diminishes as the transient progresses. It is also higher on BETHSY (-0.245) than in LSTF
(-0.193) and the PWR (-0.229).

- The volume change caused by wall-boiling in the core compensates partially for the
depressurization. This term also appears to be relatively higher in BETHSY (0.997) than
in LSTF (0.796) and the PWR (0.727).

- It should be noted that the effect metric related to thermal expansion by wall-vapour in
the core is influent on BETHSY (0.138), whereas it is negligible on LSTF (0.020) and
PWR (0.023). This is due to the prediction of a rather long core dry-out period with wall
and vapour superheating in BETHSY compared to the predicted core uncovery in LSTF and
in PWR. However, the core dry-out duration is over-predicted in BETHSY calculation and
under-predicted in the LSTF calculation (see Figure 6.9 and Figure 6.10).

6.3.6. Results of the A Posteriori Scaling Analysis of the High-Quality Mixture
Discharge (HQMD) Phase

The HQMD phase is characterized by a void fraction at the break very close to 1 (> 0.99), as
shown in Figure 6.17. The crossing of the primary and secondary pressures is the HQMD phase’s
bifurcating event. This is a significant event for the remainder of the transient because it is at this
point that the SG cease to function as heat sinks. Figure 6.22 depicts the predicted and measured
pressure reversal, which occurs earlier and at higher pressure in the facilities than in the PWR since
the mass inventory in the PWR remains higher due to a lower break flow rate resulting from a lower
pressure plateau (see Figures 6.4a, 6.5a and 6.6a). Because of the discharge of vapour through the
break, the primary pressure begins to fall again after the plateau of the NC and RCM phases. Given
the absence of HPIS, the primary mass inventory continues to decline.
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(b) Experimental results

Figure 6.22: Primary and secondary pressures at HQMD bifurcating event of the 6% SB-LOCA
counterpart test

The depressurization of the HQMD phase is investigated using the FSA method applied to mass
and pressure by VRC equations, for the primary system control volume. Table 6.13 shows the main
parameters of the HQMD phase.

Table 6.13: Main parameters of the HQMD phase of the 6% SB-LOCA counterpart test - CATHARE
predictions

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Initial primary mass M1,0 9 580 kg 1 882 kg 65 483 kg
Phase duration ∆tHQMD 175 s 175 s 140 s
Primary mass difference ∆M1 224 kg 664 kg 20 428 kg
Pressure difference ∆PHQMD 3.01 MPa 2.94 MPa 2.69 MPa
Averaged mass flow rate at the break ¯̇Mbreak 1.43 kg/s 3.90 kg/s 163.12 kg/s
Averaged core power ¯̇Wcore 9.02·105 W 2.89·106 W 8.15·107 W
Averaged core power ratio (facilities/PWR) 1/90 1/28 -
Averaged SG tubes heat exchanges ¯̇WSG 8.45·104 W 2.50·105 W 4.27·106 W
Averaged primary wall heat exchanges ¯̇Wow 5.51·105 W 8.78·105 W 2.94·107 W
Averaged liquid temperature T̄1,l 271.2 °C 270.7 °C 269.3 °C
Averaged vapour temperature T̄1,v 283.5 °C 276.9 °C 272.2 °C

The values of the effect metrics for the mass equation ΩṀ,χj
and the pressure equation ΩṖ ,χj

are displayed for the primary system HQMD phase in Table 6.14. They are classified according to
the four effect metrics ranks described in Table 5.3.
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Table 6.14: Effect metrics of the primary system volume during the HQMD phase of the
6% SB-LOCA counterpart test

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Rate of mass change in V1 due to the contribution by:
Liquid flow rate leaving the primary system
through the break ΩṀl,break

-0.043 -0.065 -0.533

Vapour flow rate leaving the primary system
through the break ΩṀv,break

-1.000 -1.000 -1.000

Rate of pressure change in V1 due to the contribution by:
Liquid volume flow rate leaving the primary
system through the break ΩṖ ,Ql,break

-0.001 -0.002 -0.019

Vapour volume flow rate leaving the primary
system through the break ΩṖ ,Qv,break

-1.000 -1.000 -1.000

Thermal expansion/contraction by wall-liquid
heat transfers in the core ΩṖ ,Qwl,core

0.001 0.000 0.001

Thermal expansion/contraction by wall-vapour
heat transfers in the core ΩṖ ,Qwv,core

0.001 0.000 0.001

Volume change by wall boiling or condensation
in the core ΩṖ ,Qwi,core

0.362 0.322 0.474

Thermal expansion/contraction by
interface-liquid heat transfers in the core ΩṖ ,Qil,core

-0.001 -0.001 -0.002

Thermal expansion/contraction by
interface-vapour heat transfers in the core ΩṖ ,Qiv,core

-0.001 -0.002 -0.001

Volume change by vaporization or condensation
by interfacial transfers in the core ΩṖ ,Qi,core

0.042 0.048 0.061

Thermal expansion/contraction by wall-liquid
heat transfers in SG tubes ΩṖ ,Qwl,SG

0.000 0.000 0.000

Thermal expansion/contraction by wall-vapour
heat transfers in SG tubes ΩṖ ,Qwv,SG

0.059 0.066 0.099

Volume change by wall boiling or condensation
in SG tubes ΩṖ ,Qwi,SG

0.014 0.004 0.059

Thermal expansion/contraction by
interface-liquid heat transfers in the SG
tubes

ΩṖ ,Qil,SG
0.000 0.000 0.001

Thermal expansion/contraction by
interface-vapour heat transfers in the SG
tubes

ΩṖ ,Qiv,SG
0.001 0.000 -0.021

Volume change by vaporization or condensation
by interfacial transfers in the SG tubes ΩṖ ,Qi,SG

0.000 0.000 0.031

Thermal expansion/contraction by wall-liquid
heat transfers in the primary system* ΩṖ ,Qowl

0.002 0.001 0.001

Continued on next page
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Table 6.14 continued from previous page
BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Thermal expansion/contraction by wall-vapour
heat transfers in the primary system* ΩṖ ,Qowv

0.042 0.009 0.009

Volume change by wall boiling or condensation
in the primary system* ΩṖ ,Qowi

0.140 0.104 0.082

Thermal expansion/contraction by
interface-liquid heat transfers in the primary
system*

ΩṖ ,Qil,ov
-0.005 -0.006 -0.006

Thermal expansion/contraction by
interface-vapour heat transfers in the primary
system*

ΩṖ ,Qiv,ov
-0.034 0.017 0.006

Volume change by vaporization or condensation
by interfacial transfers in the primary system* ΩṖ ,Qi,ov

0.205 0.206 0.225

*except SG tubes and fuel rods

Analysis of the effect metrics of the primary system volume during the HQMD phase:

- The pressure reversal results from a quasi-vapour flow at the break, as demonstrated by the
dominant effect metric related to the break volume flow rate for the BETHSY and LSTF
facilities. Figure 6.17 shows that the void fraction at the break is lower on the PWR than on
the facilities at the start of the HQMD phase.

- Because of the different pump behaviours, the effect metric related to the liquid mass flow
rate is distorted (lower) on the facilities (BETHSY: -0.043; LSTF: -0.065) compared to PWR
(-0.533).

- The vapour volume flow rate at the break is the dominant effect metric related to the rate of
pressure change. It dominates the other phenomena, which explains the second depressurization
after the pressure plateau (see Figure 6.6).

- When compared to the RCM phase, the effect metric related to volume change caused
by wall-boiling in the core has decreased. The core boiling is then no longer sufficient to
compensate for the fluid volume lost at the break. However, the core boiling is still slightly
influent and its impact on the PWR (0.474) is greater than on the facilities (BETHSY: 0.362;
LSTF: 0.322).

- Because of the decreased pressure, wall-boiling and vaporization by flashing in the primary
system are slightly higher than in the NC and RCM phases.

- Given the void fraction close to 1, the effect metric related to the liquid volume flow rate at
the break is now negligible (BETHSY: -0.001; LSTF: -0.002; PWR: -0.019).

- Thermal contraction by wall-liquid in SG tubes heat transfers is now zero given the absence
of liquid.

- Thermal expansion caused by wall-vapour in SG tubes heat transfers begins to have a minor
impact on pressure (BETHSY: 0.059; LSTF: 0.066; PWR: 0.099).
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- Likewise, volume change by wall-boiling (BETHSY: 0.140; LSTF: 0.104; PWR: 0.082) and
by vaporization (BETHSY: 0.205; LSTF: 0.206; PWR: 0.225) in the primary system become
influent during HQMD phase.

6.3.7. Results of the A Posteriori Scaling Analysis of the Reactor Refilling
(RR) Phase

The Reactor Refilling (RR) phase starts with the accumulator injection, triggered when the
primary pressure drops below 4.2 MPa. The primary circuit mass inventory is at its minimum at the
start of this phase (see Figure 6.5). The code predicts a second Peak Clad Temperature (PCT), which
is observed experimentally on BETHSY and not on LSTF (see Figure 6.10). It is smaller than the
first PCT. The BETHSY second PCT occurs at 92% of the core height and reaches a temperature
of 286 °C (324 °C experimentally). The primary system refills and the mass inventory grows after a
few seconds.

Figure 6.23 depicts the accumulator liquid mass. The injection behaviour of the three systems
is observed to be different. After 520 seconds of transient, several stages of injections are predicted
in BETHSY calculation. These stages are not detected experimentally and are thus code-induced
errors. A single stage is observed at 480 seconds in LSTF predictions, but it lasts much longer in the
code predictions than experimentally. The PWR predictions show more stages, but they are much
less intense. Figure 6.24 depicts the core-collapsed level during the RR phase. Predicted liquid level
oscillations in the BETHSY core are found to correspond to the injections stages. It should be noted
that both BETHSY and the PWR have two accumulators on the two intact cold legs. On the other
hand, LSTF has only one accumulator on the broken cold leg.
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Figure 6.23: Accumulator liquid mass of the 6% SB-LOCA counterpart test
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Figure 6.24: Core-collapsed level during the RR phase of the 6% SB-LOCA counterpart test
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An analysis through characteristic time ratio is performed on the accumulator discharge, similar
to the one performed in section 6.3.5. The residence time τacc. is defined as the ratio between the
total mass of liquid in the accumulators Ml,acc. and the mean mass flow rate injected during the RR
phase ¯̇Ml,acc.. The accumulator discharge characteristic time ratio Πacc. is defined as the ratio of the
mean mass flow rate injected by the accumulators and leaving the primary system through the break.

τacc. = Ml,acc.

¯̇Ml,acc.

(6.14)

Πacc. =
¯̇Ml,acc.

¯̇Mbreak

(6.15)

Table 6.15 shows the results of this analysis using characteristic time ratio. Because the residence
times are calculated based on the full injection duration of the accumulators, values close to the RR
phase duration are observed. The characteristic time ratios of BETHSY and LSTF are similar. During
this phase, the PWR mean mass flow rates compensate for each other.

Table 6.15: Characteristic time ratio of the accumulator discharge of the 6% SB-LOCA counterpart
test - CATHARE predictions

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Accumulator discharge residence τacc. 523.8 s 380.5 s 1098.6 s
Accumulator characteristic time ratio Πacc. 2.1 2.4 1.0

The depressurization of the RR phase is investigated using the FSA method applied to mass and
pressure by VRC equations, for the primary system control volume. Table 6.16 shows main parameters
of the RR phase.

Table 6.16: Main parameters of the RR phase of the 6% SB-LOCA counterpart test - CATHARE
predictions

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Initial primary mass M1,0 335 kg 1 215 kg 45 045 kg
Phase duration ∆tRR 539 s 384 s 1 098 s
Primary mass difference ∆M1 247 kg 818 kg 24 331 kg
Pressure difference ∆PRR 2.67 MPa 2.85 MPa 3.28 MPa
Averaged mass flow rate at the break ¯̇Mbreak 0.46 kg/s 1.54 kg/s 47.91 kg/s
Averaged accumulator mass flow rate ¯̇Macc. 0.95 kg/s 3.71 kg/s 50.00 kg/s
Averaged core power ¯̇Wcore 6.06·105 W 1.85·106 W 5.21·107 W
Averaged core power ratio (facilities/PWR) 1/86 1/28 -
Averaged SG tubes heat exchanges ¯̇WSG 1.11·105 W 2.31·105 W 1.41·107 W
Averaged primary wall heat exchanges ¯̇Wow 5.59·105 W 2.25·106 W 2.88·107 W
Averaged liquid temperature T̄1,l 207.1 °C 216.7 °C 186.2 °C
Averaged vapour temperature T̄1,v 265.6 °C 247.9 °C 227.9 °C
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The values of the effect metrics for the mass equation ΩṀ,χj
and the pressure equation ΩṖ ,χj

are displayed for the primary system RR phase in Table 6.17. They are classified according to the
four effect metrics ranks described in Table 5.3.

Table 6.17: Effect metrics of the primary system volume during the RR phase of the 6% SB-LOCA
counterpart test

BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Rate of mass change in V1 due to the contribution by:
Liquid flow rate leaving the primary system
through the break ΩṀl,break

-0.022 -0.002 -0.438

Vapour flow rate leaving the primary system
through the break ΩṀv,break

-0.464 -0.414 -0.521

Liquid flow rate entering the primary system
thanks to the accumulator ΩṀl,acc.

1.000 1.000 1.000

Rate of pressure change in V1 due to the contribution by:
Liquid volume flow rate leaving the primary
system through the break ΩṖ ,Ql,break

0.000 0.000 -0.005

Vapour volume flow rate leaving the primary
system through the break ΩṖ ,Qv,break

-1.000 -1.000 -0.997

Thermal expansion/contraction by wall-liquid
heat transfers in the core ΩṖ ,Qwl,core

0.000 0.000 0.000

Thermal expansion/contraction by wall-vapour
heat transfers in the core ΩṖ ,Qwv,core

0.001 0.000 0.000

Volume change by wall boiling or condensation
in the core ΩṖ ,Qwi,core

0.627 0.421 0.990

Thermal expansion/contraction by
interface-liquid heat transfers in the core ΩṖ ,Qil,core

0.000 -0.001 0.000

Thermal expansion/contraction by
interface-vapour heat transfers in the core ΩṖ ,Qiv,core

0.001 0.001 0.001

Volume change by vaporization or condensation
by interfacial transfers in the core ΩṖ ,Qi,core

0.072 0.083 0.106

Thermal expansion/contraction by wall-liquid
heat transfers in SG tubes ΩṖ ,Qwl,SG

0.000 0.000 0.000

Thermal expansion/contraction by wall-vapour
heat transfers in SG tubes ΩṖ ,Qwv,SG

0.199 0.161 0.581

Volume change by wall boiling or condensation
in SG tubes ΩṖ ,Qwi,SG

0.051 0.000 1.000

Thermal expansion/contraction by
interface-liquid heat transfers in the SG
tubes

ΩṖ ,Qil,SG
0.000 0.000 0.001

Thermal expansion/contraction by
interface-vapour heat transfers in the SG
tubes

ΩṖ ,Qiv,SG
-0.001 0.000 -0.084

Continued on next page
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Table 6.17 continued from previous page
BETHSY
6.2-TC

LSTF
SB-CL-21

PWR
900-SBL

Volume change by vaporization or condensation
by interfacial transfers in the SG tubes ΩṖ ,Qi,SG

0.001 0.000 -0.269

Thermal expansion/contraction by wall-liquid
heat transfers in the primary system* ΩṖ ,Qowl

0.002 0.004 0.001

Thermal expansion/contraction by wall-vapour
heat transfers in the primary system* ΩṖ ,Qowv

0.088 0.029 0.065

Volume change by wall boiling or condensation
in the primary system* ΩṖ ,Qowi

0.373 0.286 0.255

Thermal expansion/contraction by
interface-liquid heat transfers in the primary
system*

ΩṖ ,Qil,ov
0.001 0.000 0.000

Thermal expansion/contraction by
interface-vapour heat transfers in the primary
system*

ΩṖ ,Qiv,ov
-0.073 -0.001 -0.020

Volume change by vaporization or condensation
by interfacial transfers in the primary system* ΩṖ ,Qi,ov

-0.049 -0.017 -0.014

Thermal expansion by liquid flow entering
the primary system thanks to accumulator
discharge

ΩṖ ,Ql,acc.
0.020 0.029 0.012

Thermal expansion by condensation due to the
liquid flow rate entering the primary system
thanks to accumulator discharge

ΩṖ ,Qcond,l,acc.
-0.005 -0.008 -0.002

*except SG tubes and fuel rods

Analysis of the effect metrics of the primary system volume during the RR phase:

- The liquid mass flow rate provided by the accumulator discharge is the dominant process in
terms of effect metrics on the rate of mass change during the RR phase.

- The distribution of liquid (BETHSY: -0.022; LSTF: -0.002; PWR: -0.438) and vapour
(BETHSY: -0.464; LSTF: -0.414; PWR: -0.521) mass flow rates at the break, on the other
hand, is not evenly distributed between the facilities and the PWR. According to the results of
the characteristic time ratio analysis in Table 6.15, the mass flow rate at the break, particularly
the liquid flow rate, is proportionally higher in the PWR than in the facilities.

- The behaviour in the facilities seems to be distorted compared to the PWR, as shown in
Figure 6.23. The longer duration of the PWR accumulator injection alters the process behaviour
of this phase.

- The vapour volume flow rate at the break is the dominant effect metric contributing to the
depressurization.

- Volume change by wall-boiling in the core plays a dominant role in compensating for the
depressurization, but its impact is significantly higher in the PWR (0.990) than in the facilities
(BETHSY: 0.627; LSTF: 0.421).

136



- Similarly, thermal expansion by interface-vapour heat transfers (BETHSY: 0.199; LSTF: 0.083;
PWR: 0.581) and volume change by wall-boiling (BETHSY: 0.051; LSTF: 0.000; PWR: 1.000)
in the SG tubes occur with higher intensity in the PWR than in the facilities. The liquid
discharged from the PWR accumulators condenses some vapour. There is some vaporization
in the system hot spots, the core and the SG tubes, slowing the system depressurization.

- It should also be noted that volume change by wall-boiling in the primary system now plays
a significant role (BETHSY: 0.373; LSTF: 0.286; PWR: 0.255). It is slightly higher in the
facilities, particularly in BETHSY, due to the ratio between the primary circuit exchange
surface and the primary volume.

The significant distortions observed during the RR phase on the PWR compared to the facilities
are investigated. Sensitivity studies have been carried out regarding several parameters of the
accumulator injection process. The simplest accumulator model of CATHARE is modelled as a fluid
injection sub-module using a constant expansion coefficient for the nitrogen without modelling the
thermal exchanges with accumulator walls. Thermal exchanges between accumulator walls and the
nitrogen are higher on scaled facilities than in the PWR. An isentropic expansion coefficient γ equal
to 1.4 has been used in PWR calculation (corresponding to zero thermal exchanges with walls)
whereas values of 1.0 and 1.15 have been used respectively for BETHSY and LSTF. These expansion
coefficients values were initially calculated to better fit the experimental results, as used with the
fluid injection sub-module. A more accurate modelling of the BETHSY accumulators is used to
investigate the differences in the discharge behaviour between the facilities and the PWR. This
modelling is based on a 0-D module for the accumulator tank and a 1-D module for the discharge
line. Thus, wall exchanges are modelled and calculated instead of relying on an estimated mean
expansion coefficient.

Figure 6.25 depicts the accumulator discharge behaviours of BETHSY and the PWR with
expansion coefficients:

- Predicted by CATHARE, with an expansion coefficient calculated to better fit with BETHSY
experimental results (i.e. with the fluid injection sub-module, γ = 1.0).

- Predicted by CATHARE, using a more accurate accumulator modelling (i.e. with 0-D and 1-D
modules), which calculates heat exchanges between nitrogen and walls.

- From the BETHSY experimental results.

- Predicted by CATHARE, assuming isentropic expansion for the PWR (γ = 1.4).
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Figure 6.25: Investigation of accumulator liquid mass distortions of the 6% SB-LOCA counterpart
test - CATHARE predictions

The two BETHSY accumulator modelling show the same trend, which is close to the experimental
trend with several closure and opening of the valve not seen in BETHSY. The difference between
BETHSY and the reactor is more significant and is attributed to the distorted parameters of the
accumulators: increased metallic thermal capacity and increased ratio between the wall exchange
surface to the volume. As a result, more heat is released from the wall to the nitrogen, the accumulator
pressure drops more slowly, and the discharge flow rate is higher than in the reactor. As a result, the
accumulator discharge is faster on the facilities.

6.3.8. Modification of PWR Pumps Behaviour and Core Power Decay Law

An analysis is performed here to validate previous hypothesis about the observed distortions
between the PWR and the facilities. Since the facilities cannot handle the 100% power of the
full-scale reactor during the initial moments of the transient, the PWR 900-SBL dataset is modified
to reflect the conditions of the facilities. Figure 6.26 depicts significant evolutions influenced by
these changes. Given that this is the reference reactor, a comparison is made between the original
PWR 900-SBL dataset and the BETHSY 6.2-TC test. The parameters under consideration are:

- The core power decay laws of the facilities, which differs from the PWR at the first instants
of the transient. This can be seen from the averaged core power ratio between the facilities
and the PWR. In the SBD phase, these ratios are 1/706 and 1/242, respectively for BETHSY
and LSTF, and drop to 1/64 and 1/22 in the NC phase. These cause different behaviours,
most notably boiling in the core and the amount of vapour in the primary circuit. The JAERI
conservative decay power curve is imposed on the PWR on the "Modif. power" curves. The
initial power is also scaled to 10% of the original nominal value, just like the facilities.

- The impact of pump behaviour on PWR compared to facilities. The inertia of the PWR
pumps alters the natural circulation phase, as seen in BETHSY and LSTF, where the pumps
are stopped almost immediately. The transient is simulated on the PWR without pump inertia
on the "Modif. pumps" curves in the same way than in the facilities.

Modifications of the PWR including the imposed core decay power curve as well as the immediate
coastdown of the pumps are taken into account on the "Modif. power/pumps" curves. These changes
have an impact on the main evolutions in the PWR transient, as shown in Figure 6.26.
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(a) Break mass flow rate
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(b) Primary mass inventory
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(c) Primary pressure

139



 0

 0.2

 0.4

 0.6

 0.8

 1

 0  100  200  300  400  500  600

N
o
rm

a
liz

e
d

 c
o
re

 c
o
lla

p
se

d
 l
e
v
e
l 
[-

]

Time [s]

BETHSY 6.2-TC - CATHARE
PWR 900-SBL - CATHARE

PWR 900-SBL - Modif. power - CATHARE
PWR 900-SBL - Modif. pumps - CATHARE

PWR 900-SBL - Modif. power/pumps - CATHARE

(d) Core-collapsed level

Figure 6.26: Comparison of major transient evolutions between the BETHSY 6.2-TC test and
modifications of the PWR 900-SBL transient - CATHARE predictions

It is observed that:

- The power correction brings the evolutions of the PWR break mass flow rate (Figure 6.26a)
and the primary pressure (Figure 6.26c) closer to BETHSY evolutions during the plateau in
the NC and the RCM phases.

- The changes in the pumps behaviour bring the PWR evolutions significantly closer to the
BETHSY evolutions during the SBD and the HQMD phases. The mass flow rate at the break
(Figure 6.26a), primary mass inventory (Figure 6.26b) and primary pressure (Figure 6.26c)
during the SBD are closer to BETHSY’s behaviour. This correction also reduces the temporal
shift that was observed on major transient phenomena, such as the first core uncovery in
Figure 6.26d.

As demonstrated, the scaled power of the facilities in the early moments of the transient compared
to the PWR causes discrepancies. This is illustrated by the integral of the power corresponding to
the area n°1 in Figure 6.27. These investigations and the results obtained could be a starting point
for suggestions regarding the design of future reduced-scale experiments.

However, a further analysis now aims to determine whether the additional power of the facilities
(between 22 seconds and about 300 seconds) could have an impact on the transient results compared
to the PWR. This difference is illustrated in the area n°2 in Figure 6.27. For this purpose, the power
decay laws of the facilities are adapted to match the PWR power curve after 22s of transient. The
new decay power laws of the facilities are referred as “Modified power decay”:
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Figure 6.27: Modification of the core power decay law of the facilities of the 6% SB-LOCA
counterpart test - CATHARE predictions

The predicted PoI evolutions of the BETHSY and LSTF tests with and without the power law
matched to the PWR are shown in the Figure 6.28.
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(a) Break mass flow rate

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  100  200  300  400  500  600

N
o
rm

a
liz

e
d

 m
a
ss

 [
-]

Time [s]

BETHSY 6.2-TC - CATHARE
Modified power decay - BETHSY 6.2-TC - CATHARE

LSTF SB-CL-21 - CATHARE
Modified power decay - LSTF SB-CL-21 - CATHARE

(b) Primary mass inventory
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(c) Primary pressure
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Figure 6.28: Comparison of major transient evolutions between the BETHSY 6.2-TC and
LSTF SB-CL-21 tests with the modified core power decay law - CATHARE predictions

No significant difference in the BETHSY predicted results are observed. Only a second core
uncovery is observed for the LSTF predicted results, which corresponds to a longer LSP phenomena
(see Figure 6.28d). It can be supposed that this longer LSP is triggered by a cliff effect.

The distortions found in the facilities tests are then mostly attributable to discrepancies with the
PWR power law in the early transient, as indicated by the lack of significant differences between the
results of the facilities with and without the modified core power decay law.
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6.4. Discussions

The main objective of this chapter was to investigate the FSA method capability to identify
and quantify distortions at the system/component level. Furthermore, after demonstrating the
applicability of this method on a single transient in chapter 5, another interest now lies in its
application to a set of several tests. For this purpose, an a posteriori scaling analysis is here performed
to a 6% cold leg SB-LOCA, comparing two IET of a counterpart test (D’Auria et al. 1992; Kumamaru
et al. 1992) and a PWR simulation:

- The 6.2-TC test performed on the French BETHSY facility (Equipe BETHSY 1990).

- The SB-CL-21 test performed on the Japanese LSTF-ROSA-IV facility (The ROSA-V Group
1985).

- A full-scale model of a Framatome commercial reactor.

6.4.1. Summary of the Scaling Analysis Results

The FSA method is applied to primary mass and primary pressure by VRC equations. The term
values for those equations are evaluated using the CATHARE code simulations of the two facilities
and the PWR. The 6% SB-LOCA transient of the present study is divided into five phases that
are applied to the primary system and pressurizer volumes. The scaling analysis results, along with
the evolution and differences in the effect metrics of the three systems, provides an identification
distortions and their sources:

- In the pressurizer emptying, the behaviour of the predicted LSTF pressurizer differs from the
predicted BETHSY pressurizer due to its design difference (full height for BETHSY and a
reduced height in LSTF).

- The facilities seem to be distorted since the predicted vapour volume flow rate leaving the
pressurizer are smaller than in the PWR simulation. However this may be related to an
oversimplified 0-D two-node pressurizer modelling with CATHARE, which cannot predict very
precisely the void fraction entrained in the expansion line.

- During the subcooled blowdown phase, significant distortions between the facilities and the
PWR are observed in the primary system due to pump behaviour and power evolution
differences. Higher volume change by wall heat transfers in the PWR core and SG tubes
are observed compared to the facilities just reflecting the fact that core power is truncated at
10% and 11% in experiments. The initial pump produces only 10% of nominal flow rate in
experiments and pump speed rapidly decreases to zero. These two differences impact the loop
flow rate and the break quality and flow rate.

- The natural circulation phase is temporally distorted because of the PWR pumps behaviour
in comparison to the facilities. These distortions are transferred to the RCM, HQMD and RR
phases of the transient.

- The reactor refilling phase also differs significantly between the facilities and the PWR. It is
demonstrated that scaling effects on heat transfers between accumulator walls and nitrogen
can drastically change the discharge duration. These results indicate that choices in the basic
design of ITF can have a notable impact on phenomena behaviour throughout the transient.
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- Some distortions are found in the wall heat transfers and the wall-boiling/condensation
phenomena between the facilities and the PWR, but also between BETHSY and LSTF.
These discrepancies are due to the overestimated wall thermal mass and thermal inertia, and
overestimated wall heat transfer area in the scaled experiments (except for the fuel rods and
SG tubes). These are unavoidable scale effect directly caused by the power-to-volume scaling
method used in the design of these facilities.

- The LSP and LSC phenomena are still difficult to predict by the calculation codes. These
phenomena appear to be sensitive to facilities design parameters as well as scale effects.
Although the code predictions on BETHSY and LSTF yield asymmetric results, there is a
significant difference in the phenomena behaviour between the facilities and the PWR.
Perspectives for future work are intended to conduct scaling analyses at component/local scale
in order to better understand these phenomena and the processes or scale effects influencing
them.

6.4.2. Methodology Improvements

Beyond the results presented in the previous section, the work in this chapter contributes to the
improvement of the a posteriori scaling analysis methodology developed in this thesis.

An important contribution of the study in this chapter is the conduct of the scaling analysis on a
counterpart test. It allowed the identification of inter-system distortions as well as scale transposition
when analysing the results between the IET and the PWR. The scaling analysis showed discrepancies
that could be attributed to ITF design choices, code deficiencies, or scale effects. This demonstrates
that confronting several system in a study is an effective tool for scaling analyses.

Compared to chapter 5, a major improvement in the methodology is the application of the FSA
method to the general pressure by VRC equation, without saturation assumption. The formulation
of this equation allows for a much more detailed analysis of the phenomena and processes than the
equation with saturation assumption. This can be seen by comparing Figures 5.9 and 6.11 which
summarize the effect metrics of both studies. The general equation thus provides more confidence in
the scaling analysis results. This was demonstrated by the uncertainties in the saturation condition
during the HQMD phase analysis in section 5.2.3. Because of the detailed hierarchy and precise
identification of the important phenomena, the results obtained with this equation allow for the
formulation of a structured PIRT at the system/component scale.

The analysis of the results of the a posteriori scaling analysis is however more complex, and the
difficulty lies in a thorough understanding of the thermal-hydraulic of the transient processes. This
is why the author suggests that a phenomenological analysis (allowed by the validated code) should
be used to interpret the meaning of the effect metrics and the associated phenomena. For example,
as it have been shown in the analyses, some phenomena can appear to be significant as a result
of another upstream phenomenon (process chains), and it is sometimes required to have an expert
judgement on the thermal-hydraulic of transients to distinguish the dominant phenomenon during
each phase of the transient.

This phenomenological analysis would constitute an additional step to the scaling analysis
methodology road map depicted in Figure 3.6. This step could be performed before the scaling
analysis, as shown in section 6.2.2. In order to illustrate the good agreement between code predictions
and experimental results, it would be useful to investigate the major evolutions of the transient prior
to the scaling results. Furthermore, as shown in section 6.3, this step could also be performed
systematically in support of the scaling analysis to establish the correlations between the scaling
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criteria (here the effect metrics) and the phenomenology of the transient. Finally, as shown in
section 6.3.8, additional phenomenological studies may be required to confirm the results of scaling
analyses.

Sensitivity and boundary conditions analyses appear to be useful when combined with
phenomenological and scaling analyses to study and understand complex phenomena. As it has been
demonstrated in this chapter, it allows for the highlighting of scale effects and cliff edge phenomenon.
Sensitivity analyses can also be used to assess the impact of parameters that are thought to be
important in the behaviour of the studied phenomena. And they can be used in a counterpart test
to understand inter-system distortions.

The author suggests that the user of scaling analyses could use the saturation equation if the
expected results are relatively “simple” and “convenient to analyse” according to the application,
and then select the general equation in a second step for a more accurate analysis.

This study also addresses another scaling analysis issue: the choice of the transient phase division
which is an essential (see section 3.3.2.2 and Appendice E). Phenomenological analysis and expert
judgement currently allow for the selection of bifurcating events, but it can be assumed that an
improvement in the methodology would allow for the phases splitting, depending on the evolution of
PoI and key phenomena. The use of the code is now commonly recognised in phase splitting because
it allows certain bifurcating events to be accurately identified.

Using the FSA scaling method, it is possible to conclude that using a mature and extensively
validated system code – here, the CATHARE code – reduces the impact of the assumptions made to
evaluate the terms of the equations for the scaling analysis. Furthermore, as previously stated in the
chapter 5, the code actually provides more precision by averaging the values of the equations rather
than relying on estimates at the phase boundaries. As demonstrated, scaling tools such as equations
at the system level can also support the improvement of code modelling by identifying code errors
or sensitive phenomena.

The capability of the FSA method to identify inter-system distortions on a full transient is
validated for this application.
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As the title of the thesis suggests, the main objective was to develop a methodology for scaling
analyses. Especially, and as mentioned in section 3.4, the purpose was to provide guidelines for the
application of a scaling methodology applied to nuclear transients with the support of calculation
codes. This chapter summarizes the four steps of the methodology, developed through the studies
of this thesis as well as based on a reinterpretation of the literature review. Guidelines on the
methodology application are provided to the reader and an illustration is shown in Figure 7.4.

7.1. Preliminary Analysis

The preliminary analysis is the first part of the methodology. The first step is the selection
of the transient to be studied. For example, if it is chosen to investigate a LOCA, the type of
the break must be considered, and it is a priori required to have at least experimental data and/or
prediction results from a calculation code. Therefore, selecting the transient occurs simultaneously
with selecting the reduced-scale facility(ies) to be studied. The work in this thesis has only focused
on ITF/IET, but analyses on SETF/SET could be considered.

If the purpose of the study is to conduct a comparative analysis of several systems, for example, to
identify and quantify distortions and/or scale effects, a counterpart test must be defined. Several
reduced-scale facilities or one/several facilities and a reference full-scale reactor can be selected,
as in section 6.1. It is then necessary to ensure that the experimental conditions and/or the code
modelling of the counterpart test are consistent, i.e. that the transient and test conditions are the
same (see section 6.2.2). In general, the international nuclear industry agrees on counterpart tests
under predetermined conditions. It should be noted that a counterpart test is not necessary if the
expected outcome is only the establishment of a PIRT. However, this obviously allows for a better
justification of the results on process hierarchy.

The most important step in this part of the methodology is the phenomenological analysis,
which comes before the scaling analysis (see examples in sections 5.1.2 and 6.2.1). The author
highlights the role of this step in defining the subsequent steps. This analysis is conducted
simultaneously on each systems of the counterpart test and allows for:

- A thorough understanding of the transient, test parameters, and important evolutions and
processes. It is, however, convenient to have an expert judgement regarding the observation
of these key parameters.

- To have a first look at the processes that may be distorted by observing differences in the
evolution of the transient key variables. An available counterpart test therefore makes sense
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here.

The next step is to establish the chronology of the transient events using the phenomenological
analysis. The occurrence of known and/or identified important phenomena and processes, as well as
the trigger of safety systems, is taken into account (see Table 6.3). This step allows:

- To assess the boundary conditions of the counterpart test. It can also provide some indications
on transient temporal distortions.

- The comparison of the code predictions with experimental results. It should be noted that the
code V&V is usually done before the scaling analysis on known transients. However, the author
suggests that a qualitative verification of the code predictions is a good practice in order to
ensure the confidence given to the code, especially for the scaling analysis and identification
of the sources of distortion.

Finally, the last step of the preliminary analysis is the establishment of the transient scenario,
allowed by the phenomenological analysis, through its major evolutions and their behaviour
throughout the transient. The preliminary analysis of the a posteriori scaling analysis methodology
is illustrated in Figure 7.1.

time of the transient

Chronology of known important events and processes

Comparison of phenomena/processes of interest through:

- The counterpart test systems

- The code predictions and experimental results

→ Phenomenological analysis

Transient scenario

Transient counterpart test

Figure 7.1: Schematic of the preliminary analysis of the a posteriori scaling analysis methodology

7.2. Reinterpretation of the Fractional Scaling Analysis (FSA) Method

The second part of the methodology is the reinterpretation of the Fractional Scaling Analysis
(FSA) method. The following guidelines, based on the theory described in Zuber’s work as well as
its theoretical applications (see section 3.3.2.4), allow for a scaling analysis supported by calculation
codes (which the FSA method was not initially conceived for).
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The first step is to define the Figure of Merit (FoM) of the transient. It is a critical criterion
of the transient, such as a safety criterion. This criterion is usually established by expert judgement
and can be identified by the previous phenomenological analysis. In the case of standard nuclear
transients, for example, the FoM is defined as the Peak Clad Temperature (PCT) or the core mixture
level.

The Parameters of Interest (PoI) are then defined. These are the variables, parameters, or
processes that have a significant impact on the FoM. They are also defined initially by expert
judgement, but may be identified from the phenomenological analysis, existing PIRT, or extrapolated
from known similar transients.

It is usually necessary to divide the transient into temporal phases. Bifurcating events are
identified for this purpose using the phenomenological analysis on the one hand and PoI variations
on the other (see Figures 5.2, 6.3 and Table 5.2). They can also be known points of interest of
the transient identified by expert judgement, but may also correspond to safety triggers. Bifurcating
events are then instant where the status of the system or the scenario of the transient changes more
or less significantly. Theses changes in the transient behaviour are linked to changes in physics and
local phenomena occurrence. Then, bifurcating events and the resulting phases must match in the
case of a counterpart test in order to limit the uncertainties in the representativeness of the scaling
analysis results.

The scale of the analysis should then be defined. Motivated by the top-down and bottom-up
approaches (see section 3.3.2.1), the author suggests a three-scales approach, illustrated in Figure 7.2:

- The system scale, which takes into account the entire system in the analysis. For the study of
a transient on an ITF or a nuclear reactor, the system scale analysis can be performed on the
primary system. However, the system will be too complex to be understood as a whole. It will
therefore be necessary to divide it into sub-systems thanks to the top-down approach.

- The component scale, which focuses on the intermediate volumes of the system. For example,
the main components that can be studied for a transient from the perspective of the primary
system are the core, the steam generators, or the pressurizer. The analysis at this scale will thus
be able to consider the interactions between the various components while also accounting for
the overall behaviour of the system as a whole thanks the bottom-up approach.

- The local scale, which is also allowed by the top-down approach whose purpose is to focus on
specific phenomena and processes within or between components. The analysis at this scale
can be linked to the component and system scales through the bottom-up approach.

System scale Top-down Component scale Local scaleTop-down

Bottom-up Bottom-up

Primary system Core, steam generators, pressurizer, … Inner/inter-components

Figure 7.2: The three-scales approach the a posteriori scaling analysis methodology
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It should be noted that a scaling analysis is generally performed on at least two scales in
conjunction: system/component scale (like in the studies of chapters 5 and 6) or component/local
scale. This step is significantly achieved by the availability of calculation codes that can predict both
global and local behaviour. However, it is important to keep in mind the uncertainties that may
remain in the codes predictions. It is reasonable to expect that a system code will not be able to fully
account for local scale behaviour, or that a CFD code will not be suitable for system scale analysis.

Based on the scale(s) selected for the analysis, corresponding control volume(s) is/are defined.
The volume of the primary system may be sufficient for the establishment of a transient PIRT.
However, if one intends to go further and investigate in greater depth, for example, by studying
inter-system distortions within specific components or the behaviour of specific processes, it may be
necessary to add additional volumes to the study.

The following step is the selection of the balance equations that will be applied to the scaling
analysis (see Eq. 5.4 and 5.14). They must be chosen to be solved using the available data, such
as experimental results or code predictions. Thus, the author suggests using equations similar to
those employed in the calculation code of the study. Furthermore, depending on the type of results
expected or the type of data available, it may be decided to apply simplifications and assumptions
to these equations (e.g. Eq. 5.15).

The balance equations are then applied to the previously selected control volume(s)
giving the terms contributing to the evolution of the studied variables over the transient
(see Eq. 5.5, 5.16, 5.17, 6.1 and 6.2). The equations are then solved according to the type of
analysis and expected results:

- Through a resolution at specific points in time, such as bifurcating events, trigger points,
or points of interest. The FSA method foresees for solving the equations from their maximum
estimated values, which often correspond to their initial values in the case of monotonic
evolution (refer to Eq. 3.20). However, this resolution remains limited and does not accurately
reflect an entire transient. It can however satisfy studies where only experimental results or
limited transient data are available (see Figure E.1a).

- Through a phase averaged resolution, with averaged calculation during the established
phases of the transient allowed by the support of the code predictions (refer to
Eq. 3.21 and 5.7). Because the phases have been defined to limit drastic behavioural changes,
this resolution is more representative of the evolution of the transient. Nonetheless, this method
of solving the equations might be unable to capture a possible brief intense process peak.
However, this can be avoided through a qualitative phenomenological analysis. The author
highlights that this option developed during the thesis is intended to take advantage of the
calculation codes, for which the FSA method was not initially conceived (see Figure E.1b).

- Through instantaneous resolution, i.e. at each time step of the code calculation, thus taking
full advantage of the code. This would allow each process of the balance equations to be
followed in real time and to be fully representative of transient behaviour. However, this type
of resolution could make the analysis of the results much more complex than with phase
averaged resolution.

The equations being solved and each term quantified according to one of the three options, they
must be normalized. Two approaches are proposed by the FSA method:

- The Time Scaling for Relative Importance of Agents, which takes into account the impact
of each term in the equation according to the most important one (refer to Eq. 3.25 to 3.32).
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This procedure yields non-dimensional numbers ranging from -1 to 1, which quantify the
relative importance of each process described in the balance equations.

- The Time Scaling for an Aggregate Response Time, which takes into account the impact
of each term of the equations according on the global response of all the terms combined
(refer to Eq. 3.33 to 3.35). This procedure yields non-dimensional numbers that quantify the
time-dependent response rate of each process described in the balance equations.

These two procedures provide scaling criteria (the non-dimensional numbers) (see effect metrics
Tables from sections 5.2.3 and 6.3.3 to 6.3.7). The author emphasises their use for three purposes:

- The scaling criteria can be compared together and ranked for an independent system. They
allow the impact of the processes described by the balance equations to be quantified.
The highest scaling criteria will correspond to the most important transient processes
and phenomena, while the intermediates ones will correspond to the influent processes.
Finally, those with magnitudes close to 0 will correspond to negligible transient processes.
A classification for the scaling criteria hierarchy is proposed in Figure 5.3.
As a result of the hierarchy of scaling criteria, a structured PIRT that is both qualitative
and quantitative can be established. The scaling criteria hierarchy can be established phase
by phase using the second option of resolving the equations. They could also be established
at each time step of the calculation time using the third option. This could allow a dynamic
PIRT to be obtained through transient evolution. It should be noted that the PIRT is directly
dependent on the balance equations established beforehand.

- For a counterpart test, the scaling criteria can be compared between several systems. This
comparison achieves the identification and quantification of inter-system distortions. For
example, it can be assessed whether processes are observed to be of similar significance between
several reduced-scale facilities or between one/several facilities and a reference full-scale
reactor. This amounts to compare and evaluate the PIRT of several systems. This work can
also be done dynamically as in the establishment of the PIRT.

- A second phenomenological analysis (after the one conducted in the preliminary analysis)
should be performed in parallel with the scaling analysis in order to correlate the scaling
criteria and their meaning with the complex behaviour of the transients. This analysis provides
a thorough understanding of the processes and their impacts on the transient as a whole (as
part of the bottom-up approach). It can also help to understand process chain impacts, such
as the influence of one process on another or the propagation of distortions from phase to
phase (or throughout the transient).

An illustration of the reinterpretation of the FSA method is provided in Figure 7.3. The reader
can refer to chapter 6 for more details.
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Parameters of Interest (PoI)

Bifurcating events

Phase n System 1 System 2 System S

Process 1 Ω1
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Process 2 Ω2
1 Ω2

2 Ω2
S

Process j Ωj
1 Ωj

2 Ωj
S

Phase 1 Phase 2 Phase 3 … Phase n
time of the transient

Control volumes Balance equations Scaling criteriaFSA method

Establishment of structured PIRT

Identification and quantification 

of inter-system distortions
Phenomenological analysis

Figure of Merit (FoM)

Figure 7.3: Schematic of the reinterpretation of the Fractional Scaling Analysis (FSA) Method of
the a posteriori scaling analysis methodology

7.3. Distortions Sources Analysis Supported by the Code

The third part of the methodology is the analysis of the distortions supported by the code
predictions. The purpose is to use the scaling analysis results, i.e. the scaling criteria and their
analyses, to conclude on the inter-system representativeness (the scale transposition).

Using the results of the counterpart test, the identified discrepancies and the phenomenological
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analysis, it is possible to investigate the source of the inter-system distortions. Obviously, no
single method can identify all sources of distortion with certainty. The analysis of scaling criteria
provides the most information about potential sources of distortion. They can at least provide some
insight by narrowing the area in which the source of distortion may be found. For example:

- Sensitivity analyses of specific process parameters related to the distorted scaling criteria
should then be considered. It is also important to explore the parameters known to be sensitive
in the literature. Furthermore, sensitivity analyses on specific design parameters should be
investigated.

- Parameter modifications analyses can be investigated based on the scaling analysis results
and the previously identified inter-system design purpose difference. These parameters can be
boundary conditions, geometric or ratio differences and may be a source of transient behaviour
differences that affect the scale transposition. It is possible to conclude on the influence of
the investigated parameters identified by the scaling analysis as the source of distortions by
correcting these differences using the code (e.g. in section 6.3.8 and Appendice H).

- Finally, the code modelling and/or the code data set should be evaluated (e.g. in the analysis
presented in Figure 6.25).

Relying on these analyses, three types of distortions can be defined:

- Distortions caused by design purpose made in the construction of a reduced-scale facility
in comparison to its full-scale reference reactor. Currently, experimental facilities are designed
using general and technical criteria, supported by design scaling methods. Some of these
choices can have a significant impact on transient behaviour and thus be the source of these
distortions.

- Scale effects may occur. They are unrelated to the design purpose of the facilities, but are
linked to phenomena or processes that behave differently due to the scale reduction. These
scale effects may be related to the facilities reduced volume or surface area (or volume and
surface area ratio) compared to the full-scale reactor. They may also be correlated to other
thermal-hydraulic parameters (flow rates, heat transfers, thermal inertia, ...).

- Finally, distortions in the scaling criteria could be induced by code errors. On the one hand,
because the code is not totally validated, but also because some experimentally detected
phenomena are difficult to reproduce numerically due to their sensitive nature. This is the case
for example with cliff edge effect processes, or phenomena subject to experimental randomness.

The last step of this part of the methodology is achieved by concluding on the scale transposition
of the counterpart test systems. For example, the representativeness of a reduced-scale facility in
comparison to a reference full-scale reactor can be assessed by identifying and quantifying distortions
and assessing their impact on transient behaviour. It should be noted that there is no single global
criterion of scale transposition between two systems, but rather a set of distortions that provide a
detailed overview of a system representativeness in comparison to another.

153



7.4. Distortions Sources Analysis Supported by Experimental Results

The fourth part of the methodology is the analysis of the distortions supported by experimental
results. This part is optional and follows the step of comparing the code predictions and the
experimental results of the preliminary analysis. It can take place if the code is not sufficiently
predictive or accurate of a transient or local phenomenon.

The first step is devoted to the resolution of simplified balance equations (i.e. that can be solved
using experimental data). As in the reinterpretation of the FSA method part, these equations are
applied to a control volume of interest that corresponds to the one containing the phenomenon poorly
predicted by the codes. This work is carried out in parallel with the distorted code predictions,
using the same simplified equations. The two scaling analyses are conducted in order to obtain the
scaling criteria.

The purpose is then to compare the scaling criteria of the two analyses - from the experimental
results and - from the distorted code predictions, as if it were a counterpart test on two systems.
The scaling criteria for the process under consideration are compared between the two systems. This
comparison achieves the identification and quantification of inter-system distortions.

Because experimental results are non-distorted by definition, discrepancies from code predictions
indicate which processes and models should be corrected. Conversely, scaling criteria for phenomena
with no deviations from experimental results could participate in the justification of the code.

Once the correction of the code is completed, the methodology can be iterated by comparing
the experimental results to the corrected code predictions.
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Conclusions
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This work is part of the nuclear safety activities encountered in accidental transients studies. Due
to the operating complexity and cost of a full-scale experimental reactor, reduced-scale facilities are
developed to simulate accidents. The aim of this thesis is to develop an improved scaling analysis
methodology for the study of complex nuclear thermal-hydraulic transients and to evaluate the scale
transposition between experimental facilities and full-scale reactors.

8.1. Main Results

A verification of the applicability of the Fractional Scaling Analysis (FSA) method (Wulff et al.
2005; Catton et al. 2005; Zuber et al. 2007) to a complex nuclear transient is firstly proposed. For
this purpose, the results of this advanced scaling method applied to the 1% SB-LOCA transient
performed on the LSTF ROSA 1.2 test (The ROSA-V Group 2003) are compared to results obtained
with the Hierarchical Two-Tiered Scaling (H2TS) method (Muñoz-Cobo et al. 2018). The a posteriori
scaling analysis is performed on two transient phases of interest: - the Subcooled Blowdown and
- the High-Quality Mixture Discharge. Novel mass equation and pressure equation expressed with
Volume Rate of Change (VRC) are established for the primary system and for the pressurizer control
volumes assuming a saturated steam-water mixture. The CATHARE system code (Emonot et al.
2011) predictions is used for the first time to evaluate terms of these equations and to establish
scaling criteria.

The comparative study showed consistency between the FSA method and the H2TS method
results. This work demonstrated the applicability of an advanced scaling method with the support
of a mature system code. The novel treatment of equations using averaged quantities during a
transient phase duration rather than estimates at phase boundaries provides more precision in the
scaling criteria evaluation. It has also been demonstrated that using both scaling methods and system
codes can also support the improvement of the code modelling.

The capability of the FSA to identify and quantify distortions at the system/component scale is
then further investigated. For this purpose, an a posteriori phenomenology and scaling analysis of a
6% SB-LOCA transient counterpart test is revisited (Kumamaru et al. 1992; D’Auria et al. 1992). A
new application of the FSA to the BETHSY 6.2-TC and LSTF SB-CL-21 tests, as well as to a PWR
simulation is conducted using CATHARE code simulations. The study is conducted on five phases of
the transient: - the Subcooled Blowdown, - the Natural Circulation, - the Reflux Condenser Mode,
- the High-Quality Mixture Discharge and - the Reactor Refilling. Primary mass equation and mean
pressure equations are established for either the primary systems or only the pressurizer control
volumes of the counterpart test. Each term of the pressure equation corresponds to a Volume Rate
of Change (VRC).
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The scaling analysis is performed using these mass and pressure equations for each transient
phase, the terms of the equations being evaluated from the CATHARE code predictions. The study
identified and quantified discrepancies between the facilities and the PWR results. Improvements
to the methodology were made through this study. The formulation of a general pressure equation
without saturation hypothesis allowed a more detailed and more reliable analysis. This application
defines a detailed hierarchy of the influence of the phenomena and processes occurring during the
different phases of the transient. In order to properly analyse the scaling criteria, the interest of
performing a phenomenological analysis in parallel with the scaling analyses is demonstrated.

8.2. New Insights and Opportunities Highlighted

The a posteriori scaling analysis methodology is developed throughout the thesis. Clarifications
of the potentialities of scaling methods are provided by a state of the art of the existing methods, as
well as studies and applications. Improvements, conclusions and limitations are drawn and guidelines
in how addressing the scaling issue are established. Furthermore, the process of reinterpreting an
initial methodology allowed to answer several concerns raised by the state of the art.

- Scaling analyses help to understand the phenomenology of transients with the use of
advanced scaling methods. The study of complex phenomena occurring within transients
such as LOCA, can be supported by the application of these methods. It has been demonstrated
that phenomenological analyses performed prior to scaling analyses can contribute in the
determination of scaling method key parameters. The phenomenological analysis thus justifies
the definition of Figures of Merit and Parameters of Interest and the study of their evolution
along the transient.

- The division of transients into successive phases allows a structured study of their
behaviour. It is therefore essential to identify the bifurcating events, which change the status
of the system.

- Top-down and bottom-up approaches bring depth, consistency and structure to analyse
important phenomena identified by scaling analyses. The applications carried out, as well
as the methodology developed in this manuscript, have placed a strong emphasis on the
steps that should be followed in order to carry out efficient scaling analyses. These approaches
provided by advanced scaling methods should be considered, especially for multi-scale analyses.

- The concept of normalization of the scaling criteria, based on the establishment
of balance equations, is a significant contribution of advanced scaling methods, as
in the FSA method. As demonstrated in the studies of the manuscript, quantifying the
relative magnitude of processes allows to consider their importance in terms of causality.
When combined with the bottom-up approach, this allows for an understandable and traceable
hierarchy of the contributing processes. The quantitative evaluation of each phenomenon
provides the establishment of a structured PIRT.

- Modifications and improvements have been made to the FSA method through
reinterpretations and the development of the methodology presented in this
manuscript. The applications carried out illustrate the intention of the designers of the
advanced scaling methods to make them flexible and adaptable tools. The parameters of
the scaling analyses can be adapted to meet specific requirements, such as by selecting and
formulating the balance equations and assumptions, applying to different physics of transients
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(i.e. through different phases), and identifying the systems and components (i.e. through the
control volumes).

- The a posteriori scaling analysis applied to counterpart tests allows the identification
of differences due to different reactor designs. The scaling analysis based on system code
simulations can help identifying differences in ITF counterpart tests due to differences in the
design of the reference reactors and those due to distortions of IET with respect to their
reference reactor.

- Advanced scaling methods can be used with the support of system codes that have
reached a reasonable level of maturity and confidence. The CATHARE code is used
to conduct the scaling analyses, thanks to the confidence in the predictions made at the
system/component scale. When weaknesses of the system code capabilities are identified for
some processes, they must be used with caution for scaling analysis of these processes (e.g.
asymmetrical loop seal plugging and clearing are very difficult to predict).

- Using a mature system code allows estimating more precisely the terms of equations of
Parameters of Interest (e.g. the primary pressure equation) and can establish scaling
criteria in a very detailed manner. The basic scaling methods such as H2TS or FSA estimate
only an order of magnitude of each term of the equations based on dimensional analysis
performed for each phase of the transient. Using code simulations may provide an evaluation
of the time evolution of these terms, which provides a much better evaluation of scaling
distortions required for the establishment of scaling criteria.

- The capability to follow the value of each term of the Parameters of Interest equation
along time helps in identifying bifurcating events and the processes which control
them (e.g. when primary pressure crosses secondary pressure). The interpretation of the
meaning of the scaling criteria is facilitated by the support of the code, thanks to a detailed
phenomenological analysis performed in parallel of the scaling analyses. This make a link
between the impact of the phenomena and processes observed as dominant/influent and
the behaviour of the transients through the different phases studied. Thanks to the code
predictions, these phases are defined in a precise and justifiable manner.

- Beyond the support of the code to conduct scaling analyses, it is possible to use these
results combined with sensitivity analyses and phenomenological analyses to support
and propose improvements to the code modelling.

Some limitations to scaling analyses and advanced methods for the study of nuclear transient
have been identified.

- Expert judgement is still required when analysing scaling criteria for the study
of complex phenomena within nuclear transients. This is due to the variety of
thermal-hydraulic phenomena and to the multi-physics aspects encountered in reactor
transients. Furthermore, although successive phases are identified along the transients, some
distortions may be propagated from one to another, making the analysis of scaling criteria
more difficult.

- The code must be fully validated on representative experiments to perform reliable
scaling analyses, and the scaling of representative experiments is necessary for code
validation This shows that the processes of scaling experiments and code validation are
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somewhat iterative. One can perform a simple scaling without using codes, then design
experiments, then revisit the scaling analysis using experimental results, then perform the
code validation. When the code fails to predict a specific phenomenon, the modelling must be
improved before using it for scaling analysis. Finally one can perform an a posteriori scaling
analysis with the code for more accurate and more reliable identification and quantification of
distortions.
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Perspectives
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The methodology developed in this thesis has demonstrated many promising potentials, especially
through applications and analyses of complex transients. Nonetheless, the author indicates that the
methodology will be improved in the future.

9.1. Further Methodology Improvements

The capability of the Fractional Scaling Analysis (FSA) method to be applied to a full
6% SB-LOCA transient was demonstrated in chapter 6, through a scaling analysis performed on
a counterpart test of two facilities and a full-scale PWR. This study showed that the FSA method
could identify and quantify distortions at the system/component level for a complex nuclear transient
while achieving consistent results.

A future objective will be the investigation of the FSA method capability to identify and quantify
distortions at the component/local scale. For this purpose, a scaling analysis will be performed on the
same counterpart test, with a focus on the Loop Seal Plugging (LSP) and Loop Seal Clearing (LSC)
phenomena. These phenomena have been identified as key processes of SB-LOCA transients, but
their behaviour remain unclear. This study will therefore aim to better understand these processes
and their associated parameters especially through a comparison between:

- Results based on code predictions, which badly predicts the LSP phenomenon.

- Results using only experimental data, performed to complete this work and the development
of the methodology.

- Sensitivity analyses on parameters suspected to be responsible for behaviour change of the
LSP and LSC phenomena.

Future work will lead to the establishment of a momentum conservation equation to be applied
to the FSA method. This will be added to the mass and pressure by volume change effect metrics.
Thus, the analysis of transient processes and phenomenology will be more exhaustive, accounting for
volume and surface forces such as pressure, gravity, and viscous forces.

In addition, the methodology will have to be applied in other studies, such as various counterpart
tests, other types of transients, and different phenomenologies. The robustness of the methodology
can thus be confirmed and improved.

Within the CATHARE code, the development of a post-processing module for the scaling analysis
methodology should be of interest. Once the user would have specified the desired scaling analysis
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parameters, this module should allow for the automation of the application of the methodology, in
particular concerning the calculation of the effect metrics. For example, the user could have to choose
the scale and control volumes on which the analysis should be performed, the type of equations to be
used and whether or not to divide the transient into phases. The application of the methodology would
always require some expert judgement, particularly in the analysis of the results and understanding
of the phenomenology of the transients, as well as the investigation of distortions sources. However,
the field of addressing scaling issues could be popularised even further thanks to this module.

9.2. A Posteriori Methodology in Support of the A Priori ITF Design

As explained in section 3.3.1, experimental facilities are currently designed on the basis of
technical and general criteria and supported by design scaling methods. These methods have been
shown to have limitations and weaknesses due the lack of link between deep transient phenomenology
and design criteria.

Furthermore, the nuclear industry has now greater confidence in the predictions of the calculation
codes than it had when these design methods were conceived. Added to the non-negligible cost of
building and operating ITF, it appears compelling to consider any assistance that could help to reduce
scaling issues. It is then proposed here to consider the a posteriori methodology developed during
this thesis in support of the a priori ITF design phase.

9.2.1. From Scratch Design

The procedure proposed in Figure 9.1 could be considered from the theoretical standpoint that
it would be necessary to design an ITF from scratch. Depending on the initial expectations in terms
of cost-representativeness of the ITF results in comparison to the full-scale reactor, first general
technical criteria could be established. A scaling method would then be used to develop and model
a hypothetical ITF code dataset and its considered IET. The scaling method used could then be a
design method (see section 3.3.1) or an advanced method (see section 3.3.2), as it was done with
the H2TS. Because the design of the ITF reference reactor is initially known, its code dataset is also
developed in parallel.

The a posteriori scaling analysis methodology (see section 7) would be applied to the counterpart
test of the ITF and its reference reactor, through the predictions of the calculation code. As previously
stated, complete trust in the code would be assumed here since there would be no experimental
results. The methodology would provides results on the ITF representativeness in comparison to the
full-scale reactor by identifying and quantifying distortions.

The satisfaction on the scale transposition could then be determined by evaluating these
distortions. If the results are not satisfactory (i.e., the distortions are not small enough), either the
general criteria or the cost-representativeness expectations must be revised. This procedure could
thus be iterated until design parameters with sufficiently negligible distortions are validated.
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Figure 9.1: Proposed procedure for ITF design using scaling analyses and codes predictions

9.2.2. From Suggested Designs

When designing an ITF, a situation that could be envisaged is the competition between various
designs suggested by several research teams. It would then be necessary to decide which design to
keep. The procedure proposed in Figure 9.2 and derived from the one in Figure 9.1 would yield
concrete results on the most suitable design.

The a posteriori scaling analysis methodology (see section 7) would be applied to the ITF in
parallel and to the reference reactor, through the predictions of the calculation code. The distortions
between the suggested ITF and the full-scale reactor would then be evaluated in order to assess the
scale transposition of each design. The design with the least distortion could then be selected.

As with the procedure in Figure 9.1, it could be considered to optimize the design of the ITF by
iterating the application of the methodology and revising the design criteria if necessary.
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Figure 9.2: Proposed iterative sequential procedure for ITF design using scaling analyses and codes
predictions

The advantage of these two procedures for the a priori design of ITF using the a posteriori scaling
analysis methodology is that a test counterpart of several experimental reactors is not required. Prior
to the construction and operation of ITF, the support of calculation codes and dataset modelling
would allow for the identification of inter-system distortions.

Obviously, the uncertainty in the predictions of the codes for the evaluation of a phenomenology
for which no experimental results exist a priori remains the perspective’s limitation. As a result, no
code V&V work can be undertaken. However, it should be noted that these proposed procedures
would be, at best, a tool to quantitatively deciding between several suggested designs and, at worst,
an additional validation to the methods already used for the design of ITF.

Finally, as illustrated in Figure 9.3 this demonstrates the interest in the effort to improve the
calculation codes in order to perhaps allow for the optimization of experiments supported by scaling
analyses in the future. Thus, the developed methodology could be used to define tests matrices that
would assess the code limits and representativeness. The parameters of interest could then be verified
and corrected when possible.

Experimental facilities Calculation codes

V&V of transients

Scaling analyses in 

support of the design

Figure 9.3: Interest in the effort to improve calculation codes for the scaling analyses supported
design
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A. Code Scaling and Applicability and Uncertainty (CSAU)

Reference: Wilson et al. 1990

Element 1

Requirements and 

code capabilities

Element 2

Assessment and 

ranging of parameters

Element 3

Sensivity and 

uncertainty analysis

1. Specify scenario

2. Select NPP

4. Selected frozen code

5. Provide complete documentation, 

code manual, user guide, 

programmers guide, developmental  

assessment model & correlations3. Identify and rank 

phenomena (PIRT)

6. Determine code 

applicability

7. Establish 

assessment matrix

8. Define nodalization 

for NPP calculations

Compare calculations 

vs SET using NPP 

nodalization

Compare calculations 

vs IET using NPP 

nodalization

SET data 

base

IET data 

base

Noding

change

9. Determine code and 

experiment accuracy

10. Determine effect of 

scale

Bias and 

uncertainty

Bias and 

uncertainty

11. Determine effect of 

reactor input 

parameters and state

Bias and 

uncertainty

12. Perform NPP 

sensivity calculations

13. Combine biases and 

uncertainties

14. Total uncertainty to 

calculate specific scenario 

in a specific NPP

Additional margin if 

warranted by 

limitation in data 

base, code, etc.

Yes

No
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B. The Phenomena Identification and Ranking Table (PIRT)

Reference: D’Auria et al. 2017

1. Scenario identification:

Operational and accident scenarios that require

analysis are identified

2. PIRT:

Important phenomena are identified for each scenario

(Phenomena Identification and Ranking Tables)

3. Verification and Validation (V&V):

Analysis tools are evaluated to determine whether

important phenomena can be calculated

5. Adequacy evaluation:

The results of the V&V process are evaluated using

key metrics and conclusions formulated

4. Development

If important phenomena

cannot be calculated by

analysis tools, then further

development is undertaken

Yes

No

Yes
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C. The Evaluation Model Development and Assessment Procedure (EMDAP)

Reference: USNRC 2005

Element 1

Establish requirements for evaluation model capability

1. Specify analysis purpose, transient class and power plant class

2. Specify figures of merit

3. Identify systems, components, phases, geometries, fields, and processes that should

be modeled

4. Identify and rank phenomena and processes

Element 2

Develop assessment base

5. Specify objectives for

assessment base

6. Perform scaling analysis and

identify similarity criteria

7. Identify existing data and/or

perform IET and SET to

complete data/base

8. Evaluate effects of IET

distortions and SET scale-up

capability

9. Determine experimental

uncertainties

Element 3

Develop evaluation model

10. Establish EM development

plan

11. Establish EM structure

12. Develop or incorporate

closure models

Element 4

Assess evaluation model adequacy

20. Determine EM bases and uncertainties

Closure Relations (Bottom-up) 

13. Determine model pedigree and 

applicability to simulate physical 

processes

14. Prepare input and perform calculations 

to assess model fidelity and/or 

accuracy

15. Assess scalability of models

Integrated EM (Top-down)

16. Determine capability of field equations

and numeric solutions to represent

processes and phenomena

17. Determine applicability of EM to

simulate system components

18. Prepare input and perform calculations

to assess system interactions and

global capability

19. Assess scalability of integrated

calculations and data for distortions

Adequacy decision

Does code meet 

adequacy standard?

Return to appropriate 

elements, make and 

assess corrections

Perform plant event 

analyses

YesNo
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D. Organisations Represented in the International Panel of Experts

Reference: OECD/NEA 2018

Country/organisation Participating organisations
Belgium BEL V
Canada CNL, CNSC
Czech Republic UJV
European Commission JRC
France CEA, EDF, IRSN
Germany GRS
Hungary MTA-EK
Italy NINE
Japan IAE, JAEA, MNF, S/NRA/R*
Republic of Korea KAERI
Russian Federation NRCKI
Slovenia JSI
Spain CIEMAT, CSN
Sweden QT
Switzerland PSI
USA U.S. NRC

* As for Japan, experts are selected from researcher organisations (JAEA, CRIEPI, IAE),
PWR vendors (MHI, MNF), BWR vendors (Hitachi-GE, TOSHIBA, GNFJ) and regulatory body
(S/NRA/R). JAEA, MNF, IAE and S/NRA/R are representatives of those organisations.
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E. Considerations on Transients Phases Establishment

As discussed in step 2 of section 3.3.2.2, determining bifurcating events and identifying the
temporal phases are decisive in the context of accidental transient studies coupled with scaling
analyses.

Historically, expert judgements were used to select these bifurcating events from experimental
results. Phenomenological considerations guided the division of these phases and the duration of each.
For Small-Break Loss Of Coolant Accident (SB-LOCA) transients for example, the primary pressure
evolution results showed the presence of three distinct regions with a first violent depressurization,
a pressure plateau, and a second depressurization (Bestion et al. 2017). These variations in primary
pressure were then linked to specific thermal-hydraulic phenomena that justified the phase splitting.

Other authors have also conducted studies that divide transients into four or five phases
(Muñoz-Cobo et al. 2018). Their bifurcating events are caused by changes in system behaviour.
This demonstrates that the study of a transient can be influenced by the user and the division of
these phases.

Another way to define bifurcating events, particularly for uncertainty studies, have been identified.
These points correspond to the safety system’s triggering parameters (D’Auria et al. 2000). This
method of identifying parameter values that trigger system actuation ensures that the reactor is in
a well-known configuration (the triggers of safety systems being based on fixed pressure values).

Codes can now predict the behaviour of transients (Bestion et al. 2017). Although the reliability
of the predictions remains questionable, they allow for the identification of phenomena, and thus
of bifurcating events, which can lead to the selection of more accurate phases. Work to identify
these phenomena may also help in scaling analysis, whether for the design of IET and SET for code
validation or for a posteriori scaling studies (Bestion et al. 2022). Advanced scaling analyses then
rely on code predictions to identify the bifurcating events that determine the different phases of the
transients (Liao 2016; Muñoz-Cobo et al. 2018; Dzodzo et al. 2019; Lorduy-Alós et al. 2020), such
as those performed in chapters 5 and 6 of the present manuscript. These studies also demonstrated
that system codes could be used to support scaling studies by calculating the variables required to
solve the conservation equations used with scaling methods such as Hierarchical Two-Tiered Scaling
(H2TS) or Fractional Scaling Analysis (FSA).

Figure E.1 depicts the current approaches in the definition of the phases to evaluate the scaling
criteria:

- Either calculated at specific times with safety trigger points with experimental results (see
Figure E.1a).

- Or more recently, with averaged calculation during phases allowed with the support of the
codes predictions (see Figure E.1b) as performed in chapters 5 and 6.
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Figure E.1: Current approaches in the evaluation of scaling criteria
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F. CATHARE Code Strategy for Development VV&Q

Reference: Bestion et al. 1999
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G. Validation of the Pressure by VRC Equation

A verification of the equation resolution is performed on the pressurizer results in order to validate
the general pressure by VRC equation. For this purpose, an instantaneous calculation of the l.h.s terms
of the Eq. 6.2 are compared to the r.h.s terms. As explained in section 6.3.2, the VRC corresponding
to fluid isentropic expansion/contraction is equal to the sum of the depressurization/pressurization
contributing terms. This yieds Eq. G.1 with the sum of the contributing terms to the pressure change
by VRC Qn.

Kprz · Ṗprz =
∑

Qn,prz (G.1)

Figure G.1 shows the evolution of the l.h.s and r.h.s terms of Eq. G.1 applied to the pressurizer
control volumes of the BETHSY 6.2-TC, LSTF SB-CL-21 and PWR 900-SBL tests.
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Figure G.1: Validation of the pressure by VRC equation applied to the pressurizer control volume -
CATHARE predictions

As the two curves merge for the three transients, the pressure by VRC is equal to the sum of
the depressurization/pressurization contributing terms. This analysis demonstrates the validation of
the pressure by VRC equation, and can thus be extrapolated to the whole primary system control
volume.

It can be noted on Figure G.1c the relative higher depressurization of the PWR (here in
positive value) compared to the facilities, which is also observed on the resulting primary pressure in
Figure 6.13a.
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H. Impact of the BETHSY Secondary Pressure Adjustment

The 6.2-TC and SB-CL-21 tests were respectively performed on BETHSY and LSTF facilities.
The designers intended to keep the FHFP criteria for these ITF. The two tests were thus intended
to be studied alongside, between France and Japan. However, BETHSY is based on a 900 MWe
reference reactor (three loops PWR), whereas LSTF is based on a 1100 MWe reactor design (four
loops PWR). Some parameters, depending on the type of reference reactor, had to be revised in
order to maintain some comparability between the BETHSY and LSTF tests. This is especially true
for the BETHSY secondary system pressure, which had to be increased from 5.78 MPa to 6.85 MPa
in order to match LSTF.

A CATHARE simulation is performed by adjusting the secondary pressure of BETHSY to that of
its reference PWR at 5.78 MPa. Figure H.1 depicts the distortion caused on the BETHSY primary
pressure. Figure H.2 depicts the distortion caused on pressurizer emptying. It is then found that
changing the secondary pressure for BETHSY has a direct effect on the transposition of the results
with its reference PWR.
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(a) CATHARE results on the global transient
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(b) CATHARE results on the SBD phase

Figure H.1: Comparison of the primary pressure on the BETHSY 6.2-TC and the PWR 900-SBL
tests
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Figure H.2: Comparison of the pressurizer liquid volume on the BETHSY 6.2-TC and the PWR
900-SBL tests
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Résumé en Français

Titre : Nouveaux développements d’une méthodologie d’analyse d’échelle pour des transitoires
complexes de thermohydraulique de réacteurs nucléaires avec calcul de la distorsion associée à la
transposition d’échelle.

Contexte

En France, le nucléaire est la première source de production et de consommation d’électricité.
Avec une capacité 61,4 GWe fournie par 56 réacteurs à eau pressurisée, le parc nucléaire français
est le deuxième plus important au monde, derrière celui des États-Unis. L’industrie nucléaire porte
ainsi un intérêt particulier à l’étude du comportement des réacteurs, en situation nominale comme
en situation accidentelle.

De par la complexité et le coût que représenteraient la mise en œuvre d’installations à échelle
réelle pour l’analyse d’accidents nucléaires contrôlés, l’industrie nucléaire se dote de réacteurs
expérimentaux à échelle réduite. Ces équipements sont privilégiés pour étudier les comportements en
régime accidentel (également appelé transitoire) et permettent d’obtenir de précieuses données qui
peuvent alimenter des codes de calculs. C’est finalement au travers de ces codes de calculs que sont
simulés les hypothétiques accidents qui auraient lieu à échelle réelle : c’est la transposition d’échelle.
Toutefois, la représentativité des résultats des expériences à échelle réduite par rapport à un réacteur
réel est une question cruciale. Il est ainsi nécessaire de disposer d’une méthodologie qui permette
l’évaluation de cette représentativité et de potentielles distorsions entraînées par la réduction d’échelle
(« scaling down ») lors de la conception des réacteurs expérimentaux.

État de l’art et problématiques

Des méthodes destinées aux « analyses de scaling » ont été développées afin d’identifier et
quantifier ces distorsions. Elles reposent notamment sur des analyses de nombres adimensionnalisés
basés sur des équations de conservation. Les méthodes permettant l’obtention de ces nombres
adimensionnalisés s’inspirent ainsi des exigences du PIRT (Process Identification and Ranking Table)
qui vise à hiérarchiser les phénomènes d’intérêt au cours des transitoires nucléaires. Finalement, ces
méthodes de scaling exploitent les concepts d’approche « top-down » et d’approche « bottom-up »
qui consistent à diviser un système complexe en sous-systèmes plus simples à étudier.

Cependant, ces méthodes restent théoriques et ont peu été appliquées à des cas concrets. Ainsi,
des améliorations voire des réinterprétations de ces méthodes sont nécessaires afin de les employer, en
particulier avec le support des codes de calculs. C’est l’objectif principal de la thèse : développer une
méthodologie d’analyse de scaling pour l’étude des comportements des transitoires nucléaires. Elle
doit clarifier les potentialités de ces méthodes et comprendre comment elles peuvent contribuer aux
études existantes. Afin de rendre cette méthodologie applicable par l’industrie nucléaire, des lignes
directrices doivent également être établies.

Ainsi, ce manuscrit vise à répondre à un certain nombre de questions et problématiques soulevées
par un état de l’art du scaling et des méthodes existantes :

- Comment les analyses de scaling peuvent aider dans la compréhension phénoménologique
des transitoires complexes ? Et dans quelle mesure interviennent les approches top-down et
bottom-up pour l’établissement d’un PIRT structuré ?
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- Comment les méthodes de scaling peuvent permettre l’identification et la
quantification de distorsions inter-systèmes (i.e. entre un réacteur de référence et
un réacteur à échelle réduite) ? La pertinence de cette question découle de la nécessité
d’évaluer l’impact des choix de conception des expériences à échelle réduite et des résultats
des transitoires par rapport à ce qui est prédit par les codes pour les réacteurs à échelle réelle.

- Comment les méthodes de scaling avancées peuvent-elles être utilisées en support des
codes de calculs ? Il s’agit d’une problématique importante, étant donné que les méthodes
de scaling n’ont pas été initialement conçues à cette fin.

- Quelles sont les limites actuelles des analyses et méthodes de scaling pour l’étude des
transitoires nucléaires ? Des suggestions d’améliorations et de perspectives sont proposées
au travers des études présentées dans ce manuscrit.

Pour répondre à ces problématiques, la thèse est composée de trois parties. Dans la première
partie, un état de l’art présente le contexte dans lequel les travaux de ce manuscrit interviennent. Cet
état de l’art propose un aperçu général de la thermohydraulique nucléaire et de la contribution des
codes calculs à ce domaine d’ingénierie et de recherche. L’état actuel des connaissances concernant
les problématiques et préoccupations techniques liées au domaine du scaling est décrit, notamment
au travers d’une présentation des méthodes existantes. Une brève présentation du code de calcul à
l’échelle système CATHARE est également réalisée (Emonot et al. 2011).

Synthèse des résultats

La deuxième partie de la thèse consiste en deux chapitres d’études et d’analyses destinées au
développement de la méthodologie de scaling :

- Une approche comparative de deux méthodes de scaling avancées est réalisée. L’objectif est
de fournir une introduction et une base à la méthodologie au travers l’étude de l’applicabilité
de la méthode de « Fractional Scaling Analysis » (FSA) (Wulff et al. 2005; Catton et al. 2005;
Zuber et al. 2007) à un transitoire d’Accident de Perte de Réfrigérant Primaire (APRP) Petite
Brèche (PB). Une analyse de scaling a posteriori est réalisée sur deux phases temporelles du
test LSTF ROSA 1.2 (The ROSA-V Group 2003) : - la phase de « Subcooled Blowdown » et
de - « High-Quality Mixture Discharge ». Des équations de masse et de pression par changement
de volume à saturation sont établies pour les volumes du système primaire et du pressuriseur.
Des prédictions du code CATHARE sont utilisées afin de résoudre les équations bilans et obtenir
des « scaling criteria ». La méthode FSA, son application et ses résultats sont comparés à des
travaux similaires réalisés avec la méthode de « Hierarchical Two-Tiered Scaling » (H2TS) par
un autre groupe de recherche (Muñoz-Cobo et al. 2018).
Cette étude comparative a révélé une cohérence entre les résultats obtenus avec les méthodes
FSA et H2TS. Ce travail démontre de plus l’applicabilité d’une méthode de scaling avancée
utilisée avec le support d’un code système. La résolution des équations, réalisée par estimation
des termes moyennés au travers de chaque phase plutôt que calculés à leurs limites, est une
amélioration permise par le code qui fournit davantage de précision dans l’évaluation des
scaling criteria. Il est également démontré que les méthodes de scaling peuvent contribuer à
l’amélioration de la modélisation du code.

- La capacité de la méthode FSA à identifier et quantifier des distorsions sur un
transitoire d’APRP-PB à l’échelle système/composant est ensuite investiguée. Pour cela,
la phénoménologie et le scaling a posteriori d’un test comparatif d’APRP-PB est revisité
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(Kumamaru et al. 1992; D’Auria et al. 1992). La méthode FSA est appliquée aux tests
expérimentaux BETHSY 6.2-TC et LSTF SB-CL-21 ainsi qu’à une simulation d’un réacteur
à échelle réelle. L’analyse de scaling est réalisée sur cinq phases temporelles : les phases
- de « Subcooled Blowdown », - de « Natural Circulation », - de « Reflux Condenser Mode »,
- de « High-Quality Mixture Discharge » et - de « Reactor Refilling ». Des équations de masse
et de pression par changement de volume sont établies pour les volumes des systèmes primaires
et des pressuriseurs du test comparatif.
En utilisant les prédictions du code CATHARE, l’analyse de scaling et l’étude des évolutions et
des différences entre les scaling criteria des trois systèmes mettent en évidence des distorsions
ainsi que leurs origines. Cette étude souligne des différences de comportement entre les tests à
échelle réduite et le réacteur à échelle réelle. Des améliorations sont apportées à la méthodologie
développée. La formulation d’une équation de pression par changement de volume générale sans
hypothèse de saturation permet une analyse beaucoup plus détaillée et augmente la confiance
dans les résultats des scaling criteria. Cette application démontre une hiérarchie détaillée de
l’influence des phénomènes et procédés des différentes phases du transitoire. Afin d’analyser
correctement les scaling criteria, un intérêt particulier est porté à la réalisation d’une analyse
phénoménologique en parallèle des analyses de scaling.

Conclusions et perspectives

Dans la troisième partie de la thèse, la méthodologie d’analyse de scaling pour l’étude des
distorsions dans le cadre des transitoires nucléaires développée au cours de la thèse est présentée dans
son intégralité. Des conclusions sont tirées des deux études réalisées ainsi qu’au travers d’un bilan
des réinterprétations et améliorations de la méthodologie initiale. Des réponses aux problématiques
et aux objectifs évoqués en introduction sont fournies :

- Les analyses de scaling aident à la compréhension de la phénoménologie des
transitoires grâce à l’utilisation des méthodes de scaling avancées. Les études de
phénomènes complexes qui ont lieu lors de transitoires tels que des APRP peuvent être assistées
par l’utilisation de ces méthodes. Il est démontré que les analyses phénoménologiques réalisées
en amont des analyses de scaling peuvent contribuer à la détermination des paramètres clés
nécessaires à leur application. Ces analyses phénoménologiques justifient ainsi la définition et
l’étude des « Figures of Merit » et des « Parameters of Interest ».

- La division des transitoires en phases temporelles permet de réaliser des analyses
de scaling structurées. Il est ainsi essentiel de sélectionner correctement les « bifurcating
events », en fonction des changements de comportements des systèmes étudiés.

- Les concepts d’approches top-down et bottom-up apportent cohérence et structure
dans l’analyse des phénomènes importants identifiés par les analyses de scaling. Les
applications réalisées ainsi que la méthodologie développée dans ce manuscrit mettent l’accent
sur les étapes à suivre afin de réaliser des analyses de scaling efficaces. Ces approches devraient
être considérées, en particulier pour des analyses multi-échelles.

- Le concept de normalisation des scaling criteria, basé sur l’établissement d’équations
bilan est une contribution importante des méthodes de scaling avancées, telle
que la méthode FSA. La quantification de la magnitude (valeur normalisée) relative des
scaling criteria permet de considérer l’importance des phénomènes en terme de causalité.
Combinée aux approches top-down et bottom-up, la FSA permet d’établir une hiérarchie
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claire des procédés d’importance. Cette évaluation quantitative de chaque phénomène permet
l’établissement d’un PIRT structuré.

- Des modifications et des améliorations ont été apportées à la méthode FSA au
travers de réinterprétations et du développement de la méthodologie présentée dans ce
manuscrit. Les applications réalisées dans ce manuscrit illustrent l’intention des concepteurs
des méthodes de scaling avancées d’en faire des outils flexibles et adaptables. Les paramètres
des analyses de scaling peuvent être adaptés pour répondre à des exigences spécifiques,
par exemple en sélectionnant et en formulant des équations bilan et des hypothèses, en les
appliquant à différences physiques de transitoires (au travers de différentes phases temporelles)
et en identifiant les systèmes et composants auxquels les appliquer.

- Les analyses de scaling a posteriori permettent d’identifier et de quantifier des
distorsions inter-systèmes. Cela est observé dans ce manuscrit par l’étude d’un test
comparatif basé sur l’étude d’un même transitoire. La transposition d’échelle peut être évaluée
en comparant les scaling criteria (et donc les PIRT respectifs) des différents systèmes de l’étude.
L’intérêt est particulièrement démontré par l’étude d’un test comparatif mêlant différentes
conceptions d’installations expérimentales. La comparaison d’installations à échelle réduite
et de réacteurs de référence à échelle réelle présente un intérêt particulier dans ce type
d’application. Ainsi, les distorsions ou différences potentielles entre les systèmes peuvent être
évaluées. Ces écarts peuvent être attribuées à des différences de conception, à des déficiences
du code ou à des effets d’échelle.

- Les méthodes de scaling avancées peuvent être appliquées avec le support des codes de
calcul ayant atteint un niveau raisonnable de confiance. Le code CATHARE a été utilisé
afin de réaliser des analyses de scaling, grâce à la confiance accordée dans ses prédictions
à l’échelle système/composant. Lorsque des faiblesses dans les capacités prédictives du code
pour certains phénomènes sont identifiées, les analyses de scaling menées sur ces phénomènes
doivent être utilisées avec prudence.

- L’utilisation du code permet la résolution des équations (en particulier l’équation de
pression générale) et l’établissement des scaling criteria de manière très détaillée. Le
code permet également d’évaluer les termes des équations moyennés à chaque pas de temps
du calcul, ce qui conduit en une plus grande précision dans les résultats des analyses de scaling.

- La possibilité de suivre la valeur de chaque terme des équations au cours du temps
aide à identifier les bifurcating events et les procédés qui leur sont liés. L’interprétation
de la signification des scaling criteria est facilité par le support du code, grâce à l’analyse
phénoménologique détaillée et réalisée en parallèle des analyses de scaling. Celle-ci établit un
lien entre l’impact des phénomènes et procédés identifiés comme dominants/influents et le
comportement des transitoires au travers des différentes phases temporelles étudiées. Grâce
aux prédictions du code, ces phases sont définies de manière précise et justifiable.

- Au-delà de l’aide apportée par le code afin de réaliser des analyses de scaling, il est
possible d’utiliser ses résultats conjointement à des analyses de sensibilité et
phénoménologiques afin de proposer des améliorations dans la modélisation du code.

Certaines limites aux analyses de scaling et des méthodes de scaling avancées pour l’étude des
transitoires nucléaires sont identifiées :
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- Un jugement d’expert est parfois requis lors de l’analyse des scaling criteria pour
l’étude des phénomènes complexes des transitoires nucléaires. Celà est dû aux nombreux
phénomènes thermohydrauliques et aux aspects multi-physiques rencontrés dans l’étude des
transitoires nucléaires. De plus, malgré les différentes phases temporelles identifiées au cours
des transitoires, certaines distorsions peuvent se propager de phase en phase, rendant l’analyse
des critères d’échelle plus difficile.

- Le code devrait être entièrement validé sur des expériences représentatives pour
effectuer des analyses de scaling fiables, tandis que et la conception d’expériences
représentatives est nécessaire pour la validation du code. Cela montre que les processus
de conception des expériences et de validation du code sont quelque peu itératifs. Il est possible
d’effectuer un design simplifié sans utiliser de code, puis concevoir les expériences, puis revoir
l’analyse de scaling en utilisant les résultats expérimentaux, puis effectuer la validation du
code. Lorsque le code ne parvient pas à prédire un phénomène spécifique, la modélisation doit
être améliorée avant de l’utiliser pour les analyses de scaling. Enfin, on peut effectuer une
analyse de scaling a posteriori en utilisant le code pour une identification et une quantification
plus précises et plus fiables des distorsions.

Finalement, des perspectives d’améliorations et de potentielles utilisations de la méthodologie
sont proposées :

- Une investigation de la capabilité de la méthode FSA à identifier et à quantifier des distorsions
à l’échelle composant/locale devrait être réalisée. Pour cela, les phénomènes de création et de
vidange de bouchons dans les branches intermédiaires du test comparatif d’APRP-PB seront
étudiés. Grâce aux analyses réalisées au cours de la thèse, ces phénomènes ont été identifiés
comme importants dans le comportement du transitoire. Cependant, ils restent mal prédits
par le code. Ainsi, des analyses de scaling basées sur des résultats du code et sur des résultats
expérimentaux devront permettent de mieux comprendre les procédés et paramètres associés
à ces phénomènes.

- De futurs travaux devront conduire à l’établissement d’une équation de conservation de la
quantité de mouvement qui sera appliqué à la méthode FSA. Cette équation sera ajoutée
aux équations de masse et de pression par changement de volume et rendra la méthodologie
d’analyse de scaling plus exhaustive.

- La méthodologie devrait être appliquée à d’autres cas d’études, tels qu’à divers tests
comparatifs, d’autres types de transitoires, et différentes phénoménologies. La robustesse de
la méthodologie pourra ainsi être confirmée et améliorée.

- Dans le cadre du code CATHARE, le développement d’un module de post-traitement pour
l’application de la méthodologie d’analyse de scaling serait d’intérêt. Une fois que l’utilisateur
aurait spécifié les paramètres d’analyse de scaling souhaités, ce module devrait permettre
l’automatisation de l’application de la méthodologie, en particulier concernant le calcul des
scaling criteria. Par exemple, l’utilisateur pourrait avoir à choisir l’échelle et les volumes
de contrôle sur lesquels l’analyse devrait être effectuée, le type d’équations à utiliser et
la division ou non du transitoire en phases temporelles. L’application de la méthodologie
nécessiterait toujours un certain jugement d’expert, en particulier pour l’analyse des résultats
et la compréhension de la phénoménologie des transitoires, ainsi que pour la recherche des
sources de distorsion. Cependant, le domaine d’étude relatif aux problématiques de scaling
pourrait être davantage popularisé grâce à ce module.
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- L’état de l’art et les analyses de scaling réalisées dans ce manuscrit ont démontré des limites
dans les méthodes utilisées dans la conception des installations expérimentales, quant à leur
représentativité avec les réacteurs à échelle réelle. L’industrie nucléaire a aujourd’hui une
plus grande confiance dans les codes de calcul qu’elle n’en avait lorsque les méthodes de
conception d’expériences à échelle réduite ont été développées. Dû au coût non négligeable
de la construction et de l’exploitation de ces installations, il semble essentiel d’envisager toute
aide qui pourrait contribuer à réduire les distorsions liées à leur conception. Il est alors proposé
de considérer la méthodologie a posteriori développée au cours de cette thèse, en soutien à la
phase de conception a priori des installations expérimentales à échelle réduite.
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Titre: Nouveaux développements d’une méthodologie d’analyse d’échelle pour des transitoires
complexes de thermohydraulique de réacteurs nucléaires avec calcul de la distorsion associée à la
transposition d’échelle.
Mots clés: Analyses d’échelle, Transposition d’échelle, Thermohydraulique, Réacteurs nucléaires,
Transitoires nucléaires, CATHARE
Résumé: Le coût et la complexité de la mise
en œuvre et de la construction d’installations
expérimentales à échelle réelle nous obligent à faire
reposer les études sur des expériences à échelle
réduite. Par conséquent les phénomènes, plus ou
moins complexes, qui ont lieu à échelle réelle
sont simulés par des codes de calculs validés par
des expériences à échelle réduite. De ce fait, la
question de la transposition de résultats d’une
expérience à échelle réduite est un point crucial
pour la validation des codes. Ceci est d’autant
plus vrai que la physique en jeu est complexe.
Il est donc indispensable de mettre au point une
méthodologie d’analyse d’échelle : c’est l’objectif
de la présente thèse. Un cas d’application typique
de phénomènes complexes dépendant de l’échelle

considérée est celui des situations accidentelles
dans les réacteurs nucléaires.
La thèse vise à développer une méthodologie
permettant l’identification et la quantification de
distorsions entre des expériences à échelle réduite
et des réacteurs à échelle réelle. Pour cela, la
méthode de « Fractional Scaling Analysis (FSA) »
est revisitée au travers de son application à des
« Accidents de Perte de Réfrigérant Primaire
(APRP) ». Les études présentées dans ce mémoire
démontrent comment des analyses de scaling
utilisant les concepts d’approches top-down et
bottom-up, couplées au code de calcul CATHARE,
peuvent contribuer dans la compréhension de la
phénoménologie des transitoires nucléaires.

Title: New developments of a scaling analysis methodology for nuclear reactors complex
thermal-hydraulic transients with calculation of the distortion associated with the full-scale
transposition.
Keywords: Scaling analyses, Scale transposition, Thermal-hydraulic, Nuclear reactors, Nuclear
transients, CATHARE
Abstract: The cost and complexity of
implementing and constructing full-scale
experimental facilities requires us to base the
studies on small-scale experiments. Consequently,
the more or less complex phenomena which take
place on a real scale are simulated by computer
codes validated by experiments on a reduced scale.
Therefore, the question of transposing results of
a small-scale experiment is a crucial point for
the validation of codes. This is all the more
true since the physics involved is complex. It is
therefore essential to develop a scaling analysis
methodology: this is the objective of this thesis.
A typical application of complex phenomena

depending on the scale under consideration is
that of accidental situations in nuclear reactors.
The thesis aims to develop a methodology for
identifying and quantifying distortions between
reduced-scale facilities and full-scale reactors. For
this purpose, the “Fractional Scaling Analysis
(FSA)” method is revisited through its application
to “Loss of Coolant Accidents (LOCA)”. The
studies presented in this thesis demonstrate
how scaling analyses based on the top-down
and bottom-up approaches, with the support of
the CATHARE calculation code, can contribute
in the understanding of nuclear transient
phenomenology.
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